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SYNOPSIS

(Limited to 10 pages in double spacing)

The purpose of our scientific journey is to connect the fundamental principles

of nuclear physics to the exploration of the early universe through experimental

high-energy physics. For this purpose we focus on understanding the Quark-

Gluon Plasma (QGP) and its significance in unraveling the mysteries of the Big

Bang. Building upon the decades of research on baryonic matter at low ener-

gies performed at accelerator facilities such as AGS and SPS, we hunt through

yet uncharted territories of QCD phase space through cutting-edge experiments

like Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory

(BNL) and A Large Ion Collider Experiment (ALICE) at the Large Hadron Col-

lider (LHC) at CERN. Conclusive evidence for a strongly coupled QGP formation

has been provided by the data collected from these collider facilities. This thesis

explores the low and high energy regimes of the QCD phase diagram from var-

ious angles. To explore the high-temperature regime of the QCD phase space,

heavy-flavor quarks such as charm and beauty quarks provide unique insights

which are missing for other probes. Besides the study of experimental data,

phenomenological studies were also conducted by comparing experimental mea-

surements with theoretical models. In order to investigate the low-temperature

regime of the QCD phase space, analysis of net charge and identified particle

fluctuations along with the estimation of diffusion coefficients in rapidity space

is carried out using the HIJING and UrQMD models at various collision energies

available at RHIC. These studies lead to a comprehensive understanding of the

properties and dynamics of QCD matter across a range of collision energies.

One of the main objectives of heavy-ion experiments is to study the phase

transition from hadronic matter to QGP. Event-by-event fluctuation of conserved

quantities such as net-baryon number, net-electric charge and net-strangeness

were proposed as possible signals of the QCD phase transition [1]. The Beam

(Version approved during the meeting of Standing Committee of Deans held during 29-30 Nov 2013)
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Energy Scan (BES) program at RHIC was initiated to explore the QCD phase di-

agram and study the transport properties of nuclear matter at different collision

energies and particle species (indirectly varying temperature(T ) and net-baryon

(µB) density). At RHIC, the baryon chemical potential is estimated to reach upto

µB ∼ 400 MeV at lower collision energies. A strong gradient in the chemical

potential of conserved charges are expected at such lower energies. Hence, low

energy beam scan at RHIC can be useful to explore the properties of charge parti-

cle diffusion of nuclear matter which were out of reach in high energy collisions.

A study investigating event-by-event fluctuations of net-charge, net-pion, net-

kaon, and net-proton using the variable ν(±,dyn) in various models, such as the

hadron resonance gas model (HRG), the heavy-ion jet interaction generator (HI-

JING), and the transport model ultrarelativistic quantum molecular dynamics

(UrQMD), at different collision energies available at the BNL RHIC has been pub-

lished in Ref. [2, 3]. In this study, a dataset comprising 0.2 million central (0–5%)

Au+Au events at RHIC energies, generated using the HIJING and UrQMD mod-

els, was employed for the analysis. The transverse momentum (pT ) range consid-

ered for the particles is 0.2 ≤ pT (GeV/c) ≤ 5.0, with the lower pT threshold was

motivated by experimental measurements conducted at RHIC. The 〈Nch〉ν(±,dyn)
values were evaluated as a function of ∆η and √s

NN
, covering a broad rapid-

ity window (0 ≤ ∆η ≤ 5). A pronounced dependence of the 〈Nch〉ν(±,dyn) values

was observed on lower ∆η. A decreasing trend persisted up to higher ∆η, albeit

with a lower slope in both models for all cases, except for the net protons in the

UrQMD model. In the UrQMD model, the curvature of 〈Nch〉ν(±,dyn) values as a

function of ∆η exhibited distinct behavior compared to the HIJING model, specif-

ically for net protons. The dynamical fluctuations of net-kaons and net-protons

were found to be larger than those measured for net-pions and net-charged par-

ticles. Additionally, the dynamical fluctuations of net-protons were somewhat

larger than those of net-kaons. The 〈Nch〉ν(±,dyn) values obtained from different

model calculations were observed to be independent of collision energies, while

(Version approved during the meeting of Standing Committee of Deans held during 29-30 Nov 2013)
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demonstrating clear particle species dependence.

The measured fluctuations may get diluted in the expanding medium due to

the diffusion of the charged hadrons in the rapidity space [4–6]. The dissipation

of fluctuations occurs during the evolution of the system from hadronization to

their kinetic freeze-out. Hence, one should measure not only the magnitudes of

fluctuation quantities at a fixed ∆η but also their dependence on ∆η enabling

us to explore various aspect of the time evolution of the hot medium and the

hadronization mechanism. The QGP suppression of the charge fluctuations is not

observed in the experimental data, while the suppression of charge fluctuations

observed in experimental data is consistent with the diffusion estimates. Both the

suppressions are crucially different from each other. While the QGP suppression

is the history effect, the critical fluctuations are the equilibrium fluctuations per-

taining to the freeze-out point, and the diffusion is necessary to establish them [7].

The study presented in reference [3] is exploited to estimate the diffusion rate

of identified particle species in different rapidity intervals at RHIC energies. The

simulated data points of 〈Nch〉ν(±,dyn) as function of ∆η are fitted with the error

function, Erf(∆η/
√

8σ) representing the diffusion in rapidity space [5, 6]. The

fit parameter σ, characterizes the diffusion parameter at freeze-out that accounts

for the broadening of the rapidity distributions due to interactions and particle

production. The slope of the fit function decreases with increasing particle mass.

In the case of UrQMD model, the 〈Nch〉ν(±,dyn) values of net-proton flattened at

higher ∆η with increasing√s
NN

. Hence, unlike pions and kaons, the 〈Nch〉ν(±,dyn)
as a function of ∆η for net-proton cannot be fitted with Erf(∆η/

√
8σ) function to

extract the σ values. The extracted values of diffusion coefficient as a function of
√
s
NN

shows the σ of net-proton and net-kaon are closer to each other and sys-

tematically higher than net-pion at all energies in both the models. The number

density decreases for the more massive species. As a result, dilution of the dy-

namical fluctuations reduces which goes inversely proportional to the multiplic-

ity. Therefore, the heavier particles are less diffused in comparison to the lighter

(Version approved during the meeting of Standing Committee of Deans held during 29-30 Nov 2013)
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particles. The strangeness conservation and the baryon number conservation also

influence the size of the dynamical fluctuations for the net-kaon and net-proton,

respectively. The diffusion coefficients are constant as a function of studied col-

lision energy range √s
NN

= 7.7 to 200 GeV. The results remain of interest so far,

as they provide references for the behaviour of diffusion parameter according to

the models considered [8]. The studies presented in Ref. [3, 8] set the baseline for

the measurements at RHIC and the much awaited experimental data are needed

in order to understand the particle production mechanisms.

In addition to heavy-ion programme, the LHC experiments also utilize proton

beams for proton-proton (pp) collisions. These binary collisions provide reference

data for a system without QGP as opposed to that observed in the heavy-ion

collisions. Given the significantly smaller size of protons compared to Au or Pb

ions, the formation of a QGP medium was not anticipated in these small systems.

However, contrary to the expectations, results from the LHC have revealed soft

signatures of QGP medium at high multiplicity in small system collisions, such as

collective flow and strange baryon enhancement. As a result the study of particle

production in high energy pp collisions with a focus on multiplicity dependence,

has become crucial in comprehending the particle production mechanism in these

systems.

Heavy quarks (charm and beauty), due to their large masses, are primarily

produced during the hard scattering process at the early stage of hadronic colli-

sions [9]. They witness the full evolution of the QGP in ultra-relativistic heavy-ion

collisions. As they traverse through the QGP medium, they undergo elastic and

inelastic collisions with its constituents, resulting in energy loss. Therefore, heavy

quarks serve as excellent probes for investigating the properties of the QGP. The

masses of charm and beauty quarks, denoted asmc,b (1.3, 4.2 GeV/c2), also exceed

the QCD scale parameter (ΛQCD ≈ 200 MeV). As a result, the production cross

section of heavy-flavour particles can be calculated down to zero pT using per-

turbative QCD (pQCD). In pp collisions, the measurement of the beauty-hadron

(Version approved during the meeting of Standing Committee of Deans held during 29-30 Nov 2013)
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production cross section is important to test the pQCD calculations. The measure-

ment in pp collisions also serve as a baseline for studying nuclear modifications

in proton-nucleus (p-A) and nucleus-nucleus (A-A) collisions. In p-A collisions,

these studies offer insights into the effects of cold nuclear matter while in A-A

collisions, they provide an opportunity to investigate the impact of the QGP on

heavy quarks as they traverse through the medium. [10–13].

Heavy-flavor (HF) particles, due to their short lifetime, are studied solely from

their decay products. In the ALICE experiment, the investigation of open heavy-

flavor production employs two complementary approaches. 1) Full reconstruc-

tion of the decayed particles by using an invariant mass technique to determine

the parent heavy-flavour particle from the hadronic decay channels [14]. 2) Mea-

surement of leptons originating from the leptonic or semi-leptonic decay chan-

nels of heavy-flavour hadron [14]. In this thesis, we have focused on the semi-

electronic decay mode, i.e. the decay of heavy-flavour particles into an electron,

neutrino, and one or more hadrons through weak interactions. Due to the unde-

tectable neutrino, it is not possible to fully reconstruct the four-momentum of the

parent hadron therefore, to measure the yield of heavy-flavour decay electrons, a

data-driven technique is employed [15].

The analysis utilizes the pp collisions data at a center-of-mass energy
√
s = 13

TeV collected by the central-barrel detectors in the mid-rapidity region at ALICE

during 2016 to 2018. The Inner Tracking System (ITS) is used for determining

the reconstructed primary and secondary vertices, as well as for tracking. The

Time Projection Chamber (TPC) is also used for tracking, particle identification

(PID) and momentum measurement of charged particles. The Electromagnetic

Calorimeter (EMCal) is employed for electron identification and triggering to se-

lect high pT electron events. In this study, events triggered by the minimum bias

(MB) selection are used for the lower pT range (3 ≤ pT (GeV/c) ≤ 6). While two

specific EMCal triggered events, EG2 and EG1, with two different energy thresh-

olds, are used to provide the necessary statistics for extending the measurement
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to higher pT range. The trigger threshold for EG2 is ∼ 4.5 GeV, allowing for the

measurement of the region 6≤ pT (GeV/c)≤ 12. Similarly, the EG1 trigger with a

threshold ∼10.5 GeV is utilized to measure the region 12 ≤ pT (GeV/c) ≤ 35 [16].

In TPC, particle identification is performed by measuring the specific energy

loss (dE/dx ) from the gas within the TPC as a function of the charged particle’s

momentum. Electrons are selected within the range of -1 ≤ nTPC
σ,e ≤ 3, where

nTPC
σ,e represents the deviation of the measured signal in the detector from the

expected value for electrons, expressed in terms of the detector resolution i.e.

nTPC
σ,e = [(dE/dx)measured − (dE/dx)expected] ÷ σTPC. The nTPC

σ,e distribution shows

that the bands corresponding to pion, kaon, and proton pass through the electron

band in the lower momentum region. On the contrary, in the higher momentum

region, these bands merge (p > 6 GeV/c). This limits the TPC’s capability for

particle identification at both lower and higher momentum regions. To achieve

high purity electron identification, the selected electron candidate tracks within

the TPC are projected onto the surface of the EMCal taking into account the AL-

ICE magnetic field (0.5T). Thus, TPC along with the EMCal is used for electron

identification(eID) in the low and high pT regions.

When electrons pass through the EMCal detector they generate an electro-

magnetic shower and deposit all of their energy in the form of clusters. The to-

tal energy (E) deposited by the electrons in the EMCal is expected to be equal

to their momentum (p) as measured by the TPC. Therefore, the ratio of the en-

ergy deposited in the EMCal to the momentum (E/p) is approximately 1. Unlike

electrons, hadrons do not deposit their entire energy in the EMCal due to their

interactions primarily occurring via the strong nuclear force. As a result, the ratio

E/p for hadrons is expected to be less than 1. To ensure that the selected clus-

ters are originated from electron showers and not from photons, a pT dependent

track-cluster matching cut is employed. EMCal clusters are matched to tracks

from the TPC, where photons are eliminated, since they do not leave a signal in

the TPC [16].
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In order to further enhance the purity of the selected electron sample and min-

imize contamination from hadrons, a pT -dependent cut is applied to the major

axis (M02) of the shower shape ellipse [16] while ensuring that there is no major

impact on the electron selection efficiency. To estimate the residual hadron con-

tamination in each pT bin of the electron sample, the E/p distribution of hadrons

is obtained seperately by selecting particles with nTPC
σ,e < -3.5 and M02 cut. The

E/p distribution of hadrons is then scaled to match the E/p distribution of elec-

tron candidates within E/p < 0.7. The scaled hadron contribution is subtracted

from the E/p distribution of electron candidates, resulting in the E/p distribution

of inclusive electrons [15].

The smallest distance between the reconstructed track and the reconstructed

primary vertex in (XY) plane perpendicular to the (Z) beam axis is called the im-

pact parameter ( d0) or Distance of closest approach (DCA) [17]. For this analysis,

electrons and positrons are treated identically, differing only in the charge factor

multiplied to the . The d0 distribution of particles, satisfying the conditions of 0.85

< E/p< 1.2 and passing the M02 cut, within the range of−1 ≤ nTPC
σ,e ≤ 3 provides

the inclusive electron d0 distribution in each pT bin. Similarly, the d0 distribution

of particles passing the same E/p and M02 cut, but with nTPC
σ,e < -3.5, provides

the hadron d0 distribution for each pT bin. To account for contamination, the d0

distribution of the hadrons is scaled to match the level of contamination observed

in the scaled E/p distribution of hadrons within individual pT bins.

The dominant background for non-heavy-flavour (non-HF) electrons in the

detector arises from the Dalitz decay of light neutral mesons (π0 and η) and

the conversion of photons to electrons in the detector material. These electrons,

collectively referred to as photonic electrons, are produced in electron-positron

(e−e+) pairs, while electrons from heavy-flavour (HF) decays are always sin-

gle particles. This distinction allows for the segregation of photonic electrons

based on their invariant mass distribution, which unlike HF decays, exhibits a

peak at low invariant mass. The inclusive electron sample contains both corre-
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lated pairs (from photonic decays) and random uncorrelated pairs (combinatorial

background) as seen in the invariant mass spectra of unlike sign (ULS) and like

sign (LS) paired electrons. However, not all photonic electrons can be identified

using the invariant mass method, as some pairs may have its partner electron

outside the detector acceptance or fail the selection criteria. To correct for this

effect, the tagging efficiency (εtag) is calculated using Monte Carlo simulations,

and the d0 distribution of photonic electrons is obtained by subtracting the d0 dis-

tributions of LS from the ULS paired electrons within an invariant mass cut of

me+e+ < 0.14 GeV/c2, scaled by the tagging efficiency.

dNPhotonic

dd0

=
1

εtag

(
dNULS

dd0

− dNLS

dd0

)
(1)

However, it should be noted that electrons originating from the decays ofW± and

Z bosons also contribute to the background, particularly in the higher pT range.

The total contribution of W/Z decay electrons has been determined through

PYTHIA+POWHEG simulations [15]. For pT < 15 GeV/c, the contribution of

W/Z decay electrons is negligible, ∼ 12% at pT 25-30 GeV/c and ∼ 40% at pT 30-

35 GeV/c. The subtraction of the contribution from W/Z decay electrons has not

been performed in this analysis and will be addressed later.

Electrons originating from beauty quark decays are measured using the d0 fit

method. The d0 templates of hadrons, photonic electrons from experimental data,

and beauty and charm-decay electrons from Monte Carlo (MC) simulations are

fitted to the d0 distribution of inclusive electrons. This fitting is performed using

the maximum likelihood approach [18], where the amplitudes for hadron and

photonic electrons are fixed. The fit yields the free amplitudes p0 and p1, which

represent the raw yield of electrons originating from beauty and charm quarks,

respectively.

fit = p0.(Beauty) + p1.(Charm) + p2.(Hadron) + p3.(Photonic) (2)
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These amplitudes are obtained by taking into account the statistical fluctuations

present in the data and templates. Triggered events provide a higher statistical

yield of electrons required to reach the high pT region, but they also introduce

a bias at the cluster energy level. Consequently, the measured raw yield with

EG2 and EG1 triggered events is significantly higher than that with MB events.

To account for this mismatch, the yields measured with EG2 and EG1 events are

normalized using trigger rejection factors to match the equivalent MB events.

Additionally, the measured yields are corrected for reconstruction efficiency to

account for detector effects and particle identification efficiencies. The recon-

struction efficiency is calculated as the ratio of electrons passing all geometric,

track quality and particle identification selection criteria to the total number of

generated electrons within the same acceptance in the MC sample.
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Figure 1: (a) The pT -differential cross section of electrons from beauty-hadron
decays compared with FONLL. (b) The relative fraction of electrons from beauty
hadron decays to electrons from heavy-flavour hadron decays.

Figure 1 (a) shows the comparison between the pT -differential production

cross section of electrons from beauty hadron decays and the corresponding

pQCD predictions obtained using the FONLL (Fixed Order Next-to-Leading Log-

arithm) framework [19]. The measured cross section is found to be in agree-
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ment with FONLL within the uncertainties of the data. However, in the range

4 < pT (GeV/c) < 6, the data underestimates the FONLL central value, while in

the range 16 < pT (GeV/c) < 20, the results are found to lie on the upper edge

of FONLL. For pT > 20 GeV/c, the data points are observed to be significantly

higher than FONLL predictions, which can be attributed to the contribution of

W/Z boson decay electrons that dominate this pT range and were not corrected

for in the measured data. The relative contribution of the electron from beauty

quarks to the total heavy-flavour electron contribution has been investigated and

presented in figure 1 (b). The production cross section of electrons from heavy-

flavour hadron decays has been utilized to estimate the beauty hadron decay

electron fraction. These ratios have been compared to FONLL predictions and

demonstrate consistency within the uncertainties of the model. It is worth noting

that the beauty contribution dominates the total heavy-flavour electron contribu-

tion for pT > 6 GeV/c. Overall, these results provide valuable insights into the

production and relative contributions of electrons from beauty hadron decays,

and their comparison with the pQCD predictions enhances our understanding of

the heavy-flavour physics in the high-energy collisions. Further investigations,

including the correction for W/Z boson decay electrons, will be crucial in refin-

ing these measurements and obtaining a comprehensive understanding of the

heavy-flavour electron production.
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Chapter 1

Introduction

Our scientific endeavour seeks to find a connection between the foundational principles of nu-

clear physics and the exploration of the nature of the early universe through experimental

high-energy physics. At the heart of this endeavour lies the profound quest to understand the

famous Quark-Gluon Plasma (QGP)1 [1, 2] and its pivotal role in unravelling the mysterious

events of the Big Bang. The QGP, a strongly interacting deconfined state of quarks and gluons,

was anticipated to have existed shortly after the Big Bang [3], representing a critical phase in

the growth of the early early universe. Quantum ChromoDynamics (QCD), a branch of quan-

tum field theory, explains the mechanisms behind strong interactions, defining the the rules of

intricate dance between quarks and gluons within this unique state. This distinctive domain,

where quantum chromodynamics dictates the dynamics of strong forces, can be observed at

the stage of heavy-ion collisions. Through these collisions, we seek to unravel the intricate

relationship between the laws governing elementary particle physics and the emergence of col-

lective phenomena. The quest to experimentally identify and understand this deconfined state

began at the Super Proton Synchrotron2 (SPS) at European Organization for Nuclear Research

(CERN) and the Alternating Gradient Synchrotron3 (AGS) at Brookhaven National Labora-

tory (BNL) in the 1980s [4]. Building on these pioneering efforts, Relativistic Heavy Ion Collide

(RHIC) at BNL has also provided some compelling results, strongly indicating the formation of

the elusive Quark-Gluon Plasma, marking a significant achievement in our exploration of the

1“Quark-Gluon Plasma” is a (locally) thermally equilibrated state of matter in which fundamental particles,
quarks, and gluons, are no longer confined within hadrons but are free to move independently over a hadronic
volume scale. This deconfined state is characterized by extremely high energy densities and temperatures,
resembling a hot, dense soup of quarks and gluons.

2The SPS was a major upgrade from the Proton Synchrotron (PS was CERN’s first large accelerator, started
in 1959), started in 1976, and could accelerate protons and heavy ions to even higher energies. Now, it 9serves
as an injector for the Large Hadron Collider (LHC).

3The AGS accelerated protons and other heavy ions to high energies before injecting them into the RHIC
ring for further acceleration and collisions. It played a crucial role in the early stages of RHIC experiments,
providing the necessary beams for the study of high-energy nuclear physics, including the exploration of the
QGP.
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early universe [5–9].

A pertinent objective of the research program in relativistic heavy-ion collisions is to explore

the phase structure of strongly interacting matter at different temperatures (T ) and baryonic

chemical potential (µB). Depending on the collision energy, experiments can access different T

and µB regions. Consequently, systems with small µB but high T are generated at top RHIC

and LHC energies. Data from these collider facilities have also demonstrated the formation

of strongly coupled QGP. In contrast, the QCD phase diagram is less explored in the high µB

region. Hence, initiatives like the ongoing Beam Energy Scan (BES) program at RHIC [10],

upcoming heavy-ion collision experiments at the Nuclotron-based Ion Collider (NICA) [11,

12] and the Facility for Antiproton and Ion Research (FAIR) [13, 14] aim to investigate the

moderate T and high µB regime of the QCD phase diagram [15]. Apart from the heavy-

ion programs, LHC experiments also utilize proton beams for proton-proton (pp) collisions.

Unlike heavy-ion collisions, these binary collisions serve as a baseline measurement for systems

without QGP. Although we expected that the smaller size of the protons compared to gold

or lead ions would not lead to the formation of a QGP medium, the results from the LHC

have defied these assumptions. Soft signatures of QGP medium, such as collective flow [16, 17]

and strange baryon enhancement [18], have been revealed at high multiplicities in small system

collisions. Therefore, studying particle production in high-energy pp collisions (mainly focusing

on multiplicity dependence) is crucial to understanding the particle production mechanism in

these systems [19].

This thesis aims to investigate the low and high energy regions of the QCD phase dia-

gram from different angles. In order to explore the low-temperature domain of the QCD phase

space, an analysis is conducted on the net-charge and identified particle fluctuations. Addition-

ally, the estimation of diffusion coefficients in rapidity space is performed using the Heavy-Ion

Jet Interaction Generator (HIJING) [20] and UltraRelativistic Quantum Molecular Dynam-

ics (UrQMD) [21] models at various collision energies available at RHIC. The study aims to

estimate the strength of these fluctuations and diffusion rates in the rapidity space, further

clarifying their dependence on parameters such as particle mass, collision energies, strangeness

conservation, and baryon number conservation for identified particle species [22, 23]. Investi-

gating the high-temperature domain of the QCD phase space involves gaining unique insights

through studying heavy-flavour quarks, such as charm and beauty, which are rare probes.

The study utilizes data from the ALICE experiment at LHC, CERN, explicitly measuring the

production cross-section of electrons from beauty-hadron decays in pp collisions at a centre-

of-mass energy of
√
s = 13 TeV. The primary objectives include exploring electrons from

beauty-hadron decays in a higher transverse momentum (pT ) range, extending up to pT = 35

2



CHAPTER 1. INTRODUCTION

GeV/c, an unexplored domain within the ALICE experiment [24]. Additionally, the measure-

ment tests perturbative QCD (pQCD) calculations and establishes a baseline for studying the

nuclear modifications in proton-nucleus (p−A) and nucleus-nucleus (A−A) collisions. These

studies offer insights into the effects of cold nuclear matter in p−A collisions [25, 26] and illu-

minate how the Quark-Gluon Plasma impacts the behaviour of heavy quarks as they traverse

the medium in A−A collisions [27]. All these collective efforts lead to a comprehensive under-

standing of the properties and dynamics of QCD matter across a range of collision energies in

both proton-proton and nucleus-nucleus collisions.

Chapter 1 delves into fundamental physics, providing an overview of contemporary measure-

ments and the motivation behind our study. Moving on to Chapter 2, we explore the fluctuation

strength of the charged particles, like net-charge, net-pion, net-kaon, and net-proton, utilizing

models like the Hadron Resonance Gas (HRG), the HIJING and UrQMD. The results from

these models serve as references for understanding the behaviour of fluctuations measured in

experiments. Additionally, Chapter 2 covers the diffusion coefficient of identified charged par-

ticles, establishing a baseline for experimental measurements using the UrQMD and HIJING

models. Chapter 3 describes the experimental apparatus, spanning from the LHC to the ALICE

detector, in detail, with a particular focus on the ALICE electromagnetic calorimeter (EMCal),

which plays a crucial role in the measurement of electrons from beauty-hadron decays in this

thesis. Chapter 4 addresses the nuances of electron identification, outlining the selection and

tagging process for electrons originating from semi-leptonic bottom decay. A comprehensive

analysis strategy is presented, encompassing electron selection, background subtraction, and

the estimation of pT -differential cross-section. Systematic errors associated with the primary

measurement components are thoroughly discussed and calculated, leading to the presentation

of final results. Chapter 5 offers an overall summary of the thesis and the conclusions drawn

from the measures conducted. Finally, in Chapter 6, we look at the future prospects, outlining

potential measurements with Run3 data and the ALICE-O2 framework.

1.1 The Standard Model

The Standard Model is a theoretical framework that explains the composition and interactions

of matter. It is built on the concept that all matter consists of particles, and these particles

communicate through the exchange of propagators associated with the fundamental forces. The

building blocks of day-to-day matter are fermions, characterized by half-integer spin values,

while bosons, with integer spin values, act as force carriers. Fermions come in two varieties:

leptons (which include the well-known electron) and quarks (found inside protons and neutrons).

3



1.1. THE STANDARD MODEL

Figure 1.1: The representation of elementary particles within the Standard Model is organized
into three generations, with masses increasing from left to right. Notably, gravity, a familiar
force, is not included in the Standard Model, presenting a challenge in fitting it into this
framework [28].

These particles interact through fundamental forces, each having specific force carriers [29].

Figure 1.1 illustrates the arrangement of elementary particles in the Standard Model,

grouped into three generations with mass increasing from left to right. The six quarks and

their respective anti-quarks, each with three colour charges4 (red, green, and blue) [30, 31]

and corresponding anti-colour charges, belong to these three generations. The first generation

includes up and down quarks, electrons, and electron neutrinos. The second consists of strange

and charm quarks, muons, and muon neutrinos, while the third involves top and bottom quarks,

tau particles, and tau neutrinos. An entirely different particle category is called bosons, which

include gauge bosons and scalar bosons. Gauge bosons act as force carriers for fundamental

forces, with W± and Z0 governing weak interactions, photons governing electromagnetic in-

teractions and gluons serving as force carriers for strong forces. The Higgs boson, a recently

discovered scalar boson, plays a crucial role by interacting with quarks, leptons, and itself to

give masses to these particles [32–34].

4To avoid violating the Pauli exclusion principle, which forbids identical fermions from having the same
quantum numbers, an additional quantum number called “colour” was introduced for quarks. This colour
quantum number has three distinct values, allowing quarks with different colours to share identical quantum
numbers.
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Despite its success, the Standard Model has limitations. It lacks a description of gravity,

one of the fundamental forces, and struggles to explain the vast difference in strength between

gravity and other forces (the ‘hierarchy’ problem). The model must also catch up in accounting

for the wide range of masses among the elementary particles. Additionally, it only addresses

visible matter, while observational evidence suggests the existence of five times more populous

dark matter, a mysterious form of matter with only gravitational effects and properties not

matching any known particles of the Standard Model. Scientists had to devise remarkably

mind-boggling advanced and complicated machines like the LHC and RHIC to explore particle

properties and force behaviours more in-depth, aiming to answer fundamental questions about

the universe [35–37].

1.2 Quantum Chromodynamics

Quantum Chromodynamics is a theoretical framework in physics that explains the strong force,

one of the fundamental forces within the Standard Model. In QCD, quarks and gluons possess

a unique property known as a colour charge. Unlike the electric charge in Quantum Electro-

dynamics (QED), which has a single value, the colour charge is more intricate; a proton, for

example, comprises not only its three valence quarks (uud) but also gluons and quark-antiquark

pairs arising from quantum fluctuations. While many quarks and gluons are within a proton,

the colour confinement ensures that only colour-neutral combinations, or colour singlets, are

observable particles. This implies that any bound state of quarks and antiquarks must show

net colourlessness to the external environment. QCD introduces a running coupling constant,

denoted as αs, indicating that its strength varies with the scale or distance5. This dynamic

nature results in two key features of QCD: (i) Confinement, where quarks are bound together

in colour singlets at low energies (or long distances). (ii) Asymptotic freedom, which is

dominant at high energies (or short distances), where quark and gluon interactions diminish,

allowing them to behave like almost free particles [39, 40]. The potential between a quark and

an anti-quark includes both Coulomb and linear terms, distinguishing it from the QED poten-

tial, which only has a Coulomb term6. The interaction strength between the quark-antiquark

pair intensifies as their mutual separation increases. A new colourless hadron is generated

if an amount of energy sufficient to create a quark-antiquark pair is provided to attempt to

5For QED, α = e2

4πε0~c ∼ 1/137. However, for QCD, αs is energy-scale-dependent, with its value commonly
defined at the Z boson mass scale (mZ2). As of 2023, ATLAS measured αs(mZ2) to be 0.1183 ± 0.0009, the most
precise measurement. Determinations of αs(mZ2) rely on various methods, including lattice QCD calculations,
studies of tau-lepton decay, and reinterpretation of the Z boson’s transverse momentum spectrum [38].

6QED: V (r) ∼ − e2r and QCD: V (r) ∼ −αsr + σr, where σ is the colour string tension, refers to the linearly
increasing potential energy between quarks and antiquarks at large distances, representing the confinement [41]
of quarks within hadrons by a stretched colour flux ‘string’.
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separate them. At very short distances (smaller than the size of a nucleon), the effective cou-

pling strength between quarks decreases logarithmically, approaching minimal values. In these

conditions, quarks and gluons exhibit quasi-free behaviour.

αs(Q
2) =

g2
s(Q

2)

4π
=

12π

(33− 2nf ) log
(
Q2/Λ2

QCD

) (1.1)

At high energies, the αs can be expressed to the leading order, as given in Eqn. 1.1 [42],

where Q2 is the momentum transfer, nf is the number of quark flavours, and Λ2
QCD is the

non-perturbative momentum scale. A perturbative description applies when Q2 is much larger

than Λ2
QCD, signifying weakly interacting quarks and gluons. At the same time, when Q2 is

around Λ2
QCD, non-perturbative effects become significant, leading to the formation of strongly

bound hadronic clusters, marking a transition from quasi-free partons (quark or gluon) to the

world of hadrons like pions and protons. The value of Λ2
QCD is an experimentally determined

parameter [42, 43], expected to be of the order of a typical hadronic mass7. While pQCD suc-

cessfully describes physics at high energies, it becomes inadequate at lower energies, demanding

alternative methods.

41 9. Quantum Chromodynamics

Table 9.1: Unweighted and weighted pre-averages of αs(m
2
Z
) for each sub-

eld in columns two and three. The bottom line corresponds to the com-
bined result (without lattice gauge theory) using the χ2 averaging method.
The same χ

2 averaging is used for column four combining all unweighted
averages except for the sub-eld of column one. See text for more details.

averages per sub-eld unweighted weighted unweighted without subeld

τ decays & low Q2 0.1173± 0.0017 0.1174± 0.0009 0.1177± 0.0013

QQ̄ bound states 0.1181± 0.0037 0.1177± 0.0011 0.1175± 0.0011
PDF ts 0.1161± 0.0022 0.1168± 0.0014 0.1179± 0.0011
e+e− jets & shapes 0.1189± 0.0037 0.1187± 0.0017 0.1174± 0.0011
hadron colliders 0.1168± 0.0027 0.1169± 0.0014 0.1177± 0.0011
electroweak 0.1203± 0.0028 0.1203± 0.0016 0.1171± 0.0011

PDG 2023 (without lattice) 0.1175± 0.0010 0.1178± 0.0005 n/a

Figure 9.5: Summary of determinations of αs as a function of the energy scale Q compared to
the running of the coupling computed at ve loops taking as an input the current PDG average,
αs(m

2
Z
) = 0.1180± 0.0009. Compared to the previous edition, numerous points have been updated

or added.

weighted ts with our standard procedure in columns two and three of Table 9.1. We observe
that the weighted averages are rather close to the unweighted ones. However, the uncertainties
become signicantly smaller. This approach may be too aggressive as it ignores the correlations
among the data, methods, and theory ingredients of the various determinations. We feel that the
uncertainty of ±0.0005 is an underestimation of the true error. We also note that in the unweighted
combination the estimated uncertainty for each sub-eld is larger than the spread of the results as
given by the standard deviation. In the weighted t this crosscheck fails in four out of six cases.

The last several years have seen clarication of some persistent concerns and a wealth of new
results at NNLO, providing not only a rather precise and reasonably stable world average value

1st December, 2023

Figure 1.2: Comparison of determinations of the strong coupling constant αs as a function of
the energy scale Q, with the running of the coupling computed at five loops using the current
PDG average αs = 0.1180± 0.0009 as an input. The figure summarizes various measurements
of αs, highlighting their dependence on energy scale Q. The image is sourced from PDG [44],
providing a pictorial representation of experimental determinations compared to the theoretical
prediction based on QCD calculations.

7The value of Λ is 332 ± 17 MeV for processes involving up, down, and strange quarks (energies below 1.275
GeV) and decreases to Λ = 210± 14 MeV for energies above the bottom quark mass of about 5 GeV.
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QCD phase diagram

The Beam Energy Scan at the Relativistic Heavy Ion Collider 3

Figure 1. A conjectured QCD phase diagram with boundaries that dene various states of QCDmatter.

1. Introduction

A major goal of high-energy nuclear collisions is to determine the phase diagram for

matter that interacts via the strong nuclear force. In contrast to the countless, very distinct

phase diagrams found in condensed matter physics, the phase diagram probed in heavy-ion

collisions is a unique and fundamental feature of Quantum Chromodynamics (QCD). The

most experimentally accessible way to characterize the QCD phase diagram [1] is in the plane

of temperature (T ) and the baryon chemical potential (µB) [2]. Figure 1 is a conjectured

version with µB on the horizontal axis. It shows a schematic layout of the phases, along with

hypothesized indications of the regions crossed in the early stages of nuclear collisions at

various beam energies.

Hadronic matter is a state in which the fundamental constituents, quarks and gluons, are

conned in composite particles, namely baryons and mesons. At high energy densities, QCD

predicts a phase transition from a hadronic gas (HG) to a state of deconned, partonic matter

called the quark-gluon plasma (QGP) [3, 4]. In hot and dense QCD matter, the hadrons are

melted into their constituent quarks, and the strong interaction becomes the dominant feature

of the physics. In addition to the conned-deconned transition, a chiral phase transition is

postulated. Since the intrinsic scale of QCD is ΛQCD ∼ 200 MeV, it is conceivable that the

chiral phase transition line extends from around T ∼ΛQCD at low baryon number density (nB)

to around nB ∼ Λ
3
QCD ∼ 1/fm−3 at low T .

Lattice QCD calculations have established that the quark-hadron transition to be a

crossover transition at the temperature around 154 MeV for µB = 0 [5, 6, 7, 8, 9]. On the

Figure 1.3: Schematic phase diagram of nuclear matter in terms of temperature (T ) and bary-
onic chemical potential (µB) [45, 46].

Figure 1.3 shows a sketch of the QCD phase diagram, representing the transition from nuclear

matter to hadronic gas to a phase where quarks and gluons are no longer confined. We describe

matter with equal densities of quarks and antiquarks by setting µB to zero. This approxima-

tion holds good for heavy-ion collisions at mid-rapidity at RHIC, even better at the LHC, and

exceptionally well in the early universe. A hadronic gas forms via a continuous crossover-type

transition in these scenarios as the QGP expands and cools [15]. To study QGP with an excess

of quarks over antiquarks, we examine the debris produced at very high rapidities in high-energy

heavy-ion collisions. QGP forms from the compressed remnants of incident nuclei. Unfortu-

nately, neither RHIC nor the LHC has detectors capable of these high rapidity measurements.

Instead, scanning the QCD phase diagram in this region involves studying heavy-ion collisions

with progressively lower energies, where the initial baryon number from incident nuclei con-

tributes more to creating dense matter. Lower-energy nucleus-nucleus (A−A) collision studies

have been conducted at the SPS and the RHIC BES, presenting intriguing early results. A

second, higher-statistics phase of the BES program took place in 2019−2020, with extensions

planned at the FAIR and the NICA facility for even lower collision energies, exploring higher

µB (at medium to lower temperatures). Experimental programs aim to determine whether

the continuous crossover between QGP and hadronic matter transforms into a first-order phase

transition below a certain collision energy involving a nonzero critical value of µB. Several QCD

models propose a critical point in the phase diagram [47]. Lattice techniques, in particular,

7
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suggest a critical point at nonzero µB, but the “sign problem” limits its calculative power [48–

51]. Increased non-gaussian fluctuations in RHIC collisions hint at critical fluctuations in the

lower end of beam energy scan, though it is inconclusive due to limited statistics. The existence

of a critical point at nonzero net-baryon chemical potential remains unknown, but upcoming

data and analyses are expected to address this question soon. We anticipate waiting for the

results from ongoing experimental programs to provide answers in the coming years.

1.3 Relativistic heavy-ion collisions

Heavy-ion collisions at ultra-relativistic energies offer a unique opportunity to recreate the QGP

under laboratory conditions. These collisions produce high multiplicities of outgoing particles,

resulting in event images of higher complexities than proton-proton collisions. At very high

energies (∼ TeV), the colliding nuclei are not stopped at the collision point. Instead, it results in

a very low net-baryon density body, enabling the exploration of µB ≈ 0 region of the QCD phase

diagram (also known as the Bjorken or transparency regime). In contrast, facilities like NICA

use low energy collisions to focus on exploring the finite baryon-chemical potential region (µB ≈
200− 500 MeV) through fixed-target and collider experiments. The study of collision systems,

particularly in heavy-ion collisions, involves understanding the number of nucleons involved.

While direct measurements of quantities such as impact parameter (b), number of participating

nucleons (Npart) and number of binary nucleon-nucleon collisions (Ncoll) are challenging due to

the small length scales involved, it is theoretically possible to estimate these quantities from

experimental data. The most commonly applied technique is the “Glauber Model” technique,

named after Roy Glauber (Nobel Prize in Physics, 2005). It utilizes quantum mechanical

scattering theory to understand collision dynamics and accounts for multiple nucleon scatterings

in the colliding matter. Glauber’s pioneering work in this field established the groundwork to

understand the non-trivial effects observed in proton-nucleus and nucleus-nucleus collisions at

low energies [52].

1.3.1 The geometrical configuration

The Glauber Model offers a quantitative understanding of the geometrical arrangement of

nuclei during collisions. It assumes that the baryon-baryon interaction cross-section remains

constant as baryons pass through each other and that nuclei move in straight-line paths along

the collision direction. This model helps simulate initial conditions in heavy-ion collisions by

estimating the number of participating nucleons and binary collisions based on the impact

parameter. The Glauber Model has two variants: the Optical approach and the Monte Carlo

8
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approach; we focus here on the former. In the Optical approach, several assumptions are made,

including the idea that at high energies, nucleons pass through each other undeflected, nucleons

move independently within the nucleus, and the nucleus size greatly exceeds the range of the

nucleon-nucleon force.

Projectile B Target A

b zs

s-b

b
s

s-b

a) Side View b) Beam-line View

B

A

Figure 1.4: Schematic representation of the geometrical configuration of the target and projec-
tile nuclei in the optical Glauber model, showing (a) transverse and (b) longitudinal views [52].

In the scenario depicted in Fig. 1.4, we are observing the interaction of two heavy-ions,

referred to as “target” A (with A nucleons) and “projectile” B (with B nucleons), that are

moving at relativistic speeds and collide at a specific impact parameter ~b. Assume two flux

tubes positioned at a displacement of ~s from the center of the target nucleus and a distance of

~s −~b from the center of the projectile. As a result of the collision, these tubes overlap. The

probability per unit transverse area of a given nucleon being located in the target flux tube is

T̂A(~s) =

∫
ρA(~s, zA)dzA , (1.2)

where ρA(~s, zA) is the probability per unit volume, normalized to unity, for finding the nucleon

at location (~s, zA). A similar expression follows for the projectile nucleon. Then the joint

probability per unit area of nucleons being located in the respective overlapping target and

projectile flux tubes of the differential area is T̂A(~s) · T̂B(~s −~b). This product integrated over

all values of ~s defines the “thickness function” T̂ (~b), with

T̂AB =

∫
T̂A(~s)T̂B( ~s− b)d~s (1.3)

9
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Further the integral over all impact parameter for T̂AB is given by

∫
T̂AB(~b)db = A ·B , (1.4)

since T̂AB is purely a geometric factor, it is independent of the collision energy. The number of

inelastic nucleon-nucleon collision as a function of the impact parameter is given as

Ncoll = T̂AB(~b)σNNinel , (1.5)

where Ncoll depends on the beam energy through σNNinel . The probability of n inelastic nucleon-

nucleon collisions between nucleus A and B at an impact parameter ~b is given by a binomial

distribution,

P (n,~b) =

(
AB

n

)[
T̂AB(~b)σNNinel

AB

]n[
1− T̂AB(~b)σNNinel

AB

]AB−n
, (1.6)

where the first term is the number of combinations for finding n collisions out of total (AB)

possible nucleon-nucleon interactions, and second term gives the probability for having exactly

n collisions, and the last term is the probability of exactly AB − n misses.

The number of participants in nucleus-nucleus collision can be obtained from a hadron-nucleon

collision. So by setting B = 1, the probability thus becomes

P (n,~b) =

(
A

n

)[
T̂A(~b)σNNinel

A

]n[
1− T̂A(~b)σNNinel

A

]A−n
(1.7)

Summing over all probabilities, we obtain,

A∑

n=1

P (n,~b) = 1−
[
1− T̂A(~b)σNNinel

A

]A
(1.8)

If T̂A(~b)σNNinel/A� 1 then the above sum can be approximated by exponential so that

A∑

n=1

P (n,~b) = 1− exp[−T̂A(~b)σNNinel ] (1.9)

The number of participants in nucleus A is proportional to the nuclear profile function at

transverse position ~s, T̂A(~s), weighted by the sum over the probability for a nucleon-nucleus

collision at transverse position (~b− ~s) in nucleus B. Thus at a given ~b, the Npart is given by

Npart(~b) =

∫
T̂A(~s)

(
1− exp[−T̂B( ~b− s)σNNinel ]

)
d~s

+

∫
T̂B( ~b− s)

(
1− exp[−T̂A(~s)σNNinel ]

)
d~s

(1.10)
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The model was employed to determine the Npart and Ncoll as functions of the impact pa-

rameter for Au197 and Pb208 nuclei in Au−Au and Pb−Pb collisions, respectively, at RHIC

(
√
sNN = 200 GeV) and LHC (

√
sNN = 2.76 TeV) energies. The values of σNNinel used in the

calculations are 42 mb for RHIC and 64 mb for LHC [52]. Fig. 1.5 illustrates that smaller

impact parameters correspond to a larger overlap, indicative of central collisions, while larger

impact parameters result in a smaller overlap, hinting at peripheral collisions. We draw An ob-

vious conclusion that the number of participating nucleons and binary collisions decreases with

increasing impact parameter values. Additionally, the number of binary nucleon-nucleon colli-

sions increases with energy while the number of participating nucleons remains approximately

the same.
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Figure 1.5: Ncoll (red) and Npart (black) as functions of impact parameter b calculated in the
optical approximation for (a) Au−Au collisions at

√
sNN = 200 GeV RHIC energy and for (b)

Pb−Pb collisions at
√
sNN = 2.76 TeV LHC energy.

1.3.2 The space-time evolution

Figure 1.6(a) presents a schematic representation of the space-time progression of a collision

between two relativistic nuclei [53]. These nuclei, moving at speeds close to the light, collide

and form a fireball; Fig. 1.6(b) depicts the hot matter in its various cooldown stages. This

depiction of the space-time progression in relativistic heavy-ion collisions was first proposed by

J. D. Bjorken in 1983, utilizing the concept in hydrodynamics [54]. The model simplifies the

calculations by considering central collisions (zero impact parameter) between identical nuclei

in their center-of-momentum frames. The chosen coordinates depict the nuclei moving towards

each other along the z-direction (beam direction) and colliding at the origin at time t = 0.
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(a) Figure courtesy of Boris Hippolyte (b) Figure courtesy of Chun Sen

Figure 1.6: (a) Space-time diagram illustrating a heavy-ion collision between two nuclei at time
t = 0 and longitudinal position z = 0 (transverse direction not shown). The fireball formed
during the collision emits different particles (as indicated by the arrows). (b) Sketch depicting
the time evolution of a relativistic heavy-ion collision as a function of proper time.

When the nuclei collide, they diverge, with the faster components (high-x partons8) moving

forward, while the slower ones (low-x partons ) lagging behind. This phenomenon leads to

the generation of numerous virtual quanta in the mid-rapidity region. Over time, these quanta

undergo decoherence, transitioning into fundamental particles. It is as if the nuclei pass through

each other, creating a flat central area by freeing up colour strings. This central region initiates

a longitudinal expansion once the interaction ends and the nuclei move apart. As the nuclei

move at relativistic speeds, they undergo Lorentz contraction along the longitudinal direction

by a factor of approximately 2R/γ, where R is the nuclear radius and γ is the Lorentz factor.

The curves in Fig. 1.6(a) represent hyperbolas of constant proper time (τ = t2 − z2). Each

hyperbola corresponds to a distinct stage in the space-time evolution of the system following

the collision.

In the pre-equilibrium phase (τ ≤ 1 fm/c), the exact state of the colliding nuclei is

unknown. However, any changes at this point significantly affect the production of final-state

particles. The colliding nuclei here can be represented as a Glauber initial state [52], which is

a collection of individual nucleons, or a colour glass condensate [55], which is a cohesive wall

of gluons. Despite the chosen model, the impact parameter9 of the nuclei and the fluctuations

in the positions of the incoming partons result in an asymmetrical overlap region within the

nuclei. When heavy ions collide, they create an intensely hot and dense medium composed of

quasi-free quarks and gluons. This medium experiences temperature fluctuations in different

8x represents the Bjorken scaling variable, denoting the fraction of momentum carried by a parton within a
hadron before the interaction. The value of x ranges from 0 to 1.

9The impact parameter in heavy-ion collisions represents the closest distance between the centers of the col-
liding nuclei. It determines the degree of overlap between the nuclei, affecting collision geometry and subsequent
particle production.
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regions until it reaches a state of local thermal equilibrium known as the quark-gluon plasma

(QGP phase), after τ ∼ 1 fm/c10. It is generally described using a relativistic hydrodynamical

formalism and is found to be an almost perfect fluid with a remarkably low shear viscosity to

entropy density ratio. This QGP phase lasts for τ ∼ 1− 10 fm/c, depending on the energy of

collision [56].

As the medium undergoes expansion and cooling, it eventually reaches a density and tem-

perature at which partonic interactions cease. This results in the formation of a hadron gas

with fixed hadron fractions with the inelastic interactions between hadrons stopping completely,

commonly referred to as chemical freeze-out. The temperature of the medium at this point

in the collision’s progression is denoted by Tch [9, 57, 58]. As the medium further cools and

expands, collisions between hadrons gradually halt, allowing them to achieve their final ener-

gies and momenta. This last phase is called thermal or kinetic freeze-out, which occurs

at a lower temperature than chemical freeze-out and is denoted as Tfo. After this point, the

hadrons freely stream towards the detectors. Understanding the properties of QCD matter at

all of these phases can provide valuable insights into the fundamental nature of matter in the

early universe.

1.4 Experimental signatures of QGP formation in heavy-

ion collisions

To gain a thorough understanding of the properties of QGP, it is crucial to identify the signa-

tures of its formation. While QGP is associated with several observables, relying on a single

one does not provide a complete picture. Therefore, a combination of various measurements

is necessary for comprehensive analysis. These signatures can be divided into two main cat-

egories: hard and soft, depending on the collision stage during which it is generated. Hard

signatures result from the probes produced in the initial high-momentum partonic interactions.

These signatures include heavy flavour (charmonium and bottomonium) states, jets, dileptons,

and more. On the other hand, soft signatures encapsulate the bulk properties of the system

pre- and post-hadronization, including parameters such as energy density, chemical and kinetic

freeze-out temperatures, and manifestations of collective behaviour. Although this thesis does

not explore all the signatures, the following subsection sheds light on some of the most common

observables in brief.

10τ0 denotes the QGP formation time.
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1.4.1 Direct Photons

Direct photons are a collection of photons that are not produced from the decay of other parti-

cles in a heavy-ion collision. This makes them particularly valuable for studying the evolution

of the QGP produced during these collisions. Because they only interact electromagnetically,

direct photons have a much greater mean free path (∼ 102 − 104 fm) in strongly interacting

media than the reaction volume (∼ 1 fm). Additionally, they do not experience final state

interactions like hadrons do [59]. This way, they serve as a direct probe of the initial stages of

the collision. There are two types of direct photons: prompt photons, which result from initial

hard parton scatterings, and thermal photons, which are produced during the QGP phase and

the hadron gas phase. An increase in the emission of thermal photons is expected from a QGP,

making them an important tool for investigating the properties of this fascinating state of

matter. Studying direct photons can offer valuable insights into the temperature and thermal

properties of the QGP. Specifically, thermal photons are highly sensitive to the QGP’s temper-

ature and their emission rate is directly linked to the system’s temperature. This sensitivity

dependence allows us to estimate the QGP’s temperature during its various stages of evolution,

thereby providing crucial details about its thermodynamic properties [60].
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Figure 1.7: (a): Direct photon spectra in Pb−Pb collisions at
√
s
NN

= 2.76 TeV for different
centrality classes: 0−20% (scaled by a factor of 100), 20−40% (scaled by a factor of 10)
and 40−80%. (b): Direct photon spectra in Pb−Pb collisions at

√
s
NN

= 2.76 TeV (ALICE
at LHC) and Au−Au collisions at

√
s
NN

= 200 GeV (PHENIX at RHIC). The exponential

function Ae−pT/Teff is employed for pT < 2.1 GeV/c to estimate the average temperature of the
produced medium.
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Through analysis of data within a specific momentum range, an exponential fit function can

determine the effective temperature (Teff) for the medium’s entire evolution11. In the 0−20%

most central collisions of Pb−Pb collisions at
√
s
NN

= 2.76 TeV, the QGP generated has an

effective temperature of Teff = (304± 11stat± 40syst) MeV. This value is derived from an expo-

nential function fit to the direct photon spectrum, after subtracting the pQCD contribution,

in the range 0.9 < pT (GeV/c) < 2.1 [61]. Similarly, data from Au−Au collisions at
√
s
NN

= 200 GeV obtained by the PHENIX experiment at RHIC yield an effective temperature of

Teff = (239± 25stat ± 7syst) MeV [62]. Notably, the QGP produced in central Pb−Pb collisions

at
√
s
NN

= 2.76 TeV at LHC has a temperature approximately 1.3 times higher than that of

the QGP produced in Au−Au collisions at
√
s
NN

= 200 GeV at RHIC12 in the same centrality

class.

1.4.2 Elliptic flow

Figure 1.8: Left: A 3-D schematic representation depicting a non-central collision, highlighting
the reaction plane, the almond-shaped interaction volume (yellow), and the spectator nucleons
(blue) moving away in opposite directions. The coordinate system of the event is defined with
the x-axis aligned with the impact parameter, the z-axis along the beam direction, and the
y-axis completing the cartesian system. Center: Visualization of spatial anisotropy leading to
momentum anisotropy within the collision system. Right: Diagram illustrating a non-central
heavy-ion collision in the transverse plane (xy), with the beam axis (z-axis) perpendicular to
the figure’s plane. φ represents the azimuthal angle of one of the outgoing particles, ΨR denotes
the angle of the reaction plane, and ~b signifies the impact parameter [63].

In non-central collisions where two identical spherical nuclei collide, the initial matter distri-

bution is anisotropic, resembling an almond shape [63]. However, in experiments, the magnitude

and orientation of the impact parameter vector vary from event to event and remain unknown.

This initial geometry can impact the distribution of particles in the final state, particularly in

the transverse plane. To effectively describe this geometry using a few parameters, the triple-

differential invariant distribution of emitted particles in the final state is decomposed using

11The inverse slope parameter of the exponential trend in the data reflects the value of Teff .
12The PHENIX experiment first reported a direct photon excess at

√
s
NN

= 200 GeV Au−Au collisions in
2010, which was later confirmed in 2015.
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Fourier analysis to equation 1.11 [64]. This decomposition involves factors like particle trans-

verse momentum (pT ), rapidity (y), azimuthal angle (φ) and the reaction plane angle (ΨR),

with the reaction plane defined by the beam axis (z) and the impact parameter direction13 (see

Fig. 1.8).

E
d3N

dp3
=

d2N

pT dpT dy

1

2π
=

(
1 +

∞∑

n=1

2vn(pT , y)cos[n(φ−ΨR)]

)
(1.11)

In general, the coefficients vn(pT , y) =
〈
cos[n(φ − ΨR)]

〉
vary with both pT and y, hence

called “differential flow”. Integrated flow, on the other hand, is calculated by averaging differ-

ential flow using d2N/dpTdy as a weight. The first coefficient, v1, denotes directed flow, while

the second coefficient, v2, represents elliptic flow. Higher-order coefficients, such as v3 and v4,

are known as triangular and quadrangular flow coefficients respectively.

vn(pT , y) =
〈
cos[n(φ−ΨR)]

〉
=

∫ 2π

0
dφcos[n(φ−ΨR)] d3N

pT dpT dydφ∫ 2π

0
dφ d3N

pT dpT dydφ

(1.12)

In heavy-ion collisions, the area where two nuclei overlap creates a macroscopic medium

that strongly interacts with its constituents, is in state of pressure anisotropy. This leads to

spatial distortion in the particle distribution, with more particles originating from the shorter

axis of the almond-shaped region due to higher pressure. As the system expands and evolves,

the pressure gradients within the QGP result in an anisotropic flow pattern, with more particles

emitted in the direction perpendicular to the impact plane. This phenomenon is called elliptic

flow [65], which can be described by assuming a thermalized QGP that behaves like a viscous

fluid following hydrodynamic equations. The magnitude of the ellipticity of the flow reflects

the degree of thermalization and the viscosity of the QGP. Experimental observations of elliptic

flow at RHIC [9] and the LHC [66] (Fig. 1.9(a)) provide a compelling evidence for the creation

of the QGP and offer insights into its properties, such as viscosity and thermalization time.

Thus, elliptic flow is a valuable probe for studying the properties and dynamics of the QGP

formed in heavy-ion collisions.

In Fig. 1.9(b), the v2 of electrons resulting from beauty hadron decays at midrapidity in

Pb−Pb collisions at
√
s
NN

= 5.02 TeV in the 30-50% centrality class is shown. This mea-

surement is important for understanding the thermalization of beauty quarks in the QGP. For

the first time, a positive v2 of electrons from beauty hadron decays is observed within the 1.3

< pT (GeV/c) < 6 range, with a significance of 3.75σ. It is noteworthy that no significant

pT dependence of the v2 is observed. To understand the contribution of beauty quark thermal-

13The sine terms, sin[n(φ−ΨR)], are omitted from Eqn. 1.11 as they vanish due to the reflection symmetry
relative to the reaction plane.
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(a) Comparison of integrated elliptic flow at 2.76
TeV in Pb–Pb collisions within the 20–30% central-
ity class with results obtained at lower energies for
similar centralities reveals an approximately 30%
increase from

√
s
NN

= 200 GeV to 2.76 TeV.
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(b) Elliptic flow of electrons from beauty-
hadron decays measured by ALICE in
30−50% centrality Pb−Pb collisions at√
s
NN

= 5.02 TeV at midrapidity, compared
with model calculations

Figure 1.9: Elliptic flow measured by ALICE in Pb−Pb collisions at
√
sNN = 2.76 and 5.02

TeV, respectively [66, 67].

ization to the non-zero positive v2, the measurement is compared against various models, such

as MC@sHQ+EPOS2, PHSD, and LIDO, which employ different approaches to characterizing

beauty quark interactions with a hydrodynamically expanding medium [67]. This measurement

provides new insights and constraints on theoretical models regarding beauty quark dynamics

within the QGP.

1.4.3 Nuclear modification factor

The nuclear modification factor (RAA) is a key observable in studying heavy-ion collisions. It

quantifies the suppression or enhancement of particle production in heavy-ion collisions relative

to proton-proton collisions scaled by the average number of binary nucleon-nucleon collisions.

The RAA is calculated as the ratio of the pT -differential particle yields in nucleus-nucleus

(A−A) collisions (dNAA/dpT ) to the corresponding production cross-section in pp collisions

(dσpp/dpT ) at the same energy, normalized by the average nuclear overlap function
〈
TAA

〉

for the studied centrality range [68].
〈
TAA

〉
is obtained through Glauber model calculations,

considering detector responses in centrality measurements [69, 70].

RAA =
1〈

TAA

〉 dNAA/dpT

dσpp/dpT

(1.13)

In heavy-ion collisions, high-pT particles mainly originate from the initial hard scattering.

If heavy-ion collisions were simply a superposition of an equal number of nucleons colliding,
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then the nuclear modification factor would be unity (RAA = 1). This implies that the number

of high-pT particles produced would match the equivalent number obtained in proton-proton

collisions, scaled by the number of binary collisions in the heavy-ion collision scenario. When

high-energy partons pass through the QGP medium, they lose energy through jet quenching,

suppressing high-pT particles in heavy-ion collisions compared to proton-proton collisions. This

manifests as an RAA < 1 at high-pT . The suppression in RAA directly results from parton en-

ergy loss mechanisms like gluon radiation and elastic scattering, which occur in the dense QGP

medium. The magnitude of suppression offers valuable insights into the density, temperature,

and transport properties of the QGP14. The significant suppression of high-pT particles ob-

served in heavy-ion collisions at RHIC and the LHC, where RAA < 1, agrees with theoretical

predictions based on QGP formation. This agreement between theory and experimental obser-

vations strengthens the interpretation of the nuclear modification factor as a telling signature

of QGP formation.
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Figure 1.10: The nuclear modification factor of electrons from (a) heavy-flavour and (b) beauty-
hadron decays in the most central collisions compared with predictions from several theoretical
calculations [27, 71].

1.4.4 Jet quenching

When partons undergo hard scattering with large momentum transfers, they generate high-

momentum collimated showers of lighter hadronic particles, forming a jet. However, in the

presence of a dense QGP, these energetic partons lose energy as they traverse the medium due

to various QCD energy-loss mechanisms [72]. This phenomenon is called jet quenching, and it

becomes particularly prominent when partons that would typically form back-to-back di-jets

14RAA is smaller in central events compared to peripheral events because of the greater average suppression
resulting from the larger QGP formed in central collisions.
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traverse the QGP, especially in central collisions where the volume of QGP is high. If one parton

escapes the QGP while the other travels through it, losing energy to the medium, the latter

may lose so much energy that it no longer appears as a jet but rather as an increased number of

softer hadrons. This asymmetry arises because one parton traverses more medium, experiencing

greater energy loss through gluon radiation, resulting in the suppression or complete absorption

of one jet. The discovery of jet quenching at RHIC [73], motivated by the measurement of the

RAA factor, has provided valuable insights into the behaviour of high-energy partons in a

strongly interacting QGP. Experimental findings, such as the disappearance of the “away-side”

peak in two-particle azimuthal correlations in central Au−Au collisions at RHIC [9, 73], support

this phenomenon. Similar observations have been made at the LHC by ALICE, ATLAS, and

CMS experiments, providing compelling evidence for jet quenching as a key signature of the

QGP.

(a) Dihadron azimuthal correlations of hadrons with

pT > 2 GeV/c relative to a trigger hadron with ptrig
T >

4 GeV/c for minimum bias pp (black line), central
d−Au (red circle), and central Au−Au (blue star) col-
lisions measured using STAR data.
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Figure 1.11: Observations of jet quenching reported by the STAR experiment at RHIC (Left)
and the ALICE experiment at the LHC (Right). Error bars represent statistical uncertainties
only [9, 74].

19
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1.4.5 Quarkonium suppression

Quarkonia, which are the bound states of cc̄ (J/ψ) and bb̄ (Υ), serve as a valuable probe

for investigating the properties of the QGP. T. Matsui and H. Satz initially proposed that

the suppression of J/ψ production in heavy-ion collisions is an important indicator of the

deconfinement [75]. Debye screening effects in the QGP dissolve bound states with a large

radius relative to the Debye radius (rD)15. As cc̄ states are predominantly formed during

the early collision stages due to the substantial mass of the c quark compared to u, d, and s

quarks. The presence of QGP, coupled with sufficiently high temperatures, leads to a noticeable

suppression in the final state hadron spectra of cc̄, while disassociated charm quarks enhance the

open charm production (e.g., D0, D±). J/ψ suppression has been confirmed at the SPS [76] and

at RHIC [77], with comparable suppression levels. Interestingly, measurements at the LHC [78]

indicate less suppression; various models have been proposed to explain this apparent J/ψ yield

enhancement, including considerations of the recombination of deconfined charm quarks during

the hadronization process [79–81].

1.4.6 Strangeness enhancement

Enhanced production of s quarks compared to u and d quarks in heavy-ion collisions, compared

to proton-proton collisions, is one of the oldest suggested signatures of QGP formation [82].

Since the colliding nuclei do not contain any strange quarks, all the detected strangeness must

be created during the collision. The concept of strangeness enhancement relies on the distinct

mechanisms and production rates of strange particles in a hadron gas and a QGP. In a hadron

gas system without QGP formation, strange hadrons are produced through re-scattering within

the expanding hadron gas system. Since strangeness is conserved, each strange particle pro-

duced must be balanced by an anti-strange particle. Consequently, the threshold for producing

strange hadrons from inelastic collisions, which is above 1 GeV, is relatively high. However,

in the QGP phase, quarks and gluons exist freely, lowering the quark-antiquark pair produc-

tion threshold. The increased gluon density within the QGP system amplifies the cross-section

for strange quark production through gluon fusion (gg → ss̄) in the QGP [83]. The Q value

for creating the ss̄ pair is reduced to ∼ 200 MeV, a value lesser than TC . Thus, strangeness

production is significantly enhanced within QGP where T > TC . If strange quarks survive

hadronization without re-annihilating, the abundance of strangeness in the pre-hadronic state

should be reflected in the observed relative hadron yields. Owing to the increase in QGP vol-

15The presence of a dense and hot QGP medium screens the colour charges of charm and anticharm quarks
within the J/ψ. The characteristic distance over which colour charges are screened is represented by rD. As
the temperature of the QGP rises, the rD decreases, leading to stronger colour charge screening. Ultimately,
the J/ψ dissociates into its constituent quarks due to the weakening of the colour force caused by screening.
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ume. Consequently, the abundance of s quarks increases, which combines with other quarks to

create hyperons, thereby increasing the number of strange hadrons (particularly multi-strange

hyperons) detected compared to situations with no QGP formation. Strangeness production is

also expected to increase as we move from pp collisions to heavy-ion collisions.

However, recent findings from the ALICE collaboration reveal that the production rates

of strange hadrons in high-multiplicity pp collisions are on par with those observed in Pb-Pb

collisions [18]. This similarity raises questions about whether the strangeness enhancement

detected in high-multiplicity pp events arises from analogous underlying mechanisms governing

the physics of diverse colliding systems, thereby becoming comparable once a specific multi-

plicity class of events is considered.

1.4.7 Event-by-event fluctuations

Phase transitions often involve significant possibilities of fluctuations. When transitioning

from ordinary hadronic matter to the QGP phase (or vice versa), there may be non-statistical

fluctuations in particle multiplicities, ratios, and transverse momenta that can potentially be

detected through final state measurements analyzed on an event-by-event basis [84]. At RHIC

and LHC energies, where there is a high number of produced particles, ample statistical data

is available per event for such analyses. The idea of event-by-event net charge fluctuations as

a signature of QGP is not directly tied to the phase transition itself but is more about the

distribution of electric charge within the QGP. Quarks carry fractional charges
(
± 1

3
or ±2

3

)

units, which contrast with the more concentrated charge distribution in the ordinary hadronic

matter. It’s suggested that this distinct charge distribution in the QGP could persist even after

the phase transition back to hadronic matter [85, 86]. A detailed discussion on this signature

will be provided in Chapter 2.

1.5 Theoretical framework and model calculation

While various theoretical models are available to predict outcomes in heavy-ion collisions, this

thesis focuses solely on reporting results from proton-proton collisions. The predictions from

the widely used model ‘FONLL’, based on pQCD calculations, is used to compare results

from electrons from beauty-hadron decays observed in pp collisions [87, 88]. Other pQCD

models, such as the General-Mass Variable-Flavor-Number Scheme (GM-VFNS) [89] and kT -

Factorization [90, 91], which utilise the factorisation approach, also exist. However, these

models are beyond the scope of this thesis, and our discussions will focus mainly on FONLL.

FONLL stands for “Fixed Order Next-to-Leading Logarithm”, a theoretical framework that
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plays a crucial role in analysing heavy-flavor spectrum measurements in high-energy collisions.

It combines fixed-order perturbation theory calculations with the resummation of large loga-

rithmic corrections at next-to-leading logarithmic accuracy to compute the production rates

and energy distributions of heavy-flavour particles. These corrections, involving terms like

αns logn(pT /m) and αns logn−1(pT /m), are critical in capturing the complex dynamics of heavy-

flavour production, particularly at high energies where such logarithmic corrections are more

pronounced [88]. To predict leptons originating from decays of heavy-flavour hadrons, the the-

oretical cross-section for heavy quarks derived from pQCD is convoluted with a fragmentation

function (DNP
Q→HQ

) and decay function (gweakHQ→`) as indicated by equation 1.14.
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Figure 1.12: pT -differential cross-section of electrons from beauty-hadron decays in proton-
proton collisions at

√
s = 2.76 TeV (a) and

√
s = 5.02 TeV (b) compared with model predic-

tions. The bottom panels show the ratios of data to the models, respectively [27, 92].

dσFONLL` = dσFONLLQ ⊗DNP
Q→HQ

⊗ gweakHQ→` (1.14)

The fragmentation fraction f(Q → HQ) is determined by integrating DNP
Q→HQ

for a spe-

cific heavy-flavored hadron HQ. These parameters are determined from e+e− collision data,

while the decay functions are taken from the experimental data. In addition, the weak decay

spectra gweakHQ→` and the branching ratios are also extracted from the experimental data. This

comprehensive integration enables a more accurate description of the heavy-flavour production

processes, especially at high energies where the logarithmic corrections become significant. The

central FONLL prediction is calculated by setting the renormalization and factorization scales

equal to the transverse mass, where µR,F = µ0 =
√
pT

2 +m2 (mT ), with m being the heavy
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quark mass and pT the transverse momentum. The theoretical uncertainty is determined by

considering variations in factorization and renormalization scales, heavy quark mass, and un-

certainties related to Parton Distribution Functions (PDFs), with these uncertainties combined

using the quadrature approach.

In the past, FONLL calculations have successfully reproduced experimental data in the

heavy-flavour sector across various experiments, including those conducted by ALICE. For

example, they have accurately reproduced the pT -differential cross-section of the non-prompt

D meson spectrum measured by ALICE in both
√
s = 5.02 and

√
s = 13 TeV pp collisions [93,

94]. Furthermore, these predictions exhibit consistency with ALICE data in measurements of

beauty-hadron decay electrons in pp collisions at different energies like 2.76, 5.02, 7, and 13

TeV [27, 92, 95, 96]. In this thesis, FONLL is also used to extend the pp reference measurement

to higher momenta, which is important to note as no experimental data are available at these

higher momenta. In short, the decision to use FONLL was based on its reliable agreement with

pp results from data, as elaborated in detail in subsection 4.5.1(c).
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Chapter 2

Diffusion coefficients of identified

particles using νdyn variable at RHIC

energies

2.1 Introduction

One of the major goals of heavy-ion experiments is to study the phase transition from hadronic

matter to QGP. Event-by-event fluctuation of conserved quantities such as net-baryon number,

net-electric charge, and net strangeness were proposed as possible signals of the QCD phase

transition [85]. Measurements of fluctuations can also help in understanding the nature of

such a phase transition. One of the observables, net-charge fluctuation, has been considered

as a signal for such studies. The reason behind net-charge fluctuation study is similar to the

original study of color charge in e+e− experiment. There the color charge ratio was measured

and depending upon the difference in fundamental degrees of freedom between quark-gluon state

and hadronic state, the origin of the color charge was determined [86, 97]. Several experiments

have measured net-charge fluctuation at SPS, RHIC, and LHC energies [98–104].

Event-by-event fluctuations in high-energy heavy-ion collisions have been used to study

the equilibrium of thermodynamical fluctuations at freeze-out. In the QGP phase, quarks are

the charge carriers with a fractional charge of ±1/3 or ±2/3 , while in the hadronic phase

hadrons are the charge carriers each with an integer charge. Hence, net-charge fluctuations

in the QGP phase are predicted to be a factor of 2 to 3 smaller as compared to that of the

hadronic phase [85]. These differences may be considered as indicators of the formation of

quark-gluon plasma in high energy heavy-ion collisions. Thus, the net-charge fluctuations are

strongly dependent on the phase of their origin. Due to the rapid expansion of the fireball
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created in the heavy ion collisions, the fluctuations created in the initial state may survive

during the hadronization process [86]. If the relaxation time happens to be shorter than the

lifetime of the hadronic stage of the collisions, then the values of such fluctuations should deviate

from their equilibrium hadron gas values towards their earlier, primordial values, typical for

QGP [85, 86]. The fluctuations of different lengths or ranges in rapidity space relax on different

time scales. Since relaxation can only proceed via diffusion of the charge, the longer range

of fluctuations relaxes gradually. The relaxation time is expected to grow as a square of the

rapidity range [105]. It is evident that fluctuations of the total charge in a wider rapidity

window relax slower. The minimal rapidity window that one can consider must be larger than

the mean rapidity change of a charged particle in a collision, δycoll. It is observed that the

typical δycoll for the baryon and the electric charge is around 0.2 and 0.8, respectively [105].

The BES program at RHIC has been initiated to explore the QCD phase diagram and study

the transport properties of nuclear matter at finite temperature (T ) and baryonic chemical

potential (µB). At lower collision energy, e.g.,
√
s
NN

= 7.7 GeV, the baryon chemical potential

can reach up to µB ∼ 400 MeV, which is significant compared to the temperature of the fireball.

At such energies, strong gradients in the chemical potential of conserved charges are expected.

Hence, the lower beam energy scan program at RHIC will be useful to explore the properties

of net-charge diffusion in nuclear matter. However, it is important to mention that the role of

baryon stopping and long range correlations need to be explored extensively before making any

conclusion on diffusion coefficients.

The conservation laws limit the dissipation of the fluctuations after the hadronization has

occurred. It is observed that, due to the diffusion of particles in rapidity space, these fluctuations

may also get diluted in the expanding medium [105, 106]. The hadronic diffusion from the time

of hadronization τ0 to a freeze-out time τf can dissipate these fluctuations. It is argued that the

reduction of the fluctuations in the QGP phase might be observed only if the fluctuations are

measured over a large rapidity range [105]. The work also quantifies the reduction of fluctuations

with the increase of accepted rapidity interval. The suppression of charge fluctuations observed

in the experimental data is consistent with the diffusion estimates [107]. Earlier efforts were

made to estimate the fluctuation strength using a transport model for all inclusive charged

particles [108]. However, the contribution of different identified particles towards dilution of

the measured fluctuation strength may be different.

In the present study, we have calculated the fluctuation strength of identified charged par-

ticles, mainly for net-pion, net-kaon and net-proton using hadron resonance gas model (HRG),

the heavy-ion jet interaction generator (HIJING) model, and the transport model ultrarelativis-

tic quantum molecular dynamics (UrQMD) which will provide the reference for the behavior
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of fluctuations measured in the experiments. Additionally, we have computed the diffusion

coefficient of identified charged particles, mainly for net-pion, net-kaon, and net-proton using a

transport model UrQMD, and HIJING model which will serve as the baseline for experimental

measurement.

This chapter is structured as follows. The subsequent section outlines the formalism em-

ployed for computing the fluctuation strength. In Sec. 2.3, we discuss the HRG model utilized

in this study, along with the implementation of resonance decay. The HIJING and UrQMD

models are also briefly covered within the same section. In Sec. 2.4, we present our derived

outcomes concerning ν(±,dyn) and diffusion coefficients for identified particles at varying ∆η and
√
s
NN

. In Sect. 2.5, we finally summarize our findings.

2.2 Measures

The collisional volume can not be directly measured in heavy ion experiments, therefore the

ratios of number of positive (N+) and number of negative (N−) charged particles normalized

by total number of charged particles under consideration for a fixed centrality class of events is

used to measure fluctuation strength. This quantity is usually known as D measure [109] and

defined as

D = 〈Nch〉〈δR2〉 =
4

〈Nch〉
〈δN2

+ + δN2
− − 2δN+δN−〉

≈ 4〈δQ2〉
〈Nch〉

, (2.1)

where R(= N+/N−) is the ratio of number of positive particles to the number of negative

particles, Q = N+−N− is the difference between the number of positive and negative particles

(net-charge) and 〈Nch〉 = 〈N+ + N−〉 is the average number of charged particles measured

within the experimental acceptance. The 〈δQ2〉 is the variance of the net-charge Q, which is

proportional to the net-charge fluctuation in the system. The value of D is predicted to be

approximately four times smaller in the QGP phase as compared to the hadron gas phase [109].

However, the D measure has been found to be dependent on detection efficiency [98].

Another variable, ν(±,dyn), is used to measure the fluctuation strength, which is robust and

independent of detection efficiency. It is defined as

ν(±,dyn) =
〈N+(N+ − 1)〉
〈N+〉2

+
〈N−(N− − 1)〉
〈N−〉2

− 2
〈N−N+〉
〈N−〉〈N+〉

. (2.2)

The value of ν(±,dyn) gives the measure of the relative correlation strength of (“++,” “−−,”
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and “+−”) charged particle pairs. The relation between D and ν(±,dyn) is given as [109]

〈Nch〉ν(±,dyn) ≈ D − 4. (2.3)

It is found that global charge conservation has a finite effect on the fluctuation variable

ν(±,dyn) [110, 111]. However, we have refrained from applying these corrections to our estimated

values. One of the important aspects of this measured fluctuation strength is its survival proba-

bility. At high energy, i.e., in the limit 〈N+〉 = 〈N−〉, the magnitude of ν(±,dyn) is determined by

the integral of the balance function in the acceptance of the measurement [110]. This integral

depends on the relative width of the acceptance as well as the width of the balance function.

The diffusion can further affect the value, but the magnitudes of ν(±,dyn) are mainly determined

by the 1/Nch effect and charge conservation. Thus it is suggested to measure the fluctuation

strength over large rapidity space which allows us to see deeper back into the history of the

collision [105].

2.3 Estimation of νdyn in different models

In this section, we briefly describe the models used in the calculation of νdyn, which captures

the strength of the correlations. These models are extensively used to explain the experimental

data from heavy-ion collisions.

2.3.1 Hadron resonance gas model

The partition function the in HRG model has all relevant degrees of freedom of the confined,

strongly interacting matter and implicitly includes all the interactions that result in resonance

formation [112, 113]. In the ambit of the grand canonical ensemble, the logarithm of the

partition function is given as

lnZi(T, V, µi) = ± V gi
(2π)3

∫
d3p ln

{
1± exp[(µi − E)/T ]

}
, (2.4)

where i is the particle number index, V is the volume of the system, gi is the degeneracy

factor for the ith particle, ±ve signs correspond to the baryon or meson, respectively. We

have used the total chemical potential of individual particle µi in our calculations as given in

Ref. [112]. Using the partition function, one can calculate various thermodynamical quantities

of the system in heavy-ion collisions. The susceptibilities of different orders are related to the

〈Nch〉 and 〈δQ2〉 representing mean and variance of individual particle, respectively. These

quantities can be calculated by taking the first and second derivative of Eq.( 2.4) with respect
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to µ:

〈Nch〉 = ± gi
2π2

∫
d3p{

1± exp[(µi − E)/T ]
} , (2.5)

〈δQ2〉 = − gi
2π2

∫
d3p

T

±exp[(µi − E)/T ]{
1± exp[(µi − E)/T ]

} , (2.6)

Equations (2.5) and (2.6) are used to calculate νdyn in HRG model.

Experimentally measured stable particles (pions, kaons and protons along with their anti-

particles) have contributions from the production of both primordial as well as from resonance

decay. Further, neutral resonances introduce positive correlations between N+ and N− and

hence, their decay daughters can affect the fluctuation of the final measured particles. The

ensemble averaged stable particle yield will have contributions from both primordial production

and the resonance decays [97, 114],

〈Ni〉 = 〈N∗i 〉+
∑

R

〈NR〉〈ni〉R (2.7)

where 〈N∗i 〉 and 〈NR〉 correspond to the average primordial yield of particle species i and of the

resonances R, respectively. The summation runs over all the resonances which decay to the final

particle i with 〈ni〉R =
∑

r b
R
r n

R
i,r being the average number of particle type i produced from

the resonance R. Further, bRr is the branching ratio of the rth decay channel of the resonance R

and nRi,r is the number of particle i produced in that decay branch. The generalized nth order

susceptibility for stable particle i can be written as [115]

χ
(n)
i = χ

∗(n)
i +

∑

R

χ
(n)
R 〈ni〉nR (2.8)

The first term in Eq.( 2.8) corresponds to the contribution from primordial yield and the

second term corresponds to the contribution from the fluctuation of primordial resonances and

the average number of produced particle of type i, assuming the number of decay daughters is

fixed.

2.3.2 The HIJING and UrQMD models

We have used HIJING (V.1.37) and UrQMD (V.1.30) to study the fluctuation variable νdyn.

Both HIJING and UrQMD models are Monte Carlo event generators used for nucleon-nucleon

and nucleus-nucleus collisions in high energy physics simulations. These models provide a

baseline to compare with the experimental data.
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The HIJING model is based on pQCD considering that the multiple mini-jet partons pro-

duced in collisions are transformed into string fragments and later, fragments into hadrons. It

uses the PYTHIA model to generate kinetic variables for each hard scattering and the JET-

SET model for jet fragmentation. In pQCD, the cross section for hard parton scattering is

determined using the leading order to account for the higher-order corrections. The soft con-

tributions are determined using the diquark-quark strings with gluon kinks induced by soft

gluon radiation. The HIJING model considers the nucleus-nucleus collisions as a superposition

of nucleon-nucleon collisions; it also takes into account other physics processes like multiple

scattering, jet quenching, and nuclear shadowing to study the nuclear effects [20].

The UrQMD model considers the microscopic transport of quarks and diquarks with mesonic

and baryonic degrees of freedom. The model preserves the conservation of baryon number, elec-

tric charge, and strangeness number. In this model, the space-time evolution of the fireball is

studied in terms of excitation and fragmentation of color strings, and the formation and decay

of hadronic resonances [111]. Interaction of the produced particles, which may influence the ac-

ceptance of certain windows, is included in the model. The formation of hadrons is explained by

color string fragmentation, it also considers the resonance decays, multiple scattering between

hadrons during the evolution including baryon stopping phenomena, which is one of the fea-

tures of heavy-ion collisions especially at lower collision energies [21]. The UrQMD model has

been applied successfully to study the thermalization [116], particle yields [117, 118], leptonic

and photonic probes [119], and event-by-event fluctuations [120–125].

It is noteworthy to mention that the measured values of fluctuation strength (νdyn) shall

depend on the width of the acceptance, on the primordial mechanisms leading to +ve and −ve
particle production, radial transport (flow), diffusion, etc. HIJING and UrQMD models do not

account for such effects explicitly.

2.4 Results and discussion

The measured fluctuations may get diluted in the expanding medium due to the diffusion

of the charged hadrons in the rapidity space [106]. The dissipation of fluctuations occurs

during the evolution of the system from hadronization to their kinetic freeze-out. Hence, the

experimental measurements of not only the magnitudes of fluctuation quantities at a fixed ∆η

but also their dependence on ∆η enable us to explore various aspect of the time evolution of

the hot medium and the hadronization mechanism. It is proposed to study the fluctuations

of identified particle species and estimate the rate of diffusion in different rapidity interval for

the measured particles at various centre of mass energies (
√
s
NN

) available at BNL (RHIC).
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Measurements of the net-kaon and net-proton fluctuations are of particular interest as they

address respectively fluctuations of net-strangeness and net-baryon number, which might be

more sensitive to the details of the collision process. Figure 2.1 shows the estimated value
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Figure 2.1: Fluctuation parameter 〈Nch〉ν(±,dyn) as a function of ∆η for net-charge, net-pion,
net-kaon and net-proton fluctuations for (0−5%) centrality in Au−Au collisions at

√
s
NN

=
19.6 GeV with HRG (upper panel), HIJING (middle panel) and UrQMD (lower panel) models.
The 〈Nch〉ν(±,dyn) from HRG model calculations for net-charge (solid line), net-π and net-p
(dotted lines), net-K (dashed line) without and with resonance (dashed dotted lines) decay.
The statistical errors are within symbol size.

of 〈Nch〉ν(±,dyn) for net-charge, net-pion, net-kaon and net-proton as a function of ∆η interval

with HRG, HIJING and UrQMD models at
√
s
NN

= 19.6 GeV. For the present study, we

have used 0.2 million central (0–5%) Au−Au events at each energy in HIJING and UrQMD

models. The particles having transverse momentum 0.2 ≤ pT (GeV/c) ≤ 5.0 are considered

for the present study. The lower pT selection threshold is motivated by the existence of the

experimental measurements performed at RHIC. The 〈Nch〉ν(±,dyn) values estimated from HRG

(upper panel), HIJING (middle panel), and UrQMD (lower panel) models are shown as a
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Figure 2.2: Collision energy dependence of 〈Nch〉ν(±,dyn) for net-charge, net-pion, net-kaon
and net-proton are calculated using HRG (upper panel), HIJING (middle panel) and UrQMD
(lower panel) models for (0−5%) centrality in Au−Au collisions. The 〈Nch〉ν(±,dyn) from HRG
model calculations for net-charge (solid line), net-π and net-p (dotted lines), net-K (dashed
line) without and with resonance (dashed dotted lines) decay. The statistical errors are within
symbol size.

function of ∆η. The HRG calculations for net-charge, net-pion, net-kaon, and net-proton

fluctuations are performed within the same kinematic acceptance as those used with HIJING

and UrQMD models. Charged hadrons of masses up to 2.5 GeV as listed in the particle data

book are considered in the HRG model. The HRG model calculations are performed for different

cases by considering all the charged hadrons, individual identified stable particles (π,K, p), and

contribution of resonance decays to the stable particles. The estimated values of 〈Nch〉ν(±,dyn)

are found to be independent of ∆η in the case of the HRG model. However, there is a strong

dependence of resonance decay effects observed for the identified particles. The calculation

of 〈Nch〉ν(±,dyn) from the HRG model will provide a pure thermal baseline contribution as a

function of ∆η. In the case of HIJING and UrQMD models, there is a strong dependence of
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〈Nch〉ν(±,dyn) values on ∆η are observed for net-charge as well as for identified particles. The

higher 〈Nch〉ν(±,dyn) value at a lower ∆η interval suggests that the correlation is maximum for

the smaller ∆η interval.

The curvature of 〈Nch〉ν(±,dyn) shows a decreasing slope up to higher ∆η intervals. This

is in contrast to the observation made by the ALICE experiment at higher collision energy
√
s
NN

= 2.76 TeV, which shows a flattening trend by extrapolating the fitted curve to higher

∆η range [104]. As can be seen, the 〈Nch〉ν(±,dyn) values for net-pion are closer to the results

obtained for net-charge fluctuations. The net-charge fluctuation is dominated by the contri-

bution from the pion fluctuation as the majority of the charged particles are pions. Similarly,

the 〈Nch〉ν(±,dyn) values for net-kaon and net-proton are closer to each other with a reduced

slope as compared to net-charge in the HIJING model. In the case of the UrQMD model,

the slope of the 〈Nch〉ν(±,dyn) values for net-proton shows a flattening trend at a small ∆η and

starts decreasing as a function of ∆η at a larger rapidity window. Figure 2.2 shows the

0 1 2 3 4 5

,d
y
n
)

±(
ν〉

c
h

N〈

3−

2−

1−

0

HIJING

net­charge

πnet­

net­K

net­p

σ8

η∆
Function Erf 

 η∆
0 1 2 3 4 5

,d
y
n
)

±(
ν〉

c
h

N〈

3−

2−

1−

0

39 GeV

0 1 2 3 4 5
3

2

1−

0

19.6 GeV

 η∆
0 1 2 3 4 5

3

2

1−

0

62.4 GeV

0 1 2 3 4 5
3

2

1−

0

27 GeV

 η∆
0 1 2 3 4 5

3

2

1−

0

200 GeV

Figure 2.3: The 〈Nch〉ν(±,dyn) for net-charge (red circle), net-pion (blue star), net-kaon (black
diamond), and net-proton (magenta square) as a function of ∆η window for (0−5%) centrality
in Au−Au collisions at different

√
s
NN

in HIJING model. The simulated data points are fitted

with the Erf(∆η/
√

8σ) from ∆η = 0.35 to 4.5 at 19.6 GeV and ∆η = 0.35 to 5.0 at 27–200
GeV respectively. The fitted curves are shown in solid lines. The statistical errors are within
symbol size.

collision energy dependence of 〈Nch〉ν(±,dyn) values for net-charge and different identified net

particles in most central Au−Au collisions using HRG (upper panel), HIJING (middle panel),

and UrQMD (lower panel) models. The 〈Nch〉ν(±,dyn) values for the net-charge in HRG model

decrease with increasing collision energies. In the case of identified particles (net π, net p and

net K) and contributions of resonance decay to these stable particles, the 〈Nch〉ν(±,dyn) values

do not change as a function of
√
s
NN

. The 〈Nch〉ν(±,dyn) values for net-charge, net-pion, and
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Figure 2.4: The 〈Nch〉ν(±,dyn) for net-charge (red circle), net-pion (blue star), net-kaon (black
diamond), and net-proton (magenta square) as a function of ∆η window for (0−5%) centrality
in Au−Au collisions at different

√
s
NN

in UrQMD model. The simulated data points are fitted

with the Erf(∆η/
√

8σ) from ∆η = 0.35 to 3.5 at 7.7 GeV, ∆η = 0.35 to 4.5 at 19.6 GeV, and
∆η = 0.35 to 5.0 at 27–200 GeV respectively. The fitted curves are shown in solid lines. The
statistical errors are within symbol size.

net-kaon are independent of
√
s
NN

in HIJING and UrQMD models. The 〈Nch〉ν(±,dyn) values

for the net-proton case show small energy dependence in both the models. There is a clear

particle dependence of 〈Nch〉ν(±,dyn) values for all collision energies in both the models.

Figures 2.3 and 2.4 show the 〈Nch〉ν(±,dyn) as a function of ∆η intervals for (0−5%) centrality

in Au−Au collisions at different
√
s
NN

using HIJING and UrQMD models, respectively. The

∆η dependence of 〈Nch〉ν(±,dyn) for net-proton is qualitatively different in both HIJING and

UrQMD models, whereas net-charge, net-pion and net-kaon show similar behavior in both the

models. In the case of the UrQMD model, the 〈Nch〉ν(±,dyn) values are flattened at higher

∆η with increasing
√
s
NN

. For all the
√
s
NN

, it is observed that the 〈Nch〉ν(±,dyn) values of

net-charge and net-pion have larger suppression as compared to net-proton and net-kaon. The

observed suppression of 〈Nch〉ν(±,dyn) for different particles may be due to the difference in the

integral of the balance function of different identified particles [110].

Due to the diffusion of charged particles in the hadronic phase, the measured fluctuations

may get diluted during evolution of the system and keep on approaching the equillibrated values

in the hadronic medium until their kinetic freeze-out. Hence, the experimental measurements

of not only the magnitudes of fluctuation quantities at a fixed ∆η but also their dependence

on ∆η enable us to explore various aspect of the time evolution of the hot medium and the

hadronization mechanism. It is proposed to study the fluctuations of identified particle species

and estimated the rate of diffusion at various centre of mass energies (
√
s
NN

) available at
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BNL(RHIC) and in different rapidity interval for the measured particles.

2.4.1 Extraction of diffusion coefficient
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Figure 2.5: Diffusion coefficient σ as a function of ∆η window for net-charge (red circle), net-
pion (blue star), net-kaon (black diamond), and net-proton (magenta square) are calculated
using HIJING and UrQMD models for (0−5%) centrality in Au−Au collisions. The statistical
errors are within symbol size.

The measured fluctuation signals may get attenuated during the evolution of the system

from hadronization to kinetic freeze-out because of the diffusion of charged hadrons in rapidity

space [106]. Figure 2.3 and 2.4 shows the 〈Nch〉ν(±,dyn) as a function of ∆η intervals for (0−5%)

centrality in Au−Au collisions at different center of mass energies(
√
s
NN

) using HIJING and

UrQMD models, respectively. Following the Refs. [105, 106], the simulated data points are

fitted with the error function1, Erf(∆η/
√

8σ) representing the diffusion in rapidity space. The

fitted functions are shown as solid lines in Figs. 2.3 and 2.4. However, note that the breadth

of the rapidity coverage is bound to include different physics phenomena at different beam

energies. At 200 GeV, the beam rapidity is of order 5.2 while at 7.7 GeV it is of order of 2.

1The error function is a mathematical function defined by the integral, erf(x) = 1√
π

∫ x
−x e

−t2dt. It represents

the probability that a normally distributed random variable with mean zero and standard deviation of 1 falls
within the range [−x, x].
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Therefore at
√
s
NN

= 7.7, and 19.6 GeV we consider ∆η upto 3.5 and 4.5 respectively. The data

points are fitted within ∆η range, 0.35–3.5 at 7.7 GeV, 0.35–4.5 at 19.6 GeV, and 0.35–5.0 at

energies 27 to 200 GeV, for net-charge, net-pion, net-kaon and net-proton. The fit parameter,

σ in Erf(∆η/
√

8σ), characterizes the diffusion at freeze-out that accounts for the broadening

of the rapidity distributions due to interactions and particle production. We have calculated

the diffusion coefficients at
√
s
NN

= 7.7, 19.6, 27, 39, 62.4 and 200 GeV for all charge and

the identified particles which represent the proxy for conserved quantities (net-baryon, net-

electric charge and net-strangeness) from both HIJING and UrQMD models. The slope of the

fit function decreases with increasing particle mass. The ∆η dependence of 〈Nch〉ν(±,dyn) for

net-proton is qualitatively different in both HIJING and UrQMD models, whereas net-charge,

net-pion and net-kaon have similar behaviour in both the models. In the case of UrQMD model,

the 〈Nch〉ν(±,dyn) values flattened at higher ∆η with increasing
√
s
NN

. Hence, the 〈Nch〉ν(±,dyn)

as a function of ∆η for net-proton not able to fit with Erf(∆η/
√

8σ) function unlike pions and

kaons.

Figure 2.5 shows the diffusion coefficient as a function of ∆η window for net-charge, net-

pion, net-kaon, and net-proton in Au−Au collisions at
√
s
NN

= 200 GeV. The σ values are

obtained by fitting the 〈Nch〉ν(±,dyn) up to different ∆η range with the error function. In

both the HIJING and UrQMD models, the diffusion coefficient for net-charge and net-pion

are independent of ∆η window and match with each other. In HIJING model, the diffusion

coefficients of net-kaon and net-proton show small ∆η dependence. The σ values of net-proton

are systematically above, whereas σ values of net-kaon are systematically below the net-charge

and net-pion values. Due to the qualitatively different nature of curvature of 〈Nch〉ν(±,dyn) as a

function ∆η for net-proton in UrQMD model, it was not possible to extract the σ values.

The extracted values of diffusion coefficient of identified particles as a function of
√
s
NN

are shown in Fig. 2.6 from both HIJING and UrQMD models. The resulting values of σ are

obtained by fitting the 〈Nch〉ν(±,dyn) values up to ∆η = 3.5 for 7.7 GeV, 4.5 for 19.6 GeV, and

5.0 for 27−200 GeV respectively with the error function. The σ values for net-charge and net-

pion are close to each other at all the studied energies. The σ of net-proton and net-kaon are

closer to each other and systematically higher than net-pion at all energies in both the models.

We observe that the diffusion coefficients are constant as a function of studied collision energy

range
√
s
NN

= 7.7 to 200 GeV.
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Figure 2.6: The collision energy dependence of diffusion coefficient (σ) for net-charge (red
circle), net-pion (blue star), net-kaon (black diamond), and net-proton (magenta square) are
calculated using HIJING and UrQMD models for (0−5%) centrality in Au−Au collisions. The
statistical errors are within symbol size.

2.5 Summary

In summary, we have studied the fluctuations of net-charge, net-pion, net-kaon, and net-proton

using the 〈Nch〉ν(±,dyn) observable within the ambit of HIJING, and UrQMD models at different

collision energies available at BNL(RHIC). The 〈Nch〉ν(±,dyn)values are estimated up to higher

∆η window. A stronger dependence of the 〈Nch〉ν(±,dyn) value observed for lower ∆η and the

decreasing trend continues up to higher ∆η with lower slope in both the models, except the

net-proton in the UrQMD model. In case of net-proton in the UrQMD model, the curvature of

〈Nch〉ν(±,dyn) values as a function of ∆η shows different behaviour. The 〈Nch〉ν(±,dyn) values ob-

tained from different model calculations are independent of collision energies but show particle

species dependent. The diffusion coefficient (σ) has been estimated by fitting 〈Nch〉ν(±,dyn) as

a function of ∆η with the error function. The σ values are independent of collision energies.

The σ values of net-kaons and net-protons are systematically higher than net-pion at all the

studied energies. This study emphasizes the particle species dependence of diffusion coefficient

and provides a realistic baseline for comparison with the experimental data.
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Chapter 3

Experimental apparatus and setup

High-energy accelerators serve as necessary instruments within particle physics, enabling sci-

entists to delve into the elemental constituents of the cosmos and scrutinize the governing laws

of their interactions. These accelerators impart particles with exceptionally high velocities,

facilitating collisions at energies replicating the conditions prevalent in the early universe. Par-

ticle accelerators exist in two primary forms: fixed-target machines and colliders. Fixed-target

machines involve the acceleration of particles directed to collide with a stationary target. On

the other hand, collider machines propel particles in opposing directions within a ring, leading

to collisions at specific interaction points. The motivation behind developing collider machines,

such as the Large Hadron Collider, lies in their capacity to achieve substantially higher colli-

sion energies than fixed-target machines. This elevated capability enables researchers to venture

into previously inaccessible energy domains, embarking on novel trajectories within the realm

of particle physics.

The study presented in this thesis originates from the data acquired utilizing the ALICE

detector situated at the LHC. The structure of this chapter is organized as follows. The

subsequent section briefly overviews the experiments conducted at the Large Hadron Collider at

CERN. Section 3.2 delves into an in-depth discussion of the ALICE detector, offering insights

into the various sub-detectors of ALICE, with a specific emphasis on their relevance to the

analysis conducted within the scope of this thesis. Further details on each sub-detector are

discussed in subsequent subsections from 3.2.1 to 3.2.5.

3.1 Large Hadron Collider (LHC)

The Large Hadron Collider at CERN stands as the most powerful accelerator globally, posi-

tioned beneath the Swiss-French border with a circumference spanning 27 kilometres. Con-

structed with unprecedented energy levels, the LHC was designed to tackle fundamental ques-
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tions in particle physics. Its primary achievement was the discovery of the Higgs boson in

2012, marking a significant milestone. The LHC continues to play a pivotal role in probing

Higgs boson properties, searching for new particles beyond the Standard Model, and delving

into enigmatic realms like dark matter, dark energy, and the extreme conditions of quark-gluon

plasma. The collider’s comprehensive physics program aims to deepen our understanding of

fundamental matter constituents and the forces governing their interactions, seeking to unravel

the mysteries of the universe’s origins and evolution.

Figure 3.1: Schematic view of the CERN accelerator complex in 2019. Image sourced from [126]

At the LHC, data acquisition is organized into distinct time units. LHC run periods,

spanning multiple years, are succeeded by extended shutdown periods. The two major LHC

runs are Run-1, which occurred from 2009 to 2013, and Run-2, which occurred from 2015 to

2018. During Run-2 at the LHC, several experiments were conducted to address various aspects

of particle physics. The key experiments include:

1. ATLAS (A Toroidal LHC ApparatuS): ATLAS is a general-purpose detector de-

signed to investigate a wide range of physics phenomena, including the Higgs boson and

new particles beyond the Standard Model [127].

2. CMS (Compact Muon Solenoid): CMS is another general-purpose detector, similar
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to ATLAS, with a focus on precision measurements of the Higgs boson, searches for new

particles, and studies of the fundamental forces [128].

3. ALICE (A Large Ion Collider Experiment): ALICE specializes in heavy-ion colli-

sions, aiming to study the properties of quark-gluon plasma under extreme conditions. It

provides insights into the early moments of the universe [129].

4. LHCb (Large Hadron Collider beauty): LHCb is dedicated to studying the subtle

differences between matter and antimatter, particularly in the realm of beauty (b) and

charm (c) quarks [130].

Each experiment was driven by specific physics motivations, ranging from unravelling the

origin of mass to comprehending the asymmetry between matter and antimatter. The monu-

mental scale of these experiments underscores the need for precision and sensitivity in capturing

rare events and phenomena, pushing the boundaries of our knowledge in particle physics. Fig-

ure 3.1 provides a schematic view of the CERN accelerator complex during Run 2 in 2019,

offering a comprehensive representation of the technical facilities available at CERN [126]. The

immense scale of these experiments reflects the necessity for precision and sensitivity in captur-

ing rare events and phenomena, pushing the boundaries of our knowledge in particle physics.

3.2 A Large Ion Collider Experiment (ALICE)
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Figure 3.2: Schematic view of the ALICE detector. Image sourced from [131].
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ALICE, situated within the LHC at CERN, is a multi-detector heavy-ion experiment designed

to explore QCD and the strong interaction sector of the Standard Model. Focused on ultrarel-

ativistic heavy-ion collisions, its primary goal is to investigate strongly interacting matter and

the quark-gluon plasma under extreme energy density and temperature conditions. ALICE’s

comprehensive study involves analyzing particles like hadrons, electrons, muons, and photons

resulting from heavy-nuclei collisions, leveraging its detector system’s unique abilities to identify

soft and hard probes. Its scientific program encompasses collision scenarios, including lighter

ions, lower energy levels, and proton-nucleus runs, aiming to vary interaction volumes and en-

ergy densities. Furthermore, ALICE contributes vital reference data during proton-proton runs

at peak LHC energy, addressing specific strong-interaction inquiries complementarily to other

LHC detectors [132].

Figure 3.3: Schematic transverse view of the ALICE detector. Image sourced from [133].

The ALICE detector has dimensions of 16×16×26 m3 and weighs ≈ 10,000 tons. It com-

prises an array of detectors employing diverse particle reconstruction and identification tech-
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niques. Positioned within a central region covering a pseudorapidity of |η| ≤ 0.9, it houses a

substantial solenoid magnet, repurposed from the L3 experiment at LEP, generating a maximum

0.5 tesla field parallel to the beam direction. The detector structure consists, from innermost

to outermost, of an Inner Tracking System (ITS) [134], a cylindrical Time-Projection Cham-

ber (TPC) [135], and three particle identification arrays: Time-of-Flight (TOF) [136], High

Momentum Particle Identification (HMPID) [137], and Transition Radiation (TRD) [138] de-

tectors. Additionally, it includes two electromagnetic calorimeters - the PHOton Spectrometer

(PHOS) [139] and the Electro Magnetic Calorimeter (EMCal) [133, 140]. Most detectors cover

the full azimuth, except for HMPID, PHOS, and EMCal. The forward muon arm incorpo-

rates absorbers, a large dipole magnet, and fourteen tracking and triggering chamber planes.

Small-angle detectors, including the Zero Degree Calorimeter (ZDC) [141], Photon Multiplicity

Detector (PMD) [142], Forward Multiplicity Detector (FMD) [143], and VZERO (V0) [143],

contribute to global event characterization and triggering. The TZERO (T0) [143] detector

aids in timing and an array of scintillators (ACORDE) [144] atop the L3 magnet serves as a

trigger for cosmic rays. For a comprehensive overview of the acceptance and location of the

various detector systems, refer to Table 3.1 and Figures 3.2 and 3.3.

In this thesis, the tracking and particle identification tasks were accomplished using the

ITS, TPC and EMCal detectors, and the V0 detectors were additionally utilized for triggering

purposes for the analysis. The subsequent sections offer a brief overview of these detectors,

specifically about their relevance in the analysis conducted within this thesis.

3.2.1 Inner Tracking System (ITS)

The detector system comprises six concentric cylindrical layers comprising high-resolution sili-

con detectors, spanning from an inner radius of 4 cm to an outer radius of 43 cm from the beam

axis (z-axis), enclosing a pseudorapidity range of |η| < 0.9 and providing complete azimuthal

coverage. These layers include the Silicon Pixel Detector (SPD), Silicon Drift Detector (SDD),

and double-sided Silicon Strip Detectors (SSD), positioned at increasing radii from the beam

pipe. The SPD layers, positioned at 3.9 cm and 7.6 cm from the beam axis, are designed to

handle track densities of approximately 50 particles/cm2. The subsequent two layers experience

lower particle densities of around 7.2 and 2.5 particles/cm2, located at 15.0 and 23.9 cm from

the beam axis. Finally, the last two layers, consisting of double-sided Silicon Strip Detectors,

are positioned at 38.0 and 43.0 cm, with particle densities below 1/cm2. The ITS serves multiple

essential purposes: Enhancement of momentum and angle resolution for particles reconstructed

by the TPC and reconstruction of particles navigating through inactive regions of the TPC.

Specifically, it significantly improves the resolution of the distance of closest approach (DCA)
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Table 3.1: Overview of ALICE detector subsystems, detailing acceptance in η calculated from
the nominal interaction point, with a 360◦ azimuth unless specified. Positions represent dis-
tances from the interaction point to the detector face, given as radii for barrel detectors (inner
and outer for TPC and TRD) or along the beam (z coordinate) for others [132].

Detector Acceptance (η, ϕ) Position (m)

ITS layer 1,2 (SPD) ±2, ±1.4 0.039, 0.076

ITS layer 3,4 (SDD) ±0.9, ±0.9 0.150, 0.239

ITS layer 5,6 (SSD) ±0.97, ±0.97 0.380, 0.430

TPC η < ±0.9 at r = 2.8 m 0.848, 2.466

η < ±1.5 at r = 1.4 m

TRD η < ±0.84 2.90, 3.68

TOF η < ±0.9 3.78

HMPID η < ±0.6, 1.2◦ < ϕ < 58.8◦ 5.0

PHOS η < ±0.12, 220◦ < ϕ < 320◦ 4.6

EMCal η < ±0.7, 80◦ < ϕ < 187◦ 4.36

ACORDE η < ±1.3, −60◦ < ϕ < 60◦ 8.5

Muon Spectrometer

Tracking chambers −4 < η < −2.5 − 5.36

Trigger chambers −4 < η < −2.5 − 16.2

η > 8.8

ZDC ϕ < 10◦, 6.5 < η < 7.5 ± 113

ϕ < 32◦, 4.8 < η < 5.7

PMD 2.3 < η < 3.7 3.64

FMD disc 1 3.62 < η < 5.03 3.2

FMD disc 2 1.7 < η < 3.68 0.834

FMD disc 3 −3.4 < η < 1.7 − 0.752

V0A 2.8 < η < 5.1 3.4

V0C −3.7 < η < −1.7 − 0.897

T0A 4.61 < η < 4.92 3.75

T0C −3.28 < η < −2.97 − 0.727

of particle tracks to the primary vertex to better than 100 µm [132, 134, 145].

The four outer layers feature analogue readout capabilities, facilitating ionization loss (dE/dx

) measurements and enabling the identification of low-momentum particles that might not reach

the TPC. The ITS exhibits a dE/dx resolution of approximately 11%. The ITS exhibits supe-

rior relative momentum resolution, achieving better than 2% for pions with transverse momenta

ranging from 0.1 GeV/c to 3 GeV/c. The detector’s granularity1 is optimized to accommodate

a high-multiplicity environment, specifically designed for a track density of 8000 per unit of

rapidity tracks at mid-rapidity. With a spatial resolution in the order of a few tens of microme-

tres, the ITS detectors, especially those closest to the primary vertex (with the best precision at

1The term “granularity” refers to the level of detail or resolution with which a particle detector can spatially
resolve or detect individual particles or particle tracks. Detectors with higher granularity are often favoured for
better precision in reconstructing particle events.
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Figure 3.4: Schematic view of the ALICE Inner Tracking System. Image sourced from [145].

12 µm), provide impact-parameter measurements with resolution suitable for the detection of

heavy-flavored particles (better than 60 µm in the rϕ plane for pT >1 GeV/c). Furthermore, at

momenta exceeding 3 GeV/c, the ITS’s spatial precision significantly contributes to the overall

momentum resolution, solidifying its importance in high-energy particle tracking [145].
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Figure 3.5: Average dE/dx of charged particles as a function of their momentum for ITS pure
standalone tracks measured in proton-proton collisions at

√
s = 13 TeV.

Figure 3.5 shows the average ionization loss (dE/dx ) of charged particles as a function of

their momentum, exclusively measured by the Inner Tracking System (ITS) in proton-proton

collisions at a center-of-mass energy of 13 TeV. The curves represent a parametrization of the

detector response, employing a hybrid approach with a polynomial function at low momentum

per unit mass (p/m) and a “PHOBOS”2 Bethe-Bloch formula [146].

2The PHOBOS detector was one of the four large experiments at RHIC and was designed to investigate the
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3.2.2 Time Projection Chamber (TPC)

The primary tracking component within the central barrel, the Time-Projection Chamber, is

optimized to deliver robust charged-particle momentum measurements, working in conjunction

with other central barrel detectors. It facilitates efficient two-track separation, enables particle

identification via energy loss measurements (dE/dx ), and facilitates precise vertex determina-

tion. Covering a considerable phase space in pseudo-rapidity, the TPC spans |η| < 0.9 for tracks

exhibiting full radial track length, encompassing matches in ITS, TRD, and TOF detectors.

Additionally, it extends its coverage to about |η| ≤ 1.5 for reduced track length, although with

a compromised momentum resolution. Operating with complete azimuthal coverage, barring

the dead zones in SPD, the TPC ensures a broad pT range from as low as 0.1 GeV/c up to 100

GeV/c with excellent momentum resolution.

Table 3: Expected resolution parameters.

Position resolution (σ) in rϕ 1100 to 800 µm inner / outer radii

in z 1 250 to 1 100 µm

dE/dx resolution, isolated tracks 5.0%

dN/dy = 8 000 6.8%

nal technical design report [3].

Figure 2: 3D view of the TPC eld cage. The high voltage

electrode is located at the center of the drift volume. The end-

plates with 18 sectors and 36 readout chambers on each end are

shown.

2. Field cage

The purpose of the eld cage is to dene a uniform electro-

static eld in the gas volume in order to transport ionization

electrons from their point of creation to the readout chambers

on the endplates without signicant distortions. The eld cage

provides a stable mechanical structure for precise positioning

of the chambers and other detector elements while being as thin

as possible in terms of radiation lengths presented to the tracks

entering the TPC (see Fig. 2). In addition, the walls of the eld

cage provide a gas-tight envelope and ensure appropriate elec-

trical isolation of the eld cage from the rest of the experiment.

It is a classical TPC eld cage with the high voltage elec-

trode in the middle of the detector. Electrons drift to both end

plates in a uniform electric eld that runs parallel to the axis of

the cylinder. The TPC is lled with a mixture of neon, carbon

dioxide, and nitrogen because the multiple coulomb scattering

in this gas mixture is relatively low, it has good diusion char-

acteristics, and it has a high positive ion mobility that helps to

clear positive ions out of the drift volume in a short amount of

time (see Sec. 6). However, to also have fast electron drift ve-

locities requires putting 100 kV on the central electrode. The

isolation of the high voltage eld cage from the rest of the ex-

periment is ensured by using CO2 lled gas gaps between the

containment vessels and the eld cage vessels; see Fig. 3.

Figure 3: Detail view of the outer eld cage near the central

electrode.

The design of the ALICE eld cage is similar to the design of

the eld cage used in the NA49 experiment [7]. An important

part of the design is the requirement to prevent charge build-up,

and possible breakdown, on solid insulator surfaces between the

eld-dening strips and so the use of these insulators is mini-

mized or completely avoided.

The ALICE eld cage consists of two parts; a eld cage ves-

sel with a set of coarsely segmented guard rings and a nely

segmented eld cage which is located inside the eld cage ves-

sel. The guard rings on the eld cage vessel help to avoid large

electric elds due to charge build-up on the surface of the ves-

sel. The rings have a 92 mm gap between them and this corre-

sponds to a relatively low eld gradient of 46.7 V/mm on the

insulating surface between the rings. The guard rings are made

of 13 mm wide strips of aluminum tape and they are placed on

both sides of the containment vessel with a pitch of 105 mm.

Small holes were drilled through the walls of the vessel to allow

for electrical contact between corresponding rings and lled

with Al foil feed-throughs and sealed with epoxy. The poten-

tials for the guard rings are dened by an independent chain of

24 × 500 MΩ resistors (per end). The rst of these resistors is

connected to the rim of the high-voltage electrode. The last one

is connected to ground through a 100 kΩ resistor, across which

the voltage drop is measured for monitoring purposes. The eld

gradient between the guard rings matches the eld gradient on

the nely segmented eld cage which lies inside the guard ring

vessel.

5

Figure 3.6: 3D view of the TPC field cage. The high voltag electrode is located at the center
of the drift volume. The end-plates with 18 sectors and 36 readout chambers on each end are
shown. Image sourced from [132]

The TPC adopts a cylindrical structure with an inner radius of approximately 85 cm, de-

termined by the maximum acceptable hit density, and an outer radius of 250 cm, established to

maintain a dE/dx resolution below 10%. Spanning a length of about 500 cm along the beam

direction, the TPC layout, as illustrated in Fig. 3.6, comprises a sizable field cage segmented

by a central high-voltage electrode. This division ensures a uniform electric drift towards the

end-caps. Filled with a gas mixture of Ne + CO2 (90% + 10%), totalling 88 m3, the TPC

properties of nuclear matter under extreme temperatures and energy densities. It concluded its data-taking
operations in 2005.
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facilitates the transport of primary electrons over 2.5 m on each side of the central electrode

to the endplates. The endplates host multi-wire proportional chambers featuring cathode pad

readout, arranged in 18 trapezoidal sectors per endplate, providing a total of 2 × 18 trape-

zoidal sectors, each covering 360◦ in azimuth. These endplates record the ionization electron

position and time concerning the start of the collision, enabling the reconstruction of the orig-

inal charged particle’s path through the TPC gas. Additionally, the detector integrates a large

cylindrical field cage isolated from the surrounding environment and filled with CO2 to mini-

mize electric field distortions within the drift volume. Figure 3.6 depicts a schematic detailing

these components.

The TPC readout chambers have 159 tangential pad rows, allowing a track to generate up

to 159 clusters within the TPC volume. The reconstruction of these tracks employs a Kalman

filter3 approach [147], utilizing both the TPC and the ITS. The track reconstruction process

involves several key steps [148, 149]:

1. Inward Propagation

• Tracks are initially identified in the TPC. Track seeds are constructed with two

TPC clusters and the vertex point, followed by three clusters without the vertex

constraint.

• Seeds are propagated inward and updated at each step with the nearest cluster,

subject to a proximity cut.

• An algorithm is employed to prevent redundant reconstructions of the same physical

track by searching for pairs of tracks with a fraction of common clusters exceeding

a specified limit.

• Only tracks with at least 20 clusters and missing no more than 50% of expected

clusters are accepted.

2. Transition to ITS

• Reconstructed TPC tracks serve as seeds for track finding in the outermost ITS

layer.

• Seeds are propagated inward and updated at each ITS layer by clusters within a

proximity cut, accounting for positions and errors. Seeding is performed in two

passes, with and without a vertex constraint.

3In particle physics experiments, detectors track charged particles through subsystems. The Kalman filter
optimally combines information from these subsystems, enhancing trajectory accuracy amid experimental un-
certainties and noise. This tool significantly improves precision in particle track reconstruction within complex
detector systems.
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• The result is a tree of track hypotheses in the ITS for each TPC track. Candidates

are sorted according to reduced χ2,4, and conflicts between tracks are resolved based

on cluster sharing.

• The highest-quality candidate from each hypothesis tree is added to the recon-

structed event.

3. Outward Propagation and Matching

• All tracks are extrapolated to their point of closest approach to the preliminary

interaction vertex.

• Tracks are refitted by the Kalman filter in the outward direction using clusters from

the previous stage.

• Tracks reaching the TRD attempt to match with TRD tracklets5 in each of the six

TRD layers.

• Tracks reaching the TOF detector are matched to TOF clusters. Further propagation

for matching with signals in EMCal, PHOS, and HMPID.

4. Final Stage

• All tracks are propagated inwards, starting from the outer radius of the TPC.

• Tracks are refitted in each detector (TPC and ITS) using previously found clusters.

• Determination of the track’s position, direction, inverse curvature, and its associated

covariance matrix.

In this thesis, electron identification relies on measuring the energy loss within the TPC gas.

This process involves concurrently measuring the specific energy loss, charge, and momentum

for each particle passing through the detector gas. Distinctive ionization energy loss patterns

in the TPC gas indicate particles with different masses. The energy loss is quantified using

the Bethe-Bloch formula and is further parametrized by a function initially proposed by the

ALEPH collaboration [151].

f(βγ) =
P1

βP4

(
P2 − βP4 − ln

(
P3 −

1

(βγ)P5

))
(3.1)

Here, β represents the particle velocity, γ is the Lorentz factor, and P1 to P5 denote the fit

parameters. In Fig. 3.8, the specific energy loss measured in the TPC is plotted against particle

4χ2 is a statistical measure used to quantify the goodness of fit between a model and observed data. A
smaller χ2 value indicates a better agreement between the model and the observed data and vice versa.

5tracklets are concise track segments used as initial components for reconstructing complete particle trajec-
tories within a detector system.
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Figure 3.7: Schematic representation illustrating the three stages of the combined track finding
process. Cross-sectional views of the central barrel detectors are presented perpendicular to the
beam direction, ranging from the innermost (ITS) to the outermost (TOF) detectors. Image
sourced from [150]

momentum, showing distinct separation among various particle species. The lines illustrate

parametrizations of the expected mean energy loss. Notably, the TPC exhibits an energy

loss resolution of approximately 5.2% for pp events and 6.5% for central Pb-Pb collisions. A

comprehensive description of the TPC’s specific energy loss utilization, particularly in electron

identification, is outlined in Section 4.3.
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Figure 3.8: Specific energy loss (dE/dx ) of charged particles as a function of their momentum
measured with the ALICE Time Projection Chamber at a magnetic field of 0.2 T in proton-
proton collisions at

√
s = 13 TeV [152].
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PHOS

DCal

EMCal

Figure 3.9: Schematic representation of the EMCal on the left and DCal on the right, emphasiz-
ing the placement of modules at approximately opposite azimuthal positions. The brown shad-
ing indicates the presence of the PHOS calorimeter within the DCal. Image sourced from [133].

3.2.3 ElectroMagnetic Calorimeter (EMCal)

Detector description and characteristics

In this analysis, the electromagnetic calorimeter plays an essential role in electron identifica-

tion. Functioning as a lead-scintillator sampling calorimeter, it employs Shashlik technology

with alternating lead and polystyrene scintillator layers, complemented by wavelength-shifting

fibres [140]. Positioned 4.5 meters radially from the beam pipe, between the space-frame sup-

port structure and the L3 magnet coils, the EMCal spans two azimuthal ranges (Fig. 3.9). The

fundamental unit of the EMCal is the module, comprising 2 × 2 optically isolated towers, as

illustrated in Fig. 3.10. Each tower is individually read out and covers a region of ∆η ×∆ϕ '
0.0143 × 0.0143. Modules are grouped into larger supermodules (SM) (12 × 24 modules);

each SM weighs about 7.7 metric tons. The EMCal SMs were assembled in stages (SM0-3 in

2009, SM4-11 in 2011, and SM12–19 in 2014), with the last set forming the Di-Jet Calorimeter

(DCal) for dijet measurements [153]. In this thesis, the entire system (EMCal+DCal) is collec-

tively referred to as EMCal [133]. The calorimeter’s design incorporates SMs of different sizes:

full-size, 2/3-size, and 1/3-size. Each full-size SM comprises 288 modules organized into strip

modules. The EMCal consists of ten full-size SMs and two 1/3-size SMs, covering |η| < 0.7 in

pseudorapidity and 80◦ < ϕ < 187◦ in azimuth. The DCal is constructed from six 2/3-size SMs
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and two 1/3-size SMs, featuring acceptance regions of 0.22 < |η| < 0.7, 260◦ < ϕ < 320◦ and

|η| < 0.7, 320◦ < ϕ < 327◦. Figure 3.11 provides a schematic view of the acceptance and the

SM numbering scheme used in the offline software. The EMCal comprises 12,288 towers, while

the DCal consists of 5,376 towers. The SMs are positioned in the experimental cavern, ensuring

that the radial distance of the SM front face from the interaction point is approximately 4.3

m, as illustrated in Fig. 3.9. Table 3.2 and Figure 3.10 summarizes the physical characteristics

and structure of the EMCal modules.

Table 3.2: Summary of physical parameters for the EMCal module

Parameter Value
Tower Size (on front face) 6.0× 6.0× 24.6 cm3

Tower Size (at η = 0) ∆η ×∆ϕ ' 0.0143 × 0.0143
Sampling Ratio 1.44 mm Pb / 1.76 mm Scint.
Layers 77
Scintillator Polystyrene (BASF143E +

1.5%pTP + 0.04%POPOP)
Absorber natural lead
Effective radiation length X0

6 12.3 mm
Effective Molière radius RM

7 3.2 mm
Effective Density 5.68 g/cm3

Sampling Fraction8 1/10.5
No. of radiation lengths 20.1

3.2.4 Clusterization

The calorimeter captures particles generating an electromagnetic (or hadronic) shower spread-

ing over neighbouring cells. Calorimeter clusters, aggregates of cells with energy surpassing the

noise threshold, are the primary objects in reconstruction. The reconstructed cluster energy

approximates the particle energy for particles depositing full energy (e.g., photons, electrons).

Depending on transverse momentum and calorimeter granularity, mesons like π0 and η, de-

caying into two photons, may appear as separate or merged clusters. Various clusterization

methods in the EMCal can distinguish these decay products depending on incident particle

energies, and the method selection is analysis goal-dependent. In this study, the V2 clusteri-

zation algorithm is employed for the analysis to generate clusters. The clusterization process

begins by identifying a ‘seed’ cell with a specified threshold energy (500 MeV). Subsequently,

the algorithm iterates through neighbouring cells surrounding the seed cell, incorporating adja-

cent cells that satisfy a minimum energy threshold (100 MeV). This iterative process continues,

6Depth at which energy of electron (photon) is reduced by 1/e.
7Measure of the lateral spread of an electromagnetic shower, 90% of shower energy is contained within

cylinder of radius RM (99% within 3.5 RM ).
8Ratio of the energy deposited in the active detector material to the total energy of incident particle.
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The EMCAL Modular Structure
One FULL Strip ModuleOne Module One FULL Strip Module

12 modules (4 for Prototypes)

� 1 Module = 26.7 kg
� 1 Strip Module = 324 kg
� 1 Super-Module =288 modules ~ 7.7 tons

Full detector:
10 Super Modules, 
total weight ~ 80 tons

One Super Module

total weight  80 tons

Figure 3.10: Schematic representation of the modular structure of EMCal detector. Image
sourced from [133, 154].

expanding the cluster by seeking neighbours of the cells already added until the energy criteria

are no longer met. Following the cluster identification, the clustering algorithm scans the re-

maining cells to identify a new seed cell to initiate the process again [155]. After the formation

of a cluster, its energy E is computed by summing the energies of its constituent cells (E cell
i ),

E =
∑
i

E cell
i , with i referring to a cell within the cluster. To establish the cluster’s position

(centroid) within the ALICE global coordinate system, a weighted average of the cell positions

(xi, yi, zi) is computed usine Eqn. 3.2.

〈x〉 =
∑

i

ωixi
ωtot

, 〈y〉 =
∑

i

ωiyi
ωtot

, 〈z〉 =
∑

i

ωizi
ωtot

, (3.2)

Each cell within the cluster is assigned a logarithmic weight (ωi based on a logarithmic

correlation with the cell’s energy. This logarithmic weighting approach is employed due to

the characteristic exponential decrease in shower energy. Using a linear energy weight could

disproportionately influence the calculation, particularly given the ALICE EMCal’s substantial

granularity.

ωi = Maximum

[
0, ωmax + ln(E cell

i /E )

]
and ωtot =

∑

i

ωi (3.3)
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ALI-PUB-560061

Figure 3.11: The diagram provides a geometric overview of the EMCal and DCal detectors in
the η − ϕ plane, featuring all 20 Super Modules (SM) and the PHOS detector in the DCal
gap [133].

The parameter ωmax is a fixed constant selected to minimize the impact of cells with energy

below 1.1% of the cluster’s total energy. In the case of the ALICE EMCal, ωmax. For a more

in-depth explanation of this weighting methodology, refer to [156].

Track-Cluster matching

The EMCal measures electromagnetic interaction energies, particularly for photons and elec-

trons, though hadrons can also deposit energy through ionization or nuclear interactions9.

Clusters are associated with charged-particle tracks to distinguish showers from charged and

neutral particles. The matching algorithm extrapolates tracks to the EMCal, considering the

ALICE magnetic field and energy loss. The process involves three steps: extrapolation to a

fixed depth, refinement for angular distance, and calculation of residuals in η and ϕ.

If multiple tracks meet the matching criterion for a cluster, the closest track is chosen as

the associated track. Residual distributions of clusters to their closest track are shown in

Fig. 3.12, illustrating ∆η (a) and ∆ϕ (b) as functions of track pT . Considering the dependence

on particle transverse momentum, a pT -dependent window in the ∆η −∆ϕ plane is used for

selecting cluster-track pairs [133].

|∆ηresidual| ≤ 0.010 + (pT,track + 4.07)−2.5 ,

|∆ϕresidual| ≤ 0.015 + (pT,track + 3.65)−2.0

where, ∆ηresidual = ηtrack − ηcluster and ∆ϕresidual = ϕtrack − ϕcluster

(3.4)

9In EMCal, electron interactions are primarily governed by the radiation length (X0), whereas hadron
interactions are determined by the nuclear interaction length (λint).
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Figure 3.12: Dependence of the distance between a cluster and the closest projected track in η
(a) or ϕ (b) on the track pT , and for matched track-cluster pairs (c), in proton-proton collisions
at
√
s = 13 TeV obtained with the minimum bias trigger. The clusters are reconstructed using

the V2 clusterizer. The suggested selection criteria, as defined in Eqn. 3.4, are represented by
the black lines in the panels (a) and (b).

To differentiate between charged hadrons and electrons inside EMCal. The ratio of cluster

energy (E) to track momentum(p) (i.e., E/p) is measured, exploiting the fact that electrons

deposit their entire energy inside the EMCal, resulting in E/p u 1. In contrast, hadrons deposit

only part of their total energy, and therefore, they tend to have an E/p ratio < 110. Also,

distinguishing between electron and photon clusters in the EMCal involves matching EMCal

clusters to TPC tracks, as photons do not generate tracks inside the TPC. In this thesis, the

electrons were identified and selected by analyzing the E/p ratio using data from the EMCal

and TPC detectors.

Shower shape

The distribution of energy within a cluster, known as the ‘shower shape’, is characterized using

a parametrization of the ellipse axes on the shower surface [157, 158]. The energy spread within

a cluster across the η and ϕ directions is quantified using a covariance matrix that includes

terms σ2
ϕϕ, σ2

ηη and σ2
ηϕ. This matrix is calculated by incorporating logarithmic energy weights,

denoted as ωi (See Eqn. 3.2). After the energy weighting is applied, the shower dispersion,

reflecting the second moment concerning the mean shower position coordinate, is determined

for both the η and ϕ directions.

10In the ultra-relativistic limit (pc� m0c
2), the rest mass term becomes negligible compared to the momen-

tum term, simplifying the energy-momentum relation to: E =
√
E2 + p2 u p in natural units.
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σ2
ηη =

∑

i

ωiη
2
i

ωtot

−
∑

i

(
ωiηi

ωtot

)2

σ2
ϕϕ =

∑

i

ωiϕ
2
i

ωtot
−
∑

i

(
ωiϕi
ωtot

)2

σ2
ηϕ =

∑

i

ωiηiϕi
ωtot

−
∑

i

ωiηi
ωtot

.
∑

i

ωiϕi
ωtot

(3.5)

The parameters that define the shower shape, M02 (σ2
long) and M20 (σ2

short), are determined

as the eigenvalues of the covariance matrix, computed as follows:

M02(σ2
long) = 0.5(σ2

ϕϕ + σ2
ηη) +

√
0.25(σ2

ϕϕ − σ2
ηη)

2 + σ2
ηϕ ,

M20(σ2
short) = 0.5(σ2

ϕϕ + σ2
ηη)−

√
0.25(σ2

ϕϕ − σ2
ηη)

2 + σ2
ηϕ

(3.6)

The shower surface is established by the intersection of the cone encapsulating the shower

with the front plane of the calorimeter, as illustrated in Fig. 3.13. The use of parameters M02

(long axis) and M20 (short axis) to measure the spread of particle showers enables the discrimi-

nation of symmetric electromagnetic showers (characterized by a small spread), which typically

originate from photons or electrons, from nonsymmetric showers resulting from hadronic in-

teractions involving neutrons, protons, or charged pions. Due to the distinct interactions of

electrons and hadrons with the EMCal material, their showers in the detector exhibit, on av-

erage, slightly different long and short axes. Electrons, influenced by the magnetic field and

rescattering in the detector material, display a tail in the M02 distribution extending to larger

values, especially at low cluster energy. In contrast, hadrons exhibit a broader distribution with

extended tails toward higher shower shape values. This thesis employs a cut on the long axis

of the particle shower to enhance the purity of the electron signal [133, 159].

Trigger

The EMCal detector serves as a crucial decision-making tool during data acquisition, triggering

the recording of specific events. The EMCal can trigger at two different levels, Level-0 (L0)

and Level-1 (L1). In this study, the EMCal L1 gamma triggers, EG2 and EG1 [160, 161],

are employed to select events with high energy depositions in the EMCal detector, indicating

intermediate and high-momentum electrons or photons. This selection is achieved using a

sliding 2 × 2 window algorithm that aggregates analogue charge information from patches

of 4 × 4 towers. Upon reaching a predefined threshold, the data is forwarded to a Central
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ALI-PUB-560166

M02

M20

Figure 3.13: The schematic representation of an EMCal cluster with an ellipse parametrization
of the shower shape illustrates its axes. The various colours indicate the amount of energy
deposited in each cell, with darker shades representing higher energy levels [133].

Trigger Processor [162], which consolidates trigger information from other detectors (refer to

Sec. 3.2.5 for details). Throughout the pp 13 TeV data collection, ranging from LHC16 to

LHC18, the analog charge threshold corresponds to ∼ 4.5 GeV for EG2 and ∼ 10.5 GeV for

EG1. This thesis utilizes events triggered by minimum bias selection for the lower pT range

(3 ≤ pT (GeV/c) ≤ 6). Additionally, EMCal triggered events, EG2 and EG1, with varying

energy thresholds, contribute to extending the measurement to higher pT ranges. EG2, with

a threshold of ∼ 4.5 GeV, facilitates the measurement in the region 6 ≤ pT (GeV/c) ≤ 12.

Similarly, the EG1 trigger, with a threshold of ∼ 10.5 GeV, is applied for the measurement in

the range 12 ≤ pT (GeV/c) ≤ 35. By employing EG2 and EG1 triggers, the recording of events

containing high-momentum electrons is increased, ensuring sufficient statistics for measuring

charm and beauty hadron decay electrons up to higher transverse momenta, extended to pT =

35 GeV/c [19].

3.2.5 VZERO (V0)

The V0 detector, a small-angle detection system, consists of two scintillator arrays, V0-A11

and V0-C, strategically positioned on opposite sides of the ALICE interaction point. V0-A,

situated 340 cm from the vertex on the side opposite the muon spectrometer, spans the pseudo-

rapidity range 2.8 < η < 5.1. In contrast, V0-C is fixed at the face of the front absorber of the

muon spectrometer, positioned 90 cm from the vertex, covering the pseudo-rapidity range -3.7

11In the ALICE experiment, the detectors V0 and T0 refer to two distinct systems, A and C. These refer to
the detector facing the ATLAS side and the CMS side.
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Figure 5.18: Front view of V0A (left) and V0C (right) arrays.

Figure 5.19: V0A 3D drawing (left) and V0C picture (right).

PMTs are xed on the V0A disk holder in groups of 4 units and connected directly to the WLS

bres. They are installed on the absorber in groups of 8 units for the V0C and connected to counters

through Mitsubishi3 optical bres 3.22 m long. A picture of each device is shown in gure 5.19.

5.4.3 Front-end electronics

Two signals are delivered to the Front-End Electronics (FEE). The rst one is unchanged, the sec-

ond one amplied by a factor 10. Signal charge and arrival time relatively to the LHC bunch clock

are measured for the 32 channels of both arrays. The time resolution of the individual counters is

better than 1 ns. Two types of triggers are provided from each array [18]. The rst one is based

on pre-adjusted time windows in coincidence with the time signals from the counters. Minimum

Bias, Beam-Gas and Multiplicity Triggers are obtained by this method. The second type of triggers

is based on the total charge collected by the arrays. The two Centrality Triggers are built starting

from these quantities.

The readout and data acquisition architecture is designed to be compatible with the different

running modes and with the trigger rates [18]. The triggers listed in section 5.4.1 and combinations

of some of them, are available. Only ve triggers which are chosen according to specicities of

collisions and recorded data are sent to the Central Trigger Processor (CTP).

3Mitsubishi PMMA bres distributed by Promic, 46 rue de la Pierre Plantée, 42650 Saint-Jean Bonnefonds, France.
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ond one amplied by a factor 10. Signal charge and arrival time relatively to the LHC bunch clock

are measured for the 32 channels of both arrays. The time resolution of the individual counters is

better than 1 ns. Two types of triggers are provided from each array [18]. The rst one is based

on pre-adjusted time windows in coincidence with the time signals from the counters. Minimum

Bias, Beam-Gas and Multiplicity Triggers are obtained by this method. The second type of triggers

is based on the total charge collected by the arrays. The two Centrality Triggers are built starting

from these quantities.

The readout and data acquisition architecture is designed to be compatible with the different

running modes and with the trigger rates [18]. The triggers listed in section 5.4.1 and combinations

of some of them, are available. Only ve triggers which are chosen according to specicities of

collisions and recorded data are sent to the Central Trigger Processor (CTP).
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(b)

Figure 3.14: Front view of V0-A (a) and V0-C (b) arrays. Image sourced from [132]

< η < -1 [143]. V0-A and V0-C serve as critical components, offering minimum bias triggers

for the central barrel detectors in proton-proton and heavy-ion collisions. The interaction of

protons with the residual gas in the vacuum chamber generates tracks throughout the ALICE

subdetectors. The minimum bias proton-gas trigger is employed to reject false events [163].

Like the EMCal, the V0 detector is crucial in triggering during the data acquisition. In the

specific data-taking period under consideration in this thesis, the V0 detector played a vital

role in providing a minimum bias trigger, a criterion for event selection and recording. A

coincidence of signals surpassing a defined threshold in both the V0-A and V0-C arrays is

required to activate the MB trigger.

57



3.2. A LARGE ION COLLIDER EXPERIMENT (ALICE)

58



Chapter 4

Measurement of electrons from

beauty-hadron decays

4.1 Introduction

This chapter delves into the intriguing realm of heavy-quarks, precisely the charm and beauty

quarks. Due to their large masses, heavy-quarks are primarily produced in the initial stages of

hard scattering processes in hadronic collisions [164]. Their production occurs within a time

frame shorter than the QGP formation time [165] (τQGP ∼ 1 fm/c [87]), because their mass

is much larger than the thermal energy scale, i.e. mc,b � kBTQGP, where kB is the Boltzmann

constant and TQGP is the QGP temperature. Their trajectory within the medium encompasses

a series of elastic (collisional) and inelastic (gluon radiation) collisions with the constituents of

the hot and dense QCD matter [166–170]. Which makes them excellent probes for studying

the QGP [164, 171], as they act as a direct observers of the entire evolution of the produced

medium.

Due to their short lifetimes (t ∼ 10−12 s), D and B mesons undergo decay before they reach

the detector. Therefore, they have to be studied through their decay products. The recon-

struction of beauty-hadrons in heavy-ion collisions presents a formidable challenge due to their

small production cross section and the large number of decay channels. Although it is feasible

to reconstruct beauty-hadrons, like in the case of measuring B± mesons through their decay

into J/ψ and K± particles, the small branching ratios of these channels inherently make such

measurements very difficult. Additional insights can be obtained through comprehensive mea-

surements of decay products from beauty-hadrons, including non-prompt J/ψ and non-prompt

D mesons, as well as leptons originating from semi-leptonic decays of heavy-flavor hadrons.

The investigation of open heavy-flavour production in ALICE employs two complementary ap-

proaches: 1) Full reconstruction of D and B mesons through their hadronic decay modes, and 2)
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from the measurement of leptons originating from the leptonic or semi-leptonic decay modes of

heavy-flavour hadrons. Studying leptons produced from heavy-quark decays provides valuable

information about a broad range of hadrons and heavy-quark momenta, which helps to under-

stand the complex interplay between collisional and radiative processes. The semi-electronic

decay mode is exploited in this thesis, where the heavy-flavours undergo weak interactions,

resulting in their decay into an electron(positron), anti-neutrino(neutrino), and one or more

hadrons. The term “electron” indicates both electrons and positrons throughout the text. This

decay channel has a branching ratio of approximately 10%. However, due to the undetectable

neutrino, the momentum of the parent particles cannot be fully reconstructed, making it chal-

lenging to identify the heavy-flavour decay electrons (HFe). Therefore, to isolate these electrons,

the non-heavy-flavour electrons (non-HFe) (i.e. background electrons) are subtracted from the

inclusive electron sample. Exploiting the comparatively longer decay length of beauty-hadron

decay compared to other electron sources, we can effectively extract the beauty-hadron decay

electrons from the HFe sample [27].

The bullet points represent the primary motivations and objectives for studying and mea-

suring electrons originating from beauty-hadron decays in proton-proton collisions at
√
s = 13

TeV:

1. Probing High Transverse Momentum Region: To explore beauty decay electrons

within a higher transverse momentum range (up to 35 GeV/c), an area previously uncharted

within the ALICE experiment.

2. Testing Perturbative QCD Models: The measurement of electrons from beauty-

hadron production cross sections in proton-proton collisions is crucial for verifying the pQCD

calculations including the widely used frameworks like FONLL [87, 88, 172] and GM-VFNS [89].

3. Establishing References for Heavy-Ion Collisions: The measurements in proton-

proton collisions serve as a baseline for studying nuclear modifications in proton-nucleus (p−A)

and nucleus-nucleus (A−A) collisions. This groundwork is vital in examining the mass-dependent

energy loss within the medium, shedding light on the complex interactions occurring in these

high-energy, heavy-ion collision environments [27, 173].

This chapter is structured as follows. The subsequent section outlines the analysis strat-

egy used and the technical details. In Sec. 4.3, we discuss the techniques used in electron

identification using TPC and EMCal. In Sec. 4.4, we focus on identifying and estimating the

non-heavy-flavour electrons. Subsequently, in Sec. 4.5, we elaborate on the procedure for differ-

entiating electrons from charm and beauty hadron decays to obtain the raw yield of electrons

originating from beauty-hadron decay. Further, in Sec. 4.8, we delve into the acceptance and re-

construction Efficiency correction. Finally, Sec. 4.10 is dedicated to comprehensively exploring

60



CHAPTER 4. MEASUREMENT OF ELECTRONS FROM BEAUTY-HADRON DECAYS

systematic uncertainty studies.

4.2 Analysis stratergy

The measurements of electrons from beauty-hadron decays are generally done in four main

stages [27]: (1) selecting suitable tracks, (2) identifying electrons, (3) extracting the signal to

estimate the proportion of electrons originating from beauty-hadron decays, and (4) applying

corrections for selection efficiencies and geometrical acceptance. The following bullet points

provide a concise analysis overview with technical details.

1. The TPC and the EMCal detectors are used to identify the inclusive electron sample.

This is achieved by measuring the distance of closest approach(DCA) to the primary

vertex distribution for the range of 3 ≤ pT (GeV/c) ≤ 35 .

2. The DCA distributions of hadron contamination, which include cases where hadrons are

mistakenly identified as electrons, are estimated and subsequently subtracted from the

DCA distribution of inclusive electrons. This process yields pure electron DCA distribu-

tions.

3. The DCA distribution of non-HFe, also known as photonic electron, is estimated from the

enhanced Monte Carlo (MC) sample using the photonic electron tagging method (more

details in Sec. 4.4).

4. The DCA distribution of non-HFe is subtracted from the DCA of pure electrons. The

resultant DCA distribution primarily comprises electrons originating from charm and

beauty decays, and therefore, it is called HFe DCA.

5. The DCA distribution templates for charm and beauty decay electrons are generated

from the Monte Carlo simulations and corrected to have realistic behaviour as observed

in actual data.

6. The HFe DCA distribution is fitted with charm and beauty decay electron templates

using a weighted log-likelihood method to extract the raw beauty decay electron yield.

Similarly, the inclusive electron DCA distribution is fitted with templates for hadronic,

photonic, charm, and beauty decay electrons using a log-likelihood method to extract the

raw beauty decay electron yield.

7. The raw beauty yield obtained through both methods undergoes corrections for accep-

tance, tracking, and particle identification (PID) efficiency to obtain the final beauty-

hadron decay electron cross section.
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4.2.1 Software

• The analysis was conducted within the AliROOT framework using the software packages

provided by the Heavy Flavour Electron working group.

• To obtain the beauty decay electron cross section, the following classes were utilized: Ali-

AnalysisHFEppEMCalBeauty.h, AliAnalysisHFEppEMCalBeauty.cxx, and AddTaskHFEppEM-

CalBeauty.C. These can be located in the Aliphysics path: AliPhysics/PWGHF/hfe.

• In order to ensure correct particle identification response and pile-up rejection, Ad-

dTaskPIDResponse.C and AddTaskPhysicsSelection.C were incorporated.

• AliTaskCDBconnect.C and EmcalCorrectionTask NewNLFromFlorian.C were integrated

into the EMCal correction task to calibrate misaligned modules and address problematic

channels of the EMCal detector.

• For the EMCal correction tasks, the yaml files ElectronConfig pp NewNL-Aug25.yaml

and ElectronConfig ppMC NewNL-Aug25.yaml containing the necessary parameters were

used for data and MC, respectively [174]. These files can be found in the alimonitor path:

alice/cern.ch/user/d/dthomas/yaml.

• To replicate the shift in the mean and resolution of DCA distribution in MC as ob-

served in data, the improver task AliAnalysisTaskSEImproveITS.h, AliAnalysisTask-

SEImproveITS.cxx, and AddTaskImproveITS.C were employed with the option SetMimic-

Data(kTRUE). These can be located in the Aliphysics path: PWGHF/vertexingHF/macros [175].

4.2.2 Data set and event selection

The analysis was conducted using the LEGO train operations with Analysis Object Data (AOD)

with the following data sets of pp collisions at 13 TeV:

• LHC16 kl(pass2) periods

• LHC18 bdefhlgimnop (pass2) periods

The selected runlist utilized for the analysis was based on the runs identified as “good” by the

Data Preparation Group [176], with the detector requirements including SSD, SPD, SDD, V0,

TPC, and EMCal. Events triggered by the Minimum Bias (MB) selection are used for the lower

pT range 3 ≤ pT (GeV/c) ≤ 6. While two specific EMCal triggered events, EG2 and EG1, with

two different energy thresholds, are used to provide the necessary statistics for extending the

measurement to higher a pT range. The trigger threshold for EG2 is ∼ 4.5 GeV, allowing for the
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measurement of the region 6 ≤ pT (GeV/c) ≤ 12. Similarly, the EG1 trigger with a threshold

∼10.5 GeV is utilized to measure the region 12 ≤ pT (GeV/c) ≤ 35 [133]. A restriction on the

primary Z vertex position (|VZ|≤ ± 10 cm) from the centre of the ALICE detector system is

enforced along the beam direction to ensure a uniform reconstruction efficiency of the charged

particles. A cut requiring more than two contributors to the primary vertex is implemented

to select events with at least two tracks and a vertex located within the Z-vertex range. Pile-

up events from the sample are discarded by employing the PhysicsSelectionTask with default

pile-up cuts [177].

Table 4.1: The number of events selected after passing the selection criteria

Trigger MB EG2 EG1
Number of events (×106) 859 37 33

4.2.3 Monte Carlo

The MC sample used for the analysis consists of LHC18f4b anchored to LHC16k and LHC16l

data periods, as well as LHC18l5b anchored to LHC18 periods [176]. The sample is is enriched

with signals from π0 and η particles to enhance the statistics of electrons originating from their

decays at higher pT , enabling a more precise estimation of photonic electron tagging efficiency

at high pT . Additionally, the sample has been enriched with charm and beauty events to boost

the statistics of electrons originating from heavy-flavor hadron decays, which is necessary for

the calculation of charm and beauty decay electron templates. The total number of events

selected after applying all the selection cuts approximates to 16.7× 106.

4.3 Identification of electrons using TPC and EMCal

4.3.1 Track reconstruction and selection

Tracks undergo a rigorous selection process for electron identification involving a series of spe-

cific track selection cuts. AOD tracks that successfully pass the filter mask kTrkGlobalNoDCA

are considered for electron identification. These selection criteria are individually applied to

each track, aiming to isolate a high-purity electron sample while excluding spurious and uncor-

related tracks that might generate signals in the detector. Table 4.2 outlines and summarises

the detailed track selection cuts.

The filterBit AliAODTrack::kTrkGlobalNoDCA incorporates a standard cut with a very

loose DCA. A pT ≥ 3 GeV/c cut is imposed to ensure an accurate track-cluster matching. The
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Table 4.2: A summary of track selection criteria used for filter mask kTrkGlobalNoDCA

Track Cut Selection Value
All tracks pT ≥ 3 GeV/c
Rapidity |η|< 0.6
Number of TPC crossed rows for tracking ≥ 70
Number of TPC crossed rows for dE/dx calculation ≥ 60
Ratio of TPC found/findable crossed rows ≥ 0.8
Number of ITS clusters ≥ 3
Hit on SPD layer kAny
ITS and TPC refit Required
DCAxy ≤ 1 cm
DCAz ≤ 2 cm
χ2 clusters of the momentum fit in the TPC 4
Reject kink candidates Required
TPC–EMCal matching ∆η ≤ 0.010 + (pT,track + 4.07)−2.5

∆ϕ ≤ 0.015 + (pT,track + 3.65)−2

EMCal detector’s acceptance extends up to |η|< 0.7; therefore, a stricter limit of |η|< 0.6 is

enforced to avoid edge effects and ensure uniform track reconstruction efficiency. Tracks with at

least 70 TPC crossed rows are regarded as good quality tracks, meeting the criteria essential for

this analysis. Moreover, a minimum of 80 TPC crossed rows is required for dE/dx calculations

crucial to particle identification. A minimum cut of 0.8 on the ratio of the number of found

TPC crossed rows divided by the number of findable crossed rows is applied. Additionally, a

minimum number of ITS hits, coupled with a hit in at least one of the SPD layers, is imposed

to suppress gamma conversion electrons within the ITS. Each track candidate must undergo

a final refit, employing the Kalman filter back to the identified primary vertex, to successfully

pass through both the ITS and TPC. A stringent DCA cut of 1 cm in the radial direction

and 2 cm along the beam direction is applied to the primary vertex, effectively rejecting tracks

not originating from the primary vertex. Furthermore, a χ2/ndf cut is applied to each track

to suppress the contribution of a random uncorrelated combination of clusters in TPC during

momentum reconstruction. Kink candidates, characterized by tracks exhibiting deviations from

the continuous particle trajectory model due to in-flight decays or Bremsstrahlung emissions, are

excluded from further analysis. This step is taken because the dE/dx resolution of the TPC is

less accurate for kink tracks compared to regular tracks. To identify electrons and differentiate

them from photons within the EMCal, tracks originating from the TPC are matched with

clusters detected in the EMCal. The deviation in both azimuthal angle (ϕ) and pseudorapidity

(η) between the projection of charged particle tracks from the TPC onto the EMCal surface

and the reconstructed cluster in the EMCal is required within,

∆η ≤ 0.01 + (pT,track + 4.07)−2.5 and ∆ϕ ≤ 0.015 + (pT,track + 3.65)−2 (4.1)
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where, ∆η = ηtrack − ηcluster and ∆ϕ = ϕtrack − ϕcluster .

4.3.2 Electron identification

The analysis utilizes the ALICE central-barrel detectors in the mid-rapidity region, the ITS is

used for determining the reconstructed primary and secondary vertices, as well as for tracking.

The TPC is also used for tracking, particle identification and momentum measurement of

charged particles. The EMCal is employed for electron identification and triggering to select

high pT electron events. In TPC, particle identification is performed by measuring dE/dx

from the gas within the TPC as a function of the charged particle’s momentum as shown in

figure 4.1(a). Electrons are selected in TPC by implementing a −1 ≤ nσ,TPC ≤ 3 cut, where

nσ,TPC represents the deviation of the measured signal in the detector from the expected value

for electrons, expressed in terms of the detector resolution i.e.

nσ,TPC =
(dE/dx)measured − (dE/dx)expected

σTPC
(4.2)
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Figure 4.1: Electrons in TPC are identified by dE/dx measurement and are selected by
applying nσ,TPC cut.

The figure 4.1(b), shows that the bands corresponding to pion, kaon, and proton pass

through the electron band in the lower momentum region. On the contrary, in the higher

momentum region, these bands merge (p > 6 GeV/c). This limits the TPC’s capability for

particle identification at both lower and higher momentum regions. To achieve high purity

electron identification, the selected electron candidate tracks within the TPC are projected onto

the surface of the EMCal taking into account the ALICE magnetic field (0.5T). Thus, TPC

along with the EMCal is used for electron identification(eID) in the low and high pT regions.

When electrons pass through the EMCal detector they generate an electromagnetic shower

and deposit all of their energy in the form of clusters. The total energy E deposited by the
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electrons in the EMCal is expected to be equal to their momentum p as measured by the

TPC. Therefore, the ratio of the energy deposited in the EMCal to the momentum E/p is

approximately 1. Unlike electrons, hadrons do not deposit their entire energy in the EMCal

due to their interactions primarily occurring via the strong nuclear force. As a result, the ratio

E/p for hadrons is expected to be less than 1. To ensure that the selected clusters are originated

from electron showers and not from photons, a pT dependent track-cluster matching cut as per

Eq. 4.1 is employed. EMCal clusters are matched to tracks from the TPC, where photons are

eliminated, since they do not leave a signal in the TPC [133].

In order to further enhance the purity of the selected electron sample and minimize contam-

ination from hadrons, the parameters describing the shape of the shower created by particles

on the surface of the EMCal detector are utilized. The shape of the shower on the EMCal

surface can be characterized by an ellipse defined by its long axis (M02) and short axis (M20).

A pT -dependent cut is applied to the major axis of the shower shape ellipse [133] to refine the

electron sample’s purity while ensuring that there is no major impact on the electron selection

efficiency. The cuts applied on the long axis of the shower shape ellipse are as follows: 0.05

≤ M02 ≤ 0.9 for 3 < pT (GeV/c) < 12, 0.05 ≤ M02 ≤ 0.7 for 12 < pT (GeV/c) < 20, and

0.05 ≤ M02 ≤ 0.5 for 12 < pT (GeV/c) < 35. To estimate the residual hadron contamination

in each pT bin of the electron sample, the E/p distribution of hadrons is obtained separately

by selecting particles with nσ,TPC < -3.5 and M02 cut. It is observed that the majority of the

hadron contamination is present in the lower E/p region and the hadron peak moves to the

higher E/p region as pT increases. The hadron E/p distribution is scaled to match the electron

E/p distribution in the peak region. The scaling region also moves towards the higher E/p with

an increase in pT because the hadron peak moves towards higher E/p. Hence, a pT dependent

scaling is needed to match the amount of contamination in each pT bin more accurately. The

exact M02 cut used for electrons is applied to the hadrons because the hadron E/p does not

correctly scale to match the electron E/p distribution. The scaled hadron contribution is sub-

tracted from the E/p distribution of electron candidates, resulting in the E/p distribution of

inclusive electrons [27, 178]. The figure 4.2 shows the E/p distribution of electron candidates,

scaled hadrons and inclusive electrons obtained from minimum bias(MB) and EMCal triggered

EG2 & EG1 data. The figure A.1 shows E/p distribution of the electrons, scaled hadrons

and pure electrons in each analysis pT bins obtained from MB, EG2 and EG1 triggered data

respectively.

The E/p distribution of electrons shows a peak in the low E/p region(E/p < 1), which

are mainly the pions but misidentified as electrons. The height of this peak increases with an

increase in pT and becomes more prominent in EG2 and EG1 trigger data. This effect is mainly
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Figure 4.2: The black distribution shows the E/p of electron candidates obtained after electron
identification cuts. The blue distribution shows the estimated hadron contamination obtained
after scaling the hadron E/p to match the electron E/p and the shaded portion represents the
scaling region. The red distribution shows E/p of pure electrons obtained after subtracting
the hadron contamination (blue) from electron candidates (black) in their respective pT bins of
MB, EG2 and EG1 triggered events.

because of the nσ,TPC cut; as we move toward the higher pT , the electron band starts merging

with other hadrons, and therefore, the cut −1 to 3 on nσ,TPC also selects these hadron tracks.

The smallest distance between the reconstructed track and the reconstructed primary vertex

in (XY) plane perpendicular to the (Z) beam axis is called the impact parameter (d0) or

distance of closest approach (DCA) [179]. For this analysis, electrons and positrons are treated
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Figure 4.3: The black distribution shows d0 of electron candidates obtained after electron
identification cuts. The red distribution shows the d0 of estimated hadron contamination.
The blue distribution represents d0 of pure electrons obtained after subtracting the hadron
contamination (red) from electron candidates (black) in their respective pT bins of MB, EG2
and EG1 triggered events.

identically, differing only in the charge factor multiplied to the . The d0 distribution of particles,

satisfying the conditions of 0.85 < E/p < 1.2 and passing the M02 cut, within the range of

−1 ≤ nσ,TPC ≤ 3 provides the inclusive electron d0 distribution in each pT bin. Similarly,

the d0 distribution of particles passing the same E/p and M02 cut, but with nσ,TPC < −3.5,

provides the hadron d0 distribution for each pT bin. To account for contamination, the d0

distribution of the hadrons is scaled to match the level of contamination observed in the scaled

E/p distribution of hadrons within individual pT bins. The scaled hadron DCA is subtracted

from the inclusive electron DCA to get the pure electron DCA distribution. The electron and

hadron identification (eID and hID) cuts are summarized in table 4.3.
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Table 4.3: Selection criteria for electron and hadron candidates

Track Cut Electron Selection Value Hadron Selection Value

nσ,TPC −1 ≤ nσ,TPC ≤ 3 −10 ≤ nσ,TPC ≤ −3.5

E/p 0.85 ≤ E/p ≤ 1.20 Varied between the range

0.05 ≤ M02 ≤ 0.9 (3 < pT (GeV/c) < 12 )
M02 0.05 ≤ M02 ≤ 0.7 (12 < pT (GeV/c) < 20) same as electron

0.05 ≤ M02 ≤ 0.5 (20 < pT (GeV/c) < 35)

4.4 Identification of non-heavy-flavour electrons

The electron sample obtained after removing the hadron contamination is called an inclusive

electron sample. The subsequent task involves identifying electrons originating from beauty-

hadron decays. Due to the undetectable neutrino in the semi-electroinc decay channel, it is

impossible to identify the source of the electron directly. Therefore, a data-driven approach is

employed to isolate electrons originating from heavy-flavour decays. In this approach, back-

ground electrons (non-HFe) are estimated using an indirect technique and subtracted from the

inclusive electron sample, leaving us with electrons originating from heavy-flavour decays. The

sources of non-HFe are the following:

1. Dalitz decay, i.e. electrons from decay of light neutral meson (π0 and η)

2. electrons from photon conversion in the detector material

3. electrons from dielectron decays of light vector mesons (ω, ρ, φ)

4. electrons from dielectron decay of heavy quarkonia

5. electrons from weak K → eπµ (Ke3) decays and dielectron decays of light vector mesons

6. electrons originating from partonic hard scattering processes (Drell-Yan processes and

prompt photon production)

The dominant background of non-HFe in the detector arises from the Dalitz decay of light

neutral mesons (π0 and η) and the conversion of photons to electrons in the detector material.

Electrons from both sources are collectively referred to as photonic electrons. The electrons

from the rest of the sources have a negligible contribution. However, the electrons from W±

and Z boson decays contribute to the background, especially at the higher pT range. The total

contribution of W/Z decay electron has been calculated using PYTHIA+POWHEG simulation

in reference [178] and is found to be negligible for pT < 20 GeV/c. In the present study,

69
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the contribution of W/Z decay electron needs to be addressed, and its contribution shall be

included later. The photonic electrons have an essential feature that they are always created in

electron-positron(e−e+) pairs, while the electron coming from HF decays will be single electron

or positrion. Therefore, the invariant mass of e−e+ pairs coming from photonic electrons will

peak at low invariant mass and on the other hand, no such peak must be observed for HF

decays. The photonic electrons are identified by the following procedure:

• An invariant mass spectrum of all unlike sign (ULS) paired electrons (e−, e+) from the

inclusive electron sample gives the correlated pairs, i.e. electrons from actual photonic

decays and random uncorrelated pairs

• Similar to ULS pair an invariant mass spectrum of all like sign (LS) paired electrons

(e+, e+) and (e−, e−) from the inclusive electron gives random uncorrelated pairs (combi-

natorial background)

• To reject the electrons from photon conversion, a cut of invariant mass Minv < 0.14 GeV/c2

is applied on ULS and LS electron pairs as shown in Fig. 4.4

• The non-HFe can be obtained by subtracting the like sign paired electrons from unlike

sign sample, Nnon−HFe = NULS − NLS
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Figure 4.4: The invariant mass distribution for ULS and LS electron pairs selected within
Minv < 0.14GeV/c2.

In the described procedure, the electron identification criteria are applied to tag one of

the e± tracks orignating from the primary collision vertex. Subsequently, all remaining tracks

within the same event are examined to identify the partner (associate) electron. The tracks
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passing filter mask AliAODTrack::kTrkTPCOnly are taken into account for potential partner

electrons. To maximize the probability of finding the associated partner track, a series of loose

cuts are applied as outlined in in table 4.4.

Table 4.4: Selection criteria for associated electron track

Track Cut Selection Value
FilterBit AliAODTrack::kTrkTPCOnly

associated electron pT ≥ 0.1 GeV/c
|η| 0.8
Number of TPC Clusters for tracking ≥ 60
Number of TPC Clusters for PID ≥ 60
ITS and TPC refit Required
DCAxy ≤ 1 cm
DCAz ≤ 2 cm
χ2 clusters of the momentum fit in the TPC 4
nσ,TPC −3.5 ≤ nσ,TPC ≤ 3.5

4.4.1 non-HFe tagging efficiency

All the photonic electrons may not be identified using the invariant mass method because there

might be instances of photonic (e+, e+) pairs where the corresponding partner electron either

falls outside the detector’s acceptance or fails to meet the necessary thresholds or slection

criteria. Therefore, it becomes necessary to correct the count of non-HFe identified through the

invariant mass method by applying the non-HFe tagging efficiency (εnon−HFetagg ). This approach

for estimating photonic electrons is referred to as the photonic electron tagging method. The

tagging efficiency is defined as the ratio of the total number of photonic pairs originating from

the same mother particle, which are identified after satisfying the partner electron selection

criteria, to the total number of photonic electrons in the MC sample.

εnon−HFe
tagg =

NFound
e+e−

NTotal
e+e−

(4.3)

In this study, the non-HFe enhanced MC samples, subjected to the same selection criteria as

the data, have been employed to compute the tagging efficiency. The use of enhanced samples

is essential for accurately estimating the tagging efficiency in the higher pT region. However,

this introduces a complication: the pT distribution of electrons orignating from enhanced π0

and η tends to become flat, potentially biasing the efficiency calculation. To rectify this bias,

a weighting factor is applied to the pT distribution of electrons originating from enhanced π0

and η. Figure 4.5 (a) illustrates the pT distribution of π0 and η from both minimum bias and

enhanced events, while Figure 4.5 (b) and (c) depicts the ratio of pT distributions between

minimum bias and enhanced samples for π0 and η respectively. The ratio plots are fitted
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4.4. IDENTIFICATION OF NON-HEAVY-FLAVOUR ELECTRONS

using the Hagedorn function, yielding fit parameters that determine the weight. This weight

is subsequently applied to the daughter electrons based on the pT of their enhanced mother

particles (π0 and η). The photonic electron sources considered in the analysis are:

η → e+e−

η → π0 → e+e−

η → γ → e+e−

η → π0 → γ → e+e−

π0 → e+e−

π0 → γ → e+e−

(4.4)
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Figure 4.5: Figure (a) shows the pT distribution of π0 and η from both minimum bias (closed
markers) events and embedded events (open markers) in the MC sample. Figure (b) and
(c) illustrate the ratio of pT distribution of minimum bias to enhanced events for π0 and η,
respectively, fitted with a Hagedorn function.

The pT spectrum of the electrons originating from enhanced π0 and η in MC, which combine

to form an unlike-sign pair with an invariant mass less than 0.14 GeV/c2, constitutes the

numerator in the calculation of tagging efficiency. On the other hand, the pT spectrum of
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all electrons originating from enhanced π0 and η, serves as the denominator for the tagging

efficiency. The numerator and denominator of the εnon−HFetagg must pass the track selection

criteria in table 4.4. The resulting distribution of tagging efficiency undergoes a smoothing

process through the fitting, as demonstrated in Figure 4.6.
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Figure 4.6: Figure (a) shows the tagging efficiency of non-HFe before (red) and after (black)
applying the weight to electrons from π0 and η. Figure (b) shows the smoothened non-HFe
tagging efficiency distribution.

The DCA distributions of the ULS pair and LS pair electron are selected with me+e− < 0.14

GeV/c2. The LS pair DCA distribution is subtracted from the ULS pair DCA, and the resultant

DCA is scaled by tagging efficiency to get the corrected DCA distribution of non-heavy-flavour

electrons (photonic electron DCA). Finally, the photonic electron DCA is subtracted from pure

electron DCA to obtain the HFe DCA distribution as shown in figure 4.8. The raw yield

of heavy-flavor decay electrons is obtained by integrating the HFe DCA distribution in their

individual pT bins.

The contributions of e+ e− pairs from J/ψ and low-mass vector mesons, which constitute

other background sources, were considered negligible [180, 181] in comparison to the signal and

consequently were not subtracted.

4.4.2 W± and Z0 boson decay electron contribution

Electrons originating from the decays of W± and Z0 bosons constitute a substantial background

for heavy-flavour hadron decay electrons, particularly at high transverse momenta (pT > 20

GeV/c) [159, 178]. The spectra of electrons from W± and Z0 decays were computed utilizing

the PYTHIA + POWHEG simulation. The W and Z boson production is simulated using

POWHEG [182] as the event generator, incorporating next-to-leading-order (NLO) calculations

to generate hard events encompassing diverse processes involving a variety of processes with

heavy quarks, Higgs bosons, and electroweak bosons. As POWHEG primarily functions as a
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Figure 4.7: The blue distribution shows the d0 of the ULS electron pairs, while the red distri-
bution shows the d0 of LS electron pairs within the invariant mass selection in their respective
pT bins of MB, EG2, and EG1 triggered events.

hard event generator, it is interfaced with PYTHIA [183] for the showering processes in the

subsequent stages [159].

Figure 4.9 illustrates the ratio between the W± and Z0 boson decays to electrons and the

FONLL predictions corresponding to decays from c and b quarks to electrons. The cumulative

contribution originating from W± and Z0 boson decay electrons exhibits a gradual escalation,

starting at 1% for pT = 15 GeV/c and rising to approximately 3% at pT = 20 GeV/c. Notably,

it reaches an approximate value of 14% within the pT range of 25 to 30 GeV/c and expands

further to around 40% within pT spanning 29 to 35 GeV/c, relative to the yield of electrons

arising from heavy-flavour decays [159].
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Figure 4.8: The green distribution shows the d0 of the pure electrons, while the blue distribution
shows the d0 of photonic electrons. The magenta distribution represents the d0 of heavy-flavour
decay electrons obtained after subtracting the d0 of photonic electrons from the pure electrons
in their respective pT bins of MB, EG2, and EG1 triggered events.5.9 HFE Spectra consistency check between EMCal and DCal 25
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Systemtics366

No systematic variation was observed with the change of parton distribution function from kCT10nlo367

(standard) to kCTEQ6l.368

(GeV/c)
T

p
0 10 20 30 40 50

)η 
∆ T

 p
∆ T

 pπ
/(22

σd

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

9−10×

 W -> e 

 kCT10nlo  

 kCTEQ6l  

electrons from W
ratio_ze

Entries    2.911552e+09
Mean    15.78
RMS     8.154

 GeV/c
T

p
5 10 15 20 25 30 35

R
at

io
 ( 

kC
T1

0n
lo

 / 
kC

TE
Q

6l
 )

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5 ratio_ze
Entries    2.911552e+09
Mean    15.78
RMS     8.154

avg
±W

5.9 HFE Spectra consistency check between EMCal and DCal369

Consistency checks were also performed with only EMCal and only DCal detectors. The spectra is370

consistent for EMCal+DCal , EMCal only and DCal only.
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Figure 20: Ratio of heavy-flavor spectra between different 18pass1 periods

371

Figure 4.9: The ratio of the pT -differential cross-section of electrons from the decay of W± and
Z0 bosons to the FONLL central predictions for heavy-flavour decay electrons in proton-proton
collisions at

√
s = 13 TeV [159].
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4.5 Diffrentiating electrons from charm and beauty de-

cays

The next step is to separate the electrons from charm and beauty decays to extract the raw

beauty decay electron yield from the HFe sample. To differentiate the beauty-decay electrons

( b→ e & b→ c→ e) from charm-decay electron( c→ e), the difference in decay length of the

two sources is measured indirectly by examining the width of the DCA distribution. Electrons

from beauty-hadron decay tend to have a longer lifetime before decay. Because of this, the

DCA distribution of beauty-decay electrons becomes wider than that of charm-decay electrons.

The decay length of charm and beauty-decay electrons are found to be cτc ≈ 100− 300µm and

cτb ≈ 500µm respectively. To extract the raw beauty yield, the HFe-DCA distribution is fitted

with charm and beauty-decay electron DCA templates obtained from MC simulation. In the

MC simulation, the electrons are identified using the PDG code information, and the templates

are created by adding the electrons to their respective templates according to their mother’s

and grandmother’s particle ID.

4.5.1 Corrections to MC template

The charm and beauty-decay electron templates are obtained from MC simulations, but it is

known that MC simulations do not perfectly reproduce the same results as those found in

the actual data. The MC sample used in this analysis is a heavy-flavour enhanced sample,

which means that the MC used in constructing the templates already has some bias due to the

enhancement. To eliminate these biases and make the MC DCA templates as close as possible

to the DCA distributions that would be observed in the data, the following corrections are

applied.

(a) DCA mean and resolution correction

The mean and resolution of the DCA distributions in the data do not match those in the

MC simulations. Specifically, the mean of the DCA is slightly shifted towards negative values

at low pT in ALICE run-2 data. The current understanding is that this shift is due to the

misalignment of SPD modules during data acquisition. Moreover, the shift depends on the

azimuthal angle and polarity of the magnetic field, factors that are not accounted for in the

MC simulations. Additionally, the resolution of the DCA distributions differs between the data

and MC simulations. The mean shift and resolution difference between the data and MC DCA

distributions is corrected using the improver task developed by the D2h group [175]
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Figure 4.10: Figure (a) shows the mean of DCA in data (open markers) and MC for all charge
particle tracks before (black) and after (red) improver correction. Figure (b) shows the resolu-
tion of DCA in data (open markers) and MC for all charge particle tracks before (black) and
after (red) improver correction.

Figure 4.10 compares the DCA mean and resolution before and after applying the improver

corrections to the MC templates. When comparing the corrected DCA mean between the

data and MC, we observe a difference of approximately 0.5 µm in the first three pT bins and

a constant difference of ∼ 1 µm in the remaining pT bins. However, since the differences are

minimal, the mean was sufficiently corrected for this analysis. Similarly, after implementing

the improver correction, the DCA resolution in the MC simulations also aligns well with the

data.

(b) D meson pT spectrum correction

The d0 distribution depends on the momentum of electron sources; therefore, it is necessary to

correct the pT distribution of the electron mother. The pT spectrum of D mesons in the MC

simulation is harder due to the heavy-flavour enhanced sample, which leads to a discrepancy

with the data. Consequently, this causes the DCA of D mesons to differ between the MC and

data. The strategy for dealing with the charm case involves utilizing the measured spectrum

of D0 mesons. Figure 4.11, shows the D0 spectrum measured in pp collisions at
√
s = 13

TeV [184] compared to the simulated D0 pT distribution. Both distributions are fitted using

the Tsallis distribution. The ratio of these distributions is then compared with the ratio of the

fitted functions, shown in Figure 4.11 (b), and they appear to be in good agreement. Hence, the

correction factor applied to the D0 meson seems appropriate for other D mesons like D± or

D±s , as both pT spectra closely resemble that of D0 for pp collisions at
√
s = 13 TeV[185]. As

a result, the impact of a very minor influence can be disregarded, considering the uncertainties

in the correction estimation. Therefore, the same weighting factor is employed for all D mesons.
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Using a weighting method for charm hadrons would introduce a non-Poissonian distribution.

To overcome this, a statistical correction method was adopted. The weight was set to 1 at the

start of the lowest pT interval, and electrons from charm hadron decays were then filtered out

with a probability of 1 − wD . This process rectifies the charm hadron pT distribution while

maintaining Poissonian statistics [96].
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mentum distribution, thus it is not available prior to the measurement. Since pQCD calculations can247

describe the beauty hadron/quark spectra, FONLL calculation [4] is adopted to calculate a weight for B248

hadrons. Figure 13 (Left) shows a comparison of B hadron spectrum in the enhanced MC sample to the249
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Figure 4.11: (a) The pT spectra of D0 meson estimated from MC (blue) and measured from
data (black) in proton–proton collisions at

√
s = 13 TeV. (b) Illustrates the weighting factor

utilized to correct electrons mother i.e. D mesons pT spectra [96].

(c) B meson pT spectrum correction

A similar correction is performed for B mesons to ensure that the pT spectrum of B mesons

considered in MC has the correct pT shape. However, as no experimental data is available

for the B meson pT spectrum at pp 13 TeV, the central values of FONLL predictions are

used to correct the shape of the B meson pT spectrum in MC. The FONLL to MC pT spectra

ratio is employed as a weight to correct the B meson pT spectrum in MC. Figure 4.12(a)

shows the pT spectrum of B mesons measured in MC (red) and FONLL predictions (green),

while (b) shows the ratio spectra of FONLL central/MC, FONLL minimum/MC, and FONLL

maximum/MC. The central red distribution is utilized as a weighting factor and applied to

electrons for correcting the electron’s mother, i.e., B mesons pT spectra.

(d) Corrections to the proportion between charmed baryons and mesons

In the construction of MC templates of electrons orignating from heavy-flavour hadron decays,

a mix set of signals from various hadron species is taken into account. Since beauty hadrons

exhibit similar decay lengths and have not been subject to measurement, any correction for the

yields of different beauty hadrons is both unnecessary and unfeasible. However, the ALICE
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Figure 4.12: (a) The pT spectra of B mesons from the MC simulations (red) and FONLL
predictions, i.e., central (green) and the associated uncertainties (blue). (b) The ratio of the
FONLL predictions to the estimated MC distribution.

collaboration has measured several charm hadrons, revealing considerable variations in their

decay lengths. Therefore, it is crucial to make adjustments based on these explicit measure-

ments. The charm-decay electron template is estimated by incorporating contributions from

charmed baryons and mesons, including D0 , D± , D±s , and Λ+
c . After correcting the mother

transverse momentum (pT ) spectra of electrons originating from D mesons, it becomes ap-

parent that the contributions of D± /D0 and D±s /D0 are corrected, as these species have

similar decay lengths [68, 186]. However, the Λ+
c baryon, characterized by its shorter decay

length, results in a narrower distribution of impact parameters (DCA) among the measured D

meson species(refer table 4.5). Additionally, the shape of the Λ+
c spectrum differs from that of

D0 . Consequently, the measured Λ+
c /D0 ratio in the data exhibits pT dependence, while the

fractions of other mesons remain constant for pT [185], such as (D± /D0 ) being approximately

0.5 and (D±s /D0 ) approximately 0.25 as shown in the Figures 4.13.
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Figure 4.13: The fraction of D± /D0 and D±s /D0 measured in proton–proton collisions at√
s = 13 TeV, fitted with a constant function.

In Figure 4.14 (a), a comparative analysis of the Λ+
c to D0 ratio is presented, comparing
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data to the MC simulation. It is worth noting that the branching ratio (B.R.) is accounted for

in the data analysis due to the measurements being conducted at the hadronic level. At the

same time, the simulation is performed at the electron level. The MC sample underestimates

the Λ+
c /D0 ratio, prompting the scaling of Λ+

c /D0 in the simulation by factors of 2 and

3. The data is intermediate concerning these scaling factors, aligning with the branching ratio

consideration. Considering the energy loss during the decay from mother particle to daughter,

it is expected that the electron-level ratio should shift towards lower values. As a result, the

central correction involves scaling by a factor of 2, while factors of 3 and no scaling distributions

will be utilized to estimate the systematic effects. In Figure 4.14 (b), the I.P. distribution of

electrons originating from D mesons is shown, along with contributions from single and double

(scaled by factor 2) Λ+
c baryon decays after correcting for the mother pT .

Table 4.5: Summary table representing the properties of hadrons carrying open heavy-flavor
with charm or bottom quarks. Given are the valence quark content, the hadron mass and their
decay length.

Particle Quark content Mass (GeV/c2) cτ (µm)

D+ cd 1.8696 ± 0.0002 312 ± 2
D0 cu 1.8648 ± 0.0001 123 ± 1
D+
s cs 1.9685 ± 0.0003 150 ± 2

Λ±c udc 2.2865 ± 0.0001 60 ± 2

B+ ub 5.2792 ± 0.0003 492 ± 2

B0 db 5.2795 ± 0.0003 455 ± 2

B0
s sb 5.3663 ± 0.0006 441 ± 8
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Figure 4.14: (a): Comparison of the Λ+
c /D0 ratio between data and MC in proton-proton col-

lisions at
√
s = 13 TeV. (b) Comparison of the charm-decay electron templates after correcting

for the electron mother pT spectrum and Λ+
c /D0 fraction in MC.

Figure 4.15 compares the d0 distributions of electrons originating from charm and beauty

hadron decays. Notably, electrons from beauty hadron decays (b→ (c→) e ) exhibit a wider d0

distribution when contrasted with those from charm hadron decays (c → e ) at the same pT .
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The black and red colours represent the d0 distributions before applying mother pT corrections

to the beauty hadron decay electron (b → (c →) e ) template. Interestingly, applying these

corrections to the b → (c →) e does not result in significant changes. However, in the case

of the charm hadron decay electron (c→ e ) template, the overall template becomes narrower

after applying template corrections.
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Figure 4.15: The d0 distributions of electrons originating from charm and beauty hadron decays
before and after applying the template corrections.

4.5.2 Template fitting procedure

The corrected b → (c →) e and c → e templates are first normalized to unity, then fitted to

the data (HFe DCA) using a likelihood fit approach to extract the raw b → (c →) e yields

in each pT bin [187]. This method will be called the “Two-Template” fit method throughout

the text [27]. It is important to note that likelihood fits used to extract the yield require

that the data to which the templates are being fitted must adhere to Poissonian statistics.

Recall that the HFe d0 distribution was estimated by subtracting the contributions from hadron

contamination and photonic electrons from the d0 distribution of inclusive electrons. The data-

driven method used to calculate the HFe DCA may introduce some uncertainties in assuming

Poissonian statistics in the HFe d0 distribution, a prerequisite for the likelihood fits. To address

this concern, the weighted log-likelihood option “WL” is employed to fit the charm and beauty

templates to HFe DCA [27].

To ensure the accuracy of the extracted b→ (c→) e yield, a double-check is performed by

extracting the raw beauty yield using the “Four-Template” fit method. In this approach, the

d0 distributions of hadron contamination and photonic electrons are not subtracted from the

inclusive electrons. Instead, they are utilized as templates and fitted to the inclusive electron
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DCA using the log-likelihood fit “L” option, allowing for the extraction of the raw b→ (c→) e

yield. It is important to note that the d0 distributions of the hadron contamination and photonic

electrons are obtained from the data. In contrast, the templates for beauty and charm decay

electrons are sourced from Monte Carlo simulations [24].

1. Two-Template fit method

In this method, the templates for electrons originating from charm and beauty-decay

processes are subjected to a log-likelihood fit against the HFe DCA. The specific functional

form employed for fitting the data is given by equation 4.7
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Figure 4.16: The DCA distribution of heavy-flavor electron (black) fitted with charm (magenta)
and beauty-decay electron (green) templates using a weighted log-likelihood fit option in their
respective pT bins of MB, EG2, and EG1 triggered events.

fit = p0.d
b→(c→)e
0 + p1.d

c→e
0 (4.5)

The fit function has two free parameters, denoted as p0 and p1, which provide the raw

yields of beauty and charm-decay electrons, respectively. However, it is imperative to

note that the total count of heavy-flavor electrons, represented as NHFe, in a given sample
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CHAPTER 4. MEASUREMENT OF ELECTRONS FROM BEAUTY-HADRON DECAYS

must equal the sum of electrons originating from charm and beauty decay processes. The

quantity of heavy-flavour electrons within a specific pT bin is determined by integrating

the d0 distribution of heavy-flavor electron.

∴ NHFe = p0 + p1 (4.6)

With the above constraint, Eqn. 4.5 can be reformulated as

fit = p0.d
b→(c→)e
0 + (NHFe − p0).dc→e0 (4.7)

The fitting procedure is repeated for each transverse momentum bin within the range 2

≤pT (GeV/c) ≤ 35 to obtain the raw b→ (c→) e yield.

2. Four-Template fit method

To avoid any potential biases in measuring the beauty-decay electron yield from the data-

driven procedure employed for estimating HFe DCA in the two-template fit method, we

utilize the scaled hadron DCA and photonic electron DCA derived from the data. These,

along with the charm and beauty-decay electron Monte Carlo templates, are employed

in fitting the inclusive electron DCA. In this method, we directly fit these data and MC

templates to the inclusive electron DCA instead of the HFe DCA, thereby still validating

the underlying assumption of Poissonian statistics in the templates. The log-likelihood

fit option “L” is adequate for extracting the raw yield of beauty-decay electrons. The

fitting function utilized in this method is defined by Eqn. 4.8.

fit = p0.d
b→(c→)e
0 + p1.d

c→e
0 + p2.d

Hadron
0 + p3.d

Photonic
0 (4.8)

The fit function has two free parameters, denoted as p0 and p1. The other two parameters,

p2 and p3, are held fixed because the d0 distributions of hadron contamination and pho-

tonic electrons were already estimated from the data. The integrals of these distributions

provide the yields, which are used to determine the fixed values of p2 and p3, respectively,

in each pT bin. The parameters p0 and p1 represent the yields of electrons originating

from charm and beauty hadron decays.
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4.6. EMCAL TRIGGER REJECTION FACTOR
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Figure 4.17: The inclusive electron DCA distribution (black) fitted with hadronic (red), pho-
tonic electron (blue), charm (magenta), and beauty-decay electron (green) templates using a
log-likelihood fit option in their respective pT bins of MB, EG2, and EG1 triggered events.

4.6 EMCal trigger rejection factor

To select an electron-rich sample in the intermediate and higher pT regions with sufficient

statistics, we utilize events triggered by the EMCal, specifically EG2 and EG1, in addition

to minimum bias triggered events. EG1 and EG2 are EMCal gamma triggers with threshold

values set at 10.5 GeV and 4.5 GeV, respectively. While triggered events augment electron

statistics at higher pT , they introduce a bias at the cluster energy level. Consequently, the

raw beauty yield measured with EG2 and EG1 triggered events is observed to be significantly

higher than in minimum bias events. To rectify this, the beauty yield measured with EG2

and EG1 events must be scaled by the trigger rejection factor to align them with minimum

bias events. The trigger rejection factor is computed by taking the ratio of the cluster energy

distribution of triggered events (EG2 or EG1) to that of minimum bias events [19]. The ratio

(ECluster
EG2 /ECluster

MB ) and (ECluster
EG1 /ECluster

MB ) is then fitted with equation 4.9. The rejection factor

is chosen to be the value of the fit function where the distribution is nearly flat as shown in

Fig. 4.18. To avoid fluctuations at higher pT , the rejection factor for EG1 triggers is calculated
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CHAPTER 4. MEASUREMENT OF ELECTRONS FROM BEAUTY-HADRON DECAYS

using Eqn. 4.10.

fit function = p0 +
p1

1 + e−(x−p2)/p3
(4.9)
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Figure 4.18: (a): The distribution of EMCal cluster energy for minimum bias events (black)
and EMCal triggered events EG2 (red) and EG1 (green). (b): The ratios (ECluster

EG2 /ECluster
MB ) and

(ECluster
EG2 /ECluster

EG1 ) are fitted with equation 4.9 to estimate the trigger rejection factors.

RFEG2 =
f cl

EG2

f cl
MB

and RFEG1 =
f cl

EG1

f cl
MB

=
f cl

EG1

f cl
EG2

.
f cl

EG2

f cl
MB

=
f cl

EG1

f cl
EG2

.RFEG2 (4.10)

Table 4.6: Summary of EMCal trigger rejection factor

period RFEG2 RFEG1

LHC16k 420 5168
LHC18 398 4739

4.7 Measured electron yields from heavy-flavor and beauty-

hadron decays

Figure A.4 shows the d0 distribution of heavy-flavor decay electrons within various transverse

momentum intervals ranging from 2 < pT (GeV/c) < 35. The integral of the HF electron

d0 distribution provides the raw yield of heavy-flavor electrons in the respective pT intervals.

Figure 4.19 (a) shows the estimated raw HF electron yield using the photonic electron tagging

method. The yields obtained from events triggered by EMCal with EG2 (red) and EG1 (blue)

triggers appear higher compared to those from MB triggered events. The raw yields obtained

from EG2 and EG1 triggered events are normalized by their corresponding trigger rejection

factor and the number of events to facilitate comparison with MB triggered events.
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Figure 4.19: (a): The yield of heavy-flavor decay electrons. (b): The yield of beauty-hadron
decay electrons, categorized in their respective pT bins for events triggered by MB, EG2, and
EG1 triggers.

Figure 4.19 (b) shows the estimated raw yield of electrons from beauty-hadron decays,

determined through a template fit method. Yields from EMCal-triggered events with EG2

(red) and EG1 (blue) triggers are higher than those from MB triggered events. Raw yields

from EG2 and EG1 triggered events are normalized by their respective trigger rejection factors

and event counts for comparison with MB triggered events.
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Figure 4.20: The raw electron yields normalized by the number of events and EMCal trigger
rejection factors estimated from heavy-flavor (a) and beauty-hadron (b) decays. The ratio of
yields in overlapping pT bins.

The top panels of Fig. 4.20 show the normalized yield of electrons from heavy-flavor (a)
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and beauty-hadron (b) decays. The bottom panels illustrate the ratio of yields obtained in

the overlapping pT bins of MB and EG2 (i.e., 6 < pT GeV/c < 10) and in the overlapping

pT bins of EG2 and EG1 (i.e., 12 < pT GeV/c < 16) for consistency checking. Yields in the

ranges 3 < pT GeV/c < from MB, 6 < pT GeV/c < 12 from EG2, and 12 < pT GeV/c < 35

are selected for estimating heavy-flavour electron and beauty-decay electron cross-sections to

reduce statistical errors.

15

Two template method
-  Fit (d0 HFe ) =  p0 d0 b→(c→)e  + (NHFe  –  p0) d0 c→e  
-  p0 is a free parameter and NHFe  = ∫ HFe DCA distribution 
-  d0 HFe  =  d0 Incl. e  –  d0 Hadron   –   d0 Photonic
-  Subtraction may invalidate Poissonian statistics assumption    in templates needed for likelihood fits-  Fitted using weighted log-likelihood methodFour template method- Fit(d0 Incl. e) = p0 d0 b→(c→)e  + p1 d0 c→e  + p2 d0 hadrons  + p3 d0 photonic e
-  p0 and p1  are kept free, while  p2  and p3 are  fixed using their           respective DCA distributions from data- Fitted using log-likelihood method

Compared raw b->e yield from 2T and 4T methods

8 August, 2023 Vivek Singh(VECC)

-  Both methods yield similar raw b -> e yields, with minor fluctuations in MB data due to lower       statistics
Beauty-hadron decay electrons with ALICE

pp, √s = 13 TeV

This Thesis

Figure 4.21: Comparison of normalized b → (c →) e yield estimated using Two-Template
weighted log-likelihood and Four-Template log-likelihood fit methods in proton-proton collisions
at collisions at

√
s = 13 TeV.

The top panel of Fig. 4.21 shows a comparison of the normalized beauty-hadron decay

electron (b → (c →) e ) yields, derived through the Two-Template (2T) and Four-Template

(4T) fit methods. In the bottom panel, the ratio of yields obtained from the 4T fit to the 2T

fit method is depicted across their respective pT bins for MB, EG2, and EG1 triggered events.

The yields obtained from both methods exhibit consistency and agreement within statistical

uncertainties. Notably, for the bin 20 < pT (GeV/c) < 22 triggered by EG1, the yield from

the 2T fit method is higher by approximately 20% compared to the 4T fit method. However,

it is essential to note that an exhaustive toy model study, as detailed in the reference [188],

demonstrates that both fitting techniques yield similar results, provided that the data and

templates have reasonably large statistics to mitigate fluctuations. Consequently, the raw

yields obtained from the Four-Template fits were utilized for computing the final b → (c →) e

cross-section, a discussion of which will follow in subsequent sections.
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4.8. ACCEPTANCE AND RECONSTRUCTION EFFICIENCY

4.8 Acceptance and reconstruction efficiency

The pT spectra of electrons originating from heavy-flavour decays, including those from beauty

hadron decays, are corrected for detector effects such as acceptance and reconstruction effi-

ciency. The reconstruction efficiency is defined as the ratio of electron candidates passing geo-

metric acceptance, track quality, and particle identification cuts to the total number of electrons

generated within the same MC sample and detector acceptance [19]. The total reconstruction

efficiency of electrons can be calculated using the formula provided in Eqn. 4.15.

EReco =
HFe counts after passing (track slection + track cluster matching + eID) cuts

Generated HFe counts in MC sample

=
N e

Pass Track Cuts

N e
Generated in MC sample

× N e
Pass TrackMatch Cut

N e
Pass Track Cuts

×
N e

Pass E/pCut

N e
Pass TrackMatch Cuts

×
N e

Pass nσ,TPC Cut

N e
Pass E/pCuts

× N e
Pass M02 Cut

N e
Pass nσ,TPC Cut

∴ EMC
Reco = ETrack Selection Cut × ETrack Match Cut × EE/p Cut × Enσ,TPC Cut × EM02 Cut

(4.11)

The EMCal acceptance efficiency correction is incorporated into the track-cluster matching

term ETrack Match Cut of the reconstruction efficiency, eliminating the need for a separate correc-

tion. However, a discrepancy in the efficiency of the TPC electron identification cut and EMCal

shower shape cut is observed between the data and MC simulations. As a result, the Enσ,TPC Cut

and EM02 Cut is calculated using the data.

4.8.1 Efficiency of nσ,TPC cut

The TPC nσ,TPC cut efficiency is determined by computing the ratio of the integral of the elec-

tron Gaussian1 distribution within the range −1 ≤ nσ,TPC ≤ 3 to the total electrons contained

within the Gaussian fit representing the electron contribution, after applying the E/p and M02

cuts [19, 27].

Enσ,TPC =
Number of electrons in − 1 ≤ nσ,TPC ≤ 3

Total number of electrons in the blue Guassian
(4.12)

Figure 4.22 displays the nσ,TPC distribution obtained after applying the E/p and M02 cuts.

1Gaussian distribution: f(x) = 1
σ
√

2π
e−

1
2 ( x−µσ )2 , where µ is the mean and σ is the standard deviation. Landau

distribution: p(x) = 1
π

∫∞
0
e−t log(t)−xt sin(πt)dt.
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Figure 4.22: nσ,TPC distributions are fitted with Gaussian (for kaon/proton) + Landau ×
Exponential (for pion) + Gaussian (for electron) in the range 3 < pT (GeV/c) < 4 (a), 4 <
pT (GeV/c)< 5 (b), and 5< pT (GeV/c)< 6 (c) respectively. (d): Comparison of TPC electron
identification efficiency between data (black) and MC (green) in proton–proton collisions at

√
s

= 13 TeV.

The integral of the electron Gaussian (shown in blue) in the region (−1 ≤ nσ,TPC ≤ 3) provides

the numerator for the TPC eID efficiency, while the total integral of the electron Gaussian

serves as the denominator. The nσ,TPC cut efficiency from data is calculated in the lower

pT region. This choice is made because, as we move towards higher pT (> 8 GeV/c), the TPC

is unable to distinguish electrons from hadrons due to the band merging effect. To estimate the

efficiency at higher pT , data points in the lower pT bins are fitted with a zero-order polynomial

and extrapolated into the higher pT region, as shown in Fig. 4.22 (d). The nσ,TPC efficiency

in data is observed to be ∼ 86%, which is slightly higher than the efficiency observed in MC

89



4.8. ACCEPTANCE AND RECONSTRUCTION EFFICIENCY

simulations, which is ∼ 84%.

4.8.2 Purity of identified electron sample and efficiency of shower

shape cut

The sub-section discusses the assessment of the purity in the identified electron sample and

evaluates the efficiency of the shower shape cut. The purity and efficiency of the shower shape

cut both are determined using the E/p distributions shown in figure A.1. The purpose of

analyzing the shape of showers created by particles inside the EMCal is to distinguish genuine

electron tracks from hadron tracks that are misidentified as electron tracks, primarily based

on the long axis of the particle shower (M02). The purity of the identified electron sample is

calculated by computing the ratio of the integral of the pure electron E/p distribution divided

by the integral of the electron candidate E/p distribution, both within the range of −0.85 ≤
E/p ≤ 1.2, for each pT , using Eqn. 4.13.

Pelectron =
Electron counts within (−0.85 ≤ E/p ≤ 1.2)

(Hadron + Electron) counts within (−0.85 ≤ E/p ≤ 1.2)
(4.13)

The ratio of electron counts from the E/p distribution after the application of M02, E/p,

and nσ,TPC cuts, to the electron counts from the E/p distribution with only E/p and nσ,TPC

cuts applied, provides the efficiency of the shower shape cut [19].

EM02 =
Electron counts after passing (nσ,TPC + E/p + M02) cuts

Electron counts after passing (nσ,TPC + E/p) cuts
(4.14)
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Figure 4.23: (a): Purity of the identified electron sample in data. (b): Comparison between
the efficiency of the shower shape cut in data and Monte Carlo simulations.

The resulting identified electron sample purity after implementing the shower shape slection

criteria M02 and efficiency of the cut used, exceeds 90% for pT < 20 GeV/c and remains above

80% for pT up to 35 GeV/c.
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4.8.3 Estimation of data-driven reconstruction efficiency

EData−Driven
Reco = EMC

Track Selection Cut × EMC
Track Match Cut × EMC

E/p Cut × EData
nσ,TPC Cut × EData

M02 Cut (4.15)

The total data-driven reconstruction efficiency is calculated using Eqn. 4.15. Figures 4.24(a)

and 4.25(a) respectively show the reconstruction efficiency of HFe and beauty-hadron decay

electrons estimated using pure MC simulations. Meanwhile, Figures 4.24(b) and 4.25(b) show

the data-driven reconstruction efficiency of HFe and beauty-hadron decay electrons, respec-

tively.
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Figure 4.24: The total HFe reconstruction efficiency estimated from (a) pure MC and (b)
data-driven approach
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Figure 4.25: The total b→ (c→) e reconstruction efficiency estimated using (a) pure MC and
(b) data-driven approach.
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4.9. COMBINING SPECTRA FROM DIFFERENT PERIODS

4.9 Combining spectra from different periods

To ensure consistency across different periods, a merging process was employed to derive the

final spectra. The merging of spectra was accomplished using the formula:

N∑
i=1

xi/σ
2
i

N∑
i=1

1/σ2
i

(4.16)

The statistical error was computed using the formula:

σ =

√√√√√
1

N∑
i=1

1/σ2
i

(4.17)

Here, xi represents the measured data, and σi signifies the statistical error associated with

individual periods.
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Figure 4.26: (a): A comparison of heavy-flavor electron spectra between periods 16 and 18,
alongside the merged spectra. (b): Ratio illustrating the variation in HFe spectra across differ-
ent periods relative to the merged spectra.

Figure 4.26 illustrates the comparison of HFe spectra estimated from LHC periods 16 and

18, superimposed with the combined spectra containing data from both periods. Figure (b)

presents the ratio between the spectra of periods 16 and 18 with respect to the combined

spectra. Notably, the relative error associated with the data from period 16 appears larger,

primarily attributable to lower statistical significance when compared to the data from period

18. The relative error becomes notably greater for pT < 6 GeV/c, as the spectra within this

range are computed from MB sample. Triggered samples exhibit higher electron statistics

compared to the minimum bias sample, leading to a reduction in the relative error. However,

the error bars begin to escalate at higher pT values due to inadequate electron statistics. The
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CHAPTER 4. MEASUREMENT OF ELECTRONS FROM BEAUTY-HADRON DECAYS

identical procedure for merging the HFe spectra was applied to combine the beauty-decay

electron spectra. In figure 4.27 (a), the combined b→ (c→) e spectra superimposed with data

from 16 and 18 periods. Figure 4.27 (b) illustrates the ratio of b → (c →) e spectra from the

16 and 18 periods relative to the combined spectra.
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Figure 4.27: (a): A comparison of beauty-decay electron spectra between periods 16 and 18,
alongside the merged spectra. (b): Ratio illustrating the variation in b → (c →) e electron
spectra across different periods relative to the merged spectra.

4.10 Systematic uncertainity studies

Once the cross-section has been determined, the next step is to estimate the systematic un-

certainties that may result from various selection criteria and corrections. Systematic error is

the deviation from the true value caused by non-statistical effects, even when there is enough

statistical data available. This error originates from inherent imperfections in the measurement

process, such as detector flaws or inaccuracies in calibrations, which persist regardless of the

number of measurements taken. In the case of cross-section measurements, systematic error

arises from factors such as detector imperfections and calibrations, and every correction made

to a spectrum introduces its own associated systematic error that must be taken into account.

Previous analyses of heavy-flavour and beauty-hadron decay electron data have investigated

various sources of systematic error, including track reconstruction, hadron contamination, non-

heavy flavour electron subtraction, HF spectra correction, fit stability, and EMCal trigger

rejection factor. These sources, along with others, are discussed in Ref. [19, 27]. Of all the

sources examined, electron identification cuts were found to produce the largest systematic

error. It is important to note that the systematic error presented in the HFe and b→ (c→) e

cross-sections only reflects the contribution from electron identification cuts. The contribution

from the other sources will be addressed once the ongoing study is completed, and the final
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4.10. SYSTEMATIC UNCERTAINITY STUDIES

adjustments to the systematic errors will be made to the final results.

4.10.1 Electron identification cut variation

Table 4.7: Summary of variations studied for electron identification cuts

Electron identification Standard cut Variations

nσ,TPC (−1, 3) (−0.75, 3), (−1.5, 3)

(−1, 3.5)
E/p (0.85, 1.2) (0.75, 1.2), (0.8, 1.2), (0.9, 1.2)

(0.85, 1.15), (0.85, 1.25)
M02 0.02 ≤ M02 ≤ 0.9, 0.7, 0.5 0.02 ≤ M02 ≤ 0.8, 0.6, 0.4

pT < 12, pT < 20 , pT > 20 (GeV/c) 0.02 ≤ M02 ≤ 1.0, 0.8, 0.6
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Figure 4.28: Ratio of HFe yield obtained for varied cuts compared to the yield obtained for
standard electron identification cuts.

Table 4.7 presents a summary of the standard cut values along with their variations utilized

for assessing systematics from eID cuts (nσ,TPC, E/p, and M02). The ratio of HFe yield ob-

tained for varied cuts compared to the yield obtained for standard electron identification cuts is

depicted in Fig. 4.28. Deviations are fitted with a straight line to estimate the systematic effects

from each identification in different pT regions. Subsequently, the estimated deviations from
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the standard yield are combined in quadrature. A systematic error of approximately 10.5% to

13% for the 3 ≤ pT (GeV/c) ≤ 35 bins is assigned. It’s important to note that a rough value

of systematic error has been assigned to the final result at this stage for caution. The final

adjustments to the systematic errors from all the potential sources, considering both data and

Monte Carlo simulations, will be made to obtain accurate values of systematic error.

4.11 The pT -differential production cross-section

To calculate the invariant cross section, the efficiency corrected spectra must be normalized by

several factors: the number of analyzed events (Nevts), the space element factors dη = 1.2 (per

unit rapidity) and dϕ = 2π (per unit azimutal coverage), as well as pT dpT (bin centre and bin

width), a correction factor of 2 for electron-positron balance ( e++e−

2
) and a multiplication by

57.95 (the Minimum Bias cross-section for proton-proton collisions at
√
s = 13 TeV, σMB =

57.95 ± 0.9 mb [189]). Equation 4.18 outlines the specific steps to derive the invariant cross-

section from the raw yield Nraw(pT), wherein Lint represents the integrated luminosity, derived

from the cross-section σMB and the number of events, i.e., Lint = Nevts/σMB [96].

d2σ

dpTdη
=

Nraw(pT)

2 · 2π · pT∆pT∆η · EData−Driven
Reco (pT) ·Lint

(4.18)

The pT -differential cross-section of heavy-flavour decay electrons [Fig. 4.29 (a)] and beauty-

hadron decay electrons [Fig. 4.29 (b)] are subsequently compared with pQCD predictions using

FONLL [87, 88, 172]. Vertical error bars denote statistical uncertainties, while systematic

uncertainties are indicated by rectangular boxes on the measured data. The uncertainty bands

in the FONLL calculations arise from various considerations, , including variations in the mass of

charm and beauty quarks, choices in factorization and renormalization scales, and fluctuations

within the set of parton distribution functions (PDF) employed in the pQCD calculations. To

predict the transverse momentum (pT ) distribution of leptons originating from c, b → e and

b → (c →) e , FONLL calculations employ a numerical convolution involving a perturbative

cross section, a non-perturbative fragmentation function, and a decay function for the hadron’s

weak decay into a lepton [88]. The parameters of the fragmentation function are deduced

from e+ e− collision data involving B+, B−, and B0 mesons. The weak decay function and

branching ratios are also determined from experimental data. Notably, FONLL calculations

overlook potential distinctions in the fragmentation and decay kinematics of the substantial

contribution from beauty baryons [190] since the fragmentation functions are derived solely

from B meson data [27].

The FONLL calculations adequately describe both the measurements within statistical and
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Figure 4.29: The invariant cross-section of heavy-flavour decay electrons (a) and beauty-hadron
decay electrons (b) in proton-proton collisions at a center-of-mass energy of

√
s = 13 TeV,

compared with FONLL predictions.

systematic uncertainties. The data points are observed to closely align with the central or upper

edges of the pQCD predictions up to pT < 25 GeV/c. A similar trend is observed in proton-

proton collisions at centre-of-mass energies of
√
s = 2.76, 5.02 and 7 TeV [27, 92, 95, 180, 191–

193]. However, the b → (c →) e data underestimates the FONLL central values in the 4 <

pT (GeV/c) < 6 region. In both pT spectra, for c, b → e and b → (c →) e , the last two bins

(25 − 30 GeV/c and 30 − 35 GeV/c) exhibit significantly higher measurements than FONLL

predictions, nearly double the anticipated values. It’s worth noting that contributions from

W±/Z0 decays to electrons were not corrected for and account for approximately 12% at pT =

25 − 30 GeV/c and 40 % at pT = 30 − 35 GeV/c. Moreover, at such high pT , the likelihood

of including hadrons mistaken for electrons increases due to the merging of the nσ,TPC band of

electrons with other hadrons. As a result, it becomes considerably challenging to isolate these

contributions accurately. Therefore, the substantial deviation of the last two bins from FONLL

predictions might be due to the inclusion of miss-identified electrons, contributing significantly

to the spectra’s elevation compared to FONLL predictions.

Figure 4.30 shows the fraction of electrons originating from beauty-hadron decays relative to

the total heavy-flavor decay electrons, plotted as a function of transverse momentum in proton-

proton collisions at a center-of-mass energy of
√
s = 13 TeV, and compared with FONLL

predictions. The measured data is found to be in agreement with the theoretical predictions

for pT < 30 GeV/c within statistical and systematic uncertainties. However, the final bin
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Figure 4.30: The ratio of pT -differential cross-section of beauty-hadron decay electrons to
heavy-flavour decay electrons in proton-proton collisions at a center-of-mass energy of

√
s =

13 TeV, compared with FONLL.

exhibits a notable elevation from the FONLL predictions. The data suggests an increasing

dominance of beauty contributions among total heavy-flavour decay electrons with rising pT ,

indirectly indicating that beauty production begins to dominate with increasing pT in proton-

proton collisions at
√
s = 13 TeV. Despite the appearance of FONLL central values plateauing

at high pT , hinting at enhanced beauty production within the heavy-flavour overall output,

rigorous testing of pQCD models is required in the much higher pT range of 25 < pT (GeV/c)

< 50. The extension of the b → (c →) e measurement to pT = 35 GeV/c with TPC+EMCal

in Run2 data presented a significant challenge. However, the acquisition of triggerless Run3

data holds promise for a more precise measurement of heavy-flavor particles at such high pT .

Additionally, the determination of the baryon-to-meson ratio for beauty, unexplored in ALICE,

represents a future outlook for this thesis, alongside multiplicity-dependent studies.
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Chapter 5

Summary

In this thesis, a comprehensive exploration of particle collision dynamics in both proton-proton

and nucleus-nucleus collisions is presented, aiming to investigate the low and high-temperature

regimes of the QCD phase diagram. The chapter provides a summary of the results ob-

tained, with a focus on potential future directions. The investigation covers both low and

high-temperature regimes of the QCD phase diagram through experimental data analysis and

phenomenological studies. The initial segment concentrates on the low-temperature domain of

the QCD phase diagram, employing analyses of net charge and identified particle fluctuations

along with the estimation of diffusion coefficients in rapidity space is carried out using the

HIJING and UrQMD models at various collision energies available at RHIC.

The study explores event-by-event fluctuations of net-charge, net-pion, net-kaon, and net-

proton using the variable ν(±,dyn) across various models (HRG, HIJING, UrQMD) at different

collision energies available at BNL RHIC. The analysis focuses on a 0.2 million central Au−Au

events dataset at RHIC energies, considering a transverse momentum (pT ) range of 0.2 ≤ pT

(GeV/c) ≤ 5.0 and a broad rapidity window (0 ≤ ∆η ≤ 5). Results reveal a pronounced

dependence of 〈Nch〉ν(±,dyn) values on lower ∆η, persisting to higher values with a lower slope

in both models, except for the net protons in UrQMD. The UrQMD model shows distinct

behaviour for net protons. Dynamical fluctuations of net-kaons and net-protons surpass those

of net-pions and net-charged particles, with net-protons exhibiting slightly larger fluctuations

than net-kaons. Notably, 〈Nch〉ν(±,dyn) values from different models remain independent of

collision energies but exhibit clear particle species dependence. This investigation enhances our

understanding of dynamical fluctuations in various particle species within the RHIC collision

environment [22, 108].

The fluctuations measured in the rapidity space may get diluted by the diffusion of charged

hadrons during the system’s evolution from hadronization to kinetic freeze-out. Investigating

these fluctuations and their dependence on ∆η is crucial for understanding the medium’s time
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evolution and the hadronization process. Experimental observations show a lack of charge

fluctuation suppression, typical in QGP, contrasting with observed suppressions aligned with

diffusion estimates. These differences are significant: QGP suppression represents historical

effects, while critical fluctuations pertain to equilibrium at freeze-out, necessitating diffusion

to establish them. The study estimates diffusion rates for identified particle species at RHIC

energies, fitting simulated data points with the error function to characterize diffusion in ra-

pidity space. Results indicate a decrease in diffusion parameter with increasing particle mass,

with net-proton and net-kaon diffusion coefficients consistently higher than net-pions across

all energies. The diffusion process is influenced by particle mass, strangeness conservation,

and baryon number conservation, with diffusion coefficients remaining constant across a wide

collision energy range. These findings, presented in references [22, 23], serve as a baseline

for RHIC measurements, highlighting the need for awaited experimental data to enhance our

understanding of particle production mechanisms.

The latter part of the thesis shifts its focus to investigating the high-temperature regime of

the QCD phase diagram, specifically exploring heavy quarks like charm and beauty. Besides the

heavy-ion program, LHC experiments employ proton beams for proton-proton (pp) collisions,

serving as reference data for systems without QGP. Despite the initial expectation that a QGP

medium would not form in small systems like proton-proton collisions due to the smaller size

of protons compared to heavy ions, LHC results have revealed soft signatures of QGP at high

multiplicity in these small system collisions. Consequently, studying particle production in high-

energy pp collisions focusing on multiplicity dependence has become crucial for understanding

the particle production mechanism in such systems. The thesis uses data from the ALICE

experiment at LHC, CERN to measure the production cross-section of electrons from beauty-

hadron decays in pp collisions at a centre-of-mass energy of
√
s = 13 TeV. The primary

motivations and objectives for conducting the measurement are to investigate electrons from

beauty-hadron decays in a higher transverse momentum range, extending up to 35 GeV/c, an

unexplored domain within the ALICE experiment. Additionally, the measurement aims to test

perturbative QCD calculations and serves as a baseline for studying nuclear modifications in

proton-nucleus (p−A) and nucleus-nucleus (A−A) collisions. Such studies provide insights into

the effects of cold nuclear matter in p−A collisions and shed light on how the QGP impacts

heavy quark’s behaviour as they traverse the medium in A−A collisions. The comparison

between beauty and charm measurements, mainly the beauty-decay electron and heavy-flavor

decay electron RAA, offers a prospect to test mass-dependent energy loss effects, indicating a

future outlook for this thesis.

The analysis utilizes a combination of ALICE central-barrel detectors, namely ITS, TPC,
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CHAPTER 5. SUMMARY

and EMCal, which play critical roles in vertex determination, tracking, and particle identifica-

tion for electron identification and selection. Events are triggered based on MB selection for

the lower pT range and two specific EMCal triggers, EG2 and EG1, for the higher pT range.

Particle identification within the TPC is achieved by measuring specific energy loss (dE/dx ),

with electrons selected within −1 ≤ nσ,TPC ≤ 3. A pT -dependent cut is applied to the long axis

of the shower shape ellipse (M02) to enhance the purity of the electron sample. The selected

electron sample is further refined by scaling and subtracting hadron contributions, utilizing the

E/p distribution in each pT bin of the analysis to minimize hadron contamination. Background

from non-heavy-flavor electrons, specifically photonic electrons, is addressed through invari-

ant mass distributions and tagging efficiency calculations (photonic electron tagging method).

Impact parameter distributions (d0) of inclusive electrons, hadrons, and non-heavy-flavour elec-

trons are estimated from the data. In contrast, the d0 of charm- and beauty-decay electrons

are obtained from MC simulations and corrected to reflect realistic behaviour as observed in

the data. Additionally, the contribution from electrons originating from W/Z boson decays is

acknowledged, with corrections pending. Electrons from b → (c →) e are measured using the

d0 fit method, involving templates from various sources fitted to the d0 distribution of inclusive

electrons. Finally, the estimated yield is corrected for geometrical acceptance and detector

effects to obtain the pT -differential cross-section.

The analysis of the measured cross-section reveals overall agreement with FONLL within

the data uncertainties. However, specific pT ranges exhibit variations; between 4 and 6 GeV/c,

the data underestimates the FONLL central value, while in the 16 to 20 GeV/c range, the

results align with the upper edge of FONLL predictions. Notably, for pT values exceeding 20

GeV/c, the data points significantly surpass FONLL predictions. This divergence is attributed

to the influence of W/Z boson decay electrons, a factor not corrected for in the measured data

for this pT range. A key focus is investigating the relative contribution of electrons from beauty

quarks to the total heavy-flavour electron yield. The production cross-section of electrons from

heavy-flavour hadron decay serves to estimate the fraction of beauty hadron decay electrons.

Comparisons with FONLL predictions demonstrate consistency within the model’s uncertain-

ties. It’s emphasized that the beauty quark contribution dominates the total heavy-flavour

electron yield for pT values greater than 6 GeV/c. These results provide valuable insights

into electron production and contributions from beauty hadron decays, offering a meaningful

comparison with pQCD predictions and enhancing our comprehension of heavy-flavour physics

in high-energy collisions. Further investigations, particularly the correction for W/Z boson

decay electrons, are crucial for refining these measurements and achieving a comprehensive

understanding of heavy-flavour electron production.
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Chapter 6

Future Outlook

The upcoming phase of the analysis involves obtaining the pT -differential cross-section of

beauty-hadron decay electrons (b → (c →) e ) while correcting for the contribution of W/Z

boson decay electrons. The future perspective of the thesis is to extend the measurement of

b → (c →) e in pp collisions at 13 TeV, focusing on multiplicity dependence studies to esti-

mate self-normalized yields and associated systematic uncertainties. This will be achieved using

the Run 2 ALICE data with TPC+EMCal detectors, with a future aim to propose a paper

combining results from TPC+TOF and TPC+EMCal. The ongoing upgrade of the ALICE

detector for Run 3 (started in 2022) and subsequent Run 4 presents exciting opportunities in

proton-proton and nucleus-nucleus collisions. Recent data collection in 2022 and 2023, post-

long shutdown (LS2), has laid the groundwork for analysis in the newly built O2 framework by

the ALICE Collaboration, which is still in development. The detector upgrades and increased

beam luminosity in future runs will enhance beauty measurements. Notably, the ITS upgrade

promises improved primary vertex and impact-parameter resolution, offering a chance for preci-

sion measurements. With ALICE Run 3 data, the expectation is to measure fully reconstructed

B meson decays (via the B+ → D0 + π+ channel) down to pT = 2 GeV/c and the Λb baryon

down to around pT = 7 GeV/c [194]. This would mark a first for ALICE in B meson measure-

ments, and the Λb baryon measurement has not been performed in heavy-ion experiments or

by ALICE during Run 1 and 2. Comparing B mesons and Λb will allow testing of beauty-quark

hadronization processes, considering the expected increase in the relative fraction of baryons

like Λb over mesons due to coalescence. Additionally, full reconstruction of beauty hadrons

will enable a direct comparison with measurements of reconstructed charm hadrons, providing

insights into the charm and beauty RAA and, consequently, the mass dependence of energy loss.

The future of beauty studies in heavy-ion physics holds considerable promise, with new avenues

for exploration and understanding.
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Figure A.1: The E/p distribution of electron candidates (green) obtained after applying eID
cuts, estimated hadron contamination (red) and pure electrons candidates (blue) in respective
pT bins of MB, EG2 and EG1 triggered events.
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Figure A.2: The d0 distribution of inclusive electrons (black), hadron contamination (red) and
pure electrons (blue) in respective pT bins of MB, EG2 and EG1 triggered trigger events.
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Figure A.3: The d0 distribution of the ULS electron pairs (blue) and LS electron pairs (red)
within the invariant mass selection in respective pT bins of MB, EG2 and EG1 triggered trigger
events.
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Figure A.4: The d0 distribution of pure electrons (green), photonic electrons (blue) and heavy-
flavour decay electrons (magenta) in respective pT bins of MB, EG2 and EG1 triggered trigger
events..
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Figure A.5: The HFe DCA distribution (black) fitted with charm( magenta) and beauty-decay
electron (green) template with weighted log-likelihood fit option in respective pT bins of EG1
trigger events.
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Figure A.6: The inclusive electron DCA distribution (black) fitted with hadronic (red), pho-
tonic electron (blue), charm (magenta) and beauty-decay electron (green) template with log-
likelihood fit option in respective pT bins of MB trigger events.
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Figure A.7: The charm and beauty-decay electron templates with and without corrections.
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