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Abstract

The slow (s) and rapid () neutron capture processes are responsible for producing almost
all elements heavier than iron. Both processes require a lot of nuclear data to make more
reliable predictions, and heavy-ion storage rings provide unique methods for measuring
nuclear masses and exotic decay modes that can play an important role in these processes.
A prime example is bound-state 5~ decay, where the §-electron is produced in a bound
state of the decaying nucleus. This decay mode for highly-charged ions can currently only
be measured at the Experimental Storage Ring (ESR) at the GSI Helmholtz Centre in
Darmstadt, Germany.

This thesis describes the analysis of the bound-state 3~ decay of fully ionised 205T18!+
at the ESR. 25Tl is a particularly interesting isotope due to its applications in solar neu-
trino spectrometry and for dating the early Solar System. A bound (-decay half-life of
2913? days was measured, which is much longer than the value previously used in astro-
physical models. The experimental half-life was used to extract the nuclear matrix element
of this transition, which allows for the calculation of accurate astrophysical decay rates of
20571 and 295Pb in the stellar plasma. This enables models of the s process in asymptotic
giant branch (AGB) stars to provide accurate 2°5Pb yields, which are essential for using
205Ph as a cosmochronometer to date processes in the early Solar System. Specifically,
this thesis reports on a preliminary determination of the collapse time of our Sun’s parent
molecular cloud using 2%°Pb.

In complement, a heavy-ion detector called PLEIADES was constructed and commis-
sioned at the ESR, which will be used to detect decay products leaving the storage ring
acceptance. PLEIADES is a 0 E—F telescope that uses silicon pads to measure the ion
energy loss and a scintillator stopper to measure the total ion energy. It was commissioned
with a 2®Pb beam at the ESR, and achieved a full-width half-maximum resolution of
6Z = 0.66 for proton number and A = 1.14 for mass. PLEIADES and its predecessor
CsISiPHOS will be used as multi-purpose detectors for future measurements in the ESR.
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Lay Summary

The chemical elements are created in very hot and energetic locations like the centre of
stars and their explosive deaths. In these violent conditions, nuclear reactions create new
nuclei. Newly created nuclei can spontaneously change their composition, which is called
nuclear decay. Understanding nuclear reactions and decay pathways allows us to explain
the origin of the elements.

Heavy-ion storage rings are machines that confine charged nuclei in a circular orbit,
where nuclear properties and decay lifetimes can be measured. This thesis reports on the
measurement of an exotic type of decay of the thallium-205 nucleus that only occurs in the
core of stars, and explains how this measurement is integral for predicting the collapse time
of the gas and dust that formed our Solar System. Additionally, the construction of a new
particle detector is reported, which will be used for future measurements to understand
how the elements were created.
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Preface

The work presented in this thesis has been heavily collaborative. All of the text of this
thesis is of my own formulation, none of the text has been taken directly from previous or
published work, and no generative AI models were used. Where figures are reproduced or
inspired from published work, the source and copyright is indicated in the caption.

The experiment presented in Chapter 3 was only possible due to relentless work of
many people over the 30 years before I started this thesis work. Some key individuals
include F. Bosch, G. Miinzenberg, F. Nolden, H. Geissel, P. Kienle, K. Takahashi, and
Y.A. Litvinov. I was one of three early career scientists who worked on the data analysis,
the other two being R.S. Sidhu (at the time a PhD candidate) and R.J. Chen. R.S. Sidhu
and R.J. Chen worked collaboratively to lay the groundwork for the analysis, handling
the Schottky data analysis and constructing the methods for most of the corrections. 1
initially worked on the charge-changing cross-section ratio, which used the CsISiPHOS
detector. Later I helped iterate the corrections to be more statistically robust, and devel-
oped the Monte Carlo analysis to extract the final bound-state S~ -decay rate of 20°T181+,
Throughout the analysis, we consulted heavily with the E121 analysis group, which fea-
tured J. Glorius, R. Gernhéuser, Y.A. Litvinov, I. Dillmann, M.S. Sanjari, and C.J. Griffin.

The astrophysical impact presented in Chapter 4 has been published in Leckenby et al.
(2024), Nature 634:321-326. The astrophysical weak decay rates discussed in Section 4.2
were calculated by our GSI theory colleagues R. Mancino, G. Martinez-Pinedo, T. Neff, and
K. Langanke. Of the AGB models discussed in Section 4.3, the Monash models were imple-
mented by M. Lugaro, B. Szényi, and A.l. Karakas; the FUNS models were implemented
by S. Cristallo and D. Vescovi; and the NuGrid models were implemented by U. Battino.
Section 4.4, 4.5, and 4.6 presents my literature summary that expands on the Methods
section of our Nature paper written by M. Lugaro. The calculation of the isolation time
distributions was done by me with guidance from M. Lugaro and A. Yagiie Lopéz. Thanks
also go to K. Takahashi, B. Meyer, and M. Pignatari for enlightening discussions through-
out the analysis process. Figures 4.1, 4.2, 4.7 and Table 4.3 were created by myself, and
are reproduced directly from Leckenby et al. (2024), Nature 634:321-326.

The construction and commissioning of PLEIADES described in Chapter 5 was pri-
marily done C.J. Griffin and myself. The design philosophy was developed by A. Najafi,
R. Gernh&user, and I. Dillmann prior to the start of this thesis work. C.J. Griffin and I as-
sembled all the detector components with assistance from many technical staff at TRIUMF
and GSI; they are thanked by name in the acknowledgements. The commissioning experi-
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ment at GSI was conducted by C.J. Griffin, I. Dillmann, J. Glorius, and myself. N. Kurz
provided assistance in assembling the data acquisition setup. I wrote the data analysis
software, with support from J. Adamczewski-Musch, and I analysed the commissioning
data.

The experiment and analysis described in Chapter 3 has led to four publications:

1. G. Leckenby, R.S. Sidhu, R.J. Chen, Y.A. Litvinov, J. Glorius, C.J. Griffin, I. Dill-
mann, and the E121 Collaboration, “Analysis methods to determine the bound-state
beta-decay half-life of Thallium-205.” EPJ Web of Conferences 279:06010 (2023). I
wrote the proceedings, which covered a basic description of the experiment and some
of the analysis corrections mentioned above.

2. G. Leckenby, R.S. Sidhu, R.J. Chen, R. Mancino, B. Szanyi, et al. “High-temperature
2057 decay clarifies 2°>Pb dating in early Solar System.” Nature 634:321-326 (2024).
M. Lugaro, Y.A. Litvinov, and I wrote the manuscript. R. Mancino, G. Martinez-
Pinedo, and I. Dillmann also contributed to the Methods section. The breakdown of
the work presented is described above when addressing Chapter 4.

3. R.S. Sidhu, G. Leckenby, R.J. Chen, R. Mancino, Y.A. Litvinov, G. Martinez-Pinedo,
et al. “Bound-state beta decay of 2TI®!* ions and the LOREX project.” Physical
Review Letters 133:232701 (2024). R.S. Sidhu and R. Mancino wrote the manuscript,
with edits from myself. T contributed to the Supplementary material.

4. R.J. Chen, G. Leckenby, R.S. Sidhu, J. Glorius, M.S. Sanjari, et al. “Half-life deter-
mination with included feeding and depleting background processes in a heavy-ion
storage ring.” Submitted (2024). R.J. Chen and R.S. Sidhu wrote the manuscript,
with edits from myself.

The work presented in Chapter 5 on the PLEIADES detector is under preparation for
publication, and the manuscript is being written by C.J. Griffin with edits from myself.

In addition to the work described in this thesis, I have also participated in radioac-
tive beam experiments at TRIUMF, Vancouver and GSI, Darmstadt, which have led to
publications. However, they are not described in this thesis.
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Chapter 1

Introduction

The essence and origin of the fundamental ‘elements’ of nature is a central question in
understanding our reality. Modern science has allowed us to definitively answer these
questions. We now know that our world is constructed of atoms, at the centre of which
are atomic nuclei, whose elemental character is determined by the number of protons in
the nucleus Z. The field of nuclear astrophysics primarily aims to describe the events that
create the variety of atoms we observe in the world around us. This requires understanding
both the nuclear physics that defines the microscopic interactions, the astrophysics of the
events that generate and sustain these nuclear reactions, and the interplay between them.

Nuclear fusion as the energy source at the cores of stars was first proposed by Eddington
in 1920 [1]. The specific details on the fusion of four protons into helium as the primary fuel
source was then established by Bethe [2] and Weizsécker [3, 4] in the late 1930s. Fusion
beyond helium and up to iron was largely pioneered by Hoyle in the late 1940s [5, 6].
Finally, the processes behind the synthesis of the heavy elements was outlined in the works
of Burbidge, Burbidge, Fowler, & Hoyle (1957) [7]—commonly referred to as B2FH—
and Cameron (1957) [8]. These seminal works established the astrophysical processes
that create the elements, and the underlying physical principles of their description are
still accurate to this day. However, in the last 67 years, enormous work has been done
uncovering the details of these processes, which has lead to a very rich understanding of
the depth and diversity of events that shape the elemental distribution we see today.

This thesis aims to describe how heavy-ion storage rings are being used to investigate
exotic [B-decay modes that play crucial roles in a variety of nucleosynthesis processes.
First, the fundamentals of stellar evolution, heavy element nucleosynthesis, and nuclear
B decay are presented in the introduction. Then, the experimental methods of storage
rings are introduced in Chapter 2. A summary of the data analysis of the measurement
of the bound-state 3 decay of 2°TI8!* at the Experimental Storage Ring (ESR) at GSI,
Darmstadt, is given in Chapter 3. This experiment is an excellent example of how storage
rings are uniquely capable of measuring exotic decay modes like bound-state 8 decay. The
astrophysical impact of this measurement on early Solar System studies is discussed in
Chapter 4. In addition to the experimental analysis, a particle detector was constructed
for the ESR that will be used in future exotic decay experiments. The construction and
commissioning of this PLEIADES detector is outlined in Chapter 5. Finally, the conclusion
summarises the contributions of this thesis to heavy-ion storage ring methods, and how
they can help us understand the nucleosynthetic process that shape our galaxy.
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Figure 1.1: The dominant astrophysical sites associated with the solar abundance distribution.
Isotopic solar abundances are from Lodders et al. (2003) [13] relative to 10° stable Si atoms. Figure
inspired by Diehl et al. (2022) [14].

1.1 The abundances of chemical elements

When nuclear astrophysicists try to describe the origin of the chemical elements, the dis-
tribution that we repeatedly turn to are the solar abundances. Shown in Figure 1.1, the
solar abundances are such a reliable guide in understanding the chemical richness of our
galaxy because they are determined very accurately from absorption lines in the Sun’s light
and from the isotopic composition of meteorites that fall to Earth [9-12]. The absorption
lines in solar light originate at the surface of the Sun—the photosphere—and the intensity
of solar light provides a very detailed spectrum to which the underlying abundances can
be fit. Meteorites provide complementary data as the isotopic ratios of certain heavier
elements can be determined much more accurately by mass spectrometry. The solar abun-
dances are representative of the interstellar gas from which the Solar System formed, both
because the Sun contains 99% of the mass in the Solar System and we know that the Sun
has not polluted the solar abundances through nuclear reactions since it is still undergoing
hydrogen burning.

The fact that the abundances span over 12 orders of magnitude indicates that a variety
of sources must have contributed, each with very different probabilities. The scale of
the contribution from each source is evident in the abundances themselves. Big Bang
nucleosynthesis happened everywhere throughout the universe, and thus unsurprisingly
dominates the abundance chart with values of ~ 10'%. Burning processes in stars and
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the supernova explosions from their deaths occurs regularly throughout the galaxy, and
thus abundances from carbon up to iron form the next grouping with values of 10277,
Finally heavy element production—powered by neutron capture processes—occurs in rare
scenarios and thus produces the smallest abundances of 10(-2~1.  Galactic cosmic-ray
spallation provides another rare production process for several light elements that are not
produced by stellar burning.

Whilst the solar abundances provide a detailed picture of the chemical diversity across
the entire nuclear chart, the Sun formed from a specific parcel of gas and dust at a specific
time and location in the galaxy. But because the solar material was enriched by many
generations of nucleosynthetic events, the overall abundance distribution is broadly repre-
sentative of the galaxy at large and the physical processes that contributed. By combining
the production abundances and frequencies of the various nucleosynthetic events with ob-
served galactic constraints on parameters like star formation, gas inflow, etc., a consistent
story of galactic chemical evolution can be assembled by modelling the Milky Way from its
birth [15-19]. Doing so allows us to provide a testable prediction of the solar abundances,
ensuring we fully understand the origin of the chemical elements.

1.2 Stellar evolution

Big Bang nucleosynthesis produced the majority of ordinary matter in the universe as the
hot soup from the Big Bang cooled to form predominantly 75% 'H and 25% “*He [20, 21].
The subtle inhomogeneities left behind by the Big Bang caused the gas to collapse under
gravitational attraction forming the earliest stars and galaxies. A cloud of gas that collapses
will heat up as gravitational potential energy is converted into thermal pressure, which
then counterbalances the gravitational pull establishing hydrostatic equilibrium. If the
temperature in the core becomes high enough to overcome the Coulomb repulsion between
nuclei (the Coulomb barrier), nuclear fusion reactions will begin. The energy generated
by fusion provides additional thermal pressure that sustains the hydrostatic equilibrium
whilst there are nuclei available to fuse, and this process is called hydrostatic burning.

Species in a stellar plasma follow a Maxwell-Boltzmann distribution,® so there are
overwhelmingly more nuclei available to fuse via quantum mechanical tunnelling than to
cross the Coulomb barrier directly. It is the product of the Maxwell-Boltzmann population
versus the tunnelling penetration at that energy that defines the probability for fusion to
occur, and the region of astrophysically relevant energy/temperature where this probability
is maximised is called the Gamow window.

!Because the mean energy of a thermalised plasma can be directly related to the temperature by the
Maxwell-Boltzmann distribution, the energy and temperature of the stellar plasma are often used inter-
changeably and are related by kT = 86.173 Ty keV, where Ty = T/lO9 is the temperature in GK.
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1.2.1 Stellar burning

Nuclear pairs with the smallest Coulomb repulsion will be the first to fuse as they can
achieve the Gamow window at the lowest temperatures. As a result, hydrogen burning is
the first stage that stars of all masses go through and where they spend the bulk of their
lifetime. There are two main methods for burning hydrogen: the pp-chains and the CNO
cycles. The pp-chain requires lower temperatures to initiate burning than the CNO cycle,
but are much slower because the first step is pp-fusion (p +p — d + et + v.), which is
mediated by the weak interaction [22, p.336]. After pp-fusion, the next few steps of the
pp-chain come in three different flavours, pp-1/11/I11, with the dominant chain depending
on the temperature [23, p.368]. The CNO cycles are a set of catalytic nuclear reactions
involving C, N, O, and F isotopes that process hydrogen burning via a series of (p,~)
and (p,«) reactions, alongside weak decays, that form closed cycles. Whilst requiring
a higher initial temperature, the CNO cycles are much more temperature sensitive than
the pp-chains, so they dominate hydrogen burning for high mass stars with higher core
temperatures. Because the CNO cycles require some CNO abundance, their efficiency
scales directly with metallicity.?

As hydrogen burning proceeds, He ashes accumulate in the core of the star forming an
inert core surrounded by a hydrogen burning shell. This core is supported by the electron
degeneracy pressure, which is the pressure produced by electrons when compressed into
a small volume such that they are forced to occupy high momentum states by the Pauli
exclusion principle [22, p.105]. For stars of < 0.5My (Mg = solar mass), the electron
degeneracy will support the star’s mass as hydrogen burning ends and the star will cool
into its white dwarf phase, although this takes trillions of years for such light stars.

For stars of mass > 0.5Mg, the accumulation of helium ashes causes the core to contract
until the temperature increases to 7 > 100 MK. At this temperature the triple-a (3c)
process—the dominant reaction in helium burning—becomes possible as the high temper-
atures establish an o + o = ®Be equilibrium for the highly radioactive ®Be that allows a,
third « particle to be captured via 8Be(a,v)'?C. The 3a process then provides 2C seeds
for the next a-capture reaction 2C(a,v)'00, that only partially consumes the produced
12C. For stars of mass 0.5-7M, hydrostatic helium burning will proceed until helium is
exhausted in the core, leaving behind an electron-degenerate C-O core. After this, hydro-
gen and helium burning will still alternate in onion-layered shells around this core. Stars in
this phase are called asymptotic giant branch (AGB) stars, and will be discussed in much
more detail in Section 1.4.2 as an important site for the slow neutron capture process. Stars
with mass 7-10Mg, are hot enough (T > 0.3 GK) for the 150(«, v)?**Ne and 2°Ne(a, v)?*Mg
reactions to also proceed, in addition to a final stage of carbon burning, leaving behind
a degenerate O-Ne core [24]. The strong stellar winds during the AGB phase eventually

2Because the universe’s mass is primarily dominated by H and He, astronomers refer to all other elements
as metals. When we refer to the metallicity of an object, this describes the abundance proportion of metals.
Low metallicity therefore refers to objects dominated by primordial H and He.
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blow away the stellar envelope forming a planetary nebula and the degenerate core is left
behind as a white dwarf.

1.2.2 Massive stars

Stars with mass 2 10M, will go through the same hydrogen and helium burning phases,
but the pressure will be high enough that the contraction of the core will cause advanced
burning stages that are ignited successively using the ashes of previous burning phases as
fuel. The primary energy source for each phase will be the named reaction, e.g. 12C fusion
for carbon burning, but the phase features a complicated network of nuclear reactions
across many species. As the fuel in the core is exhausted, burning will continue in a shell
as the core contracts until the next phase is ignited, proceeding through carbon burning,
neon burning, oxygen burning, and silicon burning, leaving behind an iron group core.
Beyond the iron group, fusion can no longer provide a source of energy as these nuclei are
the most tightly bound on the nuclear chart (specifically %%®Fe and 52Ni). Thus, a massive
star in its final stages forms a “stellar onion” where successive burning continues in many
layered shells around a growing iron-group core.

Advanced burning will continue until the iron-group core accrues enough mass that
the electron-degeneracy pressure can no longer support the gravitational attraction of the
star. The mass at which this occurs is =~ 1.4Mg and is called the Chandrasekhar mass
limit. At this point the core will collapse and the matter free falls until the nucleons
encounter the hard, repulsive component of the nuclear force. This repulsion acts like a
stiff spring causing the matter to bounce back and generate a shock wave that propagates
back outwards through the core, igniting a core-collapse supernova (CCSN) explosion that
ejects the outer layers of the star back into the interstellar medium (ISM). Depending on
the mass of the star, the core is left behind as either a neutron star or a black hole.

Understanding massive star structure and supernovae are essential to understanding
the synthesis of elements around the iron peak because they not only provide a mechanism
to eject the advanced burning products of massive stars back into the ISM, but the shock
wave itself changes the composition of the burning ashes via explosive nucleosynthesis. In
particular, as the shock wave moves through the layers of the star, it provides energy to
initiate partial explosive burning that reprocesses the stellar material before it is ejected
into the ISM [23, p.446].

Whilst core-collapse supernova of massive stars accounts for about half of iron-peak
abundances, the other half originates from type-Ia supernovae [25, p.74], i.e., the explosion
of C-O white dwarfs. As the white dwarf acquires mass—either from a companion star or
via some stellar merger—and approaches the Chandrasekhar limit, the carbon ignites under
degenerate conditions causing a thermonuclear runaway supernova. Despite identifying
white dwarfs as the progenitors for type-la supernovae over 60 years ago [26], modelling
and observations of type Ia supernovae is still a very active field [27].
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1.3 Heavy element nucleosynthesis

Nuclear fusion is no longer exothermic beyond the iron group, and progressively larger
Coulomb barriers prevents the charged-particle fusion of heavier elements, even in the most
violent astrophysical scenarios. Neutrons, however, do not need to battle the Coulomb bar-
rier, and thus neutron capture cross sections remain relatively constant along the valley of
stability (within 2 orders of magnitude). As a result, the successive capture of neutrons
on iron-group seeds provides the mechanism for producing elements beyond ironi This
thesis focuses on the measurement and impact of exotic 8 decay for heavy element nucle-
osynthesis, so this section provides a detailed review, focusing on the slow neutron capture
process.

B2FH [7] established the two, very different types of neutron capture processes that
dominate heavy element production. In particular, they observed the accumulation of
abundances around the stable neutron shell closuresf with a distinct double peak feature,
as labelled in Figure 1.1. Whilst the peaks directly at the neutron shell closures indicate
a neutron capture process proceeds along the valley of stability, the peaks at ~ 10 mass
units lower indicate that a neutron capture process must proceed through very neutron-
rich nuclei that then § decayed back to stability. Such neutron-rich nuclei could only
be sustained at very high neutron densities. The two processes were identified as the
“slow” (s) and “rapid” (r) neutron capture process, where slow/rapid refers to the rate
of neutron capture with respect to 5 decay. Through this comparison to S-decay rates
across the nuclear chart, it was inferred that each process must have neutron densities of
nn ~ 108 cm™3 and 102! em ™3, respectively [23, p.504].

The s- and r-process paths are plotted in Figure 1.2, where the start of the s-process
path is highlighted. The s process proceeds along the valley of stability via successive
neutron captures until an unstable nucleus is reached, at which point it S decays back
to stability. In a handful of isotopes, the neutron-capture rate is approximately equal to
the (-decay rate, and these are called branching points because the s-process path splits
as the two channels compete. The r process proceeds through neutron-rich nuclei, who
then decay back to stability during freeze out after the neutron source is exhausted, so the
B-decay chains arrive diagonally at the valley of stability. These characteristic paths mean
that whilst most stable isotopes are produced by both the s and r processes, some isotopes
are produced exclusively by the s or r process. In particular, s-only isotopes are shielded
from r-process production by lower-Z isobars, whilst r-only isotopes are protected from
the s-process path by breaks in the neutron capture chain.

3Note that unlike fusion reactions, neutron captures do not produce enough heat to sustain nuclear en-
vironments, and additionally free neutrons decay to protons with a half-life of 77/, = 10.16(1) minutes [28],
so any neutron capture process requires a neutron source to proceed.

4The proton/neutron shell closures refer to specific nucleon numbers (2, 8, 20, 28...) associated with
large energy gaps to the next nuclear state that make nuclei at or near these numbers much more bound
than other nuclei.
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Figure 1.2: The heavy element nucleosynthesis process paths are plotted on the nuclear chart.
The s process follows the valley of stability. The r process can start on a variety of seeds (dashed
path), and then proceeds through very neutron rich nuclei before recycling through fission. The =
process starts on heavy seed nuclei and proceeds down the neutron-deficient side via photodissoci-
ation. The rp process occurs in explosive burning with rapid proton capture on light nuclei up the
neutron deficient side of the chart. Figured reproduced from cococubed.com.

Inset: The s- and r-process’ unique paths produce s- and r-only nuclei that are crucial in constrain-
ing the processes. The p nuclei are isolated from production by both neutron capture processes.
Figure inspired by Képpeler (1999) [29].

These s- and r-only isotopes are crucial in constraining the separate contributions of
each process to the overall abundance pattern, as well as the astrophysical sites where
they can occur. Because the s-process abundances can be so well constrained due to the
extensive nuclear data available around the valley of stability, the r-process contribution
to the solar abundances can be derived by N, = Ny — N, (shown in Figure 1.3). The fact
that two processes as different as the s and r processes contribute roughly equally across
the entire span of the heavy elements is quite remarkable. The s process is discussed in
detail in the following Section 1.4.
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Figure 1.3: The decomposition of the heavy-element solar abundances by Sneden et al. (2008) [30].

1.3.1 The r process

Neutron capture in the r process proceeds very rapidly such that highly neutron-rich nu-
clei are produced. The ) value for neutron capture, which is equivalent to the neutron
separation energy Sy, decreases along isotopic chains as the neutrons become less bound.
Eventually, S,, drops to zero at which point additional neutrons are no longer bound, and
this point defines the neutron drip-line. Rapid neutron capture is eventually counterbal-
anced before isotopic chains reach the neutron drip-line, although the specific mechanism
depends on the temperature. In hot r processes, the inverse photodissociation reaction
establishes an equilibrium with the neutron captures, whereas in cold r processes, the 3
decays directly compete with the neutron captures. Modern r-process simulations explic-
itly handle this competition by numerically solving large nuclear-reaction networks along
temperature and density trajectories from astrophysical simulations [31, 32].

At the neutron shell closures, the neutron-capture cross-section beyond the shell closure
is small as the extra neutron is weakly bound, so the abundance flow builds up along these
neutron shell closures, as shown in Figure 1.2. This abundance accumulation at the shell
closures generates the r process peaks clearly visible in Figure 1.3. If the r-process lasts
sufficiently long, the r-process path will extend beyond the N = 184 neutron shell closure
and a variety of fission channels will produce several fragments in the A ~ 110-170 region
in what is called fission recycling [31, 33]. Finally, during the r-process freezeout when the
neutron-rich nuclei decay back to stability, the 8 decay may populate states in the daughter
nucleus that are above the neutron separation energy, causing a 5-delayed neutron emission
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that shifts the mass chain one step lower.

The astrophysical site of the r-process is still uncertain. Binary neutron star and neu-
tron star-black hole mergers have long been suggested as a site for the r-process due to
the high neutron densities available in the merger dynamics [34]. Both hot and cold r
processes are achieved in different components of the merger. The first gravitational wave
detection of a binary neutron star merger (GW170817) by the Advanced LIGO and Virgo
collaborations [35], alongside the electromagnetic follow-up of the kilonova [36], confirmed
that an r-process took place due to the presence of lanthanide emission in the kilonova
lightcurve [37]. However, current Bayesian analyses of the rate of compact remnant merg-
ers now favour a significant contribution from exotic types of supernova explosions, with
multiple sources acting at different galactic times [38]. Whilst regular core-collapse and
type la supernova seem unable to produce neutron-rich conditions, some exotic supernova
featuring strong magnetic fields (> 10 G), rapid core rotation, or very high accretion
rates (~ 0.1My s~1) may produce r-process conditions. Cowan et al. (2021) [34] provide
a detailed a review of the current state of the r process.

1.3.2 The p processes

The roughly 1% of heavy nuclei that cannot be produced by either the s- or r-process
are called “p-nuclei,” since they lie on the proton-rich side of the nuclear chart [7, p.615].
Several processes are need to adequately explain the p-nuclei. The predominant mechanism
for producing p-nuclei over the whole mass range is the photodisintegration of preexisting
s- and r-nuclei in what is called the v process [39]. The required temperatures to produce
a bath of photons with enough energy to disintegrate stable nuclei via (vy,n), (v, p), and
(7, a) reactions are achieved in supernova explosions, both in core-collapse and type Ia
supernovae [40]. However, the - process cannot produce the most abundant p-nuclides, in
particular 9294Mo and %698 Ru, and so the vp process is also thought to contribute, where
the highly proton-rich environment of the neutrino-driven wind in a CCSN drives rapid
proton captures on seed nuclei produced in the explosion [41]. However, both of these
processes still require more research to reach a satisfactory explanation of the p nuclei.

1.3.3 The ¢ process

Whilst the s, r, and p processes are all required to explain the solar abundances, an “inter-
mediate” neutron capture process (i process) has been suggested [42] to explain peculiar
abundances in carbon-enhanced metal-poor (CEMP) stars that cannot be generated by
combinations of the s or r process [43]. The i process would operate at intermediate neu-
tron densities of ~ 10'~1% ¢cm™3, which runs along a path a few mass units off the valley
of stability. Proposed astrophysical sites for the i process include the He shell flashes in
(i) rapidly accreting white dwarfs [44], (ii) low-mass, low-metallicity AGB stars [45], and
(iii) super-AGB stars [46].
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1.4 The slow neutron capture process

A detailed review of the s-process will now be provided in order to understand the me-
chanics involved in the production of 2°Pb, discussed in Chapter 4. The basic principles of
the s process outlined in B2FH [7] are still valid today, despite there being little knowledge
at the time of the neutron source or astrophysical environment. This phenomenological
model is now called the classical s process, and it aimed to extract information about the
astrophysical conditions from a purely mathematical description of the abundances.

1.4.1 The classical s process

For the classical s process, it is assumed that for most isotopes, the S-decay rate A\g is
much faster than the neutron-capture rate A, ,. Under this scenario, B2FH [7] stated that
the abundance flow for a given isotope on the s-process path depends only on the neutron
capture rate and the present/neighbouring abundance:

dN,(A)
dt

where Ng(A) is the s abundance at a given mass number A and A, ,(A) = n,(ov) 4 is the
neutron capture rate dependent on the neutron number density n, and the capture rate
per particle pair (ov)4 for a given A. Note that in this simple model, the s process takes
a single path along the valley of stability, starting on the seed nucleus *°Fe, so each mass
number is uniquely defined, even if the flow to that mass number requires a 3 decay.

If we additionally assume that the temperature throughout the s process is constant,
and note that the neutrons are thermalised following a Maxwell-Boltzmann distribution,
then the capture rate per particle pair can be expressed in terms of the Maxwellian-averaged
cross section (MACS) such that (ov) 4 = (o) vr. Here the MACS is defined as [47]:

E
()4 = <(’UUT>A _ ﬁ(i;T)? /a(E)EedeE, (12)
where vr is the mean thermal energy v = \/W , i the reduced mass, k the Boltzmann
constant, T the temperature, and E the energy of relative motion between the neutron
and nucleus.

With the mean thermal energy separated from the cross section, we can define the

neutron exposure 7 of an s-process event by

= Ay (A—1) No(A—1) = Ay (A) Ns(A), (1.1)

T = vT/nn(t)dt or dr = viny(t)dt, (1.3)

which is essentially the time-integrated thermal neutron flux ¢, = %nn vr [23, p.506].
With some rearranging, this simplifies equation (1.1) to
dNs(A,T)

dr = NS(A -1, 7-)<O->A*1 - NS(A7T)<U>A' (14)

10
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Figure 1.4: The characteristic product of the neutron capture cross section by the s-process
abundance (normalised to a Si abundance of 10). The thick line shows the best fit of the main s
process, whilst the thin line shows the weak s process. Splitting of the line represents the different
branching points. The hollow squares are the s-only abundances to which the classical s process is
fit. Figure reproduced from Képpeler (1999) [29].

These coupled differential equations are self-regulating in the sense that the abundance
builds up until the destruction rate equals the production rate. For nuclei with similar
MACS, which holds approximately for nuclei between the closed neutron shells, this re-
sults in a steady flow along the s-process path such that Ng(A,7){c)4 = constant. This
observation was the key conclusion made in B2FH [7], and as can be seen in Figure 1.4, it
holds remarkably well for A > 90 between the neutron shell closures.

The fit in Figure 1.4 actually uses one minor adjustment; Clayton et al. (1961) [48]
pointed out that a single neutron exposure does not accurately reproduce the solar abun-
dances, so Seeger et al. (1965) [49] suggested an exponential distribution of neutron expo-
sures, specifically of ?Fe seeds having received a neutron exposure 7, that looks like

_ GNo(56) =

p(T) 0, (1.5)

70
This seems physically reasonable for a set of abundances that has been processed through
multiple events. Equation (1.5) contains just two parameters: the fraction G of seeds
having experienced a non-zero neutron exposure and the mean neutron exposure 7g. If
we assume that the neutron density is constant across these exposures, then an analytic

11
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solution for (o) 4 Ns(A) can be determined [50]:

A -1
(a)ANS(A):GN@(56)H<1+ ! ) . (1.6)

0 56 T0(0)i

The fit in Figure 1.4 uses equation (1.6). If we ignore A < 90 and the branching point
isotopes, it is able to reproduce the s-only abundances with a mean-square error of just
3% [51]. This is remarkably good for an analytic model that encodes the entire astrophysical
history of the predicted abundances in just two parameters.

For the classical s-process, the success of equation (1.6) between A = 90-209 describes
the so-called “main” s-process component. The best fit parameters are G = 0.057(4)%
and 79 = 0.295(9) mb~! for kT = 29 keV [51], and this suggests the main s process only
irradiates 0.06% of the ®°Fe seeds we see in the solar abundances with an average number
of neutron captures per seed at n. = 10.7(7).

Where this regime clearly fails is for A < 90, and B?FH [7] actually predicted that
this divergence indicated “that the abundances in the Solar System of s-process isotopes
have been produced in more than one stellar synthesis process.” This second component
is called the “weak” s process, and can be described by a second fit to equation (1.6) with
best fit parameters of G = 1.6% and 75 = 0.07 mb~! resulting in n. = 3 [23, p.511]. This
indicates a lower mean neutron exposure but a much higher number of seeds irradiated,
when compared to the main s process.

Together, the main and weak s-process components describe the solar abundances quite
well. However, whilst the total neutron exposure can be derived from this method, the
overall fit to (o) Ns(A) is not sensitive to the conditions of the s process. Instead, the
branching points of the s process can be used to constrain the temperature and density. If
we consider just a simple branching involving one isotope A, similar to 8°Kr in Figure 1.2,
then the branching fraction is:

Ns(A,7){0)a As In2/T; )5(A)

E p— pu— . 1-7
fﬁ NS(A+1,T)<U>A+1 )\ﬁ‘f‘)\nﬁ 1n2/T1/2(A)+nn<O'>A'UT ( )
Rearranging gives the neutron density as
1-— 1 In2
n, = 118 - (1.8)

fa (o) avr T jo(A)

Thus with accurate abundance ratios, cross sections, and half-lives, a neutron density can
be predicted for each branching ratio. Whilst the analytic solution gets slightly more
complicated to handle multiple branchings, the triple branching of "Nd and '4"48Pm
was often used to extract the neutron density of the main s process [29, 52].

However, both the -decay rate and the neutron-capture rate of some branching point
nuclei can be temperature dependent. Low-lying nuclear excited states that have signif-
icantly different spin and parity to the ground state can be thermally populated in the
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1.4. The slow neutron capture process

stellar plasma and alter the nucleus’ properties. An interesting example is “*Se, which
has a J™ = 7/2% ground state with a half-life of 327(28) kyr, but a 96 keV, 1/2~ excited
state with a half-life of just 3.9 minutes [53]. Thermal population of this state determines
the overall half-life, so if the neutron density is constrained by another branching point
(e.g. 8°Kr), then the ratio of s-only isotopes 3%82Kr can constrain the temperature of the s
process [54] (see Figure 1.2 for this case). Thus, by building up a set of branching points, a
systematic study can constrain the allowed values of the neutron density and temperature
at which the classical s process took place (both assumed to be constant). The values
provided by Kippeler et al. (1999) [29] are n,, = 4.1(6) x 10% cm™3 and T = 350(40) MK.

Throughout the 1990’s, however, as experimental uncertainties improved, it became
evident that a consistent pairing of neutron density and temperature was not possible. In
particular, a new neutron capture cross section for the s-only isotope 42Nd [55], which is
not even a branching point nucleus, unveiled a 50 overproduction by the classical model.
Further data showed that neither temperature nor neutron density were consistent across
branching points [23, p.514]. This coincided with the rising success of AGB stellar models
to describe the main s process based on realistic and dynamic astrophysical environments,
which did not suffer the same issues [56]. Modern efforts to describe the s-process do so
with self-consistent astrophysical models. Nevertheless, the classical s process aided this
theoretical development in times of low computing power.

1.4.2 The main s process in AGB stars

The main s process occurs in the intershell region of Asymptotic Giant Branch (AGB)
stars [24, 56-58] E The most striking evidence for this came when technetium was observed
in the atmospheres of red-giant stars [59]. Since Tc has no stable isotopes, *"%*Tc being
the longest lived with both having half-lives of 4.2 Myr, this was direct evidence that a
process was actively producing heavy nuclei inside stars. As mentioned in Section 1.2,
the AGB phase occurs in stars after the exhaustion of He burning in the core, where the
C-O core is supported by electron degeneracy and H and He burning alternate in shells
around the core (shown in Figure 1.5). In particular, after core He burning ends and
shell He burning proceeds, the He shell thins until it becomes thermally unstable. At this
point, the He shell has been mostly extinguished until enough helium ashes accumulate
under compressive heating such that the He ashes ignite and burn fiercely in a so-called
thermal pulse (TP). The thermal pulse drives core luminosities of > 108 L, [24, p.21] before
the He fuel is exhausted, the pulse subsides, and shell H burning resumes. The thermal
pulse cycle can repeat up to hundreds of times [58] giving stars in this phase the name
thermally-pulsing-AGB (TP-AGB) stars.

5The name originates from the fact that AGB stars trace a track on the luminosity-vs-temperature graph
(i.e. the Hertzsprung-Russell diagram) that is asymptotic to the red giant branch, the track taken by stars
undergoing core helium burning.
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Figure 1.5: a) The onion-layer structure of a TP-AGB star (not to scale). The H-rich envelope
contains most of the mass of the star, and recurrent thermal pulses drive spikes in the star’s
luminosity. Figure adapted from Lugaro et al. (2023) [58]. b) A simplied “Kippenhahn diagram”
that shows the different shells (mass coordinate is mass enclosed) against time (not to scale). H and
He burning occur in alternating thin shells. The *C(a, n) reaction starts after the third dredge-up
and then gradually weakens. The 22Ne(a, n) reaction is activated at the peak of the thermal pulse.
Diagram reproduced from Wallner et al. (2016) [60].

The thermal pulse cycle can be described in four phases [24, p.22]:

1.

Thermal pulse: H shell ashes accumulate until He ignition, where the thermal pulse
drives a convective region in the He-rich intershell that almost reaches the H burning
shell, homogenising the abundances within the intershell. One TP phase lasts approx
100 years [58].

. Power down phase: As the energy ouput from the TP expires, the convective

region recedes to the bottom of the intershell and a temperature gradient is restored
radiatively. The energy released during the TP goes into expanding the core, and
associated cooling extinguishes the H burning shell.

Third dredge-up: The expansion and extinguishing of the H burning shell allows
the convective envelope to penetrate through the dormant H burning shell into the He-
rich intershell, where the composition of the intershell is dredged up to the surface in
the third dredge-up (TDU). The efficiency of the TDU is dependent on the treatment
of the convective border [56].

Interpulse phase: At the deepest point of the TDU, shell H burning starts again
as H is exposed to the intershell temperature gradient, and lasts for roughly 103~
10° years [58]. The H burning reestablishes the H burning shell and the convective
envelope is once again expelled from the core.
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1.4. The slow neutron capture process

The main s process in AGB stars occurs via two neutron sources that are activated
by different components of the thermal pulse cycle. The bulk of the neutrons in TP-AGB
stars come from the 13C(a, n)!%0 reaction, which is activated at T > 90 MK during the
interpulse phase. Some '3C exists in the intershell region after the CNO cycles, but not
enough to account for the observed s-process enrichment in AGB stars [24, p.36]. Thus,
it is hypothesised that at the deepest extent of the TDU, the sharp chemical discontinuity
between the convective H-rich envelope and the radiative He/C-rich intershell creates a
partial mizing zone (PMZ) where protons are mixed with abundant '2C. After the re-
ignition of H burning, these react via 2C(p,)¥N(31v)!3C to create a thin layer rich in
13C and N, which is called the 1%C pocket. Neutrons are then released via the 13C(a, n)%0
reaction, and this produces a neutron exposure of up to 1 mb~! that lasts over the majority
of interpulse period (103-10° years) at relatively low neutron densities of ~ 107 cm™3 [58].
The s-process products of the 3C pocket are then engulfed and homogenised by the next
thermal pulse.

The exact formation mechanism of the "3C pocket is still an open question, although the
general idea is quite robust to predictions. The mechanism needs to produce an appropriate
amount of mixing to build up 3C, but cannot provide too many protons otherwise the
CNO-I cycle moves toward completion producing '*N. This isotope is an efficient absorber
of neutrons and thus acts as a neutron poison via the *N(n, p)14C reaction, so the 4N/3C
ratio cannot exceed unity otherwise no neutron flux is produced [24, p.36]. Given this
complexity, the behaviour of the '3C pocket is often parametrised phenomenologically and
then tuned to match observations. More details on current models are given in Section 4.3.

The other neutron source activated in TP-AGB stars is the 2?Ne(a, n)?°Mg reaction,
which provides a minor neutron exposure compared to 3C(a, n)'¢0. 22Ne is produced dur-
ing He burning in the thermal pulse via the N(a, y)¥F(871)®0(a,v)?*Ne chain, and if
the temperature exceeds roughly 300 MK then neutrons are released via the 22Ne(a, n)?*Mg
source. These high temperatures are typically only achieved in AGB stars of mass 2 3M,
and whilst only a few percent of the 2?Ne are burnt, it provides high neutron densities of
~ 10'3 cm™3 for just a few years [58]. This typically totals to around 0.1 mb~! and thus
does not provide the bulk of the s-process abundance observed, but because the intershell
is convectively mixed during the thermal pulse, the ?2Ne neutrons can cause reprocessing of
the 13C distribution by activating high-neutron-density branching points. It is interesting
to note that substantial neutron exposure via 2?Ne(«, n)?°Mg is achieved in intermediate-
mass AGB stars of 2 4M; due to higher temperatures at the base of the convective
intershell. However, the mass of the intershell and the TDU efficiency are considerably
smaller for these high-mass AGB stars, and thus they do not contribute much to galactic
chemical evolution [56].

Models of both individual AGB stars and full galactic chemical evolution simula-
tions [61] reproduce the main s-process abundances quite well, as seen in Figure 1.6a.
The abundances of A = 60-90 are still underproduced, however, and so the weak s process
is still required to explain the solar distribution.
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Figure 1.6: a) The contribution to the solar s-process abundances from a full galactic chemical
evolution calculation of the main s process in AGB stars from Bisterzo et al. (2014) [61]. b) The
abundance distribution of the weak s process in a 25M, star of solar metallicity after core He
burning and shell C burning from The et al. (2007) [62]. It is clear that the distributions are
complementary to reproduce the solar abundances. Abundances are represented as overproduction
factors of the solar abundance pattern. s-only isotopes are highlighted in blue.

1.4.3 The weak s process in massive stars

The weak s process occurs during core He burning and shell C burning in stars of mass
> 10Mg, powered by the 22Ne(a,n)?*Mg neutron source [56, 58, 62-65]. The ?2Ne is
built via the “N(a, v)'8F(81v)'80(a, v)??Ne chain during the convective core He burning,
where the N is provided by the CNO cycle from the previous H burning phase. Once
the core temperature reaches roughly 300 MK, the 22Ne(«, n)?Mg source is activated and
neutron densities steadily increase to a peak of roughly 107 cm™2 over ~ 10° years for
a total exposure of 7 ~ 0.2 mb™! [62, 65]. Not all of the ?>Ne is burnt though, so the
2Ne(a, n)?Mg source is reactivated during shell C burning, where the a particles are
supplied by 2C(*2C, a)?°Ne reaction. Shell C burning occurs at ~ 1 GK, so the initial
neutron flux is high at roughly 10'" em™ with a neutron exposure of 7 ~ 0.1 mb~* [65].

The distribution at the end of shell C burning for a 25M, star at solar metallicity [62]
is shown in Figure 1.6b, and the drop in efficiency of the weak s process beyond A = 90 is
obvious. This abundance pattern can only be ejected into the interstellar medium via the
ensuing core-collapse supernova of the star. The chemical composition of the outer core
containing the advanced burning layers—up to 3.5M, for such a 25M, star—is reprocessed
by the explosive nucleosynthesis, erasing the s-process abundance pattern. Despite this,
a significant fraction of the ejecta—roughly 2.5Ms—remain unprocessed by the explosion
and thus preserve the weak s-process abundances [56].

Because the overall neutron exposure for massive stars is considerably lower than in TP-
AGB stars, the s-process path does not achieve equilibrium, and thus a particular MACS
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1.5. Nuclear 5 decay

does not only define its own abundance, but also impacts the abundances of all heavier
isotopes [65, 66]. This compounding uncertainty makes the weak s process much more
sensitive to experimental uncertainties in the MACS. Additionally, the weak s process also
features strong competition of neutron capture onto lighter elements, like 2?Mg(n, v)26Mg,
that act like neutron poisons, which also provide their own set of uncertainties [66]. Thus,
there are still many sources of uncertainty surrounding the weak s process, but galactic
chemical evolution models are still currently capable of reproducing the solar s abundances
quite well [17]. Continued progress in massive star structure will also improve our under-
standing of the weak s process.

1.5 Nuclear § decay

Given the critical role that nuclear 5 decay plays in every heavy-element nucleosynthesis
process, understanding [-decay pathways and (§-decay rates are essential in predicting ac-
curate abundance yields. In particular, S-decay properties of highly-charged ions are some
of the most impactful measurements done at heavy-ion storage rings, and this thesis focuses
on such [-decay measurements, so we will take this section to introduce the foundations
of nuclear 5 decay.

Nuclear 8 decay describes the process by which a proton transmutes into a neutron,
and vice versa:

BT decay: p—on+et 4,

- L (1.9)
B~ decay: n—p+te + .

For the two aforementioned ‘normal’ modes of 5 decay, the electron/positron and antineu-
trino/neutrino (i.e. the lepton pair) are created in continuum states and so the g decay is
a three-body decay and as such the lepton pair are emitted with a continuous spectrum of
energy. Note that because of the atomic mass differences, 5 decay is only possible where
Qs > 1.022 MeV. Nuclei with Qg values less than this threshold can only decay by the
third channel, electron capture (EC), where an atomic electron is captured by the nucleus
and a monochromatic neutrino is emitted:

e~ capture: pt+e —n+ve.. (1.10)

In addition to these modes, the special case where the S~ is created in a bound atomic
state, known as bound-state 3 decay, is discussed in detail in Section 1.5.3.

The first complete formalism of § decay was proposed by Enrico Fermi in 1933 [67],
where he assumed that the S-decay interaction was weak compared with the nuclear in-
teraction that forms the quasi-stationary states of the nucleus. This allows 8 decay to be
described as a weak perturbation, where the transition rate is governed by Fermi’s golden
rule such that the probability N (p)dp per unit time of emitting an electron with momentum
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1.5. Nuclear 5 decay

in the range p + dp is [23, p.61][68, p.277]:
27 9
d\ = N(p)dp = —=|Hyi|"p(Ej). (1.11)

Here, |Hy;| is the matriz element of the transition between quasi-stationary initial and
final states ¥ integrated over the interaction operator O such that

| Hil ZQ/W}O\I/idV, (1.12)

where V' is a bounding volume to normalise the wavefunction and p(Ef) = dn/dEy is the
density of states for the final state per unit energy. The final-state wavefunction can be
decomposed into its nuclear, electron, and neutrino components: \I/’} = w;‘cgbzqﬁ;.

The emitted electron and neutrino can be approximated as free particles, and thus have
wavefunctions of the form [23, p.62][68, p.279]:

1 1 5T
_ L iy L (4P
¢€(f> \/‘76 \/‘7< +Z h + )a

1 L 1 77
— 7“1""/5% L
v ),

where p and ¢ are the linear momentum of the electron and neutrino, respectively. Because
the electron/neutrino wavelength is much larger than the nucleus, we can consider only
the first term in the Taylor expansion, which is called the allowed approximation. In this
case, the matrix element simplifies to

(1.13)

2 2
. 9| My
g/wawidV’ = 7‘/; : (1.14)

1
| H g =12

where |My;| is just the nuclear matriz element.

Even in his initial theory, Fermi realised that a plane wave was not a good approximation
for the electron wavefunction because of the Coulomb forces on the outgoing electron. To
describe the distorted wave, a correction is applied called the Fermi function F(Z,p) that
depends on the product’s nuclear charge Z and the electron momentum p. By manipulating
the expression for the density of states (for details, see refs. [23, 68]), one can derive that
in the allowed approximation, the total 5-decay rate is

G| My)?

dA = sz (Eo — K2) F(Z,p)dp (1.15)
m264 max
= omBRT glefiF f(Z, EZ™), (1.16)

where Ej is the available energy (equivalent to the @ value of the decay), K, is the kinetic
energy of the electron, and f(Z, E'®) is a dimensionless quantity called the Fermi integral
that is tabulated numerically.
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We can rearrange equation (1.15) such that

23K In2

2, Bt = ——F 5.
f( )y He ) 1/2 mgc4 92|Mfz|2

(1.17)

This quantity f(Z, E***) 1y, is called the ft-value or the comparative half-life because it
isolates the nuclear matrix element of the 5 decay without the kinematic factors. Because
of the large variation in ft-values, the log(ft) is often compared instead.

1.5.1 [ selection rules

To be consistent with special relativity, the weak Hamiltonian can be composed of five
base operators Ox: a scalar S, a pseudoscalar P, a vector V, an axial-vector A, or a
tensor 1" operator. Through careful experiments of the parity violation in § decay, it was
determined that only the vector and axial-vector operators contribute, and the so-called
universal V' — A theory of 8 decay was developed. As a result, the weak matrix element is
properly decomposed into its vector and axial-vector components, which are referred to as
the Fermi and Gamow-Teller components [23, p.62]:

1

(GE M3+ GEM2r). (1.13)
where Gx are the respective coupling constants and Mx are the nuclear matrix elements.

The details of the vector operator results in the fact that Fermi transitions produce
an electron/(anti)neutrino pair with anti-parallel spins such that S = 0. Similarly, the
axial-vector operator results in Gamow-Teller transitions producing a parallel lepton pair
with S = 1. This angular momentum coupling results in selection rules for § transitions.
In the allowed case, Fermi transitions have AJ = 0 so 0 — 0 transitions are pure Fermi,
whilst Gamow-Teller transitions can have AJ = 0,1 (but can’t be 0 — 0) so AJ =1 are
pure Gamow-Teller. Parity is conserved for allowed transitions.

So far, we have only considered the allowed approximation, but sometimes the nuclear
matrix element may be zero for allowed transitions (i.e. no final states of the right spin avail-
able). In this case, we must consider the next term in the plane wave expansion, and this is
called forbidden decay. The transition is not actually forbidden, but rather suppressed by
the fact that the second term in the expansion (that can carry away angular momentum)
has a much smaller amplitude than the allowed component. In forbidden transitions, the
lepton pair can carry away angular momentum, so the nuclear spin change can be larger.
¢ =1 is called first-forbidden, ¢ = 2 second-forbidden, and so on. The odd/evenness of the
angular momentum determines whether parity changes, so first-forbidden transitions are
often encountered when a parity change is required.
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1.5.2 Modern (-decay theory

The low-energy formulation of weak decay was crucial in constructing the gauge theory
that lead to the electroweak formulation of the Standard Model, which comprehensively
describes weak decay [69]. For low-energy nuclear 8 decay, modern V' — A theory has two
popular formulations that are equivalent, that proposed by Behrens and Biihring (1982) [70]
and that by Holstein (1974) [71]. In these formalisms, all the extra corrections are sum-
marised in a function called the shape factor C(Z, W) such that [72]

NW)dW o pW (Wy — W)2 F(Z,W) C(Z,W), (1.19)

where W = E/m.c? + 1 is the 8 energy in terms of the electron rest mass, and F(Z, W)
is still the same Fermi function described above. Note that this shape factor does not
refer to the nuclear shape (as in deformation), although the effects of a finite nucleus are
included as a correction. Astrophysical weak decay rates for 2%°Pb and 2°5T1 calculated in
the Behrens and Biihring formalism are discussed in Section 4.2, however, further details
are left to the references as this work was not done for this thesis.

1.5.3 Bound-state J decay

Bound-state 5 decay (8 decay) is an exotic type of 5 decay where the 3 electron is created
directly in a bound state of the daughter atom, as shown in Figure 1.7a. Because the
electron is not ejected, B, decay is a two body decay and thus produces a monochromatic
antineutrino. [, decay was first theoretically described by Daudel et al. (1947) [73] and
fully formalised by Bahcall (1961) [74]. The description is a modification of the standard (3
decay we have just discussed that correctly handles the phase space of the leptons involved.

Whilst S decay is technically possible for any empty atomic orbital, it is most impactful
in highly-charged ions where the K shell is unoccupied. This is because the binding energy
of the bound state becomes available for the ) value of the decay, and the large K-shell
binding energy in heavy ions can have dramatic changes on the decay rate.

In some nuclei whose S-decay @ value is only slightly negative, the extra energy available
by creating the electron in a bound state can make the £, decay @) value positive, thus
turning a stable nucleus radioactive by stripping off its electrons. It is quite a remarkable
phenomena that by just changing the ionisation state of an ion, its nuclear stability can
be altered. This is the case for just three stable nuclei: 93Dy, 193Ir, and 29°Tl, although
Takahashi et al. (1987) [76] catalogued 22 additional isotopes for which (3, decay could
make a significant contribution to the overall decay rate.

The first case of £, decay measured experimentally was '%Dy%" in the Experimental
Storage Ring (ESR) at GSI, Darmstadt, where a S,-decay half-life of 471251 days was ob-
served [77]. The ESR is presently the only facility where [, decay can be measured, as it is
the only facility that can store millions of fully stripped ions for several hours. Following
163Dy, the By-decay rate of 8"Re™ was measured in 1996 [78], which demonstrated that
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Figure 1.7: a) For a neutral nucleus, nearly all atomic orbitals are filled, so the 5 electron is
created in a continuum state. If the nucleus is highly charged, then the g electron can be created
in a bound atomic state, conserving the binding energy of the bound state and increasing the @
value of the decay. Figure reproduced from Litvinov & Bosch (2011) [75]. b) The low-lying nuclear
levels of the 205T1-2%5Pb pair. In the neutral case, 2°°Pb decays to 2°°TI by electron capture, but
in the highly-charged case, the energetics are such that 3, decay of 20°T18!% to 295Pb8l+ occurs.
The half-lives in blue are the partial S half-lives based on the measurement described in Chapter 3.

the half-life of 18”Re was shortened by nine orders of magnitude at the highest charge states,
raising questions about its utility as cosmochronometer to determine the age of the galaxy.
The By-decay rate of 207131+ was measured in 2005 [79] and was the first experiment to
observe the competition of bound and continuum [ decay.

The nucleus of interest in this thesis, 29°Tl, is stable as a neutral atom. The isobar
205Ph decays by electron capture (EC) to 25Tl with a half-life of 17.0(9) Myr [53]. The
@ value of this EC decay was historically conflicting [80-82], but has now been settled
at Qec = 50.6(5) keV [83]. Given that Qgc is the mass difference between 20°Pbh%*t and
205710+ the Bj-decay @Q value is calculated by

QL = ~Qpo — E* — |AB.| + B ... (1.20)

where E* is the nuclear excitation energy of the final state in the daughter nucleus, AB,
is the difference in total atomic binding energies of the two nuclei, and Bk, .. is the
binding energy of the atomic shell that the g8 electron is created in. Using values of
E* =2.329(7) keV [84], AB. = 17.338(1) keV, and Bx = 101.336(1) keV [85-88], the @
value for the first-forbidden £, decay of 2°TI18!* to the first excited state of 2°Pb31+ is

Qp, (PPTI¥F) = 31.1(5) keV. (1.21)
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This positive Q value means that 20°T180/81+ g, decays with a predicted half-life of a few
hundred days. [ decay to the L shell is energetically forbidden as Q[];b = —45.3(5) keV.
Thus, 2°°T1 is stable all the way up to and including the 79+ charge state.

Note that for 20°T18'*  decay from the J™ = 1/2% state to the 5/2~ ground state of
205pp8Lt s negligible compared to the 1/27 low-lying excited state due to suppression of
the decay rate as a result of the large nuclear structure differences between the two states
(Takahashi et al. (1987) [76] predicted the ratio of rates as Mg+ /Ags ~ 107).

1.6 Astrophysical motivation for studying 2°°T1

The measurement of the bound-state 3 decay of 20°TI8 is interesting because of its ability
to constrain the nuclear matrix element (NME) |M;|? between the two spin-1/2 states of
2057181+ and 205Pb8* (see Figure 1.7b). Following equation (1.15), if the decay rate of
a transition can be measured, then the nuclear matrix element can be extracted because
the other components that affect the weak decay rate are easily determined (e.g. energy
of the transition, etc.). The 2.3 keV excited state of 2Pb decays by internal conversion
with a half-life of 24.2(4) us [89], so it is impossible to measure the partial electron capture
rate from this excited state due to the dominance of the internal conversion channel. As
a result, measuring the fB-decay rate of 20°TI®* is the only way to determine the nuclear
matrix element of the two spin-1/2 states of 29Tl and 20°Pb.

The spin-1/2 TI-Pb nuclear matrix element (T1-Pb NME) helps us constrain other
reactions involving these states. One example is the neutrino capture on 2°°TI, which
Freedman et al. (1976) [90] identified has the lowest threshold of any known neutrino
capture process, making it dominantly sensitive to solar pp neutrinos. For this reason,
Freedman and collaborators hoped that this reaction could help solve the solar neutrino
problem, where the intensity of the solar neutrino flux was observed (by several geochemical
activation experiments [91-94]) to be a third of the value expected from predicted hydrogen
burning rates in the core of the Sun [95, 96]. Freedman (1988) [97], inspired by Kienle’s
original idea [98], laid out exactly how the 3, decay of 2°TI18!* would need to be measured
before 29T could be used as a solar neutrino probe.

Freedman et al. (1976) [90] also identified a deposit of the Tl-bearing mineral lorandite
(T1AsS2) in the Allchar mine in North Macedonia that could be used as long-time-averaged
dosimeter. If the deposit was deep enough to protect it from cosmic rays, then the lorandite
would be exposed to only the solar neutrino flux and accumulate 2°>Pb reaction products
that could be counted. This so-called “LORandite EXperiment” (LOREX) has been devel-
oped by Paviéevié [99-101] by characterising the ore depth, age, background channels, and
most recently by collecting 400 g of lorandite out of 10.5 tons of ore. However, the LOREX
project has, until now, been stymied by the lack of an accurately predicted neutrino cap-
ture rate. The impact of our measurement on the LOREX project has been published in
Sidhu et al. (2024) [102] and is briefly summarised in Section 3.5, but this has not been
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the focus of this thesis.

The other case where the TI-Pb NME is needed is in the behaviour of 2°>Pb in stellar
interiors. 2%°Pb has the potential to be a very powerful cosmic chronometer, having a
lifetime useful for timing processes in the early Solar System. However, the 2.3 keV state
of 2%Pb can be thermally populated at stellar temperatures, significantly reducing the
astrophysical half-life of the isotope. At even higher temperatures, 2°°T1 can be fully
stripped allowing 3, decay to occur. The TI-Pb NME determines both of these decay rates
in stars, and is thus crucial to understanding the production of 2°°Pb. The impact of the
205181+ 3,_decay measurement on 2°°Pb as a cosmochronometer has been a significant
component of this thesis work, and is described in Chapter 4.

1.7 Thesis structure

The broad strokes of how the chemical elements were created have now been outlined,
but many details of the individual processes are still uncertain. Uncovering these details
provides a rich opportunity for interdisciplinary discovery that deepens our understanding
in other areas of nuclear phyiscs and astrophysics.

The s process is well understood from a nuclear physics perspective, in part due to
a comprehensive effort to measure most of the relevant neutron-capture cross sections in
the astrophysically relevant energy range [103]. However, in some cases, unknown nuclear
matrix elements may impact key stellar weak decay rates, which can be crucial for pre-
dicting specific key isotopic abundances accurately. The case of the bound-state 5 decay
of 205T181+ is a particularly impactful example, and the analysis of this experiment at the
Experimental Storage Ring (ESR) at the GSI Helmholtz Centre, Darmstadt, is described
in Chapter 3. In addition, uncertainties associated with stellar modelling still persist. The
handling of mixing and the formation of the '*C pocket remain open questions [24]. Re-
cent advances in analysing the isotopic composition of pre-solar grains from AGB stars has
provided a wealth of new data with which to test s-process models [104, 105].

Our relatively good understanding of the s process can also be used to make powerful
predictions for other open questions. Understanding the timing of processes in the early
Solar System is one example, where the regular enrichment of the interstellar medium with
s-process material can allow us to extract the time it took for the Solar System to isolate
itself from further enrichment and then collapse to form the first solids [106]. In particular,
the calculation of this isolation time using the isotope %°Pb is described in Chapter 4.

For the r process, immense amounts of nuclear data are still needed for radioactive
species to help constrain the theoretical models that are used to predict the properties of
the nuclei along the r-process path. Heavy-ion storage rings provide unique capabilities in
measuring the masses and half-lives of large swathes of neutron-rich nuclei simultaneously,
with potential for detecting S-delayed neutron emission in the future [107, 108]. Realising
these measurements is the goal of the Isomeric states, LIfetimes, and MAsses (ILIMA)
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1.7. Thesis structure

collaboration, under which this thesis work was done. The operational features of storage
rings are introduced in Chapter 2, with a focus on the ESR. For these measurements,
particle detectors in steel pockets extending into the ultra-high vacuum of the storage
ring are required to detect ions that have decayed and left the momentum acceptance of
the storage ring. The construction and commissioning of a new particle detector called
PLEIADES is described in Chapter 5, which will be used in future experiments.

To conclude, some perspectives on future work at the ESR are provided in Chapter 6,
with a focus on how PLEIADES can be used for future measurements in exotic decay
studies.
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Chapter 2

Heavy-Ion Storage Rings

Whilst a vast array of techniques are necessary to measure the nuclear properties required
for astrophysical applications, heavy-ion storage rings combine several cutting-edge features
that enable unique nuclear physics measurements. In this chapter, we will review the
operation of storage rings in order to understand the experimental methods presented in
Chapter 3 and the design choices in Chapter 5.

Storage rings became popular in the 1980s due to advances in beam cooling made in
the prior decade, primarily motivated by the need for high-energy collisions in particle
physics [109]. Several test facilities at CERN and Fermilab developed the key techniques
of electron [110, 111] and stochastic cooling [112, 113] that culminated in the Low En-
ergy Antiproton Ring (LEAR) at CERN, where advanced storage ring technologies and
beam manipulation techniques were pioneered [108]. Almost all of the storage rings built
throughout the 1980s were prompted by the success of LEAR, with a list of facilities cat-
alogued in refs. [109, 114]. These facilities were used for high-energy particle physics or
precision atomic physics by providing high charge states of heavy ions. However, most of
these facilities were stable beam facilities, which limited their utility for nuclear physics. In
recent years, heavy-ion storage rings connected to radioactive beam facilities are becoming
increasingly popular due to their unique capabilities.

Currently, there are four heavy-ion storage rings in the world, listed with characteristic
properties in Table 2.1. The Experimental Storage Ring (ESR) [115] at the GSI Helmholtz
Centre, Darmstadt, shown in Figure 2.1, is the oldest and hence most technically advanced
and versatile. The CRYRINGE [116, 117], originally operated at Stockholm, was repurposed
by moving it to Darmstadt and connecting it to the ESR. It is a low-energy ring, where the
lowest energy is limited only by beam losses due to charge exchange, and with a transfer
line to the ESR can offer radioactive isotopes at very low energies. The Cooler-Storage
Ring at the Heavy Ion Research Facility, Lanzhou (HIRFL) [118] was built in 2007 and
operates two rings, a main ring (CSRm) for acceleration and initial cooling/bunching, and
an experimental ring (CSRe) for measurement. The CSRe is essentially a reproduction
of the ESR, with lots of collaboration between the two facilities. Finally, The RIKEN
Rare-Ion Ring (R3) [119] at the RIKEN Nishina Centre, Wako specialises in isochronous
mass spectrometry (see Section M) The R3 ring is a very unique ring that operates as
a cyclotron, rather than a synchrotron like the other rings, and requires no beam cooling

SCRYRING stands for the CRYsis-synchrotron-RING, where CRYSIS was the CRYogenic Stockholm
Ton Source.
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2.1. Beam dynamics

Table 2.1: Properties of active heavy-ion storage rings. Data from Steck et al. (2020) [108].

ESR CRYRING CSRe R3
Circumference 108.4 m 54.2 m 128.8 m 60.4 m
Max Bp 10 Tm 1.4 Tm 9.4 Tm 6.0 Tm
Max energy 550 MeV /u 14.8 MeV /u 500 MeV/u 230 MeV/u
Min energy 3 MeV/u charge exch. limited 5 MeV/u -
Beam cooling stochastic, electron electron electron none
Internal target gas jet gas jet gas jet none
Vacuum pressure 10~ mbar 10712 mbar 10~ mbar 107'° mbar
Isochronous ¢ 1.41 n/a 1.40 1.18

since it operates exclusively in an isochronous mode.

The following explanation of storage ring principles will focus on the ESR as the primary
example because of its relevance to this thesis. However, almost all the techniques and
mechanisms described here are applicable to the CRYRING and the CSRe as well. As
already noted the R3 ring operates quite uniquely and will not be discussed further.

2.1 Beam dynamics

To control high-energy ions, magnetic fields are used because the Lorentz force is pro-
portional to velocity, which makes it feasible to provide the forces required for steering.
Storage rings are synchrotron accelerator systems’ that use dipole magnets for bending,
quadrupoles for beam focusing, and sextupoles for correcting the energy-dependent focus-
ing of the quadrupoles (details in Section 2.1.4). Together, these magnets make up the
lattice of the storage ring. The position and momentum of beam particles is formulated
in relation to the trajectory of an ideal reference particle that traces the design orbit of
the lattice. This longitudinal reference orbit is parameterised by s (for the German word
“Sollbahn”). The transverse dimensions are denoted x and y, with the rate of change
denoted by 2/ = dx/ds. Because the longitudinal velocity of the beam is much greater
than the transverse components, the small angle approximation holds such that the rate of
change 2’ is equivalent to the angular deviation from the ideal path, and is most commonly
expressed in milliradians.

Dipole magnets provide a constant magnetic field to bend the ion trajectory. In this
field, ions experience a cyclotron motion with a constant radius of curvature p that is
proportional to the magnetic field strength B. The product of these two, Bp, is called the

"The R3 ring being an obvious exception, which operates in a cyclotron mode.
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Figure 2.1: a) The ESR is shown schematically, reproduced from Beckert et al. (1998) [120].
The ring lattice is symmetric resulting in 2 periodic segments per revolution. b) The bottom-right
corner of the ring is pictured ((©) J. Mai, GSI, Darmstadt). c¢) The target area is shown, alongside
the 245 MHz Schottky detector in blue. d) A detector pocket (marked with * on diagram) is shown.
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2.1. Beam dynamics

magnetic Tigidity and is related the momentum of a particle:
Bp ==, (2.1)

where p is the momentum and ¢ is the charge of the ion. The magnetic rigidity defines the
momentum of particles accepted by the design orbit of the ring.

2.1.1 Orbital frequency

In reality, there are no such ideal particles, so we have to consider deviations from the ideal
orbit. As described by Edwards & Syphers [121], a particle’s orbital period is given by
T = L/v, where L is the path length through the storage ring and v is the velocity. The
change in the revolution period AT is then described by

AT AL A

e e (2.2)

T L v
In other words, a particle moving at a greater speed will take less time to orbit, whilst a
particle taking a longer path with take more time to orbit. The change in the velocity can
be expressed in terms of momentum:

Av 1%

v P p

where v = /1 — v2/c? is the Lorentz factor. The change in path length can also be related
to the momentum, since a higher momentum particle will take a wider path through the
dipole. This relation is not simple and depends on the specific optics of the storage ring,
so the so-called transition energy ~y; is introduced such that

AL 1A
s (2.4)
L Y P
The change in the period thus simplifies to
AT 1 1\ Ap Ap
T - (2 B 2> R 29)
R p D
where n = v~ 2 —7, 2 is called the slip factor. The slip factor determines how much particles

that are ahead or behind in phase will slip back to the synchronous orbit.
If we consider also the change in momentum due to difference in mass-to-charge ratios,
m/q, then we have

Ap _ Alm/g) | ,dv,
b mle

(2.6)
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2.1. Beam dynamics

The change in period, or alternatively orbital frequency, is thus given by [107]

Af AT 1 A(m/q) 77 Av
T 4} m/q +<1 > ' 27

) v
This equation describes the resolution of orbital frequencies in storage rings. Further details
on sychrotron oscillations and their use in beam manipulation can be found in Appendix A.

2.1.2 Betatron oscillations

In the previous section, longitudinal deviations of the beam compared to the reference
particle were discussed, but beam particles will also deviate in the transverse dimensions.
Whilst alternatives were considered, almost every accelerator system uses quadrupole mag-
netic fields to provide strong focusing to the transverse spread of the beam. The focusing
of beam particles is directly analogous to photon-based optics, so focusing elements are
often referred to as lenses.

Due to the requirement that VxB= 0, quadrupoles can only focus the beam along
one transverse axis at a time, whilst the other axis experiences a defocusing. However,
combining an appropriately placed set of focusing and defocusing lenses can still create an
overall focus, provided the drift length between lenses is chosen appropriately. This is why
quadrupole magnets are often found in sets of 2 or 3.

The strong focusing of quadrupoles (and other beam optics) results in an oscillatory mo-
tion around the design orbit of the storage ring. These transverse oscillations are called be-
tatron oscillations, and the amplitude is given by 5(s). In particular, given the quadrupole
sets can provide a focusing effect and the fact that storage ring lattices are periodic, the
betatron oscillations are also periodic. The exact form of the oscillation depends on the
specific ring lattice. A storage ring must be operated such that the number of betatron os-
cillations per revolution is not an integer, otherwise the resonance in betatron oscillations
will cause beam losses. This applies to both vertical and horizontal oscillations, where
planar coupling should be avoided.

2.1.3 Emittance and Louisville’s theorem

So far, individual particles have been described with deterministic orbits. This orbit can
be tracked in positional and angular phase space, where the trajectory of a particle’s orbit
is determined by the phase 1 (s) of the betatron oscillation. Any individual particle will
trace out an ellipse in phase space as it traverses the betatron oscillation. The area of this
ellipse, ¢, is called the emittance of the particle.

For a beam made of finite particles, the beam is created with some random phase space
distribution that is then shaped by acceleration, optics, or straggling in the system. Even if
the initial phase distribution of an injected beam is not ellipsoidal, field imperfections will
cause the phase distribution to smear out and match the characteristic phase ellipse of the
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2.1. Beam dynamics

beam angle 2’

i d ST S

beam position

Figure 2.2: a) The idealised bivariate Gaussian emittance is shown alongside an emittance of
enclosing 90% of the beam. b) The emittance alongside a sequence of focusing and defocusing
lenses demonstrates the creation of waists by squeezing the emittance, whilst the overall area is
conserved.

ring lattice [121, p.81]. Thus, most beams will take on a bivariate Gaussian distribution in
phase space that is bounded by another ellipse called the beam emittance.

Louisville’s theorem from Hamiltonian mechanics tells us that under conservative forces,
the emittance of a beam is conserved and the particle density is constant [122]. Thus,
whilst travelling around a storage ring, the beam cannot be condensed in phase space by
electromagnetic steering alone. Instead only ‘waists’ in the emittance can be achieved, as
shown in Figure 2.2.

2.1.4 Momentum dispersion

When introducing the transition energy in the above discussion of the longitudinal spread
of the beam, it was mentioned that this momentum spread causes transverse deviations
from the design orbit because higher momentum particles are bent less by the dipole
bending magnets, and vice versa. This effect is shown in Figure 2.3a. On top of this,
the focusing strength of quadrupoles is proportional to the beam momentum, so higher
momentum particles are less defocused and then correspondingly less refocused, resulting
in longer focal lengths. This is shown in Figure 2.3b, with the reverse being true for lower
momentum particles. Thus, momentum spread in the beam will also cause additional
betatron oscillations, on top of those induced by the emittance of the beam.

Further details and a more formal mathematical derivation of the beam dynamics in
storage rings is provided in Appendix A.
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Figure 2.3: a) Dipole magnets will impart angular deviations to particles whose momentum
deviates from the design orbit. b) A defocusing-focusing quadrupole pair will also impart angular
deviations. Figure inspired by Steinhagen (2016) [123].

2.2 Beam cooling

The momentum spread and transverse emittance of the beam can be equivalently described
as the temperature of the beam. Since the two ion motions are only weakly coupled, the
longitudinal and transverse temperatures are different, i.e. T} # T . In particular, the
beam temperature is defined by [124]:

Ap\?
1 1 2
Ekzh = jm'UH = E() <> N

1 _ 2 _
EkTL = §va = E()i

(2.8)

where Ap/p is the momentum spread, ¢ is the beam emittance, and ((s) is the betatron
amplitude.

Beam cooling is essential to enabling the precision research campaigns of storage rings,
since the beam spread determines both the energy/mass resolution of ions inside the storage
ring and their interaction luminosity. Cooling is especially crucial for secondary beams
produced by nuclear reactions, as these will have large emittance due to the straggling
during the production and separation process.

Whilst Louisville’s theorem states that the emittance is conserved by the electromag-
netic optics of a storage ring, there are several ways in which the emittance can be reduced.
The two primary ways to reduce the emittance and momentum spread of a heavy-ion beam
are stochastic and electron cooling. Acceleration of the beam and synchrotron radiation
also reduce the beam temperature, but since storage rings are not for acceleration and
synchrotron radiation is negligible for heavy ions, we will not consider them here.
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2.2. Beam cooling

2.2.1 Stochastic cooling

Fluctuations in the current distribution caused by the random phase distribution of a
finite number of ions are called Schottky noise, after Walter Schottky who first observed
the fluctuation in the DC current of an electron beam [125]. These fluctuations can be
measured and corrected for using electromagnetic pickups in a method called stochastic
cooling. The Schottky noise is recorded by a pickup electrode, and the feedback is then
used as a correction signal that is sent to the kicker electrode further around the ring. In
the simplest example, the electrodes are just parallel plates, so for the pickup electrode,
particles closer to one plate will induce a larger signal making the difference of the two
plates proportional to the position deviation from the design orbit. The pickup signal
is amplified and provided to the kicker electrode, creating a transverse electric field that
deflects the particle. Thus, to be most effective, the pickup should be located where
the position spread is maximised and the kicker electrode where the angular spread is
maximised. This corresponds to a phase advance of 7/2, so the pickup and kicker should
be separated by At(s) = (n + 1)m in the betatron oscillation [126]. This constraint also
means that stochastic cooling needs to be designed for a specific energy and ring optics,
and thus must be considered when designing the storage ring. The ESR stochastic cooling
system can operate from 400-550 MeV /u.

As already discussed, both transverse emittance ¢ and momentum spread Ap/p result in
betatron oscillations; stochastic cooling can correct both longitudinal and transverse spread
via the same basic mechanism. The cooling time of stochastic cooling is proportional to
7 o« N/2W, where N is the number of particles and W the bandwidth [126, p.12]. The
bandwidth chosen for the ESR was 0.9-1.7 GHz [127]. The performance of stochastic
cooling is ultimately limited by electronic noise induced in the amplification stage.

2.2.2 Electron cooling

Electron cooling works by overlaying the ion beam with a cold electron beam such that
Coulomb interactions with the electrons thermalise the ions and reduce their temperature
in both longitudinal and transverse directions. The electron beam is merged at the same
speed as the ions so they co-propagate and the average relative velocity between ions and
electrons is zero. This results in the situation depicted in Figure 2.4a, where hot ions scatter
off cold electrons and eventually thermalise at the same temperature as the electron beam.

The electron beam is created by the electron gun, which features a hot cathode at
high electric potential. The transverse electron temperature is directly determined by the
cathode temperature, T'| = Ty, which in the ESR operates at ~ 1000 K. The longitudinal
temperature is more complicated because of the emittance compression during acceleration
away from the cathode, and is given by T) = kT2, /AEy, where Ej is the average kinetic
energy of the electron beam. Typical electron temperature values are thus k7', =~ 0.1 eV
and kT = 0.1-1 meV [124]. The electron beam is then guided onto the ion beam via
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Figure 2.4: a) A schematic of the ESR electron cooler, reproduced from Fanzke et al. (1987) [115].
The zoom-in shows the beam interactions with the cool electrons. b) A photo of the ESR electron
cooler (© A. Zschau, GSI, Darmstadt).

solenoidal and toroidal magnetic fields, as the electrons follow cyclotron orbits around the
magnetic field lines.

The cooling time of electron cooling depends on the charge () and mass A of the ions,
the electron density n., the fraction of the ring used for cooling 7,,, and most sensitively
the relative velocity dv of the ions [108]:

3
T o M (2.9)

Te Tin Q2
In particular, the electron cooling force is small for large relative velocities, and becomes
most efficient at the effective electron temperature. Thus, electron cooling is most effective
if the beam is pre-cooled via stochastic cooling. In addition to the above properties, a
large amplitude function §(s) at the location of cooling reduces the transverse velocities of
the ion beam, making electron cooling faster. However, this needs to be balanced against
ensuring that the ion beam is not larger than the electron beam. The value of the dispersion

function also affects the rate of beam cooling [108].

To minimise the cooling time, the ESR combines stochastic cooling followed by electron
cooling. The ESR can accept hot fragment beams with Ap/p = 3.5 x 1073 and ¢ =
10 mrad mm and stochastic cooling can quickly cool the beam to values of Ap/p = 10~*
and e = 2 mrad mm [124]. Then electron cooling takes over, where the resolution achievable
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depends on the beam properties such as charge and number of ions. Values down to
Ap/p = 1076 and ¢ = 10~ mrad mm are achievable for most ions [128]. Electron cooling
at the ESR is typically operated with currents on the order of 10-300 uA. The strength
of the cooler current mainly depends on beam lifetime considerations, which are discussed
in Section 2.3.1.

Electron cooling is ultimately limited by intrabeam scattering and space charge effects.
Intrabeam scattering results from Coulomb repulsive scattering of ions in the beam, and
is proportional to the number of stored ions whilst inversely proportional to the phase
space volume [108]. This scattering causes a beam heating effect. Space charge effects
result from the electromagnetic fields created by the charge distribution of the beam itself.
Finally, interactions with the residual gas or the internal target will also cause beam heating
through scattering. The cooling of the beam will reach the best achievable resolution when
heating from these three processes equals the cooling rate.

2.3 Beam manipulation

In addition to the orbital behaviour and cooling of the beam, the ESR has several other
features that enhance its uniqueness and flexibility. Storage rings excel at storing hun-
dreds of thousands of highly-charged ions for several hours. Whilst longer storage times
and high charge-state breeding has been demonstrated by other traps, e.g. Morgner et
al. (2023) [129], no other ion trap can store millions of fully-stripped ions for several hours.

2.3.1 Beam lifetime

The beam lifetime in a storage ring depends on three loss mechanisms: charge-changing
reactions (i) in the electron cooler, (ii) with the residual gas in the storage ring, or (iii)
with the gas of the internal target (if in use).

In the electron cooler, the main channel is capture of a free electron via radiative
electron capture (REC), although dielectronic recombination (DRC) can become significant
for well-cooled beams [130]. REC is where the atomic electron capture is accompanied by
the emission of a photon. It is dominant at large velocity differences (electron temperature
> 0.1 eV') because the photon provides the momentum boost required for the continuum
electron to transition to the bound-state of the fast moving ion [131]. DRC is where the
continuum electron transfers energy by exciting a bound electron so it can be captured,
thus proceeding via a double electronic excited state [132]. The recombination with free
electrons is proportional to the electron current in the cooler, and thus losses in the cooler
directly correlate with the cooling speed. For most ions, the beam lifetime is several times
longer than the cooling time, so these losses are not problematic. Where experiments
require long lifetimes, the cooler must be operated at low currents (< 50 pA) [108].

For the rest gas and the internal target, REC is the dominant capture mechanism, but
ionisation can also occur if the stored ions are not fully ionised. Losses with the rest gas
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and leakage from the gas target are minimised by operating the entire storage ring at ultra-
high vacuum (UHV) conditions of a few 10~!! mbar. To reach these pressures, the entire
ring needs to be baked at 300 °C, so all components exposed to the baking temperatures
need to be chosen carefully.

2.3.2 Accumulation

Methods for stacking multiple injections in a storage ring have been developed to increase
the intensity of stored ions. Two main methods are used, with the choice depending on
the specific beam. The first method is called a multiturn injection where the transverse
acceptance of the storage ring is filled across multiple turns of the beam as the betatron
oscillation shifts the bunches around the transverse phase space. This process works well
if the injected beam already has a low emittance compared to the storage ring acceptance.

An alternative method is used to fill the longitudinal phase space of the storage ring.
The beam is condensed into bunches with an applied radiofrequency (RF) field, which leaves
unstable space around the circumference of the ring where fresh beam can be injected.
This stacking method is used in the ESR, where hot fragments have too large emittance
for a multiturn injection, so the injected beam is stacked and cooled into RF bunches by
stochastic and electron cooling [133, 134]. Longitudinal stacking plateaus in beam intensity
when the loss mechanisms counterbalance the injection of new beams.

The accumulation of beams in storage rings is a crucial feature when using secondary,
low-intensity, radioactive beams that are produced by a nuclear reaction. In this case,
accumulation may be required to achieve intensities sufficient for the experimental goals.
The stacking of radioactive beams is a recent development in the capability of the ESR [135].

2.3.3 Deceleration

Most storage rings are equipped with a radiofrequency cavity that allows them to be oper-
ated as synchrotrons. Usually this is done for acceleration, but the synchronous ramping
of the magnetic rigidity with RF acceleration can be applied in reverse to reduce the stored
beam energy. In the ESR, this is done to provide low energy beams (~ 4 MeV /u) to the
GSI Penning trap, HITRAP [136], to transfer beams to the low-energy CRYRING, or for
astrophysical reaction studies at low energies in the ESR itself.

During deceleration, the beam emittance grows. Electron cooling can keep the emit-
tance from expanding, although the equilibrium cooling is less effective due to increased in-
trabeam scattering at low energies. Beam losses at low energies are dominated by reactions
with the residual gas, so electron cooling losses can be neglected. A typical deceleration
cycle in the ESR takes about 30 s, where the beam starts at 400 MeV/u to match the
stochastic cooling range, and then is ramped down to 30 MeV /u where electron cooling is
turned on and can be further decelerated to as low as 3 MeV/u. Beam losses during this
cycle are at least 50%, and the lifetime is just a few seconds at these low energies [108].

35



2.4. Internal gas target

2.4 Internal gas target

The gas target in a storage ring has several advantages whilst simultaneously generating
some challenging constraints. The revolution frequency in the ring, which is on the order
of MHz depending on the energy of the beam, boosts the luminosity L of reactions with
the beam:

L = frev Nion pt lt, (210)

where froy is the revolution frequency, Nio, the number of ions stored, p; the gas target
density, and [; the length of the target. This permits the use of thin targets—thin describing
the amount of matter the beam passes through—which reduces the energy straggling in the
beam for a single pass. Furthermore, after a pass through the target, the energy resolution
of the beam is restored by cooling. This is both an advantage and a requirement; the
target must be thin enough so that beam cooling can restore the beam integrity to maintain
storage. The low energy straggling in the target and the restoration by beam cooling means
that all reaction measurements in storage rings achieve a high energy resolution.

Since very thin foils would be burned by stored beam and ion beams are space-charge
limited, molecular gas jet targets are the most successful realisations of an internal tar-
get [137]. However, the target must also not overly affect the ultra-high vacuum (UHV)
at which the storage ring operates. Thus, the pressure of the gas jet has to be reduced
to almost match the UHV. In cluster jet targets, this is achieved through the combination
of a Laval nozzle followed by several collimating apertures called skimmers that create a
supersonic gas jet with a low temperature.

The ESR target can provide target densities of 10'°-10'® atomscm™ for species in-
cluding hydrogen, nitrogen, and a range of noble gases [138]. The highest densities are
easily achieved for the noble gases, and the target density is instead limited by the cooling
available from the electron cooler. For lighter gases like hydrogen and helium, high target
densities at acceptable pressure is much more challenging. Thus, the ESR also features a
liquid droplet beam that enables high densities for lighter gases. This droplet target uses
a cryogenically cooled nozzle such that the target gas liquefies before being injected into
the ring, where it breaks up into a stream of droplets [139]. These liquid droplets have a
much higher density, boosting the overall density of the target. However, the vaporisation
of the droplets by the beam degrades the UHV more than the cluster jet target.

Other target options are available, but less commonly used. Laser overlap throughout
the storage ring has been used in a target-like way to excite atomic transitions in stored
ions. Electron coolers have also been used as electron targets by deliberately detuning
the electron beam velocity. Recently, free neutron sources have also been proposed as
a target for storage rings [140-142]. Because neutrons are also radioactive, the multiple
passes of a revolving beam through the free neutron target that is only possible in a storage
ring is crucial in achieving the luminosities required for direct capture measurements on
radioactive beams. However, due to the extreme technical challenges of dealing with a
radioactive beam and radioactive target, these projects are still at very preliminary stages.
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2.5 Schottky beam monitoring

In a storage ring, non-destructive beam monitoring is ideal to preserve the storage of
ions. Simple diagnostic monitoring can be achieved by current comparator devices, that
detect the electromagnetic fields produced by the beam. The ESR uses a DC Current
Transformer (DCCT), which is a device that detects magnetising forces induced by the
beam in a toroidal core surrounding the beam. An electronic system balances magnetic
flux through the core with a feedback current, and that current is proportional to the ion
beam current [143]. The DCCT can thus measure the total current of the beam in the
range of uA to A [108]. The simple capacitive pickups, described in Section 2.2.1 that use
the beam fluctuations to stochastically cool the beam, can also be used as position sensitive
detectors to measure and adjust the bulk beam orbit.

These simple beam monitoring devices do not have enough precision to analyse the
composition of the beam. However, the fluctuations in the beam current, introduced
earlier as Schottky noise, carry a lot of information about the individual components of
the beam. This information is detected in Schottky noise spectrometry, and the detectors
that measure the Schottky noise are called Schottky detectors.

2.5.1 Schottky noise principles

Individual ions in the storage ring are relativistic, and thus induce §-function pulsed signals
in the electromagnetic Schottky pickups. In particular, the pickups record the ‘self-fields’
produced by the image charges of an ion. If we consider the longitudinal domain of the ion’s
motion, a single ion will produce an infinite train of pulses in the time domain, and this
will correspond to an infinite set of harmonics in the frequency domain after the Fourier
transform is applied [144]. The beam, of course, does not consist of a single particle but
rather a finite number of particles with a momentum spread. For a set of N particles, the
total beam current is then given by [145]

N o)
I(t)=qed Y 6(t—(ti+kTy))

S (2.11)
I(w) :quwi Z §(w — kw;) exp ((— iwt;),
i=1 k=—o00

summed over the i particle and the k™ harmonic where ge is the ion’s charge, T} is the
orbital period, t; the time offset, w; = 27 /T;, and I represents the frequency domain of the
Fourier transform. In the time domain, this describes a constant mean current I, = (I(t))
with a stochastic variation produced by the random distribution of the beam in phase
space Ig, where I(t) = I + Is. In the frequency domain, whilst the expectation value of
I (w) is zero by the cancellation of phases, the cancellation is never complete due to the
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Figure 2.5: a) The individual ion pulses in the time domain add to give the total beam current.
The signal from a fast/slow ion has been highlighted in red/blue, respectively. b) The frequency
domain reveals the frequency spread caused by the non-zero momentum spread. The Schottky noise
power for each harmonic is conserved, so as the harmonics increase and spread out, eventually there
is overlap in the Schottky bands. Note that the resolution is typically much better than shown here
schematically.

finite number of beam particles. This means the stochastic signal Ig is detectable and
will depend on the frequency of the orbiting ions. This situation is represented visually in
Figure 2.5.

The width of the Schottky frequency peaks is determined by the momentum spread.
We have already seen this effect in Section 2.1.1 and equation (2.5):

Af _ Ap

= o=t

f p’

where n = 7, 2 _ 472 is the slip factor. The fact that the width of the Schottky signal in

frequency space is directly related to the momentum spread is one way Schottky detectors
are used to determine the momentum spread of the beam.

Continuing from equation (2.11), the power in the Schottky spectrum, including de-

pendence on the sensitivity of the detector S and the impedance of the analysing circuit
Z, is given by [145]:

(2.12)

NZ(gewo)* | & |2 ¥(Ap/p)
T |5@) ok (2.13)

where W(Ap/p) is the power density function. For a peak associated with just one species,
the power density function is given by W(Ap/p) = kwo(1 + nAp/p). A beam of multiple
species will feature multiple peaks, each associated with the revolution frequency of that
species. It should be noted that the Schottky power in equation (2.13) is proportional to 7,
so highly-charged heavy ions produce large Schottky signals, making it possible to observe
single ions. Furthermore, the power density of a Schottky peak is directly proportional to
the number of ions in the peak, meaning that the integrated Schottky peak can be used to
determine the number of ions in the beam.

Pw) =
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2.5. Schottky beam monitoring

As is evident from equation (2.11) and Figure 2.5b, the non-zero frequency spread is
compounded with each harmonic such that the width of the harmonic band grows pro-
portional to the harmonic number k. The Schottky noise power in each harmonic band is
constant, as demonstrated by the fact that equation (2.13) does not depend on k. This
means that as the width of each harmonic grows, the noise power amplitude decreases by
1/k, as shown in Figure 2.5b. For a high enough harmonic, the Schottky bands will overlap
and the signals from different harmonics will mix.

From the discussion so far, we can see how Schottky signals from the longitudinal
momentum spread can be used to measure the beam’s mean revolution frequency, frequency
spread (and thus momentum spread), and the number of particles (from the beam current).
Schottky signals of sufficiently high resolution will also be able to separate different species.
In addition to these parameters, the transverse Schottky signal of the beam can also be used
to infer the fractional component of the tune, the linear component of the chromaticity,
and the emittance of the beam [145]. Longitudinal signals are collected from the sum of the
Schottky plates, whilst transverse signals are from the difference. We will not discuss the
transverse methodology because we are primarily concerned with the longitudinal frequency
analysis to extract that revolution frequency of the ions.

2.5.2 Schottky mass spectrometry

Whilst Schottky analysis was primarily implemented in the ESR to understand the beam
parameters and behaviour of the storage ring, Schottky detectors are now mostly used for
Schottky mass spectrometry (SMS). Schottky mass spectrometry utilises the fact that the
revolution frequency in the storage ring is proportional to the p/q of an ion, as a result
of the constant magnetic rigidity of the storage ring. The expression for the frequency
relation in storage rings has already been derived in equation (2.7):

M_lA(’”/‘J)+< ’72>Av

- 1- 1) =Y 92.14
f 72 m/q ) v (2.14)

The non-zero momentum spread limits the frequency resolution of the ions as a result of
the second term. Two operating modes are used to minimise this term: the standard mode
where the velocity spread is suppressed via beam cooling, and the isochronous mode where
the ring optics are tuned such that v, = 7 [146, 147]. Each mode has its advantages and
disadvantages.

The standard ion optical mode has many advantages that, as the name suggests, makes
it the primary operating mode for most experiments at the ESR. The standard mode
features a large momentum acceptance of +2% and large horizontal and vertical emittance
acceptances of 450 and 150 mm mrad respectively [146]. These large acceptances mean
many species can be analysed at once, which is crucial to ensure reference masses are
available to minimise systematics. Additionally, the momentum dispersion in the straight
sections of the ring is zero to first order in the standard mode, which is important for
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2.5. Schottky beam monitoring

focusing the beam on the internal target in other experiments. The lifetime of beams in
the standard mode is also much longer, which is crucial for precision S decay studies of
highly-charged ions [75, 147, 148]. Even when the primary goal of the experiment is not
mass spectrometry, the SMS method is often applied to analyse the composition of the
beam. However, the electron cooling required in the standard mode takes ~ 1 s, which
puts a lower limit on the half-life of ions that can be studied.

In the isochronous mode, the isochronous condition v; = v means that all orbits in the
ring have the same revolution time (are isochronic). This produces the desired frequency
resolution by cancelling out the velocity dependent term in equation (2.14). As a result,
the beam does not need to be cooled so isotopes with much shorter lifetimes down to
~ 10 ms can be measured, where the limiting factor is the measurement time of the
Schottky detector [147, p.101]. The challenge for isochronous mass spectrometry (IMS) is
that the isochronous condition 4 = 7 needs to be established for a range of momenta such
that multiple species can be measured [146, 147]. Since this mode needs to be established
for each new magnetic rigidity, tuning the ring can be difficult and time consuming.

2.5.3 Schottky detectors at the ESR

From the earliest stages of the ESR’s development, an electromagnetic pickup dedicated to
Schottky analysis was implemented [149]. The parallel-plate Schottky detector, pictured in
Figure 2.6a, uses two pairs of parallel plates connected capacitively in both the vertical and
horizontal planes for longitudinal and transverse Schottky signals. The plates themselves
are broad-band pickups, allowing for full beam diagnostics, but can be connected to a
resonant circuit when sensitivity is required for Schottky mass spectrometry. The Schottky
spectrum is typically observed at the 30" harmonic for this detector, corresponding to
roughly 60 MHz.

In 2011, a resonant-cavity Schottky detector was built, pictured in Figure 2.6b, to
enhance the sensitivity for Schottky mass spectrometry [151]. The detector features a
resonant pillbox cavity that is resonant at 245 MHz corresponding to roughly the 125"
harmonic. The larger harmonic means that Schottky peaks are better separated, which
reduces the time required to capture a Schottky spectrum by a factor of four giving the
detector a much better time resolution. The cavity is separated from the UHV by using
a ceramic gap in the beam pipe, which was intended to protect the beam from the high
impedance of the cavity whilst also allowing the detector to be pulled back if sensitive
beams need to be stored. The walls of the cavity are electrically connected to the beam
pipe with copper springs. The resonant response of the cavity can be adjusted by two
plungers, which can alter the frequency response by over 2 MHz.

In 2020, a new 410 MHz resonant-cavity Schottky detector was built that improved
many of the design features of the old resonant detector [152]. It was determined that the
high impedance of the resonant cavity was not too detrimental to most beams used in the
ESR, so to improve production efficiency and lower the price, the ceramic gap and copper
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2.6. Particle detectors

Figure 2.6: a) A photo of the broad-band parallel-plate Schottky detector, with plates for verti-
cal and horizontal analysis. Reproduced from Sanjari (2013) [150] (© P. Petri, GSI, Darmstadt).
b) A photo of the 245 MHz resonant-cavity Schottky detector. Reproduced from Steck & Litvi-
nov (2020) [108] ((©) S. Sanjari, GSI, Darmstadt).

lining were removed and the detector was machined as one piece.

The resonant Schottky detectors are sampled by the new time capture Schottky data
acquisition (NTCAP-DAQ) [153]. The spectrum analyser samples the waveform by record-
ing the in-phase (I) and quadrature (Q) components, corresponding to an in-phase and
quarter-cycle phase shift amplitude measurement that can be expressed as

z(t) = I cos(wt) + @ sin(wt). (2.15)

The maximum sampling rate of the NTCAP-DAQ is 75 MSamples s~!. For a given exper-
iment, it is possible to choose how many IQ-samples are used in each Fourier transform,
thus determining the time window of each spectrum. However, the frequency resolution is
is inversely correlated to the time resolution of the detector.

2.6 Particle detectors

Whilst the ESR has a relatively large acceptance, there are many processes that will cause
ions to leave the acceptance of the storage ring. These may be beam losses associated with
charge-changing reactions, or they may originate from physical processes like 8 decay or
reactions in the target. As a result, particle detectors are required to identify ions that
leave the acceptance of the storage ring, both for experimental measurements and beam
loss monitoring.

These particle detectors are housed in steel pockets that are 37 mm wide and 57 mm
high, with a 25 pm thick stainless steel window where particles can enter [154]. Separating
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2.6. Particle detectors

the detectors from the ultra-high vacuum (UHV) of the storage ring has two distinct
advantages. First, since everything inside the UHV needs to be baked at 300 °C, the
detectors are not required to be made of UHV compatible material, which simplifies many
design considerations. Secondly, different particle detectors can be easily swapped in and
out between experiments without breaking the UHV. The ESR now features 12 pocket
positions, shown as arrows in Figure 2.1, of which four are used for beam diagnosis, whilst
eight are available for experimental use [155]. The experimental positions are chosen to
intercept the orbits of ions whose charge state changed in the straight arms of the ring.

If only timing is required, fast scintillator detectors can be used. The incident ions
excite a fluorescence response in the scintillator, whose light signal is collected by a photo-
multiplier tube. Scintillators are known to have a much faster signal collection than most
other detectors, and thus can handle much higher rates.

2.6.1 Multi-wire proportional chambers

The most popular type of particle detector used in the ESR is the gas-filled multi-wire
proportional chamber (MWPC), which is pictured alongside the detector pocket in Fig-
ure 2.7a [154]. These detectors feature a stack of vertical cathode wires for horizontal
position, anode wires in the middle, and cathode strips at the back, as depicted in Fig-
ure 2.7b. The detector is filled with a gas, typically isobutane, and the incident ion creates
a path of electron-ion pairs where the electrons are collected on the anode wires generating
a signal. The anode wires are all connected to create a fast signal that is used for timing,
whilst the cathode wires/strips are connected by a 4 ns time delay chip to form a delay
chain such that the timing difference between the two ends gives the position [156, 157].
These detectors can typically handle a rate of ~ 1 MHz [154].

If the beam is relatively simple and the number of detected ions high, then the MWPC
spectrum can be used to identify isotopes based on their magnetic rigidity. These de-
tectors are still the most widely used detectors in the ESR due to their flexibility and
radiation durability. However, when there are many radioactive isotopes in the ring, more
information is needed for particle identification.

2.6.2 JOF particle detectors

Because the energy loss of a particle is proportional to Z?2 (at least at MeV energies, more
details in Section 5.2.1), £ detectors provide elemental resolving power. The first 0F
particle detector for the ESR was designed at the TU Munich for the measurement of the
bound and continuum 3-decay rates of 207T131+ [158]. This detector featured a stack of
14 Si PIN-diodes, shown in Figure 2.8a, with which energy loss could be measured with
a 0Z resolution of 0.55. This allowed for the identification of different species, crucial
for separating 2°"Pb8%* and 207TI18%+ jons that have the same magnetic rigidity and left
the ring due to electron capture during the experiment. However, this first-generation é
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Figure 2.7: a) A photo of the MWPC detector alongside the ESR detector pocket ((©) O. Klepper,
GSI, Darmstadt). The detector aperture is 121 mm x 42 mm. b) A schematic of the wire layout

of the MWPC. The wire spacing gives 1 mm horizontal resolution. Reproduced from Klepper et
al. (2003) [156].

Figure 2.8: a) The TU Munich particle detector was the first 0 E detector for elemental identifica-
tion of decay products. The Si active area is 21 mm x 21 mm. Reproduced from Maier (2007) [158].
b) The newer detector (CsISIPHOS) is pictured, which is a 6 E—F' telescope detector for isotopic
identification of decay products. It has a larger area Si detectors than the previous detector with
an active area of 60 mm X 40 mm, and features a Csl scintillator stopper.
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2.6. Particle detectors

detector still cannot analyse complex beams with many species decaying because it cannot
separate isotopes of the same element.

To achieve isotopic separation for heavy ions, a d E—F detector is required. The principle
behind § E—F analysis is that the energy loss ' determines the Z of the particle whilst
the total energy E determines the mass. The total energy of the particle is proportional to
the mass A because each ion is kept at the same velocity in the storage ring by the electron
cooler.

The Csl-Silicon Particle detector for Heavy ions Orbiting in Storage rings (CsISiPHOS)
was the first prototype § E-E telescopic detector for the ESR, and was also built at the TU
Munich [159]. The detector iterates on the previous design and also uses a stack of silicon
detectors for energy loss, albeit with a much wider area allowing for complete coverage of
the pocket window. To record the total energy of the particle, a Csl scintillator was added
behind the silicon stack.

CsISiPHOS was commissioned during the precision measurement of H-like #?Pm
and OPr®* ions [160]. It was able to fully separate the decay daughter and electron
recombination product of “2Pm%+, 12Nd59+ and Y2Pm%9*, respectively. This demon-
strated successfully the isotopic separation ability of the detector. CsISiPHOS was also
used for the measurement of the bound-state 3 decay of 2%>T13!*, which is described in
Chapter 3.

CsISiPHOS was built as a prototype detector for a series of § E—F telescope detectors
that were to be used in the Collector Ring (CR) at FAIR, Darmstadt. However, the
construction of the CR has been postponed indefinitely, and so the detector design has been
refocused for the ESR. A new detector called the ParticLE sllicon-scintillAtor DEtector for
Storage rings (PLEIADES) has been built with several improvements on the CsISIPHOS
design. The construction and commissioning of PLETADES is a major component of this
thesis work, and is described in Chapter 5.

60+
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Chapter 3

Bound-State $ Decay of 20°T181+

The experiment to measure the bound-state 3 decay of 20°TI®* exemplifies the type of
unique measurements that can be achieved with heavy-ion storage rings. This experiment
has a long history. It was one of the motivating experiments for the construction of the Ex-
perimental Storage Ring (ESR) [98] and was first proposed in the 1980s. Difficulties with
the toxicity of T1 sources meant that the T1 beam had to be created via projectile fragmen-
tation, which delayed the experiment until GSI had developed the technical capabilities
of stacking multiple, secondary beams in the ESR. The realisation of this experiment has
been the result of 40 years of hard work by many individuals.

The experiment was conducted in March/April 2020 during the opening weeks of the
COVID-19 pandemic. Because only two people were allowed in a single room and in-
ternational collaborators could not travel, some detectors were not set up optimally. This
resulted in an analysis that was quite challenging, the conclusions of which are summarised
in this chapter.

3.1 Experimental methods

To measure bound-state 5~ decay (B, decay), it is necessary to store ions in a highly-
charged state, in the case of 2> T1, the 80+ or 81+ state. In addition, to record a significant
number of decays for isotopes with half-lives on the order of months to years, millions of
ions need to be stored for several hours. Currently, heavy-ion storage rings are the only
devices capable of meeting all three requirements, which is why the ESR is still the only
facility that has experimentally measured (3, decay.

The GSI accelerator complex features a two stage acceleration system, with initial ac-
celeration in the UNIversal Linear ACcelerator (UNILAC) [161] up to 20 MeV /u, followed
by injection into the SIS-18 synchrotron [162] for further acceleration up to 1-2 GeV /u, de-
pending on the beam. The UNILAC-SIS combination is capable of accelerating any beam
from protons to 238U, and the maximum energy is limited by the maximum magnetic rigid-
ity of the SIS-18 at 18 Tm. Secondary beams can be created by projectile fragmentation,
where a heavy beam is impinged on a light target creating a cocktail of collision products,
typically dominated by several nucleon knockout products. These cocktail beams are then
filtered with the Fragment Separator (FRS), which uses magnetic rigidity and energy loss
separation, known as the Bp—AFE—-Bp method, to isolate the secondary beam of interest
from unwanted ions. All components in the FRS, such as the production target and energy
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Figure 3.1: The layout of the GSI accelerator complex is shown. Low energy beams (0.17¢) are
delivered by the UNILAC and then accelerated to high energies (0.82¢) by the SIS-18. Beams can
be directly injected into the ESR, or secondary beams can be produced by projectile fragmentation
and filtered with the FRS before being delivered to the ESR (details in text). Figure reproduced
from Leckenby et al. (2024) [164].

degrader, are thick enough such that the emerging ions are in equilibrium charge-state dis-
tributions and do not depend on their initial charge [163]. This distribution is dominated
by fully stripped ions at 400 MeV /u, which is the energy required to match the acceptance
of the stochastic cooler. The beams (primary or secondary) are then injected into the
ESR, where longitudinal stacking can be used to build up the beam intensity. The GSI
accelerator complex is depicted in Figure 3.1.

The first 3, decay experiments [77, 78] used purpose-built ion sources made from the
desired isotope to create an intense primary beam, since 3Dy and '8’Re were stable.
With longitudinal stacking in the ESR, it was possible to achieve up to 10® ions circulating
in the storage ring. Unfortunately, thallium vapours are highly toxic, and hence the use
of Tl as a source material was prohibited by GSI. Other options were investigated and
found to be impractical, so it was concluded that 2°>T1 had to be produced by projectile
fragmentation. This method was pioneered in the 2°"T] measurement [79], where 207 T1 was
created via one-proton knockout from a 2%®Pb beam. However, since the neutral half-life
of 207T1 is 4.77 minutes, it was possible to observe sufficient decay products with just 103
parent ions.

Since the half-life of 20°T1®!+ was conservatively estimated to be up to a year, it was
necessary to accumulate at least 10° parent ions to guarantee the detection of the decay,
so much higher beam intensities had to be used for this experiment. As a result, whilst the
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205181+ 3, measurement was proposed in 1992, it wasn’t until 2020 that the GSI accelerator
facility had sufficiently improved technical capabilities across all accelerator systems that
the measurement became feasible. The following discussion of the experimental method
summarises many of the details provided in the thesis of R.S. Sidhu [165].

3.1.1 Production of 29°T18+ beams

For the 2°°T1 measurement, an enriched 2°°Pb source was used to create a 2Pb6"* beam.
The 2P+ beam was accelerated to 11.4 MeV /u in the UNILAC and was then injected
into the SIS-18 where it was further accelerated to 592 MeV /u. 296Pb87* particles were
accumulated in the SIS-18 via a multi-turn injection until ~ 10° particles per bunch were
stored. These bunches were then fast-extracted within a single revolution and directed to
the FRS for secondary beam production.

The production target at the entrance of the FRS was composed of beryllium with
a niobium backing to facilitate fully-stripped ions that each had an effective thickness of
1607 mg cm ™2 and 223 mg cm ™2 respectively. The fragment beam produced was completely
mixed due to energy and angular straggling in the target [166, 167]. The cross sections for
fragment production via nucleon knockout decrease rapidly with the number of nucleons
removed [168]. Most fragments were easily separated in the FRS or well resolved in the
ESR. The exception was the isobaric contaminant 2°Pb8'*, which is also the B,-decay
daughter. To separate this contaminant, a wedge-shaped Al degrader (effective thickness
735 mgcm™2) was used at the central focal plane (S2), since energy loss is roughly pro-
portional to the Z2 of the ion [169]. This energy loss at S2 produced a spatial separation
at the exit of the FRS (S6), as shown in Figure 3.2. Using a thicker degrader produced
better separation, but at the cost of reduced transmission of the 2°TI®!* beam. Roughly
10* 295TI8'* jons per bunch were injected into the ESR at 400 MeV/u, with ~ 0.1%
contamination from 2Pb8'* ions.

The slits in the FRS are thick enough that they completely stop the beam. They are
moved in with precise stepper motors, and the sharp edge can cut away the beam at different
points in the FRS trajectory. During the setup of the experiment, many combinations of
the slits S2 and S6 were tested to determine the optimum contamination suppression whilst
not sacrificing transmission of the 20°TI®!F beam. Two slit settings were used to take the
bulk of the measurements (slit locations left /right in the horizontal plane):

1. Setting 1: 10 storage periods with slits S2 at 0/35 mm and S6 removed, and

2. Setting 2: 17 storage periods with slits S2 at 0/35 mm and S6 at —20/7 mm.
Whilst the slits at S6 were open in the first setting, the ESR has a finite acceptance so
most 2%Pb3!* contamination was blocked by the ESR injection acceptance.

To achieve the desired 10° ions stored in the ring, roughly 100 injections were longitu-

dinally stacked in the ESR. As described in Section 2.3.2, stochastic and electron cooling
(I = 200 mA) were applied during this accumulation phase. The stacking was done on an
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Figure 3.2: An ion-optical simulation of the expected Bp-AE-Bp separation of 20°T1¥* and

contaminant 2°Pb8* ions in the FRS. Note that the experimental separation achieved was larger
than simulated here. Figure reproduced from Sidhu (2021) [165].
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Figure 3.3: The Schottky noise power spectrum for 120 s showing the end of 2°°T18'* stacking,
the orbit shift, and the start of storage. Figure reproduced from Sidhu (2021) [165].
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inner orbit of the ESR and at the end of stacking the dipole magnets were simultaneously
ramped down to move the 2TI®!* beam to an outer orbit in the ring. At this point the
electron cooling current was lowered to I, = 20 mA to reduce the radiative electron capture
(REC) rate and facilitate the long lifetimes required for storage. This accumulation phase
is shown in the Schottky spectrum in Figure 3.3.

3.1.2 Measurement protocol

During storage, the 2°°T18'* parent ions decayed via 3, decay to 205Pb8'+ daughter ions.

Because the /3, daughters have the same charge state as the parent ions (due to the bound
B electron), the m/q only changes by the @ value of the decay, which in our case is very
small (ng (29T™) = 31.1(5) keV). Consequently, the longitudinal orbits of the two
species are so similar that intrabeam scattering disrupts the momentum resolving power
of the electron cooler and the 2°Pb®* orbit is mixed into the 25T+ beam. Thus,
the 29°Pb3!* ions are completely indistinguishable from the 2°°T1¥+ ions in the Schottky
detector spectrum.

To count the number of §;-decay daughters, the bound electron was stripped off by in-
teracting the beam with an Ar gas jet target with densities between (2-4)x10'? atoms cm 2.
This revealed the ?%°Pb ions in the 82+ charge state, where they had a substantially dif-
ferent m/q from the 29°TI8* ions (2°T1¥+ is already fully stripped). During this phase,
the electron cooler was set to I. = 200 mA to keep the beam stored. After 10 minutes of
stripping, the gas target was turned off and the Schottky peaks became well resolved due
to the high electron cooler current. At this point, the Schottky areas of both 2°°T18'+ and
205ph82+ jons were measured.

The measurement protocol can be broken down into four phases:

1. Accumulation: where 100 injections from the FRS are stacked in the ESR,
2. Storage: where the ~ 10° 29°T13* jons are decaying in the ESR,

3. Gas stripping: where the 3, daughters are stripped to 2°°Pb%2* ions, and
4

. Measurement: where the cooled and resolved Schottky intensities are recorded.

This breakdown is shown in Figure 3.4 where the integrated Schottky noise power intensities
for the 205TI8M+ and 205Pb82+ peaks are plotted for a 3 hour storage cycle.

Recording of the final Schottky intensities happens during phase 4, but the number of
ions needed to extract the half-life is at the end of phase 2. This is because the daughter-
to-parent ratio before the gas stripping is required, since the differential loss rates during
the interaction with the gas target will greatly alter the ratio. To go from the number of
ions (proportional to the Schottky noise power area) measured during phase 4 to the end
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Figure 3.4: a) The measurement protocol is shown for a 3 hour storage, demonstrating the four
key phases and highlighting how 2°°Pb%2* ions are revealed during gas target stripping. b) The
end of the measurement is shown. The 2°°Pb®* intensity plateaus once all ions are stripped.
Figure reproduced from Leckenby et al. (2024) [164].

of phase 2, the following corrections need to be applied:

1 o +o 1
2 _ 4 . . Pb,str Pb,rec .
Nppsi+(ts) = Npysa+ (ts) To p— T v (3.1)
1
2 4
NT181+ (ts) = NT181+ (ts) . SC(ts) . m, (32)

where t, indicates dependence on storage time, N¥' is the number of X ions at phase m of
the measurement, R¢ is the resonance correction that accounts for the resonance response
of the Schottky detector, opy, gir/rec are the stripping and recombination cross sections in
the gas target, Ax o, is the decay rate of ions interacting with the gas target, Aty is the
stripping time, and S¢ is the saturation correction to handle the observed saturation of
the Schottky noise power areas. All these corrections, and the physical processes behind
them, will be described in Section 3.2.

3.1.3 Particle detection

Throughout the measurement, both stored ions and ions leaving the acceptance of the
storage ring were monitored with a variety of particle detectors. Beam monitoring was
primarily done with the Schottky detectors, which continuously monitored the revolution
frequencies of ions in the ring. In complement to the Schottky detectors, the beam was
monitored by a DC beam Current Transformer (DCCT) that measures the total ion current
in the ring. The DCCT was recorded with a scaler counter, where higher count rates
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Figure 3.5: The inner and outer pockets were used to house the CsISIPHOS and MWPC detectors
to measure the charge-changing cross-section ratio of H-like 2°Pb8!* ions (H-like means to have
1 electron, with an atomic electron configuration like H). Note that ion trajectories are schematic
only.

indicated larger currents with some non-zero offset. It should be noted that the DCCT is
a beam diagnostic tool, and was not intended for precision measurements.

Tons leaving the ring after the gas target were captured by the CsISiPHOS detector
on the inside of the ring or an MWPC detector on the outside of the ring, as shown in
Figure 3.5. CsISiPHOS is a dE—FE telescope detector capable of separating individual
isotopes. The MWPC detectors only have position sensitivity, but have proven to be very
robust ion counters. Both detectors were introduced in Section 2.6. CsISIPHOS was used
to detect stripping products from the gas target, whilst the MWPC detected recombination
products. These particle detectors were used to determine several correction factors, and
also used for redundant measurements of the beam lifetime during the gas stripping phase.

3.1.4 Growth equation

Because the stored ions are depleted by loss mechanisms (details in Section 3.2.6), the
equation to describe the growth of decay-daughter products is non-trivial. The differential
equations for 2%°Pb¥1+ and 2°TI8'* jons are given by

lel(tS) _ loss /\ﬁb

Codty _()\Tl + 7ﬁ/)N11(7§s) and (3.3)
dNpy(ts A

P:() = A9 Ny (£) + f;b Nri(ts), (3.4)

where )\I)%SS is the loss rate for species X in the storage ring, and Ag, is the bound-state
[B-decay rate that needs to be converted to the laboratory reference frame by dividing by
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the Lorentz factor v. Whilst the solution to these equations is non-linear in its full form,
Sidhu (2021) [165, p.45] showed that the solution is well approximated® by
Npb(ts) _ s, 17\l 1 2 Npp(0) 1 1
———— = T+ s (A — Ape)ts + O(t5) | + exp |[(AR° — Ape)ts|, (3.5
NTl(ts) v S[ 2( Tl Pb ) s ( s)] NTI(O) p [( Tl Pb ) S] ( )
which is linear with respect to Ag,. Note that the initial ratio Npy(0)/N1i(0), which will

be referred to as Ry going forward, gets larger with storage due to the differential loss rates
between 205Pb¥+ and 205TI8M ions.

Across the two slit settings, 27 storage cycles were completed. The raw data for each of
these measurement cycles is given in Table 3.1. Note that only parameters that vary with
each storage cycle are given in Table 3.1, global corrections are provided in the following
section. This result data, alongside further intermediate data from the Schottky and DCCT
detectors, has been made publicly available on the data sharing platform Zenodo [170].

3.2 Analysis corrections

To determine the intensities of 2°Pb®+ and 2%TI®!* ions at the end of the storage time,
six analysis steps need to be conducted, as detailed in equations (3.1) and (3.2). These
six steps include the measurement of the Schottky peak areas, four corrections to these
Schottky values, and the determination of the respective storage loss rates.

3.2.1 Schottky integration

As discussed in Section 2.5.1, the noise power signal from a Schottky detector is propor-
tional to the number of ions in the storage ring. Hence, the ratio of the integrated Schottky
areas for the peaks in the spectrum associated with 20°T181% and 205Pb%27 is equal to the
ratio of the numbers of those ions. For this analysis, the 245 MHz resonant Schottky
detector was used as the 410 MHz detector had not yet been commissioned at the time
of the experiment. At 245 MHz, the Schottky detector spanned three harmonics (124",
125" & 126'"), as shown in Figure 3.6. As a result of the saturation effect discussed in
the following section, the 126" harmonic was used to determine the ion intensity.

When constructing a Schottky spectrum, the number of I1Q samples used to create a
spectrum is a competition between time and frequency resolution. As high time resolution
was not important, 2'® IQ samples were used to create 1 frame, and then 128 frames were
averaged to get 1 histogram. Since the NTCAP DAQ [153] took 8 million samples per
second for this experiment, the time width for each FFT frame was 32.8 ms making each
histogram 4.19 s wide.

8Specifically, equation (3.5) differs by 0.15% for ts = 10 hours, which is the largest deviation for our
storage times.
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Table 3.1: Result data for the measurement of the 3, decay of 2°°TI8'*. ‘Strg’ refers to phase 2: storage, whilst ‘strp’ refers to

phase 3: stripping. For the ratio, both raw errors and errors including the estimated contamination variation (CV) are given.

ID Tag tstrg (hr) ‘ SAT SApy ‘ SC ‘ tsoep (3)  AThstep (571)  APbistrp (571) ‘ Ratio Errpaw Errcv
Slit Setting 1 (S2: 0/35 mm, S6: removed)
0hr_0403_.02 0.01 3.966(17)e5 754(5) 1.254 609 2.739(5)e-3 6.05(26)e-3 | 1.19¢-3  2.2e-5  9.6e-5
Ohr_0403_-12 0.01 3.769(25)eb 652(3) 1.219 610 2.795(5)e-3 6.07(26)e-3 | 1.07e-3  2.0e-5  9.6e-5
0.5hr.0403.00 051 | 6.707(55)e5 158(2) 1 607  2.711(15)e-3  5.94(28)e-3 | 1.87e-3 4.3e5  1.0e-4
0.5hr_0403-03 0.51 3.677(18)e5  3,471(62) 1.210 618 2.756(6)e-3 6.04(27)e-3 | 5.89¢-3  1.5e-4 1.8e-4
0.5hr_0403_11 0.51 4.355(14)eb 814(8) 1.307 601 2.870(5)e-3 6.04(23)e-3 | 1.05e-3  2.7e-5  9.8e-5
1hr_0403_01 1.01 3.467(13)e5 654(4) 1.181 610 2.784(6)e-3 6.03(27)e-3 | 1.21e-3  2.3e-5  9.8e-5
9hr0403.04  2.01 | 2.594(10)e5 595(4) 1.091 609  2.828(T)e-3  6.33(22)e-3 | 1.56e-3  3.2¢5 1.0e-4
3hr_0402_20 3.02 2.439(16)e5 440(2) 1.078 609 2.728(8)e-3 5.91(29)e-3 | 1.32¢-3  2.9e-5 1.0e-4
4hr_0403_06 3.99 2.370(10)e5 538(5) 1.071 609 2.694(8)e-3 5.75(31)e-3 | 1.72¢-3  3.8¢-5 1.le-4
8hr_0403_12 8.00 1.551(6)eb 452(5) 1 610 3.002(9)e-3 6.70(16)e-3 | 1.89¢-3  4.5e-5 1.le-4
Slit Setting 2 (S2: 0/35 mm, S6: -20/7 mm)
Ohr_0403_-23 0.01 3.818(39)eb 476(6) | 1.223(6) 609 3.065(5)e-3 6.85(13)e-3 | 6.48e-4 1.le-5 7.3e-5
Ohr.0404.02  0.00 | 2.858(11)e5 575(6) | 1.113(4) 609  3.063(6)e-3  6.85(13)e-3 | 1.15e-3 1.3e5 T7.2¢-
0Ohr.0404_17  0.01 1.871(8)e5 340(4) | 1.033(4) 609  3.100(8)e-3  6.92(11)e-3 | 1.09¢-3 1l.4e5 7.2¢-5
Ohr_0406_04 0.00 2.810(15)e5 620(4) | 1.110(4) 607  3.368(18)e-3 7.60(5)e-3 | 1.05e-3  1.5e-5 7.3e-5
0.5hr_0404_00 0.42 2.791(11)e5 581(3) | 1.106(4) 609 3.110(7)e-3 6.98(11)e-3 | 1.16e-3  8.4e-6  T.2e-5
0.5hr0404.16  0.51 | 2.591(12)e5  548(3) | 1.089(4) 609  3.231(6)e-3 7.12(8)e-3 | 1.11e-3  9.4e-6 7.2
0.5hr.040521 052 | 2.869(10)e5 574(6) | 1.115(4) 609  3.256(6)e-3 7.22(7T)e-3 | 1.01e-3  1.le5 7.2
0.5hr_0405_22 0.52 2.827(20)e5 579(5) | 1.113(4) 608 3.084(6)e-3 6.93(15)e-3 | 1.16e-3  1.3e-5 7.3e-5
1hr_0405_23 1.01 2.669(10)e5 605(5) | 1.096(4) 609 3.231(6)e-3 7.27(6)e-3 | 1.18¢-3 1.2e-5 7.3e-5
1.5hr 040605  1.52 | 2536(14)e5  566(4) | 1.084(4) 607  3.322(11)e-3 7.48(3)e-3 | 1.12e-3  1.2e5  7.de5
9hr0405.09  2.02 | 2.373(11)e5 534(7) | 1.070(4) 609 3.170(7)e-3 7.12(8)e-3 | 1.25e-3 1.8e-5 T.5e-
3hr.0406.00  3.01 | 2.131(11)e5 534(4) | 1.051(4) 608  3.284(8)e-3 7.38(4)e-3 | 1.32e:3 1de5 T.5e-5
Ahr0405.15  4.02 | 1.816(12)e5  392(5) | 1.027(4) 609  3.046(8)e-3  6.74(15)e-3 | 1.35¢-3 2.0e-5 7.8¢-5
5hr_0404_09 5.01 1.578(8)eb 400(3) 1 607 3.064(9)e-3 6.65(16)e-3 | 1.62e-3  1.8e-5  T7.8e-5
6hr.0404.02  6.00 1.084(5)e5 289(3) 1 603 3.230(10)e-3 7.31(6)e-3 | 1.56e-3 1.9e-5 7.9e-
10hr_0404-23 10.05 6.77(5)ed 221(3) 1 608  3.236(12)e-3 7.36(5)e-3 | 1.87e-3  3.le-5  8.6e-5
10hr_0406_08 10.02 1.179(10)eb 402(6) 1 606 3.141(21)e-3 7.01(11)e-3 | 2.08¢-3 4.5e-5 9.3e-5

SUOI300.1109 SISATRUY 'g'§
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Figure 3.6: a) A Schottky spectrum showing all three harmonics recorded. The resonance effect
of the cavity can be seen in the bump of the thermal noise at 243.8 MHz. The shoulders of the
background are generated from the windowing in the Fourier transform. b) To determine the
peak area, the spectrum was integrated (purple/green for 205T181+ /205Ph31+ respectively) and the
neighbouring constant background (yellow) was subtracted.

To determine the peak area for a given histogram, a direct integration was done across
the peak width, and a background integration of identical width was subtracted. This
simple integration method was chosen because a) the peaks were well separated even on
a log scale as shown in Figure 3.6b, and b) the 2057181+ peak shape was neither Gaussian
nor Lorentzian, so would have been challenging to fit. The measurement period (phase 4)
occurred 100-140 s after the gas target was turned off and the beam was cooled. Thus 9
histograms from this time period were averaged to get a mean peak area with an error in
the mean calculated by o/v/N.

3.2.2 Schottky saturation correction

The first correction that needs to be applied to the Schottky peak areas is the Saturation
Correction (SC), which accounts for a saturation effect observed in the recorded Schottky
data. The Schottky signals are transported to the NTCAP DAQ with the assistance of
several amplifiers. One of these amplifiers was mistakenly switched on by default in an
unexpected interaction with the updated accelerator control systems. This caused the NT-
CAP DAQ to clip the incoming waveforms as the signal exceeded the dynamic range of the
NTCAP DAQ, which generated a saturation effect resulting in the Schottky noise power
density no longer being proportional to ion number. Consequently, the integrated Schot-
tky peaks decay non-exponentially, as seen in Figure 3.7c. The effect was independently
confirmed with a follow up test using 23¥U"3*+ beam and a Tektronix spectrum analyser,
where the saturation of the NTCAP DAQ was clearly reproducible, as demonstrated in
Figure 3.7b. To identify the intensity threshold at which saturation set in for our data,
the decay constant of the beam measured by the MWPC was used in a fit to the Schottky
noise power data such that the only free parameter was the final intensity at the end of
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Figure 3.7: a) The saturation threshold is compared to the 2°5T18!* intensity for all storage times
(colours are different storage time measurements). Almost all 29°TI®1+ peaks were saturated at the
time of measurement. b) A beam test with 23U+ confirmed that the NTCAP DAQ adaptive
amplifier caused the saturation effect when compared to a spectrum analyser. c¢) The intense
Schottky peaks did not follow the exponential decrease measured by the MWPC detector. Here
the Schottky area (SA) is normalised to the value at measurement (SA4). The onset of saturation
was determined by the departure from the measured MWPC exponential decay.
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Figure 3.8: a) The algorithm where the expected exponential growth (SAexp) for the 10hr-1
storage time is compared with the actual saturated growth (SAsat), and the saturation correction
(SC) is then evaluated at the intensity for measurement (SA4 for this example of Ohr-1). b) The
trend of the SC values with respect to the Schottky area is shown, demonstrating that the correction
is dominated by the systematic error of fitting the 10hr-1 reference.
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gas stripping (phase 3). This fit is shown in Figure 3.7c. The departure from exponen-
tial behaviour was observed at 400 s, which corresponded to noise power intensities over
0.6 (arbitrary units for the 295TI3+ peak). This was chosen to mark the saturated and
non-saturated regions shown in Figure 3.7a.

This analysis revealed that for 12 shortest storage times, the Schottky noise power data
was saturated for the 2%°T18!*+ peak at the measurement phase (the 2°°Pb%2* peak had a
much smaller intensity, well below the saturation threshold). The 205TI8* peak intensity
during phase 2 (stripping) spans all values of the Tl peak at phase 4 (measurement). The
first 10-hour storage cycle (10hr-1) was best suited as a calibrant as it had the lowest final
intensity and thus the largest portion of phase 2 in the non-saturated region. Two models
were applied to the 10hr-1 data:

SAeXp(t) = qag eXp(—/\wact) (36)
SAsat(t) = by exp(—blt)(bg + bgt) (37)

where SAcxp(t) was the expected behaviour using the MWPC decay rate whilst S Agat(t)
was a phenomenological model that replicated the saturation effect, as shown in Figure 3.8a.
The ratio between these two models at the measurement intensity defined a Saturation
Correction factor SC = SAexp/SAsat > 1 for any given noise power density at phase 4.

To quantify the error in the SC algorithm, a Monte Carlo calculation was used to
propagate the fit errors to the SC values. To do this correctly, the four fit parameters
for S Asat had to be sampled from a Multi-Normal distribution to handle the correlations
between the variables correctly. Examining the contributions of each fit parameter, the
main source of error in the SC algorithm was the fitting of the 10hr-1 calibrant equations. If
SAgar and S Acxp had been fit simultaneously such that ag = by was the same fit parameter,
most of this systematic error would have cancelled out, but the algorithm was not designed
with that in mind. Ultimately the SC value contributes only 0.5% of the total error.

Finally, as evident in Figure 3.8b, the saturation correction function produces SC values
that are < 1 for the three longest storage times, which is not physical. This is possible
because SAga; and SAep have different parameters, and are thus slightly different. In
hindsight, this was a poor analysis choice and S Aexp /S Asar should have been made to con-
verge below the saturation threshold. Instead, all SC values below the saturation threshold
(i.e. for storage times 5 hours and longer) had no saturation correction applied.

3.2.3 Resonance correction

The second correction to the Schottky area ratio is the resonance correction (RC), which
accounts for the resonant response of the Schottky detector. Whilst the detector was
sensitive between 241.6-248.4 MHz, a strong resonance response was centred at 243.8 MHz
associated with the fundamental resonance frequency of the cavity. This amplified the
Schottky power of species closer to the resonance peak, and the amplification needed to be
corrected in order to compare the intensities of the 2°°T131* and 29Pb%2* peaks.
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Ideally, the resonance curve would have been mapped out by moving ions from a nor-
malisation orbit to a variety of orbits so a functional form could be fit throughout the
entire detector. Unfortunately, only the coincidental mapping associated with moving the
2057181+ heam from an inner orbit for stacking to the outer orbit for storage was available,
as a full characterisation was not planned. During this period, the beam was cooled and
the magnets were simply ramped, so beam loss was negligible and the Schottky intensity of
peaks can be compared directly before and after the orbit shift. Fortunately the 209Pb32+
orbit was quite close to the inner stacking orbit, so this shift characterised the resonance
curve at roughly the correct frequencies.

The resonance response of the detector is shown in Figure 3.9a. The zero-current noise
is plotted in blue, showing the characteristic Schottky background shape featuring:

e the intensity shoulders associated with windowing? in the Fourier transform,
e the resonance peak from resonant amplification of thermal noise in the detector, and

e the flat background originating from the amplification of thermal noise in the elec-
tronic components of the detector.

The background plot has a fundamentally different shape than the function that describes
the resonance response for integrated noise density peaks, plotted in red in Figure 3.9a.
This is because thermal noise is additive after the amplifier but our signal is multiplicative
after the amplifier, so the shape of the resonance curve does not scale with the increased
signal. The green and purple data points are the integrated 2°°T18'*+ noise density before
and after the orbit shift associated with the 124, 125" and 126*® harmonics respectively.
If these were accurate intensities, they could have been used to fit the resonance function
in red. However, these peaks are saturated so the absolute intensity is not accurate. In
Figure 3.9a, the resonance correction would be given by the ratio of the green and purple
intensities, as these are the same ions.

Due to the saturation of the Schottky data, only the 126" harmonic could be used for
our data analysis so the resonance corrections need to be determined for this harmonic.
The 205TI8M intensities at the 126" harmonic were saturated, so contaminant species had
to be used to map out the resonance correction. Two candidates were identified that were
close to the desired orbits, the mixed 2°3T1/Hg80* peak and the mixed ?°°Hg/Au™* peak.
These contaminant species are resolvable but overlapping in the Schottky spectrum (see
Figure 3.6b), so for simplicity the whole double-peak area was used.

Figure 3.9b shows the before/after orbit shift intensities for these contaminants against
their frequency. Because the intensity for each measurement is different, only two data
points are available for each measurement, so the intensity values in Figure 3.9b have
been normalised to 1 at 247 MHz. Over the scale of this 0.8 MHz range, the resonant
response of the detector is assumed to be approximately linear, so a line was drawn through

9Windowing is a technique used in spectral analysis to reduce the impact of discontinuities in the signal
due to the finite sample used in the fast Fourier transform algorithm.
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Figure 3.9: a) The zero-current response of the Schottky detector is shown in blue, demonstrating
the resonance peak in response to thermal noise. In green/purple, the intensity of the 2°5TI8!+ peak
before/after the orbit shift is overlayed for the three harmonics. b) The before/after intensities
(normalised to 1 at 247 MHz) are plotted for the 126" harmonic for the contaminants 2°3T1/Hg®+
and 20°Hg/Au™*. The frequency of the desired 2°°T1®* and 2°°Pb82* peaks are shown in cyan
and green respectively.

the two data points to approximate the resonance curve for each measurement. This
allowed us to calculate the resonance correction for each measurement at the 2°°TI18'+ and
205pp82+ frequencies of 246.8244 MHz and 247.3371 MHz respectively (see vertical lines in
Figure 3.9b).

A statistical scatter was observed amongst the calculated RC values, as seen in the
fitted lines in Figure 3.9b. It was hypothesised that such a scatter could be generated from
the frequency shifts between experiments. However, Figure 3.9b shows just how small the
frequency shift was compared to the scatter in the slope (equivalent to RC value). In addi-
tion, the correlations between contaminant ions and harmonics were analysed to determine
if this scatter was correlated to the storage measurements, which would indicate the scatter
was systematic. No significant correlations were observed, even in self-correlations across
different harmonics, so it was concluded that the scatter in the RC values was statistical.
Thus, the mean values for each contaminant, with errors derived from bootstrapping, were
RCryig = 0.394(11) and RCyg/a, = 0.345(4). It is unsurprising that the ***Hg/Au*
values were more precise as the before/after frequencies are closer to the 205TI3* and
205pp82+ frequencies. Because of this a weighted average of RC = 0.352(4)stat was taken
as the final statistical value despite the fact that the values are not in statistical agreement.

Because the values are not in statistical agreement with each other, and because the
linear scaling from both contaminants are equally valid, albeit with the 2°°Hg/Au™* being
more accurate, a systematic error equal to the standard deviation of a uniform distribution
(i.e. ARC/+/12) was adopted to represent the tension between the two measurements.
Thus, the adopted value for the resonance correction was

RC = 0.352(4)stat (14) syt (3.8)
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This correction is a systematic error common to all measurements as the resonance response
is a property of the detector.

3.2.4 Charge-changing cross-section ratio

The third correction factor has been termed the “cross-section ratio correction” (CSRC).
This correction accounts for the fact that whilst 22°Pb%2* ions stripped by the gas target
were recorded, 2%°Pb80+ jons created by electron recombination left the acceptance of the
ring. Since the beam and target are identical for these two reaction channels, the correction
factor is the ratio of the charge-changing reaction cross-sections:

OPbstr T OPbrec  Nesisi + NMwpe Rpcor

(3.9)

- )
OPb,str Ncgisi Rpcor — Rmwec

where Nx is the number of ions counted in a detector X and Ry is the rate in that detector.

To measure this cross-section ratio, a measurement was conducted with primary 2°°Pb
beam where H-like 2°6Pb3!* ions were reacted with the gas target, and the CsISiPHOS and
MWPC particle detectors captured the stripping and recombination products respectively.
By counting the number of counts in the stripping vs recombination channels, the cross-
section ratio could be determined. A DC beam Current Transformer (DCCT) was also
used to measure the total ion current in the ring

Particle detectors

Unfortunately, simple ion counting with the particle detectors turned out to be impossible
as issues with the energy signatures of events meant that the total number of particles could
not be determined reliably. For CsISiPHOS, the main problematic feature was a ‘lower
band’ of events that were recorded with a lower energy, despite having only mono-energetic
206pp31+ jons in the ring. This lower band is shown in Figure 3.10a on the n-side of the
last silicon detector. Whilst several explanations regarding potential shaper or preamp
undershoot were proposed, they were ultimately rejected because the timing distributions
of the lower band events looked completely normal. In addition, the saturation of the
CsISiPHOS deadtimeﬂ at ~ 60% could not be explained, despite being clearly correlated
to the appearance of the lower band. Thus, it was concluded that a satisfactory explanation
of the CsISiIPHOS data could not be provided.

The MWPC also showed some peculiar features, shown in Figure 3.11. For the Y-axis
channels, two anomalous peaks appeared around the main event spot, which appeared
outside the physical limits of the detector when the position signal was calibrated. These
were probably the result of electronic reflections where the DAQ did not trigger on the first

ODeadtime refers to the amount of time for which the DAQ is unable to accept new triggers due to it
being busy reading out the previous event. It is often expressed as a percentage to indicate the extent to
which the DAQ is unavailable to process new events.
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Figure 3.10: a) The CsISiPHOS n-side spectra shows a dE measurement of the ions. A depression
in the energy is correlated with rate due to the voltage depletion caused by the high rate. An
unknown ‘lower band’ of events, which is much more strongly affected by the voltage depletion, is
also present; see text for hypotheses. b) The deadtime for the CsISIPHOS & MWPC detectors is
shown for 3 injections. Whilst the deadtime of the MWPC decreases exponentially with rate, the
CsISiPHOS deadtime plateaus, which coincides with the “re-entry” of the unknown lower band.
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Figure 3.11: a) The calibrated MWPC position spectra is shown. Given the detector dimensions
are 121 x 42 mm, the Y-resolution is quite bad and the secondary Y-peaks are unphysical (see text
for details). b) The X-time delay (constant for all events) vs the X-position reveals two peaks in X
from under the time delay smearing, despite there being only one species in the ring.
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Figure 3.12: a) The DCCT intensity is plotted for individual events, with the 1s average super-
imposed in red. This variation is due to the high rate compared to the scaler count rate. b) The
CCCS ratio calculated using the derivative from 50 s averaged DCCT intensity points, with the
final value for this method plotted in red.

timing signal, but this was not confirmed. The X-axis channels also showed a second peak,
indicating events were arriving from two slightly different trajectories. However given there
were so many issues with the position channels on the MWPC, it was ultimately decided
to just trust the anode signals, which counted the total number of events.

“Tons reacted” method

Because of the difficulties with CsISiPHOS, the CSRC was instead determined from the
total ion loss rate, with ionisation to bare Pb being determined by the subtraction of the
recombination rate from the total loss rate, as in the last expression of equation (3.9).
Because the Schottky data was saturated, the DCCT was used. The DCCT was recorded
with a scaler counter, and the high event rate meant that the scaler counter did not
accrue many counts per event, so a stable time derivative to calculate the rate was very
challenging. In particular, the derivative did not stabilise until a window of 50 seconds
was used. Figure 3.12a shows the DCCT intensity for individual events, demonstrating
the large scatter. The DCCT also has a zero-current offset to ensure non-zero scaler
counting even if the ring is empty. This offset was determined in two ways, from 124
‘stray’ events when the ring was empty yielding a value of 23.44(23) pA, and from the
offset of exponential + constant fits from the 14 injections of primary beam yielding a
value of 22.86(23) uA. Both measurement distributions overlapped, so the ‘stray events’
method was chosen as it featured more events. Note that this DCCT offset was determined
from the particle detector DAQ. A different offset was determined for the NTCAP DAQ),
as will be discussed in Section 3.2.6.

In the first and most direct approach for calculating the cross-section ratio, the ions
reacted (measured by the DCCT) over a 50 s recording window were used to calculate
70 independent values for cross-section ratio, shown in Figure 3.12b, each with uncer-
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tainty values from the underlying counting statistics from the scaler and MWPC events
and the DCCT offset calibration. The correlation in the DCCT offset was handled by
propagating errors using a Monte Carlo calculation, which ensured the statistical errors
were not correlated. However, the resulting normalised residuals indicated the raw error
bars underestimated the statistical spread around the mean. Given the statistical errors
only included counting errors, it was concluded that there was some unquantified missing
statistical uncertainty since the DCCT was not intended for precision measurements. A
Bayesian analysis was used to allow the data to constrain this missing uncertainty, which
was assumed to be Gaussian from the Central Limit Theorem with a Jeffrey’s prior. In-
tegrating out the missing-uncertainty nuisance parameter lead to a Gaussian posterior
distribution for the cross-section ratio of R; = 1.433(9).

In the second approach, the DCCT data was fit with an exponential decay function,
circumventing the problem of an uncertain local derivative with a global fit. However, the
decay rates determined from the DCCT were systematically lower than from the MWPC,
despite measuring the same interaction with the gas target, as shown in Figure 3.13a. A
potential explanation was found in the Schottky spectrum where broad peaks next to the
main peak were observed that grew over time, despite only having primary 2°Pb%1* in the
ring. Throughout this part of the experiment, the stochastic cooler could not be turned
off due to a technical issue, so it was proposed that the stochastic cooler was providing
a RF-kick to ions throughout the storage, building a “side band” over time which would
reduce the measured decay constant of the DCCT rate. This could be modelled as two
populations, the Main Beam (MB) and the Side Band (SB):

N]/WB(t) = —()\ + k)NMB(t) NéB(t) = kNMB(t), (3.10)

where A\ was the gas target decay rate and k was the stochastic cooler kick-out rate. This
differential equation has the solutions

Nup(t) = Noem ORIt Nop(t) = Nok (1 — 6_(>‘+k)t) . (3.11)
Atk
The total population Ny;p + Ngp was fit to the DCCT data using the MWPC value for
A, and the best fit was used to calculate the ions reacted with the gas target.

Whilst this theory was not able to be definitively proven, the decay rate from the
MWPC was much more reliable as it comes from physical events and directly measured gas-
target reactions. Thus, two values for the cross-section ratio were calculated: Ro = 1.425(3)
from explicitly fitting a ‘side band’, and R3 = 1.418(2) from simple exponential decay also
using the MPWC decay rate.

To combine the alternate methods, the spread in the three analysis models was ac-
counted for with a modelling systematic uncertainty of 0.0043, taken from the variance of
a uniform distribution (AR/v/12). The side band model was chosen as the most accurate
analysis to be used as the central value. As mentioned when discussing the MWPC above,
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Figure 3.13: a)The global exponential fit to the DCCT data is shown. The inset shows the decay
rates for the DCCT and the MWPC, with the MWPC showing systematically higher rates. b) The
difference in decay rates causes the ratio to decrease with time. Note though that the spread of
this method is well within the spread of the DCCT averaging method, plotted in red.

~ 5% of MWPC events demonstrated anomalous behaviour despite only primary beam
being in the ring (i.e. the Y-reflection events and the 2nd X-peak). A systematic error of
0.0117 from the difference in including vs excluding these events was added, also using the
variance of a uniform distribution. This resulted in a final value for the charge-changing
cross-section ratio of

R = 1.4247(29)stat (126 )syst - (3.12)

Note that in a Bayesian analysis, you would ideally construct a probability distribution
with these different values to represent your systematic error. Since we are conducting a
Frequentist analysis, we decided to represent the magnitude of our systematic uncertainty
using uniform distributions associated with the range between different model results, but
ultimately use the value of the most reliable model as the central value.

3.2.5 Gas stripping efficiency

The fourth correction factor accounts for the interaction with the gas target. In particular,
205181+ jons are lost to electron recombination whilst 2%°Pb%2+ daughters are uncovered
by stripping (recombination is already accounted for by the cross-section ratio correction),
so the intensity of the two species throughout gas stripping is given by:

Nty (t) = Nppg e At (3.13)

NPb82+ (t) = prz(l — e_APb’S”t) (3.14)
where Nx o is the ion number at the end of phase 2 (storage) and Ax g, is the stripping
decay constant, which is specific to individual species.

The MWPC was inserted during most storage times, so individual values for Ay g,
were determined for 24 of the 28 storage times by fitting an exponential to the event rate
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Figure 3.14: a) A “grass-level” noise was observed in the MWPC, even when the gas target was
turned off. The high intensity spurts at 180Hz are quite puzzling, but easy enough to exclude from
the fit, as demonstrated in b).
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Figure 3.15: Variations in the stripping decay constants were very well described by a correlation
with the gas target density. Panel a) shows the 2°°T13!* correlation, whilst b) shows the 206Pb31+
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206ph81+ rates is much more uncertain, but this ultimately has little impact on the percentage of
ions stripped.
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measured in the detector. A “grass-level” noise was observed on top of the MWPC rate
signal, which featured a temporally stochastic ~ 180 Hz background on top of the real
signal, as shown in Figure 3.14a. Whilst the origin of this noise was not determined, it was
stochastic enough to not be a binning error and constant enough to not be associated with
the signal of interest. Thus, a fitting routine was developed to discard these points, shown
in Figure 3.14b.

The fitted decay rates for 2°T13!* stripping showed considerable variation larger than
their error bars. This variation was perfectly explained by correlation with the gas target
density, which was measured by the scaler counter throughout the experiment, as shown
in Figure 3.15a. This correlation was then used to estimate the Ay, value for the four
measurements for which the MPWC was not inserted, with the uncertainties determined
by the intercepts of the gas target error bars with the fitted correlation line.

The 25Pb3!+ stripping rates could not be measured directly, but they are identical
to the 29°Pb81+ stripping rates that were measured for the charge-changing cross-section
ratio. However, as shown in Figure 3.15b, the gas target density range covered by the 14
206pPh stripping runs was much smaller than the range that occurred during the storage
measurements. Thus, the correlation fit is much less certain, as shown by the range of
fits in red that were produced by doing a Monte Carlo calculation using the 206Pb31+
errors. As a result, the extrapolation to the appropriate gas target values is also much
less certain. However, these large uncertainties have surprisingly little impact on the final
number because the calculated 2Pb3!* stripping efficiencies are between 98.5-99.0% as
the stripping time is quite long at ~ 600 s.

3.2.6 Storage losses

The last parameter is the loss rate when storing the ions in the ring. Ideally, the storage
decay constant would have been measured using the Schottky data for the 2>T131* beam.
However, this data was saturated, so the storage loss constant had to be determined from
the DCCT data.

The DCCT was recorded by two data acquisition systems (DAQ). Because of the low
event rate in the particle detectors during storage, the CsISIPHOS DAQ data was chal-
lenging to use, so only the NTCAP DAQ data was analysed. The DCCT is supposed to
have a constant offset so the scaler signal can be recorded even at zero current. The offset
was determined to be 28.20(1) pA from data where the ring was empty. However, when
the storage loss data was fit with the offset as a free parameter, the offset varied between
27-33 pA. It was not confirmed whether the offset remains constant throughout different
intensity regimes, but since this was how the detector was designed, it was assumed that
it does.

With this offset, an exponential function was fitted to the DCCT storage loss data to
determine the decay constant )\lf’lss for the 12 non-Ohr measurements from Setting 2 and 2
non-Ohr measurements from Setting 1. Because the underlying statistical distribution of
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Figure 3.16: The NTCAP DCCT storage loss fits are plotted and the final A%, parameter is shown
in red. Note that the size of the error bars are not calibrated (see text for details).

the NTCAP scaler counter was difficult to determine due to the consistent polling frequency
(i.e. not a histogram so not simply Poissonian statistics), these fits were done without error
bars using un-normalised least squares. As a result, the y? was un-normalised and errors
at x2. + 1 did not give parameter errors. In this case, the error on the parameters is
essentially proportional to the number of data points in the fit, of which there were many
due to the choice of binning. Thus, whilst the relative size of the error bars on the fits is
meaningful, the absolute size is not calibrated.

Figure 3.16 shows the fit results. The error bars are miniscule compared to the variation
because they are un-normalised errors. Given prior experimental experience, it was con-
cluded that A was constant throughout the experiment. To extract the mean, a weighted
bootstrapping was done, which successfully described the uncertainty resulting from the
variation in the observed fits, whilst also using the inverse square errors as weights to reflect
the accuracy of each fit (a 10hr storage constrains A% better than a 0.5hr storage). The
resulting value is )\ITOISS = 4.337(57) x 107® s~!, which is also plotted in Figure 3.16 in red
with 1o shaded bands. o

To derive )\l}i’ﬁs in previous f;, experiments, the A°® value was measured for the H-
like parent and a simple Z2 scaling was applied. For this experiment, the /\%Sf)s value was
intended to be measured directly with a 2-hour storage of the 26Pb31* beam. However,
the stochastic cooler was unable to be turned off during this measurement, which resulted
in the side-bands that grew with time, as mentioned in Section 3.2.4. Thus, /\lP?f)S could not
be determined from this measurement. -

Instead, a theory-based scaling factor had to be used to estimate the Allé?gs from the
measured )\119155 value. This theoretical calculation was done by Dr. Alex Gumberidze from
GSI, who used non-relativistic quantum mechanical methods [171, 172] to estimate the
radiative recombination (RR) rate of 2°TI8!* and 29°Pb8!* ions bathed in a I, = 20 mA
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electron cooling current:
TI®* . RRrate 9.0x 107° s7!,  Pb¥T: RR rate 8.3 x 107° 571, (3.15)

There is a factor 2 disagreement with our measured value, but it is well known that theory
and experiment deviate a lot at e-cooling conditions. Additionally, the electron current
may have been slightly lower than 20 mA. This is not a problem as we use the ratio (0.92)
for the scaling, and the theoretical calculation is usually reliable with respect to itself.

To complement the quantum estimate, a semi-classical approach (Kramer’s
formula) [173] was also done resulting in a ratio of RRpy/RRp; = 0.90. Each calculation
used different approximations, so we believe the range of the two ratios (0.02) is reasonable
estimate for the theoretical uncertainty. We chose to represent this uncertainty with a uni-
form distribution, but use the value of RRpy,/RR1) = 0.92 to scale our result. This yields
a 205Ph8l+ 1oss rate of )xlpoﬁs = 3.990(53)stat (23)syst X 1075 s~! (theoretical uncertainty is
the systematic).

Since the ultimate implementation of the A1° correction is used in the term %()\119155 -
)\%)f;s)ts in equation (3.5), the difference between the two parameters is the most important.
In the Monte Carlo half-life fit (see Section 3.3.2), the correlations involved in this scaling
are handled so as not to overestimate the uncertainty from this (A5 — M$%) term. In
particular, the ()\1{3153 — AlP?lS)S) term can be written to more explicitly represent our scaling:

~ RRpy
RR7y

(Mess — Nlossy — \loss (1 ) = (4.337(57) x 107°)(0.08(2)) s~ %, (316)

= 3.47(5)stat (87 )syst x 1070 571,

This is the value that was used for the calculations.

3.2.7 Classification of errors

It is important to clarify our interpretation on the distinction between statistical and
systematic errors in this analysis. Each analysis component that was measured individually
for each storage period is a statistically independent measurement and will thus cause
statistical scatter in the storage data points. This is what we call statistical errors. The
analysis components that were measured and applied globally to every storage period are
fully correlated and thus cannot cause statistical scatter in the data points. This is what
we call systematic errors, even though their quoted uncertainty may have arisen from
statistical effects. The classification of each source of error depends both on the underlying
physics, and how each correction was observed to behave. In particular:

e Schottky peak areas (§3.2.1): The uncertainty arises from Poissonian counting
statistics and thermal noise in the Schottky detectors, so clearly a source of statistical
uncertainty.
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e Saturation correction (§3.2.2): The uncertainty arises in the fitting of the calibra-
tion functions Nexp and Ngat for the 10hr-1 storage, and the final 2057181+ intensity
for the individual storages. Our Monte Carlo propagation showed that the calibration
functions are the dominant source of uncertainty, making it a systematic uncertainty.

e Resonance correction(§3.2.3): The frequency shift between storages due to mag-
net fluctuation is too small to explain the variation in RC values, so our uncertainty
is dominantly a systematic uncertainty.

e Charge-changing cross-section ratio (§3.2.4): This is a physical parameter, and
thus clearly a systematic uncertainty.

e Gas stripping efficiency (§3.2.5): The 2°T1®1+ gas stripping losses originate from
statistical uncertainties in fitting the MWPC rate, so they are statistical uncertain-
ties. The 205Pb8'* gas stripping efficiency arises from a linear interpolation based
on the target density, and the uncertainty in these values is dominated by the uncer-
tainty in the calibration fit, not the gas target density. Thus the 205Pb3* efficiency
values are dominated by systematic uncertainties.

e Storage losses (§3.2.6): Based off previous experiments, and the fact that the
DCCT was not the most reliable measuring device, it was concluded that the storage
losses were not sensitive to individual variations in the cooler current. Thus, the
dominant source of our uncertainty in the storage loss rates was measurement based,
and the parameter was applied globally making this a systematic error.

The fractional contribution of each error is shown in Figure 3.17.

a) Uncertainty Source Type Fraction Legend b)
Schottky statistics stat 6.5% m
Saturation correction syst 0.47% O
Resonance correction syst 17.1% ]
CC cross-section ratio syst 0.82% (]
T1 gas stripping stat 2.7% o
Pb gas stripping syst 0.02% ]
Tl storage losses syst 0.12% m
Pb loss theory scaling syst 3.5% ]
~ factor syst 0.005% o
Est. contam. variation  stat 68.7% o

Figure 3.17: a) A table classifying the different sources of uncertainty and their fractional con-
tribution to the total uncertainty. b) A pie chart of the uncertainty fractions. Statistical errors are
shown in shades of blue, whilst systematic errors are shown in sunset shades.
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3.3. 2058+ half-life fit

3.3 205T181+ half-life fit

All the analysis steps that are required to get the 205Pb31* over 205TI8M ratio at the end
of storage have now been discussed, so the corrected ratios can now be plotted and the
growth equation (3.5) can be fit. As discussed in Section 3.1.1, two slit settings were used
and the two data sets are plotted in Figure 3.18, where the 1o error bars are just the
statistical errors.

The data is generally consistent but there are two obvious outliers: for Setting 1 the
second 0.5-hr measurement is 5x larger than the rest of the data, and in Setting 2 the
first O-hr measurement is half the value of the others. Both data points have been heavily
examined for possible errors in the analysis, but the Schottky signals are unmistakable:
there are simply more/less 2°°Pb8!* ions in the ring for those measurements than in the
other runs. Given the technical challenges of the measurement, these data points have
been removed as unphysical for the analysis (see footnote in Section 3.3.3 for the impact
of this choice on the final result).

The Setting 1 data presents other, slightly more challenging data points. For example,
the first 0.5-hr measurement is also inconsistent with the rest of the data. This measure-
ment had much lower statistics than the others, receiving only 9 stacks from the FRS
(compared with the 30 stacks for other Setting 1 measurements, and 100 stacks for Setting
2 measurements). These statistics, however, should be encapsulated in the larger error
bars and cannot explain a 60% larger value than nearby data. Nonetheless, this point was
also excluded as an outlier for the analysis on the Setting 1 data, but this “threshold” is
not particularly well motivated.

Looking at the raw data in Figure 3.18, the error bars are smaller for low storage times
because the negligible effect of storage losses A% resulted in better statistics that improved
the determination of every component of the measurement.

3.3.1 Initial contamination variation

It is quite clear that for both sets of data, the error bars cannot account for the variation in
the data (only 4 out of 16 of the 1o error bars overlap). For the Setting 2, the x? calculated
from the best fit of Equation 3.5 is

= 302.7. (3.17)

data; — model;)?
= Z ( )

2
i Oistat

Given our 16 data points and two fit parameters Ag, and Ry, the 95% confidence interval
for the x? distribution with 14 degrees of freedom is [6.57,23.7]. The value of 302.7 is
clearly incompatible with this range. This means either:

1. our model does not describe the data well, or

2. our statistical errors do not fully account for the variation in the data.
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Figure 3.18: Both slit settings are plotted with only statistical errors. The best fit in this plot
is a least-squares weighted fit including the estimated missing uncertainty. Note that the best fit
excludes the outliers in red. The residuals show that the statistical errors cannot explain the scatter
of the data.
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The model cannot be wrong because it is a very simple construction based on the exponen-
tial nature of nuclear decay, and three previous experiments [77-79] have already validated
it as an accurate description. Thus, it must be concluded that the plotted error bars do
not capture all the stochastic uncertainty in our measurements.

After scouring for all other possible explanations, there is only one physical mecha-
nism that could generate the missing stochastic variation: variation in the initial 20°Pb31+
contamination. It is important to keep in mind that whilst three possible sources for the
contamination are considered, the contribution from projectile fragmentation forms the
bulk of the contamination. For this section, we are specifically searching for variation in

that contamination between storage runs.

Accumulation contamination

As Jung et al. (1992) [77] observed, Bp-decay daughters will accumulate during the stacking
of beams before the storage time. Because they were working with primary beam, they
achieved up to 10® ions during accumulation, and were thus able to purge 3-decay daugh-
ters before storage whilst still maintaining enough ions to have sufficient decay statistics.
With just 10° ions after accumulation, the loss of ions involved in purging the beam cannot
be afforded. Fortunately, for most measurements in Setting 2, the accumulation cycle was
identical and so contamination from accumulation should be constant. In addition, the
magnitude of this contamination can be easily estimated if the half-life is known. Because
the stacking was done on the inside orbit, minimal losses due to electron recombination
occur so the differential equations during accumulation are:

dNp, A
dfb = %NTI, with Npp(0) = 0, (3.18)
d];;“ = Raceum — AijTl with Nrpy(0) = 0. (3.19)

The solution to these equations is simple in the ratio form:

A A
Nt 1 —exp ()\Wﬂt)

It is interesting to note that the rate of accumulation, if constant, does not appear in the
ratio. This function monotonically increases with t. Using our best fit result of Ag, =
2.76 x 1078 s71, v = 1.429, and considering the typical and maximum accumulation times
of 38 and 66 minutes, the 2Pb3* contamination accrued during accumulation was Ry =
2.2 x 107° and 3.9 x 1075, respectively. Given the observed contamination, observable by
the intercept of the best fit in Figure 3.18, accumulation only accounts for 2-3.5% of the
observed contamination.
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Thus, clearly accumulation was not the dominant form of 2°Pb81* contamination.
However, the variation in contamination from accumulation is possibly on a similar order
of magnitude to the missing uncertainty. To see if this variation could explain the miss-
ing uncertainty, the accumulation time was plotted against the residual to the best fit, as
shown in Figure 3.19a. Since the accumulation contamination is directly proportional to
the accumulation time, the expected correlation should be very strong. With the excep-
tion of the the 10hr-1 storage, which had the largest accumulation time, no correlation
is observed. For the 10hr-1 measurement, the magnitude of the estimated difference in
contamination from the other data points accounts for only 13% of the observed residual.
Thus, contamination from accumulation cannot account for the missing variation in the
data.

Nuclear reactions in gas target

Jung et al. (1992) [77] also considered contamination created via nuclear reactions in the gas
target. For 29T+ the relevant contamination reaction would be 29T1(40Ar,40 C1)205Pb.
They determined that the contamination from nuclear reactions was < 1% for their exper-
iment by performing stripping in the gas target with a neighbouring isotope (1¢1Dy%+).
Whilst the contamination levels are expected to be similarly small, no measurement was
done to confirm this. If nuclear reactions contributed a significant amount of contamina-
tion, then it would be expected that the residuals would be correlated to the intensity of the
2057181+ heam at stripping, as more ions would result in more reactions. This correlation
is plotted in Figure 3.19b and again, no correlation is observed. Thus, nuclear reactions
cannot account for our missing variation.

Production tails from fragmentation in the FRS

With the exception of the slits, the FRS settings were kept constant throughout the exper-
iment. The expectation was that the contaminant 2°°Pb8'* ions produced from the tails
of the projectile fragmentation reaction would be constant across storage cycles. Given
the contamination is at a 0.1% level, the most one would expect from counting statistics
is approximately 3% (1/v/103), but the missing uncertainty is on the order of 6%. Thus,
further variation between runs is required.

The day-night temperature cycle can often affect the resistance of electromagnets, intro-
ducing a periodic shift in the magnetic field. However, when plotting the best-fit residual
against the time of day and comparing to the outside temperature in Figure 3.19¢, no
correlation was observed. Another potential variation would be a long-term drift in the
magnetic fields, causing a shifting contamination level with the experimental timeline.
The fit residual against the time of accumulation is plotted in Figure 3.19d, but again, no
correlation is observed.

The stability of the FRS is very challenging to ascertain given the complexity of the
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Figure 3.19: The best-fit residuals for both slit settings are plotted against: a) the accumulation
time to check £, decay during accumulation, b) the 205TI8!*+ Schottky area at the end of storage to
check contamination via nuclear reactions in the gas target, ¢) the hour of the day in comparison
to the temperature at that hour (as recorded by a weather station near to GSI), and d) the date
+ time of accumulation to test any long term trend. No correlations are observed.

machine. 205Pb8+ ions are produced at a roughly 7x larger rate than 205TI8!* ions
during projectile fragmentation [174]. So given the observed contamination is 0.1%, this
corresponds to accepting the tail of the 29°Pb8!+ distribution at > 3.60. Considering non-
linear optics and energy/angular straggling in thin edges, it is unlikely that this tail is
Gaussian at this point, so it is hard to predict how the tail would respond to instabilities
in the magnet fields of the FRS. It was determined that the ESR magnets varied between
runs at a level of 6Bp/Bp = 3.9 x 107> from change in the revolution frequency between
runs, so it was suggested that perhaps the FRS magnets also varied on this level. However,
given the complexity of the tails and the fact that the FRS is a different machine, it could
not be confirmed whether this effect could produce the observed variation.

Eventually, it was concluded that magnetic instabilities somewhere in the accelerator
chain could produce the variation in the contamination observed. Since no systematic
trend could be identified, the size of this variation had to be estimated from the scatter
of the data. In ignorance of the exact mechanism for contamination variation, the Central
Limit Theorem dictates that the contamination variation should be modelled as Gaussian
noise added to each data point.
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3.3. 25T half-life fit

3.3.2 Monte Carlo uncertainty analysis

Whilst the model described in Equation 3.5 should be relatively simple to fit via linear
regression, the correlation implicit in our systematic errors makes treating these errors
consistently quite challenging. To handle this, a Monte Carlo error propagation was used.
In a Monte Carlo uncertainty analysis, “the experiment is resampled n times”. In an
example "' ‘experiment’, the statistical errors are individually sampled as they are inde-
pendent measurements, whilst using a global i*® variate for our systematic errors. For the
16 data points of Setting 2, this will produce an n x 16 array for the statistical values and
a n x 1 array for the systematic values, allowing us to do n fits and get n values for our
final result Ag,. The distribution in the final result is the uncertainty in that parameter,
as it consistently combines the individual ‘experiments’ through the use of the model, i.e.
equation (3.5). More details can be found in, for example, ref. [175].

The calculation of the ratio values is straightforward, but valid handling of the contam-
ination variation ocy is quite challenging. A x? test is just a goodness-of-fit test, so adding
missing uncertainty until x? = 14 (16 data points — 2 d.o.f.) is not an appropriate way of
estimating the contamination variation. Instead, we constructed a mapping between ooy
and the x? of the data set, and randomly sample the y?(v = 14) distribution to determine
the value of ocy for that Monte Carlo run; both functions are shown in Figure 3.20a. The
mapping was done by globally minimising the y? for a log-sampled range of missing uncer-
tainty values, and the choice to globally minimise (i.e. over Ag, and Ry) was made because
the fit function will minimise over these two parameters as well given the chosen missing
uncertainty. By sampling the full x? distribution, this marginalises over the possible values
for ooy by sampling all possible values that are consistent with our data set.

Because the missing uncertainty is presumed to be a variation in 2Pb3!* contamina-
tion, its contribution to the ratio will grow with storage time described by the Ry growth
factor G = exp (A5G — A%,)ts). Thus, the x? that was used to create the missing uncer-
tainty mapping is

9 (data; — model;)?

zz': Oi%ar + (Gi - oicv)? ( )

This Rg growth factor was also applied when the missing uncertainty was sampled for a
given point.

Thus, in step 1 of the Monte Carlo analysis, the n Monte Carlo runs are combined to
get the ratios as described by equation (3.1) and (3.2). Then the missing uncertainty for
each n runs is sampled, and that value is used to sample a normal distribution with 4 =0
and o = oy, to add variation to each data point!!. Then those data sets are fitted with
equation (3.5) (using the n values for A°%) to get a distribution of fit parameters g, and
Ry, which is our final uncertainty distribution. The first 100 Monte Carlo fits are plotted
in Figure 3.20b to illustrate the result.

"This is technically a Markov Chain link, making our analysis a Markov Chain Monte Carlo analysis.
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Figure 3.20: a) The mapping between the value of the missing uncertainty and the globally
minimised y? is plotted in blue, and compared to the x?(v = 14) probability distribution function.
b) 100 Monte Carlo fits are plotted in red, with the final best fit parameters in cyan. Note that
these fits are plotted without sampling of the systematic values to just compare statistical variation.

Slit results comparison

The results for the independent analysis of the two slit settings are given in Table 3.2.
Figure 3.21 shows the uncertainty distributions. Note that only statistical errors, including
the estimated missing uncertainty, are included for a fair comparison.

It is obvious that the result for Setting 1 is much less certain, which is caused by two
effects: a) Setting 1 has half the data points of Setting 2 (8 vs 16), thus producing a less
certain fit, and b) Setting 1 has greater scatter resulting in a larger estimated missing
uncertainty, 12% compared to 6% respectively. It is also clear that the estimates for
the two parameters are both larger for Setting 1. Comparing the two values via (zg; —

xs2)/ w/0§1 + 032 yields a 1.280 and 1.080 difference for Ag, and Ry respectively.

Our expectations are that the decay rate for each measurement should be the same,
being a physical constant, whilst the initial contamination should be higher for Setting 1
as the S6 slit did not cut the 2°°Pb8!* distribution. The uncertainty on both parame-
ters are too large to meaningfully comment on this expectation. It should be noted that
during the fit, the parameter correlation between A\g, and Ry was —63%, so the larger
contamination will partially cause a smaller decay rate. Hence, the larger half-life and
larger contamination for Setting 1 is in slight tension with the expected correlation from
just a contamination increase. However, Setting 1 had several data points with very large
contamination values, so this data set is in general less trustworthy. As a result, only the
Setting 2 data is reported for the final result.
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3.3. 25T half-life fit

Table 3.2: Results for slit settings with statistical errors only.

Slit setting Runs Ag, (571 Ry

Setting 1 8  3.56(56) x 107® 1.113(46) x 1073
Setting 2 16 2.76(25) x 107%  1.075(24) x 1073
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Figure 3.21: A comparison of the fit parameter uncertainty distributions for the two slit settings.
a) shows the decay rate Ag, whilst b) shows the initial contamination ratio Ry.
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Figure 3.22: a) The final Monte Carlo distribution, along with the Gaussian fit. The distribution
has a very Gaussian shape, except at the extreme tails. b) The Monte Carlo values shows that the
half-life distribution is asymmetric. The NUBASE symmetrisation routine is plotted for comparison
(details in text).
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3.3. 25T half-life fit

3.3.3 Final Result

The final result was determined from a Monte Carlo simulation with 10° runs resulting in
< 0.01% Monte Carlo error in the final value. The determined decay rate was:'?

Ag, = 2.76(25)stat (13)syse X 1075 571 = 2.76(28)0r x 1078 571 (3.22)

Because the decay rate Ag, was a linear parameter in the fit, the errors are well approxi-
mated by a Gaussian, as demonstrated in Figure 3.22a.

By ‘turning off’ the Monte Carlo sampling for all other parameters, the contribution
of each parameter to the final uncertainty can be understood. This is how the fractional
contributions to the uncertainty in Figure 3.17 were calculated. Isolating the contribu-
tions shows us that our result features 78% statistical uncertainty and 22% systematic
uncertainty, with the largest contribution being the initial contamination variation.

To get the half-life, the inverse of a Gaussian distribution must be taken, which is not
a Gaussian itself, but rather an asymmetric distribution with a probability distribution

function f of ,
fiual@) = oo exp <_(N—2:2/$)> (3.23)

where a — %g‘ﬁ to get the half-life in days. This inverse distribution is plotted in
Figure 3.22b. Taking the median and the 68% interval around the median to represent our
‘1o’ error bars, the corresponding half-life is

tiys = 291753 days ~ 294(30) days. (3.24)

The approximation used by NUBASE to symmetrise asymmetric errors in their evaluation
is also included for comparison [53].

Representation of systematic error

For each of the three main systematic error corrections, multiple values for the parameters
were determined that did not agree within the statistical error. We wanted to use our best-
motivated parameter estimate—as opposed to an average—but also wanted to represent
the systematic uncertainty in our model choice. The action of choosing between models is
not well defined in a Frequentist understanding of probability.

To represent the scale of the systematic uncertainty, we chose a uniform distribution
between the min/max range of the estimates whilst keeping the median centred on our
preferred parameter estimate. In this case, these systematic errors do not represent physical
random distributions, but rather provided us a mechanism for comparing the size of our
uncertainty on different parameters.

12The decay rate including the outlier is A, = 3.13(47) 0t X 1078 57!, which is compatible within error.
The uncertainty is much larger when the outlier is included because the fit is very unstable as the range of
the outlier is sampled.
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3.3. 2058+ half-life fit

3.3.4 Alternate analyses for confirmation

Because of the complexity and opaqueness of the analysis involved with the Monte Carlo
error propagation and the initial contamination estimation, we felt it was important to try
two completely different analysis methods to confirm the final result.

Direct calculation

To keep things as simple as possible, a direct calculation was done where the error propa-
gation formula was used to propagate the statistical errors:

df\ 2 df \ 2 d d
i (£ e () oo () (Doorn 00

The function to fit, which included all the systematic corrections, was:

A Ostr
R(ts) = [f*’ts (1+ 2N — AF)ts) + Roexp (A5 — Cpcb)ts)} ‘RC - —" . (3.26)

Ostr + Orec

For this fit, the (very small) statistical error bars were used as 1/0? weights. Mathematica
has the option to define what “l1¢” error means for the fit. By default, it will use the scatter
of the data to determine the standard error, but the fit can be normalised as desired. In this
case, we chose not to normalise the VarianceEstimatorFunction, because the statistical
error bars clearly do not describe the data variation. Thus, Mathematica is essentially
conducting its own determination of the ‘missing uncertainty.” From this fit, the direct
calculation gave statistical errors of A\g, = 2.66(32)sat X 1078 g1,

Determining the error contribution of the systematic parameters is non-trivial because
the Al parameters in equation (3.26) are dependent on storage time. This problem is
exactly why the Monte Carlo simulation was chosen to handle these errors. To get a rough
idea of the contribution of the systematic parameters, the percentage errors were summed in
quadrature, despite the fact that this does not really follow the error propagation formula.
Regardless, this yielded a final result of Ag, = 2.66(32)stat(13)syst X 1078 571 = 2.66(35) 0t ¥
1078 s~1. The smaller value is the consequence of the very small errors (high weights) on
the low storage times causing the longer storage runs to have almost no impact on the fit.
This method is in good agreement (within 4.5% or 0.50) with the Monte Carlo result.

Bayesian analysis

A full Bayesian analysis was also conducted, since the idea of randomly sampling the
missing uncertainty somewhat borrows from this technique. To do this, the uncertainty on
the systematic parameters were incorporated as priors. We chose a Gaussian likelihood for
the data and incorporated the initial contamination variation as a nuisance parameter in
an identical way to equation (3.21).
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Figure 3.23: The Bayesian posterior distribution. a) The posterior as a function of Ag,, with
all other nuisance parameters integrated out. Neither a normal distribution, nor a Student’s T
distribution fit the posterior well. Instead, a scaled normal distribution was required to account
for the normalisation issue. b) The same posterior as a function of Ry. Only a convolution of a
uniform and normal distribution approximated the Ry posterior.

As aresult, the posterior distribution was a function of Ag, and five nuisance parameters
associated with the individual corrections described in Section 3.2. Integrating out the
nuisance parameters produced the desired posterior distribution in Ag,, which can be seen
in Figure 3.23a. This posterior distribution is unfortunately not normalised; integrating
the distribution yields 1.049. This is obvious by the fact that a normal distribution with
a scaling factor of 1.043 is the best fit, so the distribution parameters were determined by
fitting this scaling parameter explicitly. This gives a final result from the Bayesian analysis
of Ag, = 2.78(26) 0t X 1078 s71, in perfect agreement with the Monte Carlo method. Note
that for a Bayesian analysis, the statistical error cannot be separated from the systematic
error.

It is not obvious why the distribution is not normalised. Mathematica does struggle
with the tails of the integration as it runs into machine precision difficulties for these tiny
numbers. However, extending the integral out further into this parameter space did not
solve the problem. Given this method was just to check that the Monte Carlo method
produced consistent numbers, the normalisation issue was not investigated further. This
issue also points to the necessity of using a more robust Bayesian analysis framework.

We also looked at the Ry posterior distribution, shown in Figure 3.23b. It produces a
flat-topped distribution that can only be modelled by the convolution of a Gaussian and
Uniform distribution. This will probably be linked to the convolution of the systematic
priors, but it may also be indicating that a range of Ry values work.
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3.4. Comparison to theory

Table 3.3: Proposed log(ft) values for the 20‘r’Tl(%+) +» 205Ph(1 ) transition.
Systematic estimation log(ft) ‘ Shell model calculation log(ft)
Freedman et al. (1976) [90] 5.3(1) | Ogawa & Arita (1988) [176] 5.90/6.03
Yokoi & Takahashi (1985) [177] 5.4 Warburton (1991) [178] 5.79
Braun & Talmi (1986) [179] 5.7 | Xiao & Wang (2024) [180] 5.87
Liu et al. (2021) [181] 5.1

This work: log(ft) = 5.91(5)

3.4 Comparison to theory

Comparing our experimental result to theoretical predictions can be problematic because
the 205T1(%+) <+ 295Pb(3 ) transition is very hard to predict. As a result, the range of
predictions across the decades spans almost an order of magnitude in half-life. Since the
Bp-decay @ value has historically been uncertain (41.4(11) keV [80] vs 51.1(5) keV [81, 82]),
it is easier to compare log(ft) values for the decay, which are independent of the @ value.
A summary of literature values are provided in Table 3.3.

When Freedman et al. (1976) [90] first proposed the use of 29Tl as a geochemical ac-
tivation candidate to measure solar neutrinos, they estimated a log(ft) = 5.3(1) based on
systematic trends with neighbouring single-particle transitions. However, Freedman [182]
quickly acknowledged the point from Bahcall [183] that the 205T1(%+) + 205Ph(17) tran-
sition could not be a single-particle transition because the main single-particle state of the
205T1(%+) ground state does not have any particles in the 2p; /5 orbital. Rather, any decay

from the 205T1(%+) state would have to come from the admixture!? of a two neutron—two
hole configuration, with the two neutrons occupying the 2p; /, orbital rather than the 2f5/,
orbital as in the main configuration. This admixture percentage was completely unknown
at the time. Noting this, Braun & Talmi (1986) [179] suggested log(ft) = 5.7 based on
estimates of the admixture percentage from several 205Hg(%_) — 205T1(%+) transitions,

which should probe the admixture of the 205T1(%+) state. Liu et al. (2021) [181] recently
proposed log(ft) = 5.1 based on an estimation from neighbouring transitions, but did not
provide any details on their methodology.

Shell model calculations do better than systematic extrapolations because they predict
realistic admixture percentages based on a self-consistent microscopic description of the
nucleus. Ogawa & Arita (1988) [176] conducted the first shell model study, and calculated
log(ft) values of 5.90 and 6.03 using different modelling choices. Warburton (1991) [178]
followed up with another shell-model calculation in the lead region, which yielded log(ft) =
5.79. Very recently, Xiao & Wang (2024) [180] published further shell-model calculations

13 An admixture for a nuclear state refers to the mixing of different nuclear shell model configurations
with the same spin and parity to form a given energy eigenstate of the nucleus.
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with log(ft) = 5.87. Given shell models are well calibrated for nuclei in this range, it is
unsurprising that shell-model predictions match the experimental result much better than
the systematic extrapolations.

In their study of stellar weak decay rates at the termination of the s process, Yokoi &
Takahashi (1985) [177] proposed log(ft) = 5.4, also from systematic extrapolation of nearby
single-particle states. However, as already discussed, nearby single-particle states do a
poor job of predicting this transition. Nonetheless, Takahashi & Yokoi’s rates [184] are
extensively used in the astrophysical modelling community to this day. The difference
between the stellar weak decay rates calculated with our experimental result and those
from Takahashi & Yokoi [184] are discussed in-depth in Section 4.2.

3.5 Impact on LOREX

Our experimental result also clarifies the solar neutrino capture rate on 2°°TI for the
LOREX project, as discussed in Section 1.6. We conclude that the nuclear matrix el-
ement is smaller than predicted from systematics, reducing the overall neutrino cap-
ture rate and making a signal harder to detect. In particular, we estimate in Sidhu et
al. (2024) [102] that 15(4) solar-neutrino-induced 2*>Pb atoms per gram could be extracted
from the Allchar lorandite crystals. This is lower than the value of 22(7) predicted by
Pavi¢evi¢ before our measurement [101], who used calculations based on log(ft) = 5.7
from Braun & Talmi (1986) [179].

Since one gram of lorandite contains 1.753 x 102! atoms, this will be an extremely chal-
lenging measurement. A procedure for the chemical extraction of Pb from the lorandite
has been devised by Pavicevi¢ & Briichle and described briefly in ref. [185]. From the
extracted Pb content, 2%Pb still needs to be separated. For such high masses, separation
of the isobaric 20°T1 by accelerator mass spectrometry would be essentially impossible as
the 2%Pb and 2°°T1 energy loss distributions would largely overlap. However, analysis in
the ESR can solve the isobaric contamination problem by using the fully-stripped charge
state since 209T131* and 2%°Pb®* are well separated in the ESR. Given the best back-
ground estimates provided by Pavi¢evi¢ and Briichle [185], our new result corresponds to a
signal to background ratio of 3.70 (assuming 100% efficiency). Unfortunately, this makes
a statistically significant detection of 2°Pb ions unlikely. The neutrino capture rate on
20571 has been sought for 50 years and our results have recently been published in Physical
Review Letters [102]. The details of the solar neutrino analysis can be found there, as those
calculations were not done for this thesis.
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Chapter 4

205Pp in the Early Solar System

205Ph is the decay daughter of 2°T1 and is a uniquely powerful case of a special class of nu-
clei called short-lived radionculides (SLRs) that are used as cosmic clocks to date processes
occurring in the early Solar System (ESS). SLRs are short-lived in an astrophysical sense,
with half-lives ranging from 0.1-100 Myr, which is on the same timescale as processes in
the early Solar System. The timescale on which the solar material isolated itself from the
interstellar medium (ISM) and then collapsed to form the first solids is called the isola-
tion time, and this value can help determine what type of stellar nursery our Sun formed
in [106]. Understanding this formation mechanism is crucial not only for understanding the
structure and history of the Solar System, but also for understanding the conditions under
which the solar abundances arose, given they play a pivotal role in nuclear astrophysics.

Trueman et al. (2022) [186] have shown that the three s-process SLRs that were avail-
able at the time—19"Pd, ®2Hf, and '3°Cs—predicted a self-consistent solution for the
formation of the early Solar System. This solution posited that the SLRs had originated
from standard galactic chemical evolution of the ISM and then the solar material was iso-
lated for 9-26 Myr. This longer isolation time indicated that our Sun most likely formed
inside a giant molecular cloud (GMC), like Scorpius-Centaurus OB2 [187] and the Orion
molecular cloud complex [188]. However, these three s-process SLRs also have r-process
contributions, and thus rely on the conclusion that the last r-process event occurred 100-
200 Myr before the first solids in our Solar System formed. This situation is heavily implied
by the abundances we measure for the r-only SLRs 2°I, 244Pu, and 247Cm [189, 190], and
this long delay time would suppress any r-process contribution to '°7Pd, 182Hf, and 3°Cs.
205Ph offers a critical test for the self-consistency of this GMC theory because it is unique
amongst the SLRs as the single s-only nuclide.

To use an SLR as a cosmochronometer, the isotopic abundance needs to be known in the
interstellar medium at the Sun’s birth and in the first meteorites that we can study today.
In the case of 20°Pb, this means understanding its production site, which is dominantly
the main s process in asymptotic giant branch (AGB) stars, as discussed in Section 1.4.2.
Because the low-lying, first excited state in 2°°Pb can be thermally populated in the stellar
plasma, its astrophysical half-life is highly temperature dependent, and accurate determi-
nation of these rates requires the nuclear matrix element between the 2°°Pb*(1/27) and
205T1(1/2") states, as described in Chapter 3. This is especially true during the thermal
pulse phase of an AGB cycle, where the temperature is high enough for enhanced 2°°Pb
EC decay and 2%°T1 /3, decay to directly compete with each other.
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4.1. 29%5Ph as a short-lived radionuclide

This chapter describes the workflow of applying our new experimental nuclear matrix
element to create accurate astrophysical rates, and then modelling AGB stars to derive
the isolation time of the early Solar System as determined by 2°°Pb. This effort was the
result of a 2 year collaboration between the experimental team, our GSI theory colleagues,
and several AGB modelling groups that culminated in the Nature publication Leckenby et
al. (2024) [164).

4.1 295Pb as a short-lived radionuclide

Across the nuclear chart, there are 19 short-lived radionuclides (SLRs) that fit the re-
quired range of half-lives from 0.1-100 Myr. Their properties are summarised in Table 4.1.
These SLRs are used in concert to provide timing information on the sequence of events
taking place before and amidst the formation of the early Solar System, with each SLR
constraining the picture in a unique way. As reviewed by Lugaro et al. (2018) [106] and
others [191, 193, 194], this can inform the lifetime, or isolation time, of the stellar nursery
in which the Sun was born. They can even shed light on the thermodynamic evolution of
the planetesimals that can have important consequences for the habitability of the planets.

Each SLR is paired with a reference isotope, ideally of the same element to ensure
identical chemistry, with which an abundance ratio can be recorded. The process by which
this abundance ratio is extracted from the first solids to give the ESS ratio is described
in Section 4.5. As shown in Table 4.1, the SLRs come from a variety of sources, with
the bulk coming from processes that happen during core-collapse supernovae. The s and
the r processes account for most of the remaining SLRs, with most s-process SLRs also
featuring an r-process component. 2°°Pb is a unique SLR as both itself and the reference
isotope 204Pb are s-only isotopes, as highlighted in Figure 4.1a. This makes 2%Pb uniquely
positioned to constrain the ‘live’ s-process contribution to the early Solar System, as first
reported by Blake et al. (1973) [195]. In addition, 2°°Pb is a third-peak s-process isotope,
which provides a separate constraint to the other main s-process SLRs, '°“Pd and '®2Hf,
which are found much earlier in the s-process path.

Blake & Schramm (1975) [196] quickly retracted their optimism after S.E. Woosley
pointed out that the 2.3 keV first excited state of 2Pb (denoted hereafter as 205Pb*)
would be thermally populated as the stellar plasma approaches kT = 2.3 keV (~ 27 MK).
The electron capture (EC) decay from this excited state is a 1/27 — 1/2% transition,
and this transition is not suppressed by the nuclear structure effects that inhibit the
5/27 — 1/2% transition from the ground state.f As a result, the EC decay from this
excited state has a partial half-life on the order of a few years, causing any 2°°Pb that
experiences these temperatures to decay immediately on an astrophysical timescale. Thus,

141t should be noted that in the 2°Pb case, the suppression of the unique transition is due to nuclear
structure effects of the single-particle transition since mass-205 is near two closed shells. The suppression
does not arise from weak selection rules [197].
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205pPh as a short-lived radionuclide

Table 4.1: Properties of the 19 short-lived radionuclides (SLRs). The half-life refers to the

SLR, since the reference isotope is stable (or very long-lived). The quality ranking (

5% column),

originally by Dauphas & Chaussidon [191] and updated in Lugaro et al. [106], takes into account
confidence in the ESS ratio. The process/site listed is the dominant source only, minor contri-
butions can come from other sources. The < symbol indicates only an upper bound is available.

SLR  Reference T/, (Myr) ESS ratio Quality Process/Site
107pq 108pq 6.5(3) 6.6(4) x 107° *xkx  SHT
182f 180 ¢ 8.90(9) 1.02(4) x 10~* xkk  SHT
205pp 204pp 17.0(9) 1.8(12) x 1073 * s-only
135Cs 13305 1.33(19) <28x10°¢ < s+r
1291 1271 16.14(12)  1.28(3) x 1074 x*%  r-only
27Cm 235U 15.6(5) 5.6(3) x 107° x%%  r-only
24py 238U 81.3(3) 7(1) x 1073 *k r-only
1268n 1248n 0.230(14) <3x1076 < r-only
2671 2TAl 0.72(2) 5.23(13) x 107° x%%  WR stars'/CCSNe
53Mn 55 Mn 3.7(4) 7(1) x 1076 xx%  CCSNe/SNIa
36C1 3501 0.3013(15)  2.4(7) x 107° ok CCSNe/WR stars
60Fe %6Fe 2.62(4) 1.0(3) x 1078 ok CCSNe
41Ca 40Ca 0.0994(15)  4.6(19) x 107 * CCSNe/WR stars
93Nb 1. 1075
92N 35(2) 57(9) x 10 * % % N
92Mo 3.2(3) x 107 * Kk
1469m 1448m 92.0(26)2  8.3(4) x 1073 kK oy
92Mo <1x1076 <
T 4.21(16
%BRu (16) <11x107° < 7
%Ru <2x107° <
BT 4.2(3
%BRu 3) <6x107° < K
10Be 9Be 1.387(12) (3-9)x104 * % Kk cosmic rays
"Be ‘Be 53.22(6)d  6.1(13) x 1073 * cosmic rays

Data sourced from Table 1 & 3 of Lugaro et al. (2018) [106]. ESS ratios are quoted with 2o errors,
as is customary in meteoritics, ESS references given in ref. [106]. Half-lives have 1o errors and are
taken from NUBASE2020 [53].
1 Wolf-Rayet stars are a rare type of massive star that has such strong stellar winds that the hydrogen
envelope has been entirely blown away, leaving an exposed core that is still burning He or heavier
elements.
2 Updated half-life from Chiera et al. (2024) [192].
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4.1. 29%5Ph as a short-lived radionuclide
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Figure 4.1: a) The termination of the s-process path in the Pb region, which is indicated by
the blue arrows. The size of the s-process arrows roughly indicates the decay branchings. The
r-process freezeout lines are shown by red arrows, demonstrating that 2°°Pb is shielded by 20°T1
and 204Pb is shielded by 2°4Hg. b) The low-lying structure of the 2°>Pb-2%5TI decay pair, alongside
the partial half-lives for each state. Note that the 2°°Pb 2.3 keV excited state never decays via
electron capture at terrestrial temperatures, so fully temperature/density-dependent decay rates
must be used. Figure reproduced from Leckenby et al. (2024) [164].

Blake & Schramm (1975) [196] concluded that meteorite measurements may be more useful
in constraining the s process than constraining the formation of the Solar System.

Yokoi et al. (1985) [177] revived the possibility of 2°°Pb as an SLR by pointing out
that at even higher temperatures, where the K-shell of 2°5T1 becomes ionised (> 100 MK),
bound-state S-decay could produce 2’>Pb to counterbalance its elevated decay rate. How-
ever, they acknowledged that the unknown nuclear matrix element between the two spin-
1/2 states limited the precision of the astrophysical decay rates they calculated, both for the
EC of 2°Pb* and the £, decay of 2°°T139/81+ We note that Takahashi & Yokoi (1987) [184]
(hereafter TY87) used a smaller @, value of 42.6 keV for their evaluation of stellar weak
decay rates than what is now accepted (50.6(5) keV) in AME2020 [83].

Mowlavi et al. (1998) [198] were the first to apply the TY87 rates to a full model of a
thermally-pulsing AGB star, and even today most modern AGB models are based on the
TYS87 rates. The primary nuclear physics limitation in the accuracy of the astrophysical
rates to date has been the unknown nuclear matrix element, which resulted in rates that
were uncertain by over an order of magnitude. With our experimental result, the accuracy
of the astrophysical rates can now be determined by within our uncertainty of ~ 10%.
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4.2. Astrophysical weak decay rates

4.2 Astrophysical weak decay rates

The details of the theory used to calculate the astrophysical weak decay rates of 2°°T1 and
205P} are provided in the Methods section of our Nature publication [164] and an upcoming
publication. A summary of the key points is provided here.

The B decay rate is connected to the nuclear shape factor C'x by

Ckfk

As, = In(2) LK,

(4.1)

with = 2F't = 6145(4) s the decay constant determined from super-allowed 3 decay [199],
frk = wQ%bﬁ%BK /2m? the phase space for 3, decay, Bx the Coulomb amplitude of the
K-shell electron wavefunction, and Bk the exchange and overlap correction [200]. Note
that the nuclear shape factor C'x is the same shape factor introduced in Section 1.5.2; it is
not necessarily related to the shape or deformation of the nucleus, but rather describes the
additional corrections required to describe the shape of 3 spectrum. From the measured
decay rate determined in Chapter 3, a nuclear shape factor of Cx = 7.6(8) x 1073 can be
calculated, which gives an associated log(ft) of

log(ft) = log(K/C) = 5.91(5). (4.2)

The uncertainties on the theoretical quantities are an order of magnitude smaller than the
experimental uncertainty on the fy-decay rate [201], so the above uncertainty is experi-
mental.

Depending on the temperature of the stellar plasma, 2°°T1 and 2%°Pb ions will be
present in varying charge-state distributions. We follow the prescription outlined by Taka-
hashi & Yokoi (1983) [202] where the Saha statistical equation is used to describe the
charge-state distributions in thermal equilibrium:

w

i1 _ biji (mi,j+1>2 i /KT—n (4.3)
ni,j bi,j miyj

Here n;; is the number density of isotope i in its 7*" jonisation state, b; ; the atomic

partition function, m; ; the mass, x;; the ionisation potential, £ the Boltzmann constant,

T the temperature, and 7 is the electron degeneracy parameter (derived in ref. [202])

determined by the electron density.

In addition to the charge-state distribution, each species in the plasma also follows a
distribution of nuclear excited states determined by Boltzmann statistics. The properties
of these excited states, in particular the nuclear matrix elements for the relevant decays, are
determined by our collaborators via shell-model calculations with the NATHAN code [203]
and the Kuo-Herling interaction [178] that are calibrated to measured decay rates. In this
way, the full phase space of forbidden decays is accounted for. The total decay rate for an
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4.2. Astrophysical weak decay rates
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Figure 4.2: a) Total weak decay rates for 20Pb and 2°°Tl as a function of temperature and
electron number density. b) A comparison of our new experimental rates with the rates cur-
rently used in AGB models. c¢) The bound and continuum contributions to electron capture. The

bound contribution dominates for most conditions considered. Figure reproduced from Leckenby et
al. (2024) [164].
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4.3. AGB models

individual species is given by the population-weighted sum of the partial decay rates from
the charge-state and excited-state distribution.

The derived, total astrophysical weak decay rates for 2°°Pb and 2°°T1 are plotted in Fig-
ure 4.2a as a function of temperature and electron number density. The EC rate increases
from 2 MK to 50 MK as the 2.3 keV excited state is thermally populated. Beyond 50 MK,
the EC rate drops as ionisation reduces the available bound electrons to capture. The mag-
nitude of this suppression depends on the electron density, as increased electron density
both suppresses ionisation and increases continuum electron capture. The contributions of
bound and continuum electron capture can be seen in Figure 4.2b.

In Figure 4.2c, our new rates are compared with the rates currently being used in
AGB models. The NETGEN library [204] is a popular compilation of reaction rates,
with the 2%°Pb/20°T1 rates following the rates tabulated by Goriely (1999) [205]. Goriely
made some modifications to the code used in TY87, and we believe this is the cause
of the departure from the TYS87 rates shown in Figure 4.2c. However, we were unable to
reproduce Goriely’s values. For low temperatures, NETGEN uses an interpolation in linear
space to the terrestrial value of A(?*“*Pb)g = 1.29 x 10715 s71. The rates used to produce
the FRUITY database [206], a popular database of AGB yields, are a spline interpolation
of the TY87 rates with an interpolation to the terrestrial value in log space. With modern
computing power, our calculation of the rates connects all the way down to the terrestrial
value, so no interpolation is required. We see that for our new experimentally-backed rates,
both the 2%Pb and 29°T1 rates are reduced compared to these present rates due to the fact
that the measured (,-decay rate was substantially smaller than predicted by TY87.

With the experimental nuclear matrix element, our new rates are substantially more
accurate than what was available before. We have also incorporated the latest (), value
of 31.1(5) keV, calculated in equation (1.20). In addition, we expanded the temperature
and density grid with modern computing power from 5 x 4 to 200 x 200. As we shall see
when discussing the production of 2*°Pb in AGB stars in Section 4.3, this resolution in
temperature and density space is crucial for achieving accurate production values.

To complement the new weak decay rates, updated neutron capture cross-section
recommendations were calculated for nine key isotopes to complement the KADoNiS
database [207]. These isotopes were 202-204pyg 203-205T] apnd 204206Ph, and featured new
data like the (presently unpublished) 2°4Tl(n,~) measurement from n TOF [208]. The
details of these cross-section recommendations are available in the Methods section of
ref. [164], whilst the impact of these new values is discussed at the end of Section 4.3.

4.3 AGB models

The large majority of the 2%°Pb in the universe was synthesised in the main s process
in AGB stars (see Section 1.4.2). A minor contribution can arise from neutron captures
in core-collapse supernovae [209] and from Wolf-Rayet stars [210, 211], but these do not
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4.3. AGB models

significantly contribute to the abundances of live 2°°Pb in the interstellar medium. Modern
simulations of the main s process fully track the evolution of the AGB phase to inform the
temperature, density, and neutron conditions of the material. To determine the impact of
our new weak decay rates, we implemented them in three, state-of-the-art AGB models:

1. Monash nucleosynthesis tools [212] is a post-processing code, where an astro-
physical trajectory is established from a 1D stellar model, and a nuclear reaction
network is then solved following the trajectory conditions. This works if the post-
processed nucleosynthesis does not contribute to the trajectory, which is true for the
s process. Monash tools use the NETGEN compilation for weak decay rates.

2. Nucleosynthesis Grid (NuGrid) model uses the NuGrid post-processing net-
work [213] applied to AGB stellar models from the MESA stellar evolution code [214]
to simulate the s process in AGB stars [215]. NuGrid also use the NETGEN database.

3. FUIl Network Stellar (FUNS) evolutionary code [216, 217] produces the
FRUITY database for isotopic yields of AGB stars [206]. The most updated FUNS
models implement coupled nucleosynthesis, so the reaction network grid is solved
with the evolution of the star. FUNS models use an interpolation of TY87 rates.

As a reminder, the s process occurs in two phases in AGB stars. The first occurs during
the interpulse period when a C pocket develops at the top of the intershell region from
mixing with the envelope at the third dredge-up causing the '3C(a, n)'®O neutron source
to be activated creating low neutron densities. The second burst occurs during the thermal
pulse where the He flash drives temperatures high enough for the 2?Ne(a, n)?*Mg source
to be activated generating medium neutron densities. See Section 1.4.2 for more details.

4.3.1 295Pb production in the thermal pulse cycle

For 2%Pb production, the exact nucleosynthesis path taken in Figure 4.1 is complicated
to comprehend due to the weak decays of 20°Pb and 2°°TI that flow in both directions.
This flow depends on the temperature and the interplay with neutron capture rates, which
operate on the same timescale as the weak decays. The branching point at 24TI is also
temperature dependent. This complexity is why 2°°Pb production needs to be handled by
full AGB stellar models and cannot be described by simple classical models.

By examining the abundance levels throughout the thermal pulse cycle, we can under-
stand 2°Pb production. The key stages of the TP cycle are displayed in Figure 4.3, which
shows the evolution of a 3M), metallicity Z = 0.02 AGB star from the FUNS evolutionary
code. In these figures, the mass coordinate is simply the mass spherically enclosed for a
given radius. The structural species (H, He, C, etc.) are dashed and illustrate the structure
of the intershell and thermal pulse cycle. Orders of magnitude lower in abundance are the
key s-process isotopes for understanding 2°°Pb production: 204205T] and 204205Ph. The
important mechanisms are described in the sub-captions of Figure 4.3. Additionally, this
narrated video [218] describes the same principles with the full set of evolutionary frames.
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4.3. AGB models

Figure 4.3: Abundances of key species throughout the 215% thermal pulse cycle (of 22) of a 3M,
Z = 0.02 AGB star modelled by the FUNS code. The structural species (H, He, C, etc.) are shown
as dashed lines, key third-peak isotopes (namely 2°°Pb) are solid lines, and temperature/neutron
density are dashed-dotted lines. Figure created in collaboration with Dr. Diego Vescovi.
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4.3. AGB models

Figure 4.3: Abundances of key species throughout the 215% thermal pulse cycle (of 22) of a 3M,
Z = 0.02 AGB star modelled by the FUNS code. The structural species (H, He, C, etc.) are shown
as dashed lines, key third-peak isotopes (namely 2°°Pb) are solid lines, and temperature/neutron

density are dashed-dotted lines. Figure created in collaboration with Dr. Diego Vescovi.
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(d) The third dredge-up occurs where °>Pb and other s-process elements are incorporated into the
convective envelope. Once in the envelope, 2°°Pb will survive due to the low temperatures. The
13C pocket is formed during the third dredge-up by H mixing that reacts with the abundant *C to
form '3C (modelling details in text). The temperature is too low (logT < 7.95) for the **C(a,n)
neutron source to be activated yet.
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Figure 4.3: Abundances of key species throughout the 215% thermal pulse cycle (of 22) of a 3M,
Z = 0.02 AGB star modelled by the FUNS code. The structural species (H, He, C, etc.) are shown
as dashed lines, key third-peak isotopes (namely 2°°Pb) are solid lines, and temperature/neutron
density are dashed-dotted lines. Figure created in collaboration with Dr. Diego Vescovi.
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pocket.
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(f) Over the long intershell period, all '*C is burnt and the neutron density drops. The intershell
is sufficiently cool (log7 < 8.30) such that all 2°*Pb produced in the thermal pulse and the **C
pocket decays, leaving only 2°Tl. Eventually enough He ashes accumulate for the thermal pulse to
begin again and the cycle repeats.
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The takeaway from this analysis is that any active 2°°Pb yield from the star originates
from the thermal pulse, with the high-temperature 3;, decay of 2%°T1 accounting for a large
fraction. The total yield of the star is very sensitive to the temperature gradient established
during the power-down phase, as this determines the abundance of 2%°Pb available to be
extracted by the third dredge-up. This highlights how important accurate temperature
dependent rates are for accurate 2°Pb production yields.

4.3.2 Model comparison

To compare the three AGB models, we considered an AGB star of 3 solar masses (M)
and metallicity Z = 0.02. The resulting mass ejection yields are shown in Table 4.2, and
the yields for a full range of masses are shown for Monash models in Figure 4.4. We can
see that the updated weak decay rates have different impacts on the overall 2°°Pb /204Ph
yield, which is unsurprising given each model operates at slightly different temperatures
(and 2%Pb production is very sensitive to temperature).

This temperature trend can be seen explicitly in Figure 4.4, where higher masses cause
higher temperatures resulting in higher 2%°Pb yields. Eventually, 2°°Pb yields tail off at
the highest masses because the higher thermal pulse temperatures reduce the effectiveness
of the third dredge-up, thus mixing less s-process products into the convective shell. This
is true for all s-process elements; the AGB stars responsible for the bulk of the s process
are those of 1-4M¢ due to the reduced effectiveness of the third dredge-up [56]. However,
our results indicate that 2°°Pb yields from a 4.5M, star are still significant, demonstrating
the competition between the high-temperature production of 2°Pb and the efficiency of
the third dredge-up.

In terms of the mechanics of the stellar models, the handling of the convective-radiative
boundary mixing is the most relevant modelling uncertainty. The mixing determines not
only the effectiveness of the third dredge-up, but also the temperature drop off at various
boundaries, which crucially sets the 2°Pb abundance.

Convective boundary mixing is one of the most complicated topics in stellar mod-
elling in general, and there is not an established prescription. The NuGrid models use a
time-dependent convective overshoot prescription, where the momentum of the convection
carries protons into the intershell. This is a physically self-consistent description of the
mixing, albeit still using a free parameter 8 to characterise the extent of the exponential
overshoot [206, 219]. The overshoot at the base of the thermal pulse results in an increase
in the overall temperature of the thermal pulse, making the NuGrid models substantially
hotter than the other two models resulting in the much higher 2%°Pb yield [215].

The Monash models do not use convective overshoot, but instead search for a ‘neutral
border’ by using interpolation in the radiative-to-adiabatic gradient ratio to decide how
the convective region grows (see Karakas (2014) [220] for details). This method results in
deeper third dredge-up dynamics than just defining a hard border, whilst not invoking any
additional mixing.
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Table 4.2: Yields for the three AGB models of a 3Mg, Z = 0.02 star. Two sets of weak rates are
used: the original rate library for each model, and the new rates from our collaboration (Mancino24).

Model Weak Rates 20°Pb (My) 204Pb (My) 205T1 (My) 295Pb/?%4Pb

NETGEN 3.07 x 10711 3.17x107° 5.89 x 1079 0.0096
Monash

Mancino24 220x%x 10719 321 x107? 5.48 x 107? 0.0710

. NETGEN 467 x 10711 357x107° 5.34x 1077 0.0130

NuGrid

Mancino24 6.00 x 10710 341 x107% 2.52x107? 0.1760

FRUITY 1.01x1079  1.17x1078 2.05x 1078 0.0859
FUNS

Mancino24 250x 10710 1.17x107% 2.14x 1078 0.0212

Figure 4.4: Calculated yields for 204295Pb, their ratio, and 2°°TI for Monash models of AGB
stars of solar metallicity Z = 0.014. Salpeters mass function is overlayed displaying the associated
population probability. Plot data is given in Table 4 of Leckenby et al. (2024) [164].
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The FUNS models, having noted that convective overshoot was no longer reproducing
the SiC isotopic grain distributions well, now use a magnetically-induced-buoyancy mixing
mechanism, where magnetic ‘flux tubes’ in the He intershell are buoyant and cause mixing
into the envelope [216, 217]. Each of these prescriptions has their own advantages and
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challenges since boundary mixing is still an active problem. This is the primary reason
for the factor-8 range in 2%°Pb/?%4Pb ratios, although of course many other modelling
differences that impact the temperature are also consequential.

Modelling choices including different opacities, abundance compositions, and the still
uncertain 2?Ne(a, n)?’Mg reaction rate, all have a < 10% impact on the final abundances.
Similarly, the updated neutron capture rates also had < 10% impact across all models.

4.4 295PDb in the interstellar medium

Once s-process products are mixed into the convective envelope, they are ejected into
the interstellar medium by strong stellar winds that peel off the envelope throughout the
AGB phase. The exact mechanism of these winds is complicated and not yet settled, but
the broad consensus is that radiation pressure accelerates microscopic solid-state particles,
called dust grains, that are formed in the atmosphere of the star and elevated with the
expansion of the envelope during the thermal pulse [221]. The AGB star will thus enrich
the surrounding interstellar medium (ISM) with s-process products.

For short-lived radionuclides (SLRs), the radioactive species will decay in the interstellar
medium. To use an SLR as a cosmochronometer, it is crucial we have a good understanding
of the abundance of the SLR in the ISM, as that is used as the start value of the clock.
The change in the ISM abundance of an SLR is given by the radioactive decay of the SLR
counterbalanced against the production rate dP/dt:

dNstr _ _ Nsir n dPsiR
dt T dt ’

where Ngir is the abundance of the SLR and 7 = t/5/In(2) is the mean life of the
radioisotope. Lugaro et al. (2018) [106] note that this is a self-regulating equation in that
if the production rate increases, the decay term also increases until a steady-state value is
reached such that dNgpr/dt = 0. Then the SLR abundance is simply given by

dPsir

(4.4)

Ngir = . 4.5
SLR dt T ( )
The accumulation of the stable reference isotope is just given by
dPtan)
Nstable = 26; eTGala (46)
where Ta is the age of the galaxy, so the abundance ratio for the SLR is given by
N, dP. dt
SLR — SLR/ T - Prat X ’ 5 (47)
N, stable ar. stable / dt TGal TGal

where P, is the relative production ratio between the SLR and its stable reference isotope.
This function decreases inversely with galactic age as the SLR reaches its steady state whilst
the stable reference accumulates.

95



4.4. 205Ph in the interstellar medium

It was noted by Clayton (1984) [222] that production rates change over time as a re-
sponse to the infall of primordial gas, which affects the local star formation rate (determin-
ing the SLR steady state) and the integrated stellar mass (determining the stable reference
accumulation) whilst also diluting the SLR abundance [106]. Clayton (1985) [223] proposed
an analytic model where the gas infall was parametrised by k, giving analytic solutions for
the galactic chemical evolution (GCE) functions. This resulted in the steady-state formula
requiring a simple multiplication by the factor (k + 1) if the nuclei are produced by pri-
mary nucleosynthesis (not requiring metallicity) or (k + 2) if the nuclei were produced by
secondary nucleosynthesis (requiring metallicity). Dauphas et al. (2003) [224] determined
a value of k = 2.7(4) from galactic observations.

This analysis was modernised by Co6té et al. (2019a) [19], who used a numerical GCE
code that could track GCE parameters with more consistency than the analytic formulation
of Clayton. In particular, they used a simple one-zone GCE code called OMEGA, coupled
with the stellar-population-yield code SYGMA that is available as part of the NuPyCEE and
JINAPyCEE packages on GitHub. Whilst the GCE analysis is more sophisticated, as a
one-zone model, the ejecta of stars is assumed to be instantly well mixed into the ISM so
no delay time to account for the lifetime of low-mass stars is included. They determined
that multiplying by a single factor K reproduced the steady-state abundance of SLRs with
a mean life below ~ 20 Myr, such that:

NsLr T

=K X Pag X —, 4.8
N, stable rat TGal ( )

From parameters of various Milky Way models fitted to observations from the compilation
of Kubryk et al. (2015) [225], the best fit was K = 2.3, with a minimum value of 1.6 and
a maximum value of 5.7. Note that these are not 1o errors, but rather a range of possible
values, and that each value represents a different realisation of the Milky Way, so results
from a single K must be considered together.

This analysis, however, does not consider the fact that enrichment events of the ISM are
discrete, with sharp jumps in Ngpr as a nucleosynthesis event releases fresh radionuclides
into the ISM. This is especially important to consider when trying to use the initial ISM
abundance as the starting value for a cosmochronometer. The SLR abundance from a set
of n discrete enrichment events separated by a constant time between enrichment events
dc is given by [106]

Nsrr(t) oc psir X (14 €706/ 4o g em(=1de/T) o o= (t=mdc)/r

n—1
- pSLR< 3 e—j5c/7)e—(t—n5c)/7 - pSLR(
=0

1 — e~ (nt1l)dc/T
1 —edc/T

(4.9)

)e—(t—n5c)/7

)

where pgrr is the production yield from a discrete event and the e~(#=79¢)/7 term describes
the decay from the last event. The proportionality arises from the fact that infalling gas

96



4.4. 295Pb in the interstellar medium

7/(6) = 0.5 —— Constantd, | I 7/0)=3
10} —— Random ¢

Mrad!o

o 100 200 300 400 500 0 100 200 300 400 500
time (Myr) time (Myr)

Figure 4.5: The steady-state value for the mass of an SLR in the ISM for both a constant time
between enrichment events (blue) and a stochastic sampling of the time between enrichment events
(red). Projections on the right show the long-time distribution of a stochastic sampling. Figure
adapted from Co6té et al. (2019b) [226].

can dilute the SLR abundance. This discrete growth is shown in the blue functions of
Figure 4.5 for a variety of 7/d¢ values.

To make this discrete enrichment formalism more realistic, Coté et al. (2019b) [226]
used Monte Carlo simulations to randomly sample the time between enrichment events
6. This stochastic enrichment generates a wider but more realistic range in the possible
values of the ISM ratio. Some example Monte Carlo runs are shown by the red functions in
Figure 4.5, where the histograms on the right show projections of the long-term stochastic
distribution. Because we are dealing with stochastic discrete enrichments now, there are
combinations of the mean life 7 and the average time between enrichments (§) that don’t
result in a steady-state value. In particular, if 7/(0) 2 2, which Coté et al. [226] referred to
as Regime I, then a steady state distribution is reached. This is the scenario where the ISM
ratio can be used to define an isolation time of the Solar System from the ISM, because
the ISM value is well defined. Note that the distribution is only symmetric if 7/(d) 2 5.
If 7/(6) < 0.3, known as Regime III, then the probability that any ISM ratio arises from
just one event is greater than 50%. This allows us to define the time from a single last
event with reasonable confidence. If 0.3 < 7/(6) < 2, known as Regime II, then the ISM
ratio most probably arises from a small number of events and the distribution is highly
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asymmetric, which is not ideal for use as a cosmochronometer.
For Regime I, the steady-state case, Coté et al. (2019b) [226] find that if Tga > T,
then the mean value is well approximated by

(NSLR) o PSLR 75 (4.10)

which is equivalent to equation (4.5). Note that the proportionality is now to acknowledge
that complexities like dilution are considered. The stable reference isotope is simply

TGa
Ntable X Dstable <T; ) (4' 1 1)

which is similarly equivalent to equation (4.6). Thus, the steady state formula is returned

NSLR _ e s Py x T x £(r/(0) (4.12)
Nstable TGal

with an added function £(7/(d)) that is a probability distribution representing the numer-

ical scatter arising from the stochastic enrichment. By definition, £ has a mean of 1, and

the shape of the distribution will be determined by the Monte Carlo results of Coté et

al. (2019b) [226] for a given 7/(J) value.

The use of the modified steady-state formula, i.e. equation (4.12), is a good starting
point in predicting the value of the ISM ratio for an SLR. To apply the formula, one must
determine the value of (§), which represents the average time between enrichment events
for a given parcel of gas. Estimates of () for various nucleosynthetic events are poorly
known, but it can be estimated from first principles by considering how much galactic mass
is swept out by the ejecta of any given enrichment source, in what is called the ‘snowplough’
approach by Meyer & Clayton (2000) [193]. By considering energy conservation for the
winds from an AGB star, one derives a value of ~ 50 Myr [106, 189]. Given the mean-
lives of the s-process SLRs (see Table 4.1), this would put their 7/(J) value firmly into
Regime III. However, it has been proposed that other processes in the ISM, like core-
collapse supernova shock waves [227] and turbulent gas diffusion [228, 229] are likely to
cause further distribution of AGB products.

With this in mind, Coté et al. (2019b) [226] and Trueman et al. (2022) [186] chose a
value of (§) = 3.16, which puts most s-process SLRs into Regime I for which an isolation
time can be derived. It should be noted that as long as the () value puts the SLR in
Regime I, then the choice of (§) only affects that size of the stochastic variation in the
ISM, not the mean value. In fact, given the potential for ISM mixing to reduce the value
of () to quite small values, the value of 3.16 was chosen as the most conservative choice
that still left the s-process SLRs in Regime 1.

This choice of (§) = 3.16 works for 2%Pb (7/(5) = 7.8), 197Pd (3.0), and '32Hf (4.06),
but does not work for 3Cs (0.60). In particular, it puts '3°Cs in Regime II, which makes it
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challenging to place meaningful constraints on either a steady-state or last-event scenario.
Given the value of () = 3.16 was chosen to be conservative, we separately consider () = 1.0
for 13°Cs. In theory, the value of (§) should be consistent across all s-process SLRs because
each isotope is co-produced in low-mass AGB stars. However, as mentioned previously, as
long as each isotope is in Regime I, only the size of the stochastic variation is affected, not
the mean value.

Following these choices, we applied equation (4.12) to 205Ph and the other s-process
SLRs 17Pd, 182Hf, and 135Cs, in line with the previous study by Trueman et al. (2022) [186].
We used the values of K proposed by Coté et al. (2019a) [19] to explore variation across
different Milky Way parameters. To calculate the production ratios P, we considered a
population of AGB stars with masses from 2-4.5 Mg with an initial metallicity of Z =
0.014. The yields were calculated with the Monash AGB models, and the individual yields
were weighted using Salpeter’s mass function, which is a simple power law description of
the initial mass function for a population of stars. We integrated the yields over Salpeter’s
mass function to get a 20°Pb/2%Pb production ratio of 0.167 using number abundance.

To get the ISM ratio from the production ratio P, for that s-process SLRs that have
an r-process contribution, one must correct for the r-process contribution to the stable
isotope (assuming, as we have, that the radioactive r-process contribution is negligible).
We use the fractions presented in Table 3 of Trueman et al. (2022) [186] to scale the stable
isotope abudance, which we achieve by multiplying the s-process production ratio by the
s-process fraction for the stable reference. These fractions, and the resulting ISM ratios of
s-process isotopes, are provided in Table 4.3.

The modified steady-state formula is only an approximation, and a full galactic chemical
evolution (GCE) treatment is required to get accurate ISM values. This is what Trueman et
al. (2022) [186] did for the s-process SLRs available at the time: °7Pd, 82Hf, and 135Cs.
They used the OMEGA+ GCE code to track the abundances of SLRs over the course of
galactic evolution to determine the ISM values at the birth of the sun at T, = 8.4 Gyr.
OMEGA+ is an extension of the one-zone code OMEGA, featuring a cold, star-forming gas
reservoir (a.k.a. the Galaxy) and a hot, non-star-forming reservoir (a.k.a. the circum-
galactic medium). In this model, time-dependent galactic parameters (e.g. gas inflows,
etc.) and metallicity dependent stellar yields can be used that give a more accurate ISM
value than the steady-state formula, although variation due to local inhomogeneities are
not accounted for.

Comparing the results of the steady-state approximation to the full GCE treatment,
we found that the '97Pd/!%8Pd ratio is 36% higher using the steady-state formula, the
182Hf /180Hf ratio is 55% lower, and the 135Cs/133Cs is 16% higher. The fact that no trend
can be discerned based on lifetime indicates that the origin of these differences probably lies
in the metallicity-dependent yields, which vary differently for each isotope. Thus, another
full GCE calculation of all the s-process SLRs is warranted given the considerable new
information gathered over the last few years. However, we can say that equation (4.12)
reproduces the GCE results within 50%.
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Table 4.3: ISM ratios calculated (using Equation (4.12)) and isolation times for s-process short-
lived radionuclides using the Monash AGB models. 7 is the SLR mean-life, P, is the SLR-to-stable
production ratio, and (§) is the mean time between enrichment events. The uncertainty factors

correspond to the +10 quantile values given the distributions are asymmetric.

205Pb/204Pb 107Pd/108Pd 182Hf/180Hf 135CS/1330S
ESS ratio 1.8(12) x 103 6.6(4) x 1077 1.02(4) x 104 <28x%x10°6
7 [Myr] 24.5(13) 9.4(4) 12.84(13) 1.9(3)
s-process Prag 0.167 0.141 0.111 1.059
(8) [Myr] 3.16 3.16 3.16 1.0
7/(8) 7.8 3.0 4.06 1.9
Unc. factors 0.76, 1.27 0.62, 1.46 0.67, 1.39 0.53, 1.58
Value of K s-process fraction of stable reference
1.6 (min) 1 0.37 0.88 0.14
2.3 (best) 1 0.45 0.86 0.17
5.7 (max) 1 0.60 0.85 0.21

ISM ratio
1.6 (min) (7.7F3) x 1074 (9.0733) x 1070 (2.3709) x 107* (5.1F32) x 107°
2.3 (best) (1.107932) x 1073 (15710 %3) x 107%  (3.3%1:%) x 107*  (8.9753) x 107°
5.7 (max) (2.7793) x 1073 (5.2739) x 107 (8.0%31) x 107*  (2.7%]:5) x 1074
Isolation time [Myr]

1.6 (min) —20.71185 2.9138 10.6%53 > 56709
2.3 (best) —11.8%745 8.113¢ 14.9723 >6.670%
5.7 (max) 10.57158 19.3738 26.413:3 > 8.8199

Uncertainty factors are 1o equivalent (i.e. 10 = 68.2%) to represent the probability distributions shown
in Fig. 4.7. Choice of § and uncertainty factors are described in the text based on refs. [186, 226]. ESS
ratios (with 20 uncertainties) are taken from ref. [106], 7 values from ref. [53]. Note that we updated the
s-process production ratios P to those from the Monash AGB models computed with the the most recent
nuclear inputs, relative to the yields used in refs. [186]. The stable s-process fractions are taken from the

Monash GCE models of ref. [186], except for 204ph, which is an s-only isotope.
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4.5 Isotopic ratios from meteorites

The long-since extinct value of the SLR ratio in the early Solar System can be extracted
from meteorites by determining if the daughter isotope abundance correlates with the
reference isotope abundance over meteorite inclusions of different chemistry. In particular,
a linear regression is performed between the daughter isotope relative to a reference of
the same element (e.g. 2%T1/293T1) and the SLR reference isotope relative to the same
denominator (e.g. 2*4Pb/?%3T1). The inclusions in the meteorite (and also across different
meteorites) will sample different 2°4Pb/203T1 ratios as a result of their varying chemistry.
If the meteorite inclusions all formed at the same time, which can be determined by other
dating systems like U-Pb dating, then a correlation between the daughter isotope and its
reference isotope indicates that this correlation is driven by the radioactive decay of the
SLR. This correlation line is called an isochron, since all points are associated with the
same time, and the slope of the line determines the SLR ratio in the early Solar System,
as more 2%Pb would imply more 2%°Pb as well that decayed to 20°T1.

The method is quite robust in theory, but is particularly vulnerable to systematic
uncertainties. The radiogenic component of the stable isotope abundance is very small,
often in the third or fourth significant digit, so measurement systematics can very easily
affect the signal. A natural systematic arises from the fact that some chemical processes
are mass dependent, referred to as mass fractionation, which can obscure the radiogenic
correlation or introduce systematic bias. This is typically accounted for by looking to
other isotopes of the element to calibrate any mass fractionation, but this is not possible
for TI, which only has two stable isotopes (?°329°T1), nor Pb, whose other three stable
isotopes (296:297:208Ph) are affected by radiogenic contributions from the U/Th decay chains.
Additionally, Pb abundances are easily polluted by terrestrial Pb during the collision with
Earth. As a result, early studies looking for live 2°Pb in meteorites were unable to observe
a signal [230].

It was not until the early 2000s that a signal was observed, and since then four studies
have observed 2°°Pb ratios in iron meteorites and various chondrites:'>

1. Nielsen et al. (2006) [231] were the first to demonstrate live 2°Pb existed in the early
Solar System by determining a strong isochron for TAB iron meteorites.

2. Baker et al. (2010) [232] measured the only set of carbonaceous chondrites to date,
and established an initial isochron of 2%°Pb/?*Pbggo = (1.0 £ 0.4) x 1073 at 20
uncertainty.

5Meteorites are classified in three types: iron meteorites made mostly of metal, stony meteorites made
mostly of silicate minerals, and stony-iron meteorites with roughly equal parts metal and silicates. Chon-
drites are stony meteorites that have not melted, and form the bulk of meteorites that fall to Earth.
Carbonaceous chondrites are among the first solids to have condensed in the early Solar System, whilst
enstatite and ordinary chondrites (the other two classes of chondrites) formed later. Both iron meteorites
and chondrites have further subcatagories based on their structure and chemistry.
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Figure 4.6: The isochron fits to all T1 meteorites including the carbonaceous chondrites [232] and
the TAB [231], ITAB, and IITAB [233] iron meteorites. a) shows the original fit from Baker et al. [232],
whilst b) shows the adjustment to the carbonaceous chondrite isochron by Andreasen et al. [233]
where the intercepts are improved. Figure reproduced from Andreasen et al. [233].

3. Andreasen et al. (2012) [233] followed up with measurements of ITAB and IITAB iron
meteorites.

4. Palk et al. (2018) [234] measured enstatite and ordinary chondrites, and evaluated
the previous literature for their calibration.

Iron meteorites typically form 10-20 Myr later than carbonaceous chrondrites, which
are thought to be among the first solids that condensed in the early Solar System. Whilst
older meteorites cannot help set the initial SLR ratio due to uncertainties in their formation
time, they are crucial in checking the consistency of the carbonaceous chondrites data. The
isochron from Nielsen et al. requires either a much longer formation time (~ 60 Myr) than
is typical, or a lower initial ratio than determined by Baker et al. [232]. However, the
isochron from Andreasen et al. [233] provides consistent ages, supporting the value from
Baker et al. [232].

Andreasen et al. [233] took the further step of rejecting “the three samples that suffer
from large terrestrial Pb contamination or are desert finds” in the Baker et al. [232] sample.
This was motivated by the observation that the 2*4Pb/293TI = 0 intercepts do not agree for
the carbonaceous chondrites and the iron meteorites, which they argue is significant due to
the fact that they say mass fractionation is unlikely to be able to explain an effect of this
size. By removing the suspect samples, they find better agreement between the intercepts
of the two isochrons and correspondingly suggest an adjusted value for the carbonaceous
chondrite isochron of 2%Ph/2%Pbggo = (2 £ 1) x 1073. The data and best fit isochrons
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from Andreasen et al. [233] are shown in Figure 4.6. Note that ¢ notation is given by

205 203
205 ( Tl/ Tl)sample 4
Tl = -1 10°. 4.1
c < (205T1/203T1)3tandard x 10 ( 3)

To address the systematic effects from mass fractionation, Baker et al. [232] and An-
dreasen et al. [233] also measured Cd isotopes. The idea is that Cd behaves similarly to T1
chemically, so Cd isotopic analysis can be used as a monitor for potential Tl fractionation.
In particular, Cd and Tl have similar condensation temperatures and are known to be
volatised during heating and metamorphic processes. A study of enstatite and ordinary
chondrites by Palk et al. (2018) [234] confirmed that the correlation in Cd and T1 fraction-
ation is excellent across two orders of magnitude. Baker et al. [232] also measured the Pb
isotopes to identify terrestrial contamination. Thus, we can be reasonably confident that
the 29°Pb signal is well-founded, even if the data set is still small.

Palk et al.[234] use the isochron of carbonaceous chondrites to calibrate the isochrons
of the enstatite and ordinary chondrites, so they can be used to determine the chondrite
ages. As a result, they also needed to evaluate a value for the carbonaceous chondrites,
and chose to use of 2OE’Pb/Qo‘leS&O = (1.8 £1.2) x 1073 to cover the full 20 range from
both Baker et al. [232] and Andreasen et al. [233]. In our study of 2°°Pb, we have chosen
to consider both the value suggested by Palk et al. [234] and the original value given by
Baker et al. [232].

4.6 Isolation time

The final step is to calculate the isolation time of the early Solar System (ESS). In particu-
lar, the isolation time is the length of time between the isolation of the Solar System from
further enrichment by the interstellar medium to the formation of the first solids such as
the carbonaceous chondrites. By using the ISM ratio as the start and the ESS ratio as the
stop, we can derive the isolation time such that

(NSLR/Nstable)ISM
(NsLR/Nstable)ESS

Tiso = In (4.14)
Monte Carlo simulations were used to propagate both the stochastic variation of the ISM
and the uncertainty in the ESS meteorite values to produce a probability distribution
function (PDF) for the isolation time of each of s-process SLR. For 2%°Pb, the ESS result
suggested by both Palk et al. [234] and Baker et al. [232] were considered. The resulting
PDF's are shown in Figure 4.7 for the minimum/best/maxixmum values of K.

Using the full ESS range suggested by Palk et al. [234], the predicted isolation time for
the best estimate of K is positive for 25% of the distribution. Negative isolation times are
obviously unphysical, and it was previously impossible to produce positive isolation times
for 295Pb using Monash models, which was attributed to the uncertain nuclear physics
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Figure 4.7: Probability distribution functions (PDF) for the Solar System isolation time given
the min/best/max value of K. Std ESS refers to the ESS value from Palk et al. [234], CC ESS
from Baker et al. [232]. For 197Pd and '®?Hf, the meteorite measurements are well constrained
(uncertainties are 2-3%), so the PDF widths are due to the stochastic ISM. For 2°5Pb, the meteorite
uncertainty is much larger (~ 30%) so the PDF width arises roughly equally from the meteorite
uncertainty and the stochastic ISM. 2°Cs only has a lower limit for meteorite measurements, so
is dotted to highlight the different mean enrichment spacing (0) assumed. Broadly speaking, the
three s-process SLRs are consistent with an isolation time arising from just GCE.
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inputs. With our newly measured Sj-decay rate for 2%°T1%1+ and the associated new astro-
physical weak rates, we have eliminated the major nuclear physics limitation of 2°Pb. Our
205Ph isolation time PDF is consistent with the giant molecular cloud theory proposed by
the other s-process SLRs. In particular, our PDF supports the use of the lower value for
the ESS 2°°Pb/204Pb ratio originally determined by Baker et al. [232].

When considering the probability distributions in Figure 4.7, we must consider if there
is correlation between the isotopes. In particular, the largest source of uncertainty in the
PDFs is the stochastic variation in the ISM, but the s-process SLRs are co-produced in
AGB stars and thus should vary together. However, the situation is not so simple. The
stochastic model presented by Coté et al. [226] considers ‘events’ that enrich a parcel of
gas, but it was deliberately kept vague as to what these events were so that their results
could be applied to the continuous enrichment functions generated by most GCE models.

In the case of AGB stars, it is not obvious what an ‘enrichment event’ is, whether it is
a single thermal pulse, the lifetime of a single AGB phase, or the AGB output from a full
population of stars. We have chosen to use the production ratio from a whole population
of stars as representative of the expected production ratio. If instead, the enriching events
were single stars, then the production ratios can vary significantly depending on the mass
of the AGB star, as as shown in Figure 4.4. For single stars, the s-process production
ratios are not well correlated as 197Pd, 1%2Hf, and 2°Pb each come from different s-process
peaks and are thus separated by different bottlenecks in the steady flow, associated with
the neutron shell closures. On top of this, the yields of 2%°Pb, 8'Hf, and '3*Cs are tem-
perature dependent, so additional variation in production ratio should be considered. This
complexity is currently beyond the scope of SLR analysis, but highlights areas where there
is variation that is not currently accounted for, making the independence of the stochastic
variation in the ISM presented here appear more reasonable.

Whilst the presented scenario is self-consistent, we also considered the situation if the
mean enrichment spacing J) was long enough to put us in Regime III ((6) = 30-70 Myr)
where the ESS abundance was likely due to a single last event. For just '7Pd and '®2Hf,
it had been possible to identify some AGB models that provided a self-consistent last
event occurring roughly 25 Myr before the formation of the first solids. However, with the
addition of 29°Pb, stellar masses below 3M do not produce enough 2°°Pb whilst models
above this mass typically produce too much 2°°Pb and '82Hf, relative to '°"Pd. The 3M,
Z = 0.014 model with K = 5.7 and the lowest 2°Pb/2%*Pb value for the 20 range still gives
a self-consistent isolation time of about 30 Myr, but this clearly requires more fine-tuning
than the continuous enrichment assumption because there is no stochastic variation in the
ISM ratios. This scenario needs to be further constrained with predictions from the ratios
of the SLRs relative to each other, i.e. 197Pd/'®2Hf and ®2Hf/20°Pb.

Finally, the potential pollution from massive stars forming within the giant molecular
cloud during the isolation time was also considered. Wolf-Rayet stars are very massive
(> 40My) and very short-lived (< 5 Myr), and can produce 197Pd and 2°°Pb, but cannot
produce 82Hf due to insufficient neutron density. Contributions from these stars would be
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added on top of the GCE contribution from AGB stars, but this contribution is currently
not needed. Core-collapse supernovae could also add to the abundance s-process SLRs in
the ISM, but CCSNe cause overproduction of 3°Cs, °Fe, and 53Mn, so this also seems
unlikely.

In summary, with our new experimental result and more accurate astrophysical rates,
the scenario of the s-process SLRs being explained by self-consistent isolation from standard
GCE in a giant molecular cloud appears to have withstood the test from 2°°Pb. However,
the steady-state formula is only an approximation, and a full GCE study should be repeated
including 2%°Pb. Additionally, it would be most realistic if a physically motivated (§) value
could be chosen, and then the production ratios of individual AGB stars could be sampled
during the Monte Carlo simulation to accurately handle the correlations between the s-
process SLRs. However, this future work is beyond the scope of this thesis.
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Chapter 5

The PLEIADES Detector

Having now explored the nuclear astrophysics pipeline that takes us from experimental
measurements to the production of the elements and the origins of our Solar System, we
return to experimental nuclear physics to discuss the construction of a particle detector that
will be used in future exotic decay measurements. As introduced in Section 2.6, particle
detectors located inside stainless steel pockets—separated from the ultra-high vacuum by
thin, stainless-steel windows—are used in the Experimental Storage Ring (ESR) to record
particles that leave the momentum acceptance of the storage ring. These particle detectors
are crucial in characterising the products of decays or reactions in the storage ring. The
capability of these pocket detectors has continued to develop, and this chapter discusses
the construction and characterisation of the most advanced ESR pocket detector yet, the
ParticLE sllicon-scintillAtor DEtector for Storage rings (PLEIADES)E.

PLETADES is one of a set of detectors used by the Isomeric states, LIfetimes, and
MAsses (ILIMA) collaboration. The ILIMA collaboration aims to study the masses and
decay pathways of the cocktail beams of many fragments produced at GSI. In addition to
the nuclear properties outlined in the name, the collaboration also hopes to characterise
particle-emission branching ratios at the GSI facilities. These fundamental nuclear data will
have a large variety of applications, including extending the experimental data for neutron-
rich regions crucial for understanding the r process. To cover such a wide range of decay
modes across many species simultaneously, particle detectors that can separate individual
isotopes are necessary. The particle detectors will provide complementary information
to the Schottky detectors, allowing for better particle identification and cross-checking of
lifetimes. To provide isotopic identification, a d E—E telescopic particle detector is required.

PLETADES follows a prototype d F—F detector called the CsI-Silicon Particle detector
for Heavy ions Orbiting in Storage rings (CsISiPHOS). The upgrades implemented in
PLETADES have also been applied to CsISiIPHOS, so the ILIMA collaboration now has
two versatile pocket detectors for decay spectroscopy. Both detectors can be operated
together allowing for detection of ion decays in both straight sections of the ESR for
twice the efficiency. This chapter summarises the design philosophy put forward by the
ILIMA collaboration outlined in the FAIR Technical Design Report [235], and describes
the construction and commissioning of PLEIADES with a 2°®Pb beam in June 2022.

16The name PLEIADES was chosen because it connects the new detector to the prototype CsISiPHOS.
Not only does PLETADES invoke connections of the heavens to the earth through the ascension of the seven
sisters, but the seventh Pleiades sister Merope was the wife of Sisyphus in Greek mythology.
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5.1. Silicon detector physics

5.1 Silicon detector physics

Silicon detectors are a favoured choice for charged particle spectroscopy for a few reasons:
they provide precise energy resolution for charged particles, they allow simultaneous energy
and position readout using detector strips, and the direct electronic signal generated by
the silicon diode interfaces easily with electronic signal processing. For these reasons, and
additionally the compactness of silicon chips, silicon detectors make an ideal choice for
measuring the energy loss in the ESR pockets where space is highly constrained.

Charge flow in materials and the classification of insulators, conductors, and semicon-
ductors are often described in terms of a valence and conduction band describing the ability
for electrons to move in the lattice. In the valence band, electrons are bound to the atoms
in the lattice, whilst in the conduction band, they are free to flow around the lattice and
are not localised to any one ion. Insulating materials have a large energy gap between
the valence and conduction band requiring large energy input before valence electrons can
be liberated. Conducting materials have an overlap between the valence and conduction
bands such that higher energy valence electrons are delocalised in the lattice. Semiconduc-
tor materials have just a small band gap such that low energy input can cause movement
of charge. Whilst a few naturally-occurring semiconductors exist, silicon is by far the most
commonly used. The different band gaps are shown schematically in Figure 5.1.

Intermediate charges in the band gap can be added by doping the semiconductor with
impurities that have either excess or deficient electrons in their valence structure, creat-
ing free charges or holes respectively. Semiconductors doped with excess (e.g. arsenic) or
deficient (e.g. boron) valence electrons are known as n- or p-type semiconductors respec-
tively. Combining a p- and n-type semiconductor creates a p-n junction, where the excess
electrons diffuse and recombine with the holes. This creates a separation of charge that
builds up an intrinsic potential difference across the junction, generating a diode effect
where charge can only flow in one direction. Such a diode can also be created using two
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Figure 5.1: The band gap between the valence and conduction bands is shown schematically for
insulators, semiconductors, and conductors. Different doping creates p- and n-type semiconductors
featuring acceptor and donor ions respectively. Figure reproduced from Lutz (2007) [236].
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Figure 5.2: The bias response of a silicon p-n diode is shown. A flat region of small leakage
current is achieved with a reverse bias until the breakdown voltage is reached, which is where the
detector is operated.

doped crystals of the same type but with different impurity concentrations, written as a
nT-n junction.

The recombination of donor electrons and acceptor holes in the diode region means that
it is free of charge carriers and is called the depletion zone. By applying reverse bias to
the diode, the depletion zone can be extended as the added potential extends the reach of
recombination. A reverse-biased diode is a much easier and more reliable way of creating
a charge-free semiconducting material than synthesising a pure semiconductor crystal.

Energy deposited in the material excites electrons to the conduction band, and the
electron and hole travel in opposite directions creating a current. Hence, radiation that
deposits energy in the detector generates a current flow, and since the energy gap to the
conduction band is constant, the number of charge carriers flowing is directly proportional
to the energy deposited. Thermal vibrations will create a base current in the detector,
known as the leakage current, that contributes random noise to the energy measurement.
With radiation damage to the crystal structure of the silicon detector, the leakage current
will increase and the energy resolution will decrease, so leakage current is often used as a
monitor for the performance of a detector.

When reverse biasing a silicon detector, it is ideal to reach a state where the entire
detector is depleted of charges, known as full depletion, as this gives the best energy
resolution. At some point, the bias will become large enough that the leakage current
rapidly increases. This is known as the breakdown voltage and arises from spontaneous
charge production due to quantum tunnelling through the band gap (Zener breakdown)
and when charge carriers gain enough energy to knockout more charge carriers (avalanche
breakdown). The bias zone between full depletion and breakdown is where silicon detectors
are operated. The current response across a range of biases is illustrated in Figure 5.2.
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Figure 5.3: a) A CAD rendering of the detector housing shows the dimensions of the detector.
b) A cross-sectional diagram of the detector of the § E-F telescope. The green boards hold the
silicon pads, whilst the red board holds the DSSD. The scintillator crystal is glued onto a photodiode
on the backplate of the housing. Figure reproduced from Najafi et al. (2016) [159].

5.2 Design philosophy

The design philosophy for CsISIPHOS and PLEIADES is based on the previous TU Munich
Si-stack detector and was modified for use by the ILIMA collaboration. Originally the
detectors were designed for operation in the FAIR Collector Ring (CR) at slightly higher
energies. Since the CR has been delayed indefinitely, these detectors will be operated at
the ESR for the foreseeable future. The design features a stack of six 60 x 40 mm? silicon
pad detectors for energy loss measurement (green PCBs in Figure 5.3), a 60 x 40 mm?
double-sided silicon strip detector (DSSD) with 1 mm strips for position measurement (left
red PCB in Figure 5.3), and a 10 mm thick scintillator stopper at the back (khaki block +
right red PCB in Figure 5.3). In CsISiPHOS, this scintillator stopper was a 24 x 24 mm?
block; PLEIADES now uses 55 x 38 mm? blocks for essentially full coverage of the silicon
detector active area.

The housing design (see Figure 5.3) enables the detector layout to be fully modular.
This means any detector can be swapped in and out if it is damaged or not performing
acceptably. Additionally, it means high-Z passive degraders can be added to slow down the
particles if the active mass of the detector is not sufficient to stop the ions of interest (black
board in Figure 5.3). A 1 mm thick Ta passive degrader, which has density of 16.4 g/ cm?
was used for CsISiPHOS.

The following design philosophy tries to optimise d E—F separation, whilst abiding by
the very tight space constraints imposed by the ESR pocket cross-section of just 37 x
57 mm?. The dimensions of the detector housing at 36 x 56 mm? gives just a 0.5 mm

clearance. The window aperture in the housing is 65 x 40 mm?.

110



5.2. Design philosophy

5.2.1 Silicon pads for energy loss

To understand the design choices to measure energy loss, we must first understand the
basics of energy loss in matter. Energy loss of charged particles in matter arises from
a finite series of random collisions with the matter. The randomness of the interaction
generates statistical distributions in the energy, angle, and range of the particle. These
statistical distributions are called straggling, and the properties of the distribution vary
widely depending on the energy due to the large number of interaction mechanisms possible
across a range of energies.

Focusing on high-energy heavy ions in the storage ring, the energy loss of relativistic
ions in matter can be parameterised by the smooth function [237]:
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(5.1)

where the energy loss is given in units of AMeV g~! cm? to explicitly make it a function

of density, N4 is Avogadro’s number, m, and r, = e? / Amegmec? is the mass and classical
radius of the electron, subscript 1 refers to the projectile and 2 the target, and § = v/c is
the relativistic velocity. The complexity of the physics in this formulation is bundled into
the stopping logarithm L, but the takeaway is that energy loss is proportional to ZZ.

For relativistic energies (= 100 MeV /u), ions are typically fully stripped and the energy
loss is dominated by ionisation in the material. At medium energies (0.1-100 MeV /u), the
ion is no longer fully stripped and the charge of the ion depends on electron recombina-
tion and stripping throughout the material, resulting in a more complicated energy loss
behaviour. At low energies (< 0.1 MeV /u), the energy loss is dominated by nuclear recoils.
As a result, angular straggling does not become significant until low energies where nuclear
recoils contribute significantly. Additionally, the angular distribution of the incoming beam
in the ESR is also negligible compared to the forward momentum (Najafi et al. (2016) [159]
quote the angular spread at < 0.17°). Thus, energy straggling determines the fundamental
resolution limit for the determination of energy loss in heavy ions leaving the ESR.

At the relativistic energies of 400 MeV/u at which the ESR is operated for decay
measurements, a lot of energy is available for particle identification. Because of the large
signal size, the contribution of electronic noise to the energy resolution in our detector
is small, so the resolution of the detector is limited by energy straggling in the detector.
To minimise the impact of energy straggling, it is desirable to deposit as much energy as
possible to build up 1/ VN statistics on the number of charge carriers generated by the
beam. This is the first reason why we have chosen to use a stack of silicon detectors, as
multiple detectors can acquire a larger total energy loss.

Silicon diodes are operated by applying a reverse bias such that the detector is depleted
of free charge carriers and only those charge pairs produced by the detected particle can
carry the electronic signal. This depletion voltage is proportional to the detector thickness
squared, Viep o< dﬁet [236, p.102], so thicker detectors require substantially higher bias volt-
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ages. As a result, most silicon detectors are between 100-500 pum thick. Both CsISiIPHOS
and PLEIADES use 6 silicon pad detectors that are 500 pm thick. For example, 2T1 ions
at 400 MeV /u would deposit 11.4 GeV or 13% of their energy in the corresponding 3 mm
of silicon.

The use of multiple silicon pads has another advantage. The energy straggling in a
silicon detector follows a highly asymmetrical distribution with long high-energy tails [236,
p.25] that was first described by Landau [238] and Vavilov [239]. This is because whilst
the energy loss is typically dominated by ionisation, hard scattering of electrons known as
delta electrons can deposit more energy than typical. By sampling the energy loss with
multiple detectors, we get an average of the samples of the Landau distribution, which
suppresses the impact of the extreme tails on our energy loss measurement.

Finally, the detector housing is designed such that the silicon detectors sit at a 3° tilt
to the incoming beam. This reduces the so-called channelling effect, which causes different
energy loss signals for those ions that are channelled along symmetries of the crystal lattice
of the silicon, compared with those who cut across the crystal lattice [240]. The p and n
sides of the detectors are also mounted in an alternating fashion, which means the detector
sides facing each other have the same potential, reducing the risk of sparking.

5.2.2 Scintillator stopper for total energy

To measure the total energy of an incident particle, it needs to be stopped in the detector.
At high energies of 400 MeV /u and with a pocket depth of just 36 mm, this is a non-trivial
requirement. To achieve a large stopping power, a high-density scintillator was chosen to
be the active stopper. Scintillating crystals emit visible light as energy is deposited in the
crystal by radiation. In particular, the electron—hole pairs created by ionising radiation
are trapped in defects on the crystal lattice, often induced by deliberate doping, and
these defects then decay via emission of visible light. Thus, just like silicon detectors, the
number of electron—hole pairs and hence the emitted scintillation light is proportional to
the energy deposited in the detector. Because we have a large energy signal but tight space
requirements, we measure the scintillation light by coupling the scintillation crystal to a
large-area photodiode, which is a silicon detector optimised for photon detection.

Silicon photodiodes (SiPD) have a well defined response function, which increases with
longer wavelengths for visible light. Hence, scintillating crystals that emit at longer wave-
lengths will induce a larger signal in the SiPD. To maximise the light collection on the
photodiode, the exposed sides of the scintillator are wrapped in reflective foil. It was cal-
culated that leaving an air gap between the foil and the crystal to maximise total internal
reflection would result in higher light collection than gluing the reflective foil with optical
cement. Additionally, crystals with fast light-decay times will reduce the charge collec-
tion time for the SiPD, which should improve the energy resolution of the charge-sensitive
amplifier that integrates the signal.

For CsISiPHOS, a 24 x 24 x 10 mm3 CsI(T1) scintillator was used. For PLEIADES,
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Table 5.1: Properties of the three scintillation crystals. Data from Hilger & Epic Crystals.

Property CsI(Tl) BGO GAGG(Ce)
Density (gem™3) 4.51 7.13 6.6
Peak emission wavelength (nm) 550 480 530
Refractive index at peak emission 1.79 2.15 1.91
Photons per MeV 54000 8500 40000
Decay constant (ns) 1000 300 90
Hygroscopic? Slightly No No
Hardness (Mohs) 2 5 8

two additional types of scintillating crystal have been chosen, BGO and GAGG crystals, to
test a wider variety of scintillator properties. The new crystals are much denser and have
higher average Z than Csl, so provide better stopping power. In addition, the PLEIADES
crystals—including two additional CsI(T1) crystals—are 55 x 38 x 10 mm? to better match
the size of the JF detectors to maximise the usable aperature. We compare the three
scintillators below, with important physical properties tabulated in Table 5.1:

1. CsI(T1) is a CsI crystal doped with T1 to improve the light output. CsI(Tl) is com-
monly used because of its high density and excellent light output, however the decay
time at 1 ms is quite long. Csl is slightly hygroscopic, which quantifies its tendency
to absorb water, but not enough to require special protection from atmospheric water
vapour. The Csl crystal is soft, so support structures can damage the crystal.

2. BGO is a crystal formed from Bi and Ge oxides with a chemical structure BiyGezOj2.
It is the densest of the three crystals, but suffers significantly on both light output
and peak emission wavelength. The emission decay constant is relatively fast and the
crystal is also comparatively hard.

3. GAGG(Ce) is a crystal formed from Gd-Al-Ga garnet with a chemical structure of
Gd3Al;GaszO12 and doped with Ce. It has comparable light output to CsI(T1) whilst
being 50% denser, much faster, significantly harder, and not hygroscopic. However,
because it is a newer and less common crystal, it is significantly more expensive.

On paper, the GAGG crystal should be the best with its excellent light output, long
emission peak, very fast decay time, and robust hardness. Csl does well on light output,
but suffers from a long decay time. Finally, BGO has excellent density and reasonable
decay time, but suffers on light output. A primary goal of the PLETADES commissioning
was to determine which scintillating crystal is optimal going forward. The conclusions of
the characterisation are presented in Section 5.5.5.
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Figure 5.4: SRIM simulations of energy lost to ionisation in 3.3 mm of silicon and 10 mm of
scintillator material for 2°8Pb ions at 279 MeV /u.

Stopping power simulations

To determine what ion species can be measured in the detector, simulations using the
Stopping Ranges of Ions in Matter (SRIM) code were performed [241]. Because the stopping
power scales with Z2 whilst the energy scales with A, lighter ions are much more challenging
to stop. CsISiIPHOS used a 1 mm Ta passive energy degrader to assist with the stopping
of M2Nd/Pm?* ions during its commissioning experiment [159]. If possible, it would be
ideal to avoid the use of a passive degrader as the degrader contributes to the straggling
whilst not contributing to the measurement.

A range of ions in the different scintillator materials were tested to determine the lightest
element at 400 MeV /u that each setup could stop (3.3 mm of Si includes the DSSD):'7

1. 3.3 mm Si + 10 mm CsI(T1) was only able to stop 1™ Yb.

2. 3.3 mm Si + 1 mm Ta + 10 mm CsI(T1) was able to stop 29Sn.

3. 3.3 mm Si + 10 mm BGO was able to stop “Zr.

4. 3.3 mm Si + 10 mm GAGG was able to stop *?Kr.
The stopping powers of the BGO and GAGG are comparable in the simulations, with both
being much better than what is achievable with CsI(T1). Figure 5.4 shows the energy loss

of 208Pb ions at 279 MeV /u in the PLEIADES silicon detectors and three crystal materials.
This clearly demonstrates the improved stopping power of BGO and GAGG crystals.

"Note that the choice of isotopes is illustrative only. Obviously neutron-rich isotopes will be slightly
harder to stop.
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5.3 Detector construction

The PLETADES detector was constructed at TRIUMF, taking advantage of the in-house
expertise at various phases during the construction. Some construction was also done at
GSI, notably infrastructure for mounting the detectors in the pockets. Improvements on
the CsISiPHOS design were made at several stages.

5.3.1 Micron silicon pads

For PLEIADES, eight silicon pad detectors (with one mechanical sample) were purchased
from Micron Semiconductor Ltd. CsISiIPHOS used a silicon pad known as Design-I, which
had a 60 x 40 mm? active area with 7-fold segmentation on the front side and a single area,
on the back. The new silicon pads are an updated model called the MS Pad 1x7, with the
same dimensions and segmentation.

Micron silicon detectors, like most others, are constructed on n-type silicon with the
front side featuring a p™-n~ junction whilst the back side features an n*-n~ junction.
The p*-n~ junction, also called the junction window, creates the diode by supplying many
acceptor ions, whilst the n™-n~ layer, also called the ohmic window, generates good ohmic
contact with the metallisation and allows the detector to be overdepleted [236, p.100]. The
front side with the junction window is called the p-side of the detector, whilst the back
side with the ohmic window is called the n-side. Both the junction and ohmic windows
on the MS Pad detectors are 0.5 um thick. The metallisation is a continuous coverage of
0.5 pm sputtered aluminium that allows for good ohmic contact with the substrate of the
detector.

The MS Pads feature upgrades over the Design-1 pads with multiple guard rings and
field plates. Guard rings are designed to absorb dark current from material beyond the
active area of the detector. They also control the potential drop off at the edge of the
detector, allowing for high voltage operation and improved stability over time. Ideally the
innermost guard ring will be biased to the same potential as the active area to remove
collected charges, and the following guard rings are left floating to distribute the edge
fields via the “punch-through effect” described in Avset & Evensen (1996) [242]. However,
we chose to just leave all guard rings floating [243]. Field plates are used to stabilize the
“potential spreading” in guard rings due to the conduction of charge by SiOs. The guard
rings and field plates can be seen as fine rings around the p-strips in Figure 5.5a.

The printed circuit boards (PCB) for the pad detectors were reproduced from the
CsISiPHOS design. We attached the detectors with a drop of epoxy in each corner to
allow some flexibility if the boards flexed. Unfortunately, we did not account for the fact
that some boards were naturally slightly warped. This warping now puts stress on the
silicon chip when the board needs to be mounted or secured in a flat plane. Future silicon
detectors should be mounted on more rigid PCBs that are less likely to be warped.

Wire bonding connects the metalised surface of the detector to the plates of the PCB
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Figure 5.5: a) the p-side of MS Pad #15C with its 7-fold segmentation and surrounding guard
ring structure. b) The p-side of Mirion DSSD with 60 1 mm vertical strips for horizontal position
determination. The resistive chain and wire bonding pads are on the right.
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Figure 5.6: The triple a spectrum (see text) recorded by an MS Pad detector. The minor peak
structure is not visible due to the 1 GeV range of the preamplifier chosen for heavy-ion signals.
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for signal readout. The wire bonding was done using a ultra sonic bonding machine that
uses vibrational energy to weld the bond wires to the metallisation layer in a very clean
and heat-free way. Because of the tight packing of the detectors, the wire bond profile
needed to be quite flat, which put the bond under stress. In some cases, wire bonds are
encapsulated in an epoxy to protect them from being broken. We chose not to encapsulate
our bonds to ensure that we could repair any bonds broken by the flexing of the PCB.
Micron determined the depletion voltage for most MS Pads to be 40 V. It is important
to operate silicon detectors in an overdepleted mode because current generated by the
impinged beam will reduce the voltage, but the bias should also be minimised to improve
the lifetime of the detector. The voltage drop can be derived from the expected current

Ip = eventrate x AE X ¢./3.6 eV, (5.2)

where AF is the energy loss, g, the electron charge, and the 3.6 €V is the energy per charge
carrier in silicon. For the silicon detectors, our preamplifiers have bias resistors of 20 or
60 M. In the f,-decay measurement of 2T+ the CsISiPHOS detectors had peak
rates of 10 kHz, and this resulted in a current of 966 nA on top of the leakage current,
causing a > 20 V bias drop. Higher bias resistances produce better electrical noise but
larger bias drops, so the bias resistor and overdepletion amount should be appropriately
selected based on the experiment.

The MS Pads were tested at TRIUMF with a triple « source in a vacuum chamber. We
used a 239Pu, 24! Am, 2*4Cm source, which has primary alpha peaks of 5.155, 5.486, and
5.085 MeV respectively. Since our preamplifiers have a minimum range of 1 GeV, we were
unable to separate the minor peaks of the triple-a spectrum, as shown in Figure 5.6, but
the test demonstrated all detectors worked before the commissioning beamtime. During «
testing, the new MS Pad detectors had leakage currents on the order of 30 nA.

Relevant properties of the silicon pads, alongside the other silicon detectors described
below, are given in Table 5.2.

5.3.2 Mirion DSSD detector

PLEIADES utilises a double-sided silicon strip detector (DSSD) for a position measure-
ment to give information on the particle’s magnetic rigidity. DSSDs work by having high
segmentation on both the front and back of the detector in orthogonal directions so that
when a particle strikes the detector, the front and back strips hit identify a unique position
pixel. The DSSD used in PLEIADES is a 300 um thick detector with 60 vertical strips of
1 mm pitch on the front p-side and 40 horizontal strips of 1 mm pitch on the back n-side.

Since our signals are quite large, we read out the DSSD strips using a resistive chain
where each strip is connected between a chain of resistors. The resistance, and thus the
signal height, that a pulse sees between the end of the chain thus depends on the position.
The position of the particle is then proportional to the difference between the two ends
of the chain. This simplifies the readout out from 100 individual strips down to just 4
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channels. The p-side chain features 60 surface-mounted 50 €2 resistors whilst the n-side
feature 40 75 () resistors. The resistive chain and associated bonding pads can be seen on
the right of Figure 5.5b.

Exactly like the silicon pads, the DSSDs also have multiple guard rings and field plates,
and similarly we do not bias the guard rings. At just 300 um, the detector is fully depleted
at 30 V.

5.3.3 Scintillator stopper

For the scintillator stopper, a custom large area photodiode was purchased from CiS
Forschungsinstitut fiir Mikrosensorik GmbH. Four of these SiPDs were provided to us,
each with varying quality, to use for scintillator stoppers. To optimise performance, we
coupled the highest performing photodiodes to the BGO and GAGG crystals to make the
best use of their superior stopping power.

The CsISiPHOS prototype photodiode was bonded to its PCB with regular epoxy for
strength and a conductive epoxy to connect the backside of the photodiode to the contact
of the PCB. The same bonding scheme was followed for SiPD 7. A concern with this design
was the potential degradation of the conductive epoxy over time and how that would affect
charge collection. However, the CiS PIN40x60 photodiodes have an outer guard ring with
an electrical connection through the substrate to the backside, so it is possible to attach
the bond wires to this guard-ring on the front side, rather than using the conductive epoxy
on the backside. This method was chosen for SiPDs 4, 5, and 6, and the specific wirebond
locations for the front- and back-sides of the detector are shown inFigure 5.7. Note that
the darker surface of the SiPD is not conductive and thus cannot be bonded to. With the
new wirebonding scheme, the new photodiodes were bonded to a very simple PCB design
with just small wirebond pads. We scratched and sanded the PCB surface considerably to
provide the best adhesive surface given the very smooth surface of the photodiode makes
good adhesion challenging.

The scintillator crystals were then attached to the photodiodes with Eljen EJ-500 op-
tical cement, which is specially designed for bonding scintillating crystals. The transmis-
sion of this cement is > 99% for light above 450 nm. The recommended bond layer was
< 125 pm, which equated to 0.26 mL of optical cement. Through testing, we determined
0.14 mL to be the optimal amount, and application with a syringe allowed for repeatable
volume delivery. We applied the glue in a ‘Feynman diagram’ shape so the optical cement
reached the corners evenly. The gluing process is shown in Figure 5.8.

The crystals were wrapped in 3M Vikuiti Enhanced Specular Reflector foil, which
provides > 98% reflectivity across the visible spectrum. As mentioned already, leaving
an air gap improves light collection via total internal reflection. The foil was then folded
into shape and secured with Kapton tape (non-conductive) on the outside, as shown in
Figure 5.8.
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Figure 5.7: Microscope images of the guard ring structure of the CiS photodiodes, with the
location of wirebonds to the front and back bonding regions. Note the dark areas are nonconductive.

Figure 5.8: The mounting of the scintillator crystals (the GAGG crystal in this case) to their
photodiodes included adhesion with optical cement and wrapping with a reflective foil.
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5.3.4 Detector housing

The previous aluminium frame that held the detectors for CsISIPHOS was glued together
into one solid piece. For structural reasons, and to provide more flexibility for mounting
different stopper crystals, we altered the housing design to use screws. The new design
required delicate balancing to fit the new screw design around the existing constraints of
both the ESR pockets and the detector PCBs. The new housing is backwards compatible
with all the CsISIPHOS components, so the old detectors and mounting frames can still
be used.

The stopper crystals were secured into the backplate of the housing with 2-ton epoxy.
Thus, there are four backplates to the housing corresponding to the four stopper crystals.
The rest of the housing is then screwed onto the crystal of choice, as shown in Figure 5.9
(left), and silicon detectors are slid into the appropriate slot (right).

There was initially concern that the torque on the crystals produced by the fast-moving
ESR pockets could cause one of the three layers of epoxy to shear off. This would be
particularly catastrophic given the density of the crystals and the fact that the UHV of the
ESR is protected by just a 25 pum window. However, testing in the ESR pocket successfully
demonstrated the bonds held without the need for additional mechanical support. Such
tests should be repeated if the detectors have not been used for a longer time to ensure
the integrity of the epoxy remains acceptable.

5.3.5 Flange mounting arm

The detector housing is mounted on an arm that connects it to the flange that is secured
to the ESR pocket. The arm provides mechanical support against the movement of the
pocket, although the tight tolerances inside the pocket mean that the housing is already
held quite securely. To ensure compatibility, we reused the design created for CsISiPHOS,
and the parts were manufactured at GSI. The full assembly is shown in Figure 5.10.

The detectors in the housing connect to an adaptor PCB that slots into the end of the
housing and routes the pin connections to two 50 €2, high-density coaxial ribbon cables
(Samtec HQCD-030-23.62-SED-SBR-1-N). The adaptor PCB also has the dual purpose of
holding the detectors in place at the end of their slots, which is achieved by a screw in
the h-shaped ‘hand’ of the arm that is tightened into place. The Samtec cables connect
at the other end to the flange PCB, which routes the Samtec cables to LEMO and D-sub
connectors on the outside of the pocket.

Finally, a thin pipe can direct dry nitrogen gas into the pocket. The nitrogen reduces
the humidity in the pocket (the CsI crystals are slightly hygroscopic), and reduces the
extent to which surface currents develop on highly biased detectors. The new, denser
crystals are no longer hygroscopic and we will not need 1 mm thick silicon detectors for
which the surface current is an issue, thus the flushing with dry nitrogen may not be needed
in the future.
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Figure 5.9: Two images of the housing showing the scintillator crystal mounted on the backplate
and the silicon detectors slotted into their grooves.

Figure 5.10: The full detector mounted on the flange arm assembly. The signals are carried by
the blue high density Samtec cables to the flange PCB. Note the thin tube for dry nitrogen flushing.
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5.4 Front end electronics

The front end electronics are responsible for processing the raw detector signals into some-
thing that can be stored digitally by the back end. The raw detector signals from the flange
PCB are handled in two stages, as is customary for silicon detectors, a preamplification of
the narrow detector pulse and then an analysis to extract the pulse height. The pream-
plifier serves to convert the small detector signal into a large signal that can be analysed
whilst preserving the signal-to-noise ratio of the original pulse. In silicon detectors, the
charge in the signal is directly proportional to the energy deposited, so a charge sensitive
amplifier is used to collect the charge and convert it into a signal whose height is propor-
tional to the charge. Careful choice of the amplifier and feedback capacitor is required to
ensure that complete charge collection is achieved whilst balancing the preamplifier decay
time to ensure minimal pileup of detector signals.

For the analysis of the preamplifier pulse, the preamplifier is traditionally shaped into
a Gaussian pulse that can be counted by an analogue-to-digital converter (ADC) that bins
the signal based on its height. This traditional analogue pulse analysis is what was used
for CsISiPHOS. PLEIADES instead directly uses a high-rate sampling ADC to directly
store the preamplifier pulse in the digital data acquisition (DAQ) system. The recording of
preamplifier traces allows the pulse to be analysed with digital pulse processing algorithms
that can use signal filters that cannot be built with analogue electronics. These digital
filters come close to achieving the theoretical optimum for resolution and throughput when
analysing preamplifier pulses [244] (more details in Section 5.5.2). Additionally, the record-
ing of traces allows for analysis of the shape of the preamplifier pulse to separate different
types of radiation that deposit energy differently with pulse shape analysis. Finally, digital
pulse processing allows for considerably easier extraction of pileup events than analogue
shaping.

5.4.1 Mesytec preamplifiers

Both CsISiPHOS and PLEIADES use Mesytec preamplifiers. The 7 p-side strips for up to
8 silicon pad detectors are read out into two MPR-32 modules, which use the same settings
for all 32 channels. Mesytec MMPR preamplifiers have a factor-5 attenuator switch to give
two gain ranges, and we opted for a 1/5 GeV range given the expected energy deposition
in the silicon detectors of ~ 2 GeV. The MMPR decay time is 25 us and the zero-load
rise time is 12 ns. The input signals arrive from a 25-pin D-sub connector from the flange
PCB, whilst the output signals are 100 €2 differential signals with a 1.2 V max range and
are transported with a 34-pin twisted pair ribbon cable to the digital DAQ.

The n-sides of the silicon pads, the four DSSD channels, and both sides of the scintillator
photodiode are read into two MSI-8 modules. The MSI-8 modules are quite flexible and
have both a MMPR, preamplifier and a MMSH shaping module with individual bias and
shaping options for all channels. Because the MSI-8 has individual preamplifier cards, the

122



5.4. Front end electronics

Flange FEBEX Crate
h. 1-7
n-side :|' ch. 9-15 "::" Card 1
| D351 MPR-32 #1
—Ha s F——H cora2
DSUB2
== 1} coras
D3B3 MPR-32 #2
] R f—}H coras
i DSuB4
]
il R cards
- @—apch. 1
- @B—a.ch. 2
———@=—ach. 3 l
i ek )| MST-8 #1
i e»——alch. 6 1
L 71— @=8——a;ch. 7+
1 @—apch. 8

.

8V HV #1
60V

=== Samtec cables

—— 60V
60V === cables

Hi— == 34pin ribbon
I sovHV #2
-100V

—— Lemo cables

(XN

MSI-8 #2

ll|
cooooonoo
o g e e e e e
ONOUTBWN-

b
2
I3

ﬁ
R s
Bal |

Figure 5.11: The channel mapping from individual detectors to the front end electronics is shown
schematically.

silicon detectors use 1/5 GeV ranges whilst the crystal uses 4/20 GeV ranges. The inputs
for signals and bias are via individual LEMO cables from the flange PCB. We do not use
the shaping module, but instead read out the 100 € differential preamplifier outputs using
two 20-pin twisted pair cables that combine into a single 34-pin cable for the DAQ. The
differential output has a 1.8 V max range for the MSI-8s.

The bias to the MSI-8 modules is supplied by two MHV-4 high-voltage NIM modules.
The bias resistors in the MSI-8s are 20/60 M2, controlled by a jumper in the module. With
eight bias channels, we can get individual leakage current monitoring for each detector. The
MHV-4 also has remote control options for bias control and leakage current logging. This
channel mapping setup is shown schematically in Figure 5.11
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5.4.2 FEBEX digital data acquisition

PLEIADES utilises the DAQ created by the NUSTAR collaboration’s DAQ group to mod-
ernise the data acquisition of experiments run at the FAIR facility. The NUSTAR DAQ
system was chosen for the ILIMA particle detectors to access the benefits of digital data
processing, but also to ensure minimal maintenance and be compliant to interface with
other systems. The NUSTAR DAQ features several front end boards that work together,
depicted in Figure 5.13, to construct events that are given to the MBS.

The Multi Branch System (MBS) is GSI’s standard DAQ protocol that handles data
transport. A core design principle is flexibility at every stage so almost everything is
modular. The MBS process is shown schematically in Figure 5.12 and features the following
components:

e the Readout Process is controlled entirely by the user, depending on the architec-
ture they have, through a file called f_user.C. It dictates how to readout the ADCs,
etc. to form an MBS sub-event.

e the Collector Process takes sub-events and assembles them into MBS physics
events, also specified by f_user.C. PLEIADES does not require sub-events because
we just have a single heavy ion implanting, so our MBS event is just 1 sub-event
reading out all channels.

e the Transport Process describes how data is transferred and recorded.

e the Monitor Server is a stream server that allows for online monitoring of the DAQ.

Returning to the front end, the centrepiece of the NUSTAR DAQ is the FEBEX sam-
pling ADC that records the preamplifier traces. The FEBEX3b ADC (Front End Board
with optical link EXtension) is a 16-channel, 14-bit, digital ADC that samples at 50 MS/s
(i.e. time resolution of 20 ns). This allows it to record a trace of the analogue signal
from the preamplifiers, that can be analysed for pulse shape discrimination. The board
contains trigger logic, time stamp logic, and external clock input, and the data is processed
by an on-board FPGA. Our FEBEX boards take a 34-pin input twisted pair ribbon cable
from the preamplifiers with a £2 V range. Up to 19 FEBEX boards are mounted in a
FEBEX crate, which is connected to the DAQ computer via an optical fibre for high data
throughput. The ILIMA pocket detectors typically run using four FEBEX boards.

The PEXOR card (PCI-Express Optical Receiver) receives the data from the FEBEX
and transfers it to the MBS for data output [245]. The PEXOR card receives data from
up to four SFP ports, which correspond to the daisy-chained FEBEX crates. The PEXOR
card also handles triggers coming from TRIXOR; it will only read out data to MBS in
response to a TRIXOR trigger.

The EXPLODER is a trigger logic box that can be used for common dead-time blocking,
complex trigger logics, and interfacing external devices [246]. It is the module that allows
us to turn many possible trigger inputs into a single trigger to be given to the TRIXOR
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Figure 5.12: The MBS DAQ software proves a flexible process for constructing and recording
events. Descriptions of the individual steps are provided in the text. Diagram courtesy of N. Kurz
(GSI Darmstadt).
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the preamplifier pulses and upload that to the back end electronics. The FEBEX is the sampling
ADC itself, the EXPLODER module provides trigger logic and communicates between the FEBEX
and the TRIXOR. TRIXOR directs the PEXOR board to write data to the MBS from the FEBEX
boards. Diagram courtesy of N. Kurz (GSI Darmstadt).
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card—the MBS trigger master. The TRIXOR board, another front end board in the
DAQ computer, is the MBS trigger master that controls how MBS commands PEXOR
to read out data from the FEBEX crates. An accepted trigger from the EXPLODER
will be distributed to the TRIXOR and FEBEX boards. While the FEBEX boards are
preparing the data to be sent to the computer, TRIXOR issues an interrupt request to the
MBS software, which controls the readout. MBS causes PEXOR to send a digital token
down the GOSIP chain successively to each FEBEX module. After receiving the token,
the FEBEX modules send the collected data upstream before finally the token returns to
PEXOR to indicate the complete readout. MBS collects the received data and provides a
network data stream for online monitoring and disk storage.

To interface with any NUSTAR DAQ system, the FEBEX system uses a global White
Rabbit time stamping protocol that attaches a global time stamp to MBS events. The
White Rabbit clock is distributed by optical fibers to the DAQ computers via the PEXARIA
card. When triggered, PEXARIA appends an MBS event with a timestamp, and then the
events are sent to the time-sorter computer. The time-sorter is an independent system to
the other DAQ sub-systems. This enables one to set up the subsystems and test them
independently, and then connect them to the time-sorter after testing to combine the
systems. The time-sorter requires event headers from each system to sort events, which
is why a trigger to consistently send events (keep-alive trigger) is important so that the
time-sorter can continue to make sorting decisions.

To operate both CsISiIPHOS and PLEIADES together, we have two DAQ systems
using four FEBEX boards connected to a DAQ computer with the PEXOR, TRIXOR, and
PEXARIA front end boards. The full DAQ crate is shown in Figure 5.14. For the foreseen
use cases, PLETADES only requires simple trigger logic and so the EXPLODER module
is currently setup to self-trigger based on the FPGA hit finder in the FEBEX boards. The
MBS streams with White Rabbit stamps from the two DAQ systems are then combined
using a time-sorter. The one capability that is still missing is a method for monitoring
dead time, but this will be discussed more in Chapter 6.

5.5 June 2022 commissioning

To test the upgraded ILIMA detectors, we were able to use an 8-hour shift during the
NECTAR experiment to measure 2°Pb through inelastic proton scattering. At that stage
of the tuning, the beam was 2%%Pb%2* at 269 MeV/u with ~ 2 x 107 ions stored in the
ESR. PLEIADES was placed in the pocket behind the first dipole after the gas target
on the outside of the storage ring (same pocket as the MWPC in Figure 3.5), where we
detected electron recombination products, i.e. 28Pb8*. We confirmed these products
originated from electron recombination in the electron cooler because the rate measured in
PLETADES was positively correlated to the electron cooler current.

The purpose of the test was to commission the detector by determining energy resolu-
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Figure 5.14: The data acquisition crate used during the test is shown, including all DAQ compo-
nents described in Section 5.4. The detector is mounted in the detector pocket.
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Table 5.2: Detector properties determined from the June 2022 commissioning. Some properties
could not be determined for various reasons.

Detector Thickness Leakage Resolution (FWHM @ dF)
MS Pad 17A 505 pm 310 nA 3.16%, 71 MeV @ 2.20 GeV

MS Pad 17B 505 pm 316 nA 3.15%, 73 MeV @ 2.27 GeV

MS Pad 17C 505 pm 334 nA 2.88%, 68 MeV @ 2.32 GeV

MS Pad 16A 504 pm 339 nA 2.81%, 69 MeV @ 2.38 GeV

MS Pad 16B 504 pm 361 nA 3.60%, 91 MeV @ 2.45 GeV

MS Pad 16C 504 pm 361 nA 2.44%, 63 MeV @ 2.52 GeV

MS Pad 15B 505 pm 78 nA 2.99%, 71 MeV @ 2.38 GeV

MS Pad 15C 505 pm - 3.83%, 94 MeV @ 2.44 GeV

Design I 3 - - 4.67%, 111 MeV @ 2.38 GeV
Design I 5 - - 4.01%, 98 MeV @ 2.44 GeV

Design I 6 - 586 nA 3.35%, 84 MeV @ 2.51 GeV

Design I 8 - 518 nA 3.13%, 81 MeV @ 2.59 GeV

Design 1 13 - 583 nA 3.83%, 89 MeV @ 2.32 GeV

Design I 14 - 135 nA 2.99%, 67 MeV @ 2.24 GeV

Design I 81 - - 5.41%, 121 MeV @ 2.24 GeV
Design I 82 - - 4.38%, 102 MeV @ 2.32 GeV
Mirion 121812 - - -

Mirion 121813 306 pum 30 nA -

Mirion 161054 309 pum 249 nA 3.32%, 44 MeV @ 1.34 GeV

Csl (small) 4+ SiPD 4 - - -

GAGG + SiPD 5 - 293 nA  1.16%, 467 MeV @ 40.11 GeV
CslI (large) + SiPD 6 - - 1.12%, 448 MeV @ 40.11 GeV
BGO + SiPD 7 - 162 nA 1.02%, 434 MeV @ 40.11 GeV

MS Pad 15C is the mechanical sample so is not guaranteed for good resolution. Design I 14 popped out of
its carrier PCB, so may have microfractures.

128



5.5. June 2022 commissioning

tions for all detectors and to quantify the isotopic separation of the § E—F telescope. We
used three different layouts in the housing to test every detector except the small Csl +
SiPD 4. The performance of each detector is summarised in Table 5.2. The test setup
showing the DAQ crate is given in Figure 5.14.

5.5.1 Go4 data analysis

The data was collected from the front end electronics by the MBS, which stores data in
its own specialised “1md” format. 1md files are best unpacked using GSI’s in-house Go4
analysis framework, which is an extension to CERN’s famous ROOT software package.
Go4 is a class-based analysis framework that uses successive analysis ‘steps’ to process
data. Each step can pass on objects to the next step in a modular way, which synergises
well with the modularity of MBS’s design for complex event building. Furthermore, Go4
is often used for online monitoring of the MBS data stream, and the same analysis code
can be used on a 1md file or the live monitoring stream from the MBS.

The GSI experiment electronics group provided us with an out-of-the-box Go4 class for
basic analysis of the FEBEX ADC channels. We used this TFeb3Full class with minimal
modification to monitor the traces and hit patterns during the beam test. The TFeb3Full
class unpacks the MBS stream or 1md file event by event with knowledge of how the FEBEX
uses the f_user.C file to store the event data.

To analyse the data offline, a full Go4 analysis suite was written called TPLEIADES
that can be used in future ILIMA experiments to provide a framework for comprehensive
unpacking of the data. The TPLEIADES analysis class uses three Go4 analysis steps:

1. TPLEIADESRawUnpacking that uses a modified version of TFeb3Full to unpack the
MBS data into a FEBEX-based class structure. This step stores the data in their
direct FEBEX channels, so the raw ADC format can be accessed.

2. TPLEIADESDetEventBuilding that takes the ADC format and constructs a class
TPLETIADESDetector that stores the data in detector objects based on their structure.
These detectors are built dynamically from a list in the set PLEIADESParam.C file,
so only one file needs to be edited to setup the detector structure for an experiment.

3. TPLEIADESPhysicsProcessing that takes the detector classes and does some pre-
liminary processing of the data. Currently, this involves an algorithm to select the
p-strip to use for the energy and a basic pulse shape analysis on the MSI-8 traces
(see Section 5.5.3). For the future, this step is flexible based on the experiment, but
the purpose is to provide a step to select how a single p- and n-side energy will be
stored for each detector, resulting in a much simpler and cleaner final ROOT file.

Each Go4 analysis step output can be written to a ROOT file, and each step can also take
a ROOT file of the previous step as input, so it is possible to do the unpacking or detector
event building once, and then run different physics processes on those unpacked ROOT
files allowing for a much more computationally efficient analysis.
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Figure 5.15: Screenshot of the TPLEIADES Go4 analysis in action. The displayed histograms show
the detector hit pattern for MS Pad 17A, showing p-strips 2 and 3 being hit, with traces for p-strip
2 and the n-side of MS Pad 17C.
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More details on the TPLEIADES Go4 analysis suite can be found on the GitHub and in
the software publication ref. [247]. A screenshot of the analysis in action is provided in
Figure 5.15.

5.5.2 Trace Analysis

For hit finding and real-time calculation of pulse heights, the FEBEX ADC uses a simple
filter, which we call a bi-bozx filter, that is programmed on the FPGA of the FEBEX.
This filter uses the difference of two moving averages to integrate the step function that
is produced by the preamplifier. The bi-box filter is a simplified version of the industry
standard trapezoidal filter. The trapezoidal filter will be explained first to highlight the
key techniques used in trace analysis.

The trapezoidal digital filter was proposed by Radeka (1972) [248] and adapted for dig-
ital pulse processing by Georgiev et al. (1993) [244, 249] and Jordanov & Knoll (1994) [250,
251] throughout the 1990s. Whilst both algorithms are equivalent, Georgiev et al. called
theirs a moving window deconvolution whilst Jordanov & Knoll called theirs a trapezoidal
filter, so both terms are often used interchangeably. The trapezoidal filter is specifically
designed for a digital sampling ADC since it is causal in that it only relies on present
and previous values of the input signal. Different parameters are traditionally used for hit
detection versus pulse-height evaluation.

Whilst producing essentially the same trapezoidal output, the trapezoidal filter and
the moving window deconvolution implement the recursive algorithm slightly differently,
but both feature two crucial steps: 1) a rolling average to integrate the rise time of the
preamplifier signal, and 2) a pole-zero correction, that accounts for the exponential decay
of the preamplifier pulse and produces the flat top of the trapezoidal output.

As discussed when introducing charge-sensitive amplifiers, the rise time of the preampli-
fied signal is due both to the non-ideal nature of the amplifier and the non-zero capacitance
of the silicon detector. Additionally, the non-zero width of the pulse from the sensor, which
can be broadened with crystal defects from radiation damage, result in a preamplifier signal
rise that is not a step function. This imperfection is referred to as ballistic deficit, but its
effect can be minimised by good pulse shaping. In particular, if the window length is longer
than the rise time, the ballistic deficit is fully integrated out. Furthermore, the window
gap needs to also be longer than the rise time to integrate the entire pulse. However, the
overall filter length needs to be balanced against avoiding pile up inside the filter.

As introduced above, the bi-box filter is a simplified version of the trapezoidal filter.
It uses two moving averages for integration, but does not include a pole-zero correction,
so does not achieve a flat top. This means that the advantages of the trapezoidal filter
cannot be fully realised (i.e averaging the flat top). However, it has been demonstrated
that both filters perform comparably. Considering our traces have a rise time of 60 samples
(1.2 ps), we have chosen a window length of 100 samples (2.0 ps) and a window gap of
200 samples (4.0 ps). An example trace and output of the filter can be seen in Figure 5.16,
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Figure 5.16: A comparison of a trace from a silicon pad p-strip with the accompanying bi-box
filter, window = 100 samples and gap = 200 samples (1 sample = 20 ns). Because the window
length is greater than the rise time, the ballistic deficit does not impact the filter. The lack of
pole-zero correction means we do not achieve a flat top.

where the rounding effect of the ballistic deficit and the lack of pole-zero correction have
been highlighted. The bi-box filter with these settings has been used for the offline trace
analysis to extract the energy of our pulses, and will also be used going forward on the
FPGA.

5.5.3 Trace Clipping

One unexpected issue occurred when the traces coming from the MSI-8s extended beyond
the max range of the FEBEX ADCs causing the trace to be clipped, as shown in Panel 3
of Figure 5.15. Both the MPR-32 and MSI-8 datasheets from Mesytec incorrectly claim
that the differential preamplifier output is +1 V. As a result, our original FEBEX boards
were purchased with a +1 V input range. Upon checking the preamplifier outputs with a
pulser after the test, we contacted Mesytec and found out that the MPR-32s have a 1.2 V
differential output and the MSI-8s have a +£1.8 V, with a 10% tolerance. This meant that
the clipping we observed was not from the energy signals being too large and causing the
preamplifiers to go over-range, but rather just a mismatch with between the preamplifier
output and the digital ADC.

To solve this issue for future experiments, we had all our FEBEX boards modified to
accept a 2 V input range. This choice was motivated by balancing the desire to have
all FEBEX boards use the same range for simplicity, whilst also considering need for good
resolution and the ability to record pileup traces without clipping.

For the test analysis, this meant most MSI-8 traces were clipped and as a result neither
the FPGA nor trace-based bi-box filters would give accurate energies. To check that all
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Figure 5.17: A comparison of the trapezoidal filter and the trace tail integration for determining
the pulse height. The very strong positive correlation indicates that both methods measure the
same energy.

pulses had similar shapes, some statistics on the clipped traces were collected including
the rise time to clipping and the time of pulse reentry. Once it was established there was
indeed only one species, several possibilities for extracting the energy from a clipped trace
were considered. A simple time-over-threshold calculation was considered, but ultimately
a late-time-integration was chosen because of its simplicity and the fact it required no
calibration. We tested that the preamplifier decay was well modelled by an exponential,
and then the integration is directly proportional to the peak height:

to
Ae T = Ar(e /T — 722/ x A. (5.3)

t1

The start time of the trace was determined by a leading edge trigger, and then the trace
was integrated between 900 and 2800 samples (18 and 56 us) after the leading edge, which
was outside the clipping range for all affected channels.

Figure 5.17 shows the bi-box filter against the trace integration for an unclipped p-strip
trace. The very strong positive correlation indicates this is an appropriate substitute for
the more accurate bi-box filter.

5.5.4 Isotopic selection performance

From the energy loss measured in individual silicon detectors, the signals can be summed
to get a total energy loss measurement. Due to advantages of multi-sampling described in

133



5.5. June 2022 commissioning

Section 5.2.1, the resolution should improve with the number of detectors used. Figure 5.18
shows how the resolution increases with the number of silicon pads included in the sum.
The relative resolution appears to plateau at four detectors, so if detector conservation was
a consideration, just four silicon pads could still give the optimal resolution.

The tests were conducted with three different arrangements of detectors in order to test
all detectors. Using all six pads, the energy loss resolution for the three setups was:

e Setup 1: 108 MeV at 15.82 GeV, or d(dF)/dE = 1.61%;
e Setup 2: 118 MeV at 12.06 GeV, or d(dF)/dE = 2.31%;
e Setup 3: 243 MeV at 14.51 GeV, or d(dF)/dE = 3.94%.

Setup 3 shows considerably worse energy resolution then Setup 1 or 2. In particular, Design
I detectors 6 and 8 were used in both Setups 2 and 3, and had significantly better resolution
in Setup 2. One explanation is that Setup 3 had extensive pileup due to the high rates,
and so the baseline of the signal was still recovering as new hits were analysed. This would
cause low energy events, which would explain the reduced performance and the low energy
tails seen for Setup 3. This result motivates the investigation of a filter with a pole-zero
correction to mitigate these effects.

Analysing Setup 1, since E o« Z2, the above energy resolution corresponds to a Z
resolution of dZ/Z = 0.81%. For the test beam of 2°Pb with Z = 82, this corresponds
to a dZ = 0.66. This is comparable to the reported resolution for CsISiIPHOS, given its
commissioning resolution was dZ/Z = 0.45%, which is expected since they essentially use
the same silicon detectors.

For the total energy measurement, the resolution at FWHM for the three setups was:

e Setup 1 (BGO): 130 MeV at 55.95 GeV, or dFEiot/Fiot = 0.55%;
e Setup 2 (GAGG): 179 MeV at 52.18 GeV, or dEio/Fior = 0.81%;
e Setup 3 (Csl): 215 MeV at 54.789 GeV, or dEio/FEtior = 0.92%.

Since the total energy is directly proportional to the mass, the resolution in A is the same,
which for the test beam is dA = 1.14 u. Thus, the detector can separate 1 mass unit with a
small amount of overlapping tails. Again, all values are comparable to the previous results
from CsISiPHOS, where the total energy resolution was dFEiot/Fiot = 0.57%.

It is worth noting that direct comparisons to the CsISIPHOS data can be challenging.
The CsISiPHOS experiment detected *?Pm/Pd®?* ions [159] as compared to our 208Pb3!+
ions. Because this is a real beam test, the momentum distribution of the beam will have a
considerable impact of the measured resolutions. For the above tests, the electron cooler
current was I, = 20 mA for Setup 1 and I, = 100 mA for Setup 2 and 3. The cooler
current for the CsISIPHOS test was not reported, so a comparison is difficult.

The total energy vs energy loss histogram is shown in Figure 5.19. The main peak
is nicely resolved, apart from a small tail to the bottom right from events who deposited
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less energy in the silicon and more in the crystal. This tail was initially believed to be a
clipping artefact, however, close examination of the traces show a small fraction of ions
have a single silicon pad that has a signal trace with a much smaller amplitude whilst the
corresponding crystal trace has a larger amplitude, with the shape of the traces looking
completely normal. Since it is unphysical for an ion to deposit substantially less energy
in just one, otherwise identical detector, close examination and potentially a further test
should be done to understand this effect. However, since it does not the impact the energy
resolution, such an investigation is beyond the scope of this thesis.

5.5.5 Crystal stopper comparison

Despite significantly different properties, in particular different light outputs, Table 5.2
shows that the three different scintillator materials performed comparably, with 1.12%,
1.16%, and 1.02% resolution for the CsI, GAGG, and BGO, respectively. Given the large
signals from the large amount of energy deposited in these scintillators, and the very low
electronic noise we observed for this run, this is an unsurprising but reassuring result.

One confounding factor that could impact a fair comparison of the energy resolution
is the amount of pileup in each test. For the BGO crystal, the rate was low and as such
the baseline was stable. This was not the case for the Csl or GAGG crystals, where some
events still had a decaying baseline. Because the bi-box filter does not include a pole-zero
correction, the integrated signal will be slightly smaller for such events. Whilst the bi-
box filter was appropriate for this commissioning run, this can be fixed in future work by
implementing a moving window deconvolution (MWD) filter.

It was possible to observe the effects of the decay constants of the crystals on the
ballistic deficit of the traces (see Section 5.5.2) for the Csl and GAGG, but not the BGO
as the traces were clipped for the BGO. The CslI detector had a rise time of 4.12 ms, whilst
the GAGG detector had 2.50 ms. The fact that this had no impact on the energy resolution
indicates that the faster rise time is not important in our situation.

This means that future editions of this detector can prioritise cost efficiency, robustness,
and density by using BGO crystals, despite the reduced light output and slightly shorter
peak wavelengths. Moving forward with PLETADES, it gives us confidence that the new,
denser crystals can be used without reduced performance in comparison to the very reliable
Csl stopper.

Despite all signals being large, it is important to compare the peak signal height:

e CsI(T1): signal height 1120 mV on 4 GeV card = 2.49 GeV signal.
e GAGG(Ce): signal height 790 mV on 4 GeV card = 1.76 GeV signal.
e BGO: signal height 1160 mV on 330 MeV card = 212 MeV signal.

These signal heights are close to what was predicted (1.27, 0.87, and 0.13 GeV respectively)
using just the responsivity at peak emission wavelength and photon output of the crystals,
albeit off by a factor of 2 due to the previously stated mix up with the preamplifier output.
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Figure 5.20: a) The p- and n-side energies of the DSSD are compared, showing strong correlation.
b) The normalised position spectrum clearly shows the pixel accuracy of the resistive chain readout.

5.5.6 DSSD position spectrum

Finally, as discussed in Section 5.3.2, the DSSD strips are read out by a resistive chain.
The ends of the resistive chain are referred to as ‘left’ and ‘right’ for the horizontal chain
(vertical strips) on the p-side, and ‘top’ and ‘bottom’ for the vertical chain (horizontal
strips) on the n-side. Note that these assignments depend on your frame of reference so
for consistency, left and top are both closest to the pin connector shown in Figure 5.5b.

The height of the signal is directly proportional to how many resistors are between the
strip that collected the charge and the readout electronics. For the sum of both ends of
the resistive chain, this number is constant and proportional to the energy, so the left +
right is proportional to the p-side energy and top + bottom is proportional to the n-side
energy. As shown in Figure 5.20a, the p- and n-side energies are well correlated.

The difference of the two ends are directly proportional to the position, but to com-
pare multiple events, the difference needs to be normalised by the energy. An example
normalised position spectrum is shown in Figure 5.20b, which demonstrates the precise
pixel resolution that can be achieved with the resistive chain. To calibrate the normalised
position to give a scale in millimetres, the signal height produced by the last strip in the
chain needs to be known as a reference point. This was done in the June 2022 test, but
unfortunately the signals were assigned the wrong polarity, so no signals were recorded
for those runs. Such a calibration is not required for the position spectrum to be useful
though; a single beam spot is shown in Figure 5.20b that is well focused in Y but diffuse
in X, as expected.
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5.5.7 Summary of commissioning

The commissioning has demonstrated that all detectors are operational and that sufficeint
energy resolution can be achieved to separate isotopes. All scintillators showed excellent
resolution. In particular, even with the reduced light output, the BGO scintillator had the
best resolution. This supports its use going forward as the primary detector, as the better
stopping power allows PLETADES to be used with lighter ions.

The commissioning also demonstrates the flexibility of the digital DAQ in diagnosing
problems in offline analysis. Despite the saturation of signals, the recording of traces
allowed us to extract good energy resolutions. However, pileup appears to cause problems
with the bi-box filter, so a full moving window deconvolution filter should be implemented
in the future. We were not able to do a beam test using two setups simultaneously using the
timesorter, but this capability has been demonstrated with pulser tests. Thus, PLEIADES
is ready for potential upcoming experiments.
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Chapter 6

Summary and Outlook

6.1 Summary of the contributions of this thesis

This thesis has discussed the use of heavy-ion storage rings to address uniquely challenging
measurements in the field of nuclear astrophysics. Experimental analysis, astrophysical
impacts, and hardware developments have been presented. This chapter summarises these
contributions, and places them in the broader context of the field of nuclear astrophysics.

Measurement of the bound-state 3-decay rate of 20°TI81+

The bound-state S-decay rate of 20°TI8' has been highly sought after due to its impact on
two long-standing problems in astrophysics: the origin of 2%°Pb in the early Solar System
and the use of 20°TI as a solar neutrino dosimeter. The experiment and analysis of the
measurement of the bound-state 8 decay of 2%TI®I* has been presented in Chapter 3.
The experiment was technically very ambitious, and additional difficulties introduced by
conducting the experiment during the COVID-19 lock-down made the analysis particularly
challenging. The six corrections that needed to be applied to the raw Schottky data required
careful handling to ensure that all systematic uncertainties were well understood. The 5;-
decay rate was determined to be Ag, = 2.76(25)stat(13)syst X 1078 s~ corresponding to
a half-life of 291132 days and a log(ft) of 5.91(5). This log(ft) is larger than what was
being used by the astrophysical community, highlighting the importance of making an
experimental measurement.

205Pb in the early Solar System

Chapter 4 presents the impact of the 2% TI8+ measurement. The experimentally measured
log(ft) for B, decay of 29°TI8!* determined the nuclear matrix element between the lowest
spin-1/2 states of 2%°T1 and 2%°Pb [177]. This quantity is crucial for calculating accurate
astrophysical weak decay rates of 20°T1 and 20°Pb. With these new rates, three state-of-the-
art AGB models were used to predict 2’>Pb yields from AGB stars. The yields resulted
in a new ratio for the abundances of 2°>Pb/?4Pb in the ISM, from which the isolation
time of our Solar System from the ISM could be derived. Our measurement provided
positive values for the isolation period, with 25% or 78% of the probability distribution
being positive depending on the meteorite value used. This was the first time a positive
value was achieved for 2%°Pb.
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The nuclear matrix element was also a crucial piece in determining the viability of the
LOREX project for measuring the solar pp neutrino flux [90, 97, 185]. Unfortunately, the
larger experimental log(ft) value (when compared to predictions) means that only 15(4)
205Ph atoms per gram found in the lorandite can be attributed to the solar neutrino flux
(compared to the prediction of 22(7) atomsg™!), making the signal-to-background ratio
statistically weaker.

Construction and commissioning of PLEIADES

In Chapter 5, the construction and commissioning of the PLEIADES multi-purpose detec-
tor, the successor to the CsISiIPHOS 0 E—FE telescope, has been presented. The detector
was built at TRIUMF and commissioned at GSI with 2°8Pb%2* ions at 269 MeV /u in the
Experimental Storage Ring. The detector performs comparably to CsISiIPHOS, with im-
proved flexibility and better handling of pulse pileup as a result of the new digital data
acquisition. The new scintillator crystals allow for the full stopping of lower-Z ions (down
to Kr, Z = 36) due to their higher density with no drop in performance. As a result, the
ILIMA collaboration now has two powerful  E—F detectors that can be used for exotic
decay measurements at GSI Darmstadt and the future FAIR facility.

6.2 Outlook

The study of 2%°Pb in the early Solar System is just the first step in implementing the
results of the new 2T+ fB,-decay rate. The proposed scenario of the live 2%°Pb ob-
served in meteorites having arisen naturally from the galactic chemical evolution (GCE)
of the interstellar medium needs to be better tested against other scenarios. In particular,
the new astrophysical decay rates of 2°Pb and 2%°T1 should be implemented in Wolf-
Rayet star models to see whether a single, last event scenario could explain the observed
abundances of the s-process short-lived radionuclides. In addition, our analysis based on
the steady-state assumption should be upgraded with a GCE simulation to account for
metallicity-dependent yields. This GCE analysis should also include a full comparison
between multiple AGB models to account for the modelling uncertainty.

In parallel, we are testing the AGB models to see if the 2°5Pb(n, ) cross section has any
impact of the final 2%°Pb yields. If the impact is large, then direct or indirect measurements
of the 205Ph(n,~) cross section should be prioritised to further reduce the nuclear physics
uncertainties in this important prediction.

The ESR pocket detector PLETADES is now commissioned and ready for use. One last
outstanding capability that is missing is the ability to record the deadtime of the detector.
Whilst the TRIXOR handles deadtime communication between the EXPLODER module
and the PEXOR control unit, the MBS does not record the triggers that the TRIXOR
rejects. In principle, this counting can be done by another FEBEX module, or through
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an analogue scalar system. Both options are relatively simple, but need to be sorted out
before the detector can be used for absolute counting of ions.

In the first physics experiment at the ESR requiring PLEIADES, it has been proposed
to make a symbiotic measurement of the masses, half-lives, and -delayed neutron (fn)
branching ratios of 1371381, This experiment would be a proof-of-principle for a new method
of measuring fn decay without detecting the neutron. This is a great strength of the pro-
posed method given the low efficiencies for the direct detection of neutrons and the scarce
amount of available beamtime. The S~ -decay products (in this case !37138Xe%*) would
stay within the acceptance of the ESR allowing them to be monitored by the Schottky de-
tectors, whilst the Bn-decay products (in this case 136:137Xe5+ for B-delayed one-neutron
emission) would be captured by the particle detectors in the ESR pockets. Given the low
expected count rates of just 0.4 decays from ~ 23 ions per storage for %I, the isotopic
identification of PLEIADES and CsISiPHOS will be crucial in the success of this exper-
iment. The isotopes 371381 were chosen for their high production rates at GSI allowing
for a high-statistics proof-of-principle experiment, and because the isotopes are n refer-
ence standards with well-measured neutron-branching ratios, making them ideal calibration
points for the new method.

In conclusion, heavy-ion storage rings are powerful tools for studying exotic decays and
reactions for nuclear astrophysics. The ability to trap millions of highly-charged ions for
several hours allows for the measurement of exotic decay modes that can only be measured
with a storage ring. The next decade will bring exciting new advances for radioactive beam
facilities, and storage rings will provide a crucial experimental tool to collect the nuclear
data required to understand the production of the elements.
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Appendix A

Storage Ring Dynamics

The basic principles of how the beam behaves in a storage ring were introduced in Sec-
tion 2.1. This appendix introduces some additional important storage ring dynamics and
terminology for a deeper understanding of storage rings.

A.1 Synchrotron oscillations

Storage rings are synchrotron accelerators, and the beam dynamics in storage rings are
directly analogous. To accelerate a charged particle, a radiofrequency (RF) potential is
applied to the orbiting ions as they pass through an RF cavity with each revolution. If
the ion arrives in sync with the RF signal, it will continuously pick up energy from the
electric field.!® If the magnetic rigidity is increased synchronously with the RF signal,
the synchronous orbit will gain energy and advance in phase ¢s. Near the synchronous
orbit, if particles are early, they will see a smaller electric field and will not gain as much
phase, whilst if they are late, they will see a larger field and gain more phase. Thus, stable
deviations from the synchronous frequency are allowed, highlighted in Figure A.1, and this
phase stability is a crucial feature of how synchrotrons keep beams together.

The stability of the two sides of the RF signal depend on the sign of n; if n < 0
then ¢, < m is stable and ¢s > m is unstable, and vice versa. This is a result of how
extra energy changes the orbital dynamics, relative to the design orbit, with the velocity
increase from v competing with momentum compaction from ;. If we plot the change in
energy against the phase, then solutions to the differential equation of motion are shown
in Figure A.2 (a full derivation can be found in Edwards & Syphers (2008) [121, p.31]).
Oscillations in phase occur around ¢, with some trajectories being bound by the RF
potential whilst others diverge. These oscillations around the synchrotron phase are called
synchrotron oscillations. The boundary between stable oscillation and divergence is called
the separatriz, and the region of stability is called an RF bucket. Figure A.2a shows the
RF field and associated RF bucket for ¢, = 0 (i.e. no acceleration), whilst Figure A.2b
shows how the separatrix changes for ¢s = 7/6 (some acceleration).

8 This also applies to linear accelerators, where an orbit period is replaced by the time between acceler-
ating stations.
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A.1. Synchrotron oscillations
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Figure A.1: The phase stability of RF fields is demonstrated. Early particles receive smaller
acceleration fields, and vice versa. The point of phase stability depends on the sign of 7, since n
determines how the orbital frequency changes in response to changes in energy. Figure inspired by
Williamson (2019) [252].
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Figure A.2: a) The RF field and potential for ¢; = 0 generates a symmetrical RF bucket. b) The
RF field and potential for ¢, = 7/6 generates an asymmetrical potential and smaller RF bucket.
Figure reproduced from Williamson (2019) [252].
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A.2. Betatron equations of motion

A.2 Betatron equations of motion

As discussed in Section 2.1.2, betatron oscillations are generated from the strong focusing
of the beam when using quadrupole magnets. A simple form of the equations of motion
for betatron oscillations can be written down because the focusing and defocusing of the
lenses is linear to the first order. In particular, the equations of motion are

2
d*x <1+1aBy(s)>x:O

de2 2

ds p Bp Ox (A1)
¢y 1 0By(s)
ds2 Bp Ox y=5

where p is the bending radius in the dipoles. These equations of motion both have the
form )

d“z

— + K(s)z =0, A2

() (4.2
where K (s) acts as a “spring constant” that varies around the ring. Since every synchrotron
is periodic, often with a period smaller than a full rotation due to the symmetry of the ring,

this equation has the form of an homogeneous Hill’s equation and thus has the solution

2(s) = Aw(s) cos ((s) + tho) (A.3)

where 1(s) is the phase of the pseudo-harmonic betatron oscillation and w(s) is the nor-
malised amplitude function. A schematic of this pseudo-harmonic oscillation is shown in
Figure A.3a.

As the ring components are often formulated as matrices, this solution can be formu-
lated as a matrix representing the transformation of the transverse coordinates along the
periodic section of the ring C"

x _|cos AYc + acsin AYc Bsin Ao x (A4)
! 50t C - —vsin Ay cos A — asin Ao | |2/ . ’ ‘
w?(s) 1dpB(s) _ 1+ a?

where [(s) =

P A= YE

The parameters «, 3, v are called the Courant-Snyder parameters, and they characterise
the betatron oscillations. The parameter 3(s) is called the amplitude function and describes
how the amplitude of the beam packet varies throughout the ring [121, p.75]. Thus,
each synchrotron (or symmetric sub-component) will have its own set of Courant-Snyder
parameters, determined by the optical layout of the lattice, that will determine the exact
shape of the betatron oscillations in the ring. The betatron amplitude calculated for both
the vertical and horizontal planes of the ESR is shown in Figure A.3.
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A.3. Emittance
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Figure A.3: a) The schematic outline of betatron oscillations around the design orbit. Note that
the phase advance is not integer to avoid resonances. b) Calculations for the amplitude function
B(s) are shown for the ESR in isochronous mode, as calculated by Dolinskii et al. (1996) [253]. The
calculations show the periodic section of the ring, since the north and south halves are identical
(see Figure 2.1).

The number of betatron oscillations per revolution through the storage ring, i.e. the
frequency of the oscillation in terms of the ideal orbit, is called the tune of the ring,

1 ds
Q= o P 30) (A.5)
The tune of the ring should be such that simple integers or fractions are avoided to prevent
resonances that may amplify instabilities, causing beam losses [254]. In particular, this
requirement is parameterised by mQ@Q, + n@Q, # ¢, where m, n, ¢ are integers and the
order of the resonance is given by m + n. Note that this equation specifically requires the
horizontal and vertical tune to be different to avoid planar coupling.

A.3 Emittance

Now that the Courant-Snyder parameters «, 5, v have been introduced, the emittance ¢
discussed in Section 2.1.3 can be formally defined:

%:'ny—i—Qa:ﬂx/—i—ﬁxa, (A.6)

The emittance describes the area of the ellipse in phase space, and thus has units of
length x angle.

Since the emittance is most commonly a Gaussian distribution that has infinite tails,
one needs to decide what fraction of the distribution the emittance should enclose. Edwards
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A.4. Momentum dispersion function

& Syphers [121, p.82] derive that for a beam with a standard deviation o in x, the emittance
¢ encloses a fraction F' related by

27 o2
£=—

In(1 — F). (A7)

The maximum squeezing of the emittance throughout a betatron oscillation, in both
dimensions of phase space, is given by [121, p.83]

5 €
Tmax = Fmax and 2], = Jmax (A.8)

s ™

A.4 Momentum dispersion function

In Section 2.1.4, it was observed that momentum spread of the beam also causes transverse
deviations, which was identified as momentum dispersion. To solve for this momentum
spread, the equation of motion in equation (A.1) needs to be adjusted:

d’x 1 2pg—p N 1 0By(s) po 1Ap
g il . 0y . 22F
ds*  \p* p Bp 0z p pp’

(A.9)

where Ap = p — pg. This is an inhomogenous Hill’s equation, and the solution D(p, s) is
called the dispersion function of the storage ring. It will introduce some pseudo-harmonic
oscillations very similar to the betatron oscillations. In fact, the betatron oscillations, which
are the solution to the homogenous Hill’s equation, can be included by simply adding the
homogenous solution given in equation (A.3) [121, p.87]. Thus, the full transverse equation
of motion is

A
x = D?p + 2. (A.10)

Connecting the dispersion function back to the transition energy, it is now possible to
define the compaction factor «,, that defines the transition energy:

apz;?: <1;>. (A.11)

The compaction factor relates the change in orbital circumference to the deviation in
momentum, AC/C = a, Ap/p. The compaction factor is individual to each synchrotron
or storage ring, and needs to be chosen carefully as it is difficult to accelerate particles
through the transition energy.

166



A.5. Accumulation methods

The sensitivity of the tune of the ring to the change in momentum spread is called the

chromaticity, defined by

amQ
(n) =

where 6 = Ap/p and (n) denotes the order typically listed in prime notation. All strong-
focusing accelerators have some level of natural chromaticity caused by their dipole and
quadrupole elements, but additional chromaticity is introduced by field imperfections. The
chromaticity can be reduced with sextupole magnets, that have a focal length that is
inversely proportional to the beam axis offset, the opposite of quadrupoles. If the sextupoles
are placed at locations where the particles are sorted according to their momenta, then
the sextupole strength can be matched to the quadrupole strength such that reasonable
momentum dispersion is corrected for.

A.5 Accumulation methods

With the storage ring vocabulary now established, we can better understand the accumu-
lation methods introduced in Section 2.3.2.

The multiturn injection method was developed at the Heidelberg Test Storage Ring
(TSR), where the transverse acceptance of the storage ring was filled with beam. With
each turn, the injected beam moves in phase space due to the non-integer betatron tune.
Additionally, special bumper magnets alter the closed orbit at the injection, and then
are rapidly decreased to zero (in 300 us) such that each injection starts with a different
betatron amplitude. Over multiple turns, the beam then fills up the full acceptance ellipse
of the storage ring. In the procedure described by Bisoffi et al. (1990) [255], a factor 40
beam accumulation was achieved in ~ 70 turns by filling the entire transverse acceptance,
as shown in Figure A.4a. This process works well if the injected beam already has a low
emittance compared to the storage ring acceptance.

The second method commonly used is RF' stacking. In this case, radiofrequency stability
is used to accumulate the beam in the RF buckets. When taking hot fragments from the
Fragment Separator (FRS), i.e. with a large emittance from the nuclear reaction in the
FRS, the emittance is initially large in the RF bucket but stochastic and electron cooling
can condense the beam onto a well-defined stack. Phase space is cleared by tightening the
width of the bucket, and a new fragment is injected into the free space [133, 134], as shown
in Figure A.4b. Because the beam is stacked in longitudinal phase space using synchrotron
oscillations, this is sometimes referred to as longitudinal stacking. RF stacking plateaus
when the loss mechanisms counterbalance the injection of new beams. The effectiveness of
stochastic cooling decreases with the number of stored ions, and electron cooling is limited
by beam heating and electron capture losses.
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Figure A.4: a) A schematic of the multiturn injection process. If the fractional tune is a quarter,
then for each turn a new injection is placed. The placement moves to a larger betatron amplitude
as the bumper magnets go to zero. In this way, the phase space can be painted. Figure inspired
by Tecker (2019) [256]. b) In longitudinal stacking, from left to right: (i) beam is injected, (ii) hot
beam debunches, (iii) electron cooling, (iv) barrier buckets are introduced, (v) the buckets squeeze
the beam, opening a gap, and (vi) new beam is injected. Figure reproduced from Dimopoulou et
al. (2007) [133].
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