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Abstract

The first direct measurement of the CP nature of the Yukawa coupling between the
Higgs boson and tau leptons is presented. The data used in this analysis were collected
in proton-proton collisions recorded by the CMS experiment at the LHC and correspond
to a total integrated luminosity of 137 fb~! and a centre-of-mass energy of 1/s=13 TeV.
C’P-sensitive observables are reconstructed using the angular correlation between the
decay planes of tau leptons in the H — 777~ decay. The observed (expected) value of
the effective mixing angle between the CP-even and CP-odd couplings is found to be
—1£19° (0£21°) at 68% confidence level. The result is in agreement with the Standard
Model predictions within uncertainties and disfavours a pure CP-odd coupling at 3.0 o

confidence level.
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Chapter 1

Introduction

The Standard Model (SM) [3] of particle physics is a theory which describes fundamen-
tal particles and their interactions. The theory explains the strong interaction and also
beautifully combines the electromagnetic and weak interactions into the electroweak
(EW) theory. The EW theory exhibits a certain symmetry which is broken by the
Higgs mechanism. The Higgs mechanism not only describes the symmetry breaking
mechanism, but also explains how the SM particles obtain mass. A natural consequence
of the broken symmetry is the existence of a massive scalar particle, widely known as
the Higgs boson.

The SM theory has been verified with increasingly impressive precision. However,
this theory cannot explain certain observations, such as the existence of dark matter
and the origin of neutrino mass. In addition, the SM is not capable of explaining the
level of the matter-antimatter asymmetry in the Universe. There are theories beyond
the Standard Model (BSM) which can provide a description for all or some of the SM
shortcomings.

One way to probe BSM physics is to measure the properties of the SM to a high pre-
cision and compare them with the predicted value. In particular, the charge conjugate-
parity (CP) is an important property of the Higgs boson and is predicted by the SM,
so a measurement can shed light on BSM physics. The SM predicts the CP of the
Higgs boson to be even; therefore, any deviation from a pure CP-even scenario is a
clear indication of BSM physics.

This thesis describes the measurement of the CP structure of the Yukawa coupling
between the Higgs boson and tau leptons using the decay of the Higgs boson to two
tau leptons. The data used in this measurement was recorded by the CMS experiment
at the CERN’s Large Hadron Collider (LHC) during 2016 to 2018. The results of this
measurement were published in Ref. [2]. The structure of this thesis is as follows.

Chapter 2 begins by describing the SM theory of particle physics and in particular
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the Higgs mechanism. This is followed by explaining the production processes of the
Higgs boson at the LHC and presenting the latest measurements of the properties
of this particle. In the last section of this chapter, the Higgs couplings for which CP
structure can be measured at the LHC are compared and the methods used at the LHC
for reconstructing observables sensitive to the CP structure of the Higgs-tau coupling
are illustrated.

Chapter 3 describes the LHC and the CMS detector. The CMS detector is com-
prised of several subdetectors designed for identifying different particles along with
measuring their properties and kinematic quantities. At the end of this chapter, the
CMS triggering system is explained.

Chapter 4 describes the methods employed in CMS to identify and reconstruct
physics objects (such as electrons and taus) using particle tracks and energy deposits
as ingredients. The methods are optimized such that objects are identified with a high
efficiency and a low misidentification rate.

Chapter 5 describes the multivariate analysis (MVA) I developed for identifying
different hadronic decay modes of taus. In this analysis, tau decay modes differ in
their CP sensitivity, and it is therefore essential to identify them to a high degree of
accuracy. A summary of this chapter is published as a CMS detector performance
summary (DPS) in Ref. [1].

Chapter 6, which is the core of the thesis, describes the analysis of the CP structure
of the Yukawa coupling between the Higgs boson and tau leptons. Different steps of
the analysis are described in detail and the result of this measurement is presented at
the end of the chapter. My contributions to this analysis are elaborated in more detail.
The analysis was published in Ref. [2].

Chapter 7 firstly describes the upgrade plan of the CMS with a particular focus
on the high granularity calorimeter (HGCal) detector and its role in the L1 trigger
upgrade. Then, a description of the optimization algorithm I developed to determine
how data from individual HGCal channels should be processed is presented.

Finally, chapter 8 discusses the conclusions of the analysis and the HGCal work. In

addition, a perspective on future work is provided.



Chapter 2
Theory and motivation

This chapter describes the theoretical framework behind and the motivation for the
Higgs CP measurement along with the phenomenology of this measurement at the
Large Hadron Collider (LHC). The established theory of particle physics, the Standard
Model (SM), is briefly explained in section 2.1, the Higgs boson production channels
at the LHC along with its decay channels are described in section 2.2, and finally in
section 2.3, the phenomenology of measuring the Higgs CP is illustrated.

2.1 The Standard Model of particle physics

2.1.1 Fundamental particles

The SM is a renormalizable quantum field theory which describes three fundamental
forces in our Universe: the electromagnetic (EM), weak, and strong forces. This model
represents matter as spin-1/2 fermions and forces as spin-1 vector bosons. There is
only one spin-0 scalar boson in the SM, the Higgs boson, which plays a crucial and
unique role in this model and is responsible for the mass of massive fermions and vector
bosons through the spontaneous symmetry breaking mechanism described later in this
chapter. The SM Lagrangian is invariant under certain local gauge transformations,
which is an essential property of this model. The symmetry group corresponding to

the gauge invariance is
Gsm = SU3)c x SU(2)p, x U(1)y (2.1)

which will be discussed shortly.
The fundamental particles of the SM are shown in Fig. 2.1. For each fermion, there
is an antiparticle with opposite quantum numbers. Fermions can be grouped into three

generations with similar quantum numbers but different masses. Fermions are made
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up of twelve flavours, six of which interact with the strong interaction, called quarks,
and six of which do not, called leptons. Quarks comes in three colour charges, where

a colour is a quantum number for particles interacting with the strong force.

Standard Model of Elementary Particles

three generations of matter interactions / force carriers
(fermions) (bosons)
I Il 1]
mass ~ =2.2 MeV/c? =1.28 GeV/c? =173.1 GeV/c? 0 =124.97 GeV/c2
charge | % % % 0 0
spin | ¥z U Y% C Y% t 1 Q 0 H
up charm top gluon higgs

— Y

=4.7 MeV/c? =96 MeV/c? =4.18 GeVi/c? 0

_y —14 -1 0

down strange bottom photon

—

=0.511 MeV/c? =105.66 MeV/c? =1.7768 GeV/c? =91.19 GeVi/c?

-1 -1 -1 0

+ (& v (H » . @

electron muon tau Z boson

|

<1.0 eV/c2 <0.17 MeV/c2 <18.2 MeV/c2 =80.39 GeV/c?

0 0 0 +1

A Ve A VP A Vt 1 \M

electl_'on muon tau_ W boson
neutrino neutrino neutrino -

Figure 2.1: The fundamental particles of the Standard Model [4].

The strong force is described by the theory of quantum chromodynamics (QCD).
The gauge symmetry of this force is SU(3) (see Eq. 2.1), which governs the interaction
of quarks and gluons. There are a total of eight gluons carrying the strong force, which
correspond to the eight generators of the SU(3) group. Gluons are massless and, since
they have colour charge, they can self-interact; accordingly, the strong force possesses

two unique properties:

e Asymptotic freedom: The coupling strength of the strong interaction decreases

with energy.

e Confinement: The binding energy between quarks increases linearly with dis-
tance. Therefore, no free quarks are observed in nature as they quickly join

quark-antiquark pairs, produced from vacuum, to form colourless hadrons.

The electromagnetic and weak forces were combined into a theory called electroweak

(EW) in 1960s by the work of Glashow [5], Weinberg [6], and Salam [7]. The theory
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possesses a SU(2)1, xU (1)y gauge symmetry, where “L” shows that the SU(2) symmetry
applies to the left-chiral fermions and “Y” is a symbol for the hypercharge symmetry.
The generators of the SU(2) symmetry are associated to the weak isospin gauge bosons,
shown with W* (i=1,2,3), while the generator of the U(1) symmetry corresponds to
the hypercharge boson, shown with B. The electric charge of fermions are related to

the hypercharge (Y) and the third component of the weak isospin (L(U3)) as

Q=1IP+ % (2.2)

The weak isospin and hypercharge bosons, with coupling strengths to fermions
respectively shown by g and ¢/, are mixed to form the physical gauge bosons of the
weak and electromagnetic interactions

Z,, = cos Hij’ —sin6,,B,,
Ay, = sin0, W2 + cos 0, B, (2.3)

1
W= —
V2

where y is the four-vector index, Z/W* are the weak interaction gauge bosons, A is

(W, FiW})

the EM gauge boson (photon), and 6, = arctan(g’/g) is called the weak mizing angle.
The EW theory was confirmed by the discovery of the W [8, 9] and Z [10, 11| bosons
in 1983.

The EW theory beautifully unifies the EM and weak interactions. However, it
cannot provide a mass term in the Lagrangian for W or Z bosons, which are known to
be massive. Adding a TnI%VW;r W, or %mQZZMZ“ term by hand explicitly breaks the
EW gauge symmetry and makes it non-renormalizable. Likewise, one cannot provide
a mass term for fermions since a term of the form ma) is not gauge invariant, where
1 is the spinor of the fermion. As we will see, the issue is solved by introducing the

Higgs mechanism.

2.1.2 The Higgs mechanism

In order for the gauge bosons of the weak interaction to acquire mass while keeping the
Lagrangian gauge invariant, the EW symmetry must be broken through spontaneous
(rather than explicit) symmetry breaking. In this type of symmetry breaking, the
vacuum state of the system does not respect the Lagrangian symmetry.

The idea of spontaneous symmetry breaking had been used in condensed matter
physics before getting into particle physics. When Salam and Weinberg tried to use

this idea, they ran into an obstacle, which is known as Goldstone theorem: spontaneous
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symmetry breaking leads to a massless spin-0 particle, called the Goldstone boson.
The problem was that such particles had not been observed although, if they had a

reasonable interaction strength, they should have been easily seen [12].

In 1964, however, three research groups, firstly Brout and Englert [13], then Higgs [14,
15], and finally Guralnik, Hagen and Kibble [16], independently discovered that Gold-
stone bosons can be avoided in a gauge theory and that they manifest themselves as the
longitudinal polarization of the gauge bosons when they acquire mass from spontaneous
symmetry breaking. In the case of the EW theory, spontaneous symmetry breaking is
achieved through the Higgs mechanism, in which a new spin-0 particle is introduced:
the Higgs boson. The minimal way to introduce such a particle which can sponta-
neously break the symmetry while retaining the gauge invariance of the Lagrangian
consists of a SU(2)r, doublet of the form:

.
¢—(;) (2.4)

where both elements of the doublet are complex scalar fields. The Lagrangian describing
the ¢ field is
Litigs = (Du0)[(D"6) — (120" + A(001)?), (2.5)

-~

Vi(g)

where V(¢) is the Higgs potential and D, is the covariant derivative defined with the
help of the Pauli matrices, o', to ensure that the Lagrangian is gauge invariant,
. i Y
D, =0, + ngﬁa’ + zglgBu. (2.6)

Assuming a negative value for ;2 in the Higgs potential, the absolute minimum of the

potential becomes

ty— M
Po=-53 (2.7)

indicating that there are infinitely many ground state solutions. Since at the end of
the calculation, we want to end up with a massless neutral vector boson (i.e. photon),

we take the vacuum state to be one of the components of ¢° (rather than ¢t),

1 0 1 0
(0]9[0) = 7 2| = (U) ; (2.8)
By

where v ~ 246 GeV is the vacuum expectation value (VEV). The Higgs field, H, is
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then defined by expanding ¢ about its vacuum

_ ! 0 2.9
¢_E v+ H) (29)

Substituting Eq. 2.9 in Eq. 2.5, keeping the terms up to the second order in the

fields, and using physical vector bosons introduced in Eq. 2.3 gives

921)2 (92 4 g/2) 1)2

1
Lhigs = 50, HO"H + = =W,/ W 4 Z,Z" + W' H?* + 0(3)  (2.10)

which leads to m =0, mW:%vg, mZ:%U\/gQ + ¢"%, and my=+v2\v. The higher-order
terms include the Higgs boson self-interaction as well as its interaction with the vector

bosons.

The Higgs mechanism can also provide gauge invariant mass terms for fermions.
Defining ¢ = ioa¢*, the gauge invariant interaction between the ¢ and fermions can be

written as
Lyukawa = —Y5(L1i - )Erj — YH(QrLi - $)Drj — Y4(Qri - §)Ugj + hc,,  (2.11)

where Y;; are the Yukawa matrices which mix different fermion generations while the

Lo = (L> ,
o (2.12)
o~ (3)

spinors are defined as

and
ERr1 = er,
Dpg1 = dg, (2.13)
Uri = ugr

for the first generation and similarly for the rest. Since neutrinos are massless in
diagonalized in the mass and interaction (with W bosons) eigenstates. The matrix

the SM, the Yukawa matrix for mixing lepton generations, can be simultaneously
therefore has 3 physical degrees of freedom which are the charged lepton masses. How-
ever, the mass and interaction bases can be (and are) different for the quark Yukawa
matrices, YZ? and V5. These two matrices have 10 degrees of freedom in total, of
which 6 correspond to the quark masses while 4 are encapsulated in a matrix known as
Cabibbo—Kobayashi-Maskawa (CKM) which transforms the mass basis to the interac-
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tion basis. From the 4 degrees of freedom in the CKM matrix, 3 are the matrix mixing
angles and 1 is the CP-violating phase, which is the only source of CP violation within
the SM theory.

After the Higgs boson acquires a non-zero VEV, the Yukawa interaction (Eq. 2.11)

for the particular case of tau leptons can be written as

E@ukawa = —M;TT — &H?T (214)
v

where the first term of the RHS is the mass term while the second term shows the
interaction of the Higgs boson and tau leptons. The interaction H77 is even under CP
transformation whereas the H7iys7 term, which is allowed in some BSM theories, is
odd under CP transformation. We will come back to the CP of this interaction later

in this chapter.

2.2 Higgs boson at the Large Hadron Collider

In 2012, the ATLAS and CMS collaborations jointly announced [17, 18] the discovery of
a new particle with mass near 125 GeV. Since then, there has been a great deal of effort
put into measuring the properties of this particle and all have shown compatibility with
the SM Higgs boson properties within the uncertainties. The observed particle is found
to be spin-0 and incompatible with a pure CP-odd Higgs boson [19, 20]. The observed
particle, therefore, can couple to other particles either in a pure CP-even state, as
predicted by the SM, or in a mixed state of CP-even and CP-odd, which would be a
clear indication of physics beyond the SM.

The observed decay channels of this particle are vy (21, 22|, ZZ [23, 24], WW |25,
26], 77 [27, 28], and bb [29, 30]. Additionally, a direct measurement of the coupling to
the top quark has been performed in the Higgs production associated with ¢ pairs [31,
32]. Further, the CMS Collaboration has recently announced the observation of evi-
dence for the decay of the Higgs boson to wi [33], which is the first evidence for the
Higgs boson coupling to the second generation of fermions. The measured coupling
strengths of the Higgs boson to fermions and vector bosons are shown in Fig. 2.2. All
coupling strengths have shown a good compatibility with the SM predictions.

At the LHC, the Higgs boson is produced via four main processes (see Fig. 2.3):
gluon-gluon fusion (ggH), vector boson fusion (VBF), W /Z-associated production (VH),
and tt-associated production (ttH). Table 2.1 shows the cross section of these processes.
The dominant production cross section belongs to the ggH process although it occurs
through a loop of fermions, mainly top quark. The VBF process with approximately

one order of magnitude smaller cross section is the sub-dominant process. However,
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Figure 2.2: The reduced Higgs boson coupling to fermions and vector bosons as a function
of their mass, measured by the CMS experiment. The bottom panel displays
the ratio of the measurement to the SM perdictions. The error bars represent
68% confidence intervals [33].
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Production mode ggH VBF WH ZH ttH
Cross section (pb) || 48.71 3.78 1.37 0.88 0.51

Table 2.1: Cross section of the dominant Higgs boson production processes in the SM
derived for my = 125 GeV and proton-proton interactions at the centre-of-mass
energy of v/13 TeV [34].

the VBF process is important from the experimental point of view for the distinc-
tive topology of its associated jets: large spatial separation and large invariant mass.
Due to these distinctive features, the Higgs boson produced in this process is easier to

distinguish from the background than in other processes.

Figure 2.3: Feynman diagrams showing the dominant Higgs boson production processes.
The processes are known as gluon-gluon fusion (top left), vector boson fusion
(top right), W/Z-associated production (bottom left), and ¢t-associated
production (bottom right).

2.3 CP in the Higgs sector

2.3.1 Introduction

The SM has been verified with increasingly impressive accuracy. However, there are
concrete observations which cannot be explained by this theory such as the existence of
dark matter, dark energy, and the mass of neutrinos. In addition, there are some fun-

damental questions which are not answered in the SM, such as the naturalness problem
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and the reason for the observed amount of the matter-antimatter asymmetry in the
Universe. Since the discovery of the Higgs boson, some of the particles predicted by
BSM theories have been searched for, because the existence of such particles, e.g. those
from supersymmetric (SUSY) models, could explain the observations and be an an-
swer to the fundamental questions. Nonetheless, no new fundamental particles have
been discovered, nor any deviations from the SM have been seen. This fact led to
an increasing interest among particle physicists to perform indirect BSM searches, in
particular by precisely measuring the SM parameters and look for a possible deviation.
The growing amount of data coming from the LHC makes this strategy even more
sensible.

Among the SM parameters, the Higgs boson properties are of great interest because
of its unique role in the SM. A CP-odd component for the Higgs boson would lead
to C'P violation in the Higgs sector which could then explain the matter-antimatter
asymmetry in the Universe and would be a proof of the existence of new physics. Such
a component is predicted by some BSM models such as SUSY and multi-Higgs-doublet
models.

At the LHC, CP studies in the Higgs sector consist of two types of measurements:
measuring the CP nature of the coupling of the Higgs boson to (i) vector bosons and
to (ii) fermions. The couplings of which CP nature can be studied with the current
available data of the LHC are the Higgs-to-gluon effective coupling (Hgg) and the Higgs-
to-W/Z couplings (HVV) from type (i), and the Higgs-to-top (Htt) and Higgs-to-tau
(H77) couplings from type (ii). In the following list, the couplings are introduced and
compared to the H77, which is the one measured in the analysis discussed in this thesis.

The latest result for the measurement of these couplings are also reported.

e Hgg: This coupling can be measured in the ggH production mode of the Higgs
boson. Gluons are massless and hence couple to the Higgs boson through loops
of fermions (and possibly BSM particles) which makes this measurement model-
dependent, as opposed to the H77 which is measured model-independently at the
LHC. Recent measurements of the CP of this coupling have shown compatibility
with the SM predictions [35-38]

e HVV: The Higgs-to-W/Z couplings can be measured on the decay side in the
H — V'V decay, or on the production side in the VBF or VH production modes.
Contrary to the H7T7 coupling, no renormalizable CP-odd term exists for the
HVYV interaction and hence such contribution would be suppressed by powers of
(1/A)2, in which A is the energy scale of new physics. The CP measurements on
this coupling have been consistent with the SM [35, 36, 38—41].
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e Htt: This coupling is measured mainly through the ttH production mode. It
is complementary to the H77 coupling measurement in the sense that in some
BSM models (e.g. complex two-Higgs-doublet model, or C2HDM for short [42])
constraining the CP nature of one of the couplings does not constrain that of the
other. The ATLAS and CMS Collaborations have recently measured this coupling
in the H — 77 final state and excluded a pure CP-odd component by more than
3 standard deviations [43, 44]. Similarly, the result from the four-lepton final
state H — 44 agrees with the SM predictions within the uncertainties [35, 36].

+

e Hr7: This coupling is measured in the H — 777~ decay. The only direct

measurement of this coupling has been performed [2] by the CMS Collaboration

and is discussed in this thesis.

The SM Lagrangian describing the interaction of the Higgs boson and tau leptons
can be generalized to include a CP-odd term (c.f. second term in the RHS of Eq. 2.14)

m

Egule—awa = _TTH(HT?T + E‘/T?Z"Y5T) (215)

where k; and K. are coupling strength modifiers for the CP-even and CP-odd compo-

HrTt

nents, respectively. An effective mixing angle « can then be defined in terms of

these coupling strength modifiers as
aHTT) _ &

tan( (2.16)

Rt
A pure CP-even (CP-odd) coupling corresponds to a mixing angle of o™ = 0(90)°
while any mixing angle with 0° < [af177| < 90° is a CP-violating scenario in which the
Higgs boson couples to taus with a combination of the CP-even and CP-odd compo-
nents. The maximum mixing of the components occur in of77 = 45°.

A non-zero value of off™"

would be a clear evidence of new physics and has im-
plications for BSM theories. For example, a sizable mixing angle would disfavour the
minimal supersymmetric model (MSSM), while in the next-to-minimal supersymmetric

model (NMSSM), a mixing angle of up to 27° is allowed [45].

2.3.2 Phenomenology

The ¢cp angle

HrTt

In this section, the methods for measuring the mixing angle « are described. For

the sake of brevity, tau decay modes are shown with the following symbols: 75 — e

+ £.0

with e, 7% — pt with p, 7 — 7% with 7, 7% — 7 7% with p, 7+ — 7270 with a}pr,
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Decay mode Dominant BR(%) Symbol
resonance

e Uels 17.8 e
[T 7nZe 17.4 ,u
htuv, 11.5 m
hErOu, pt (770) 25.9 p
hE270, ai (1260) 9.5 a™
3h*v, ai (1260) 9.8 s’
3hEny, excited p* 4.8 -
Other 3.3 -

Table 2.2: The intermediate resonances and branching ratios of the dominant tau
decays [46]. The h™ mesons are predominantly 7%. The “symbol” column shows

how the decay modes are referred to throughout this thesis. The “pr” index in
a;P" and ¢5*" indicates the number of charged particles (prongs) in the final

state.

and 7% — 37F with a‘z’pr, where neutrinos are not shown in the decay products for
simplicity as they are not detected in the CMS detector. These symbols represent one
of the final states or the intermediate resonances of the decays (see Table 2.2). Other
decay modes are not used for measuring the CP nature of the H77 coupling and hence
not symbolized. The decay channels of H — 777~ are shown by pairs of the symbols;
for example, p aipr is the decay channel when one of the taus decays to p and the other

lpr
toa;” .

In the H — 777~ decay, the spins of the taus are correlated based on the value of the
mixing angle. Besides, the decay products in a tau decay, and hence the decay planes
reconstructed with the products, are correlated with the tau spin. Consequently, the
mixing angle determines the correlation between the decay planes produced by the taus
from a Higgs boson decay. Fig. 2.4, for instance, shows these planes in the w7 channel
depicted in the Higgs rest frame. One can define an angle between the two planes, called
¢cp, which ranges from 0° to 360° (as opposed to 180°) when the relative direction of
each tau and its 7 meson is taken into account. The H — 777~ differential decay
width with respect to the ¢cp at the leading order (LO) can be written as [47]

dr’ 72

docr (H—7t77)=~1—b(EL)b(E-) 15 oos(éer — 2177, (2.17)

where for the 7%, EL is the energy of the outgoing charged particle, while b(E.) is
its 7-spin analyzing power, encapsulating the correlation between the tau spin and the

momentum of the outgoing charged particle.

Fig. 2.5 shows the ¢¢p distribution for the CP-even, CP-odd, and maximum mixing
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Figure 2.4: An illustration of the decay planes produced by the taus in the w7 decay
channel. The angle between the planes is called ¢¢p. The angle is defined in
the Higgs rest frame [2].
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Higgs scenarios. The figure also includes the ¢¢p distribution for a Z boson decay, one
of the main backgrounds in this analysis. Each distribution is derived by fitting the
normalized histogram produced by simulated events. The distributions are produced
in the rest frame of the bosons at the generator-level, the level where no detector effects
are included. The decay channel is 7 7 and taus with visible transverse momenta (pr)
less than 33 GeV are excluded. The simulated event samples used for producing these

distributions are explained in chapter 6.

CMS Simulation 13 TeV
:' B T T T T ‘ T T 1 T ‘ T T T T T T T T ‘ T T T T ‘ T T T T ]
< | = CPeven ==== CP odd |
0.1 == CP mix - z _
0.08
0.06-¢
0.04
0.02 .
™ — ' N p; >33 GeV
| | | | ‘ | 1| | ‘ | | | | ‘ | | | | ‘ | | | | ‘ | | | | 1
0 60 120 180 240 300 360
(I)Cp(degrees)

Figure 2.5: ¢¢p distribution at the generator-level for the CP-even (red), CP-odd (dash
blue), and maximum mixing (dash-dot-dot green) Higgs boson scenarios along
with the distribution for the Z boson (black dash-dot). To derive the
distributions, a fit is performed to the normalized histogram of each process.
The bosons decay to 7 7 final state and the visible tau decay products are
required to have a minimum transverse momentum of 33 GeV [2].

A non-zero mixing angle would shift the sinusoidal ¢¢p distribution of the CP-even
scenario by 2 x ol while retaining the amplitude of the distribution. The Z bosons,
however, show a flat distribution and therefore this background does not distort the

sinusoidal shape of the Higgs boson distribution at the generator-level.

It is, however, experimentally difficult to measure the ¢¢p angle (except for the
a® aP channel) since the momentum of the neutrinos in the tau decays cannot be
well constrained and hence the Higgs boson rest frame cannot be well reconstructed.

Fortunately, alternative, though similar, methods are proposed by phenomenologists
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(as described and cited appropriately below) to reconstruct a decay plane for each of
the tau leptons in an experimentally accessible way. The angle between the planes in
the alternative methods is sensitive to the CP nature of the coupling in the same way as
discussed although the rest frame is not the bosons’ rest frame in most of the methods.
In this thesis, the notation ¢¢p is used for the angle between the decay planes regardless
of the method. The reference frame in which the ¢¢cp angle is defined is the Higgs rest
frame in the ai’pr a?pr channel whereas in all the other channels, the reference frame
is the zero-momentum-frame (ZMF) of two charged particles chosen from the decay
products of taus, as will be explained later in this section. In the kinematic phase
space used in this analysis, the 7-spin analyzing power (see Eq. 2.17) in the e and p
decay modes has the opposite sign of that of the other decay modes and therefore the

¢cp distribution is shifted by 180° in these two decay modes [48].

The alternative methods are the impact parameter method [49, 50|, neutral-pion
method [50, 51|, combined method [50]|, and polarimetric vector method [52], which
are explained below. The applicability and CP sensitivity of these methods vary in
different H — 777~ decay channels. As will be discussed in chapter 6, for each of the

H — 777~ decays, the method which yields the maximum CP sensitivity is used.

Impact parameter method

This method can be applied to all decay channels but, as explained in section 6.4.1, the
optimal CP sensitivity is achieved when the method is used when each tau decays to
one of the following decay modes: e, u, or w. The idea of this method is to exploit the
finite lifetime of tau leptons to reconstruct their decay plane. The plane is reconstructed
using the momentum of the output charged particle and its impact parameter. The

ZMF is defined using the two output charged particles.

The impact parameter vector fi for an output charged particle, with 4+ showing the
charge of the particle, is defined as the vector connecting the primary vertex (PV) to
the closest point on the particle’s track, where the PV is the reconstructed 3D position
of the Higgs boson decay point. The four-component vector A\* = (O,Ji) is then
constructed, as proposed in [49], and boosted similarly to a four-vector to the ZMF
and is denoted by A*MF+_ The output charged particles are also boosted to this frame

ZMF+ The )\ZMF:I: ZMF=+

and are denoted by ¢ and ¢ are then considered as 3-component

vectors by discarding their 0** component. After that, the normalized vector of the

ZMF+

transverse component of the A2MF+ with respect to the ¢ is computed and shown

with S\iMFi Using XiMFi and the normalized vectors of the output charged particles
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GZMFE the following variables are defined

pPME — alrccos(;\ilv[F+ . XiMF_), and (2.18)
OFMF _ GZMF— ()\iMFjL y /\iMF—)
from which ¢¢p is computed as
HZMF if OZMF >
bcp = (2.19)

360° — ¢ZMF  if OZMF

Fig. 2.6 (left) illustrates this method.
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Figure 2.6: Illustration of reconstructing the ¢cp angle in the impact parameter method
(left), neutral-pion method (middle), and combined method (right). The planes
are reconstructed in the frame in which the momenta of the charged particles
are summed to zero. The decay planes reconstructed in the left, middle, and
right figures correspond to the 77, pp, and 7 p decay channels, respectively [2].

Neutral-pion method

The neutral-pion method is applicable to the decay channels in which both taus decay
to more than one hadron, i.e. when each tau decay mode is among p, a%pr, or a‘rfpr. The
plane reconstruction method for each of these decay modes is described below.

+ O meson in the final state, a

In the p decay mode where we have a 7~ and a =«
similar approach to the impact parameter method is taken to define the ¢¢p angle.
The AT defined in the impact parameter method is replaced with the four-momentum
of the ™. To estimate the four-momentum of the 7°, its energy is taken from the

four-momentum sum of all photons/electrons! in the strip reconstructed by the HPS

In CMS, the word “electron” is in general used for both electrons and positrons unless the two
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algorithm described in section 4.8. The direction of the 7¥ is, however, taken from
the leading photon/electron in the reconstructed strip. Finally, the known mass of the
79 meson is set as the mass of the reconstructed 7°. After replacing A* with the 7°
four-momentum, Eq. 2.18 and Eq. 2.19 are used to define the ¢¢p angle.

To define a decay plane for the aipr decay mode, which includes a pair of 7 mesons
in the final state that are experimentally difficult to resolve, the same approach as for
the p decay mode is taken except that the four-momentum sum of the pair plays the
role of the 7° for reconstructing the decay plane.

To reconstruct the decay plane in the ai’pr decay mode, from the two pairs of
oppositely charged pions, the pair with an invariant mass closer to the p° meson mass
is considered as coming from a p” meson decay (see Fig. 2.7). In this pair, the charged
pion with the same charge as the tau is used to define the ZMF while the oppositely
charged pion is treated as if it was a 7% and therefore the decay plane is reconstructed

with this pair using the neutral-pion method described for the p decay mode.

Figure 2.7: Feynman diagram showing the decay of a; meson to three charged pions [2].

When reconstructing the ¢¢cp angle in the neutral-pion method, in order to avoid
destructive interference due to differently polarized intermediate mesons, the following

parameters are defined in the lab frame [50]

+ FEai+—FEo d
= ——,an
E.++FEo (2.20)

y =y oy

T

Y

When y7 is negative, ¢¢p is set to 360° — pcp.

particles are contrasted in a sentence.
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To summarize, the neutral-pion method is similar to the impact parameter method
but the AT is replaced with the “7%” four-momentum, where “7%” is the 7° meson in

. 1
O mesons in the a;”" decay mode,

the p decay mode, the four-vector sum of the two 7
and the 7% with an opposite charge to the tau in the ai’pr decay mode. The ZMF is
defined using the 7 meson with the same charge as the tau, and in the af;’pr decay
mode in which there are two choices, the one which is more likely to come from the p®
meson decay is selected. Finally, the destructive interference is avoided by applying a
shift to the ¢¢p according to Eq. 2.20.

The neutral-pion method is illustrated in Fig. 2.6 (middle).

Combined method

The combined method is a combination of the impact parameter and neutral-pion
methods and is applied to the decay channels where exactly one of the taus decays
to multiple hadrons such as 7a:" and ea;™. For reconstructing the decay planes
in these decay channels, the neutral-pion and impact parameter methods are applied
to the tau decaying to multiple hadrons and the other tau, respectively. To avoid
destructive interference, if the yTi (see Eq. 2.20) for the decay plane reconstructed
with the neutral-pion method is negative, then the shift 360° — ¢¢p is applied to obtain
the ¢ep angle.

An illustration of the combined method is displayed in Fig. 2.6 (right).

Polarimetric vector method

The last method used in this analysis is the polarimetric vector method, which is only
applicable to the a?pr a‘rfpr decay channel. In this channel, the Higgs rest frame can be
reconstructed thanks to the reconstructable secondary vertex (SV) in the a3 decay.
The momentum direction of each tau is set to the PV-SV direction and, considering
the two-body decay of 7+ — a%VT and assuming a massless neutrino, the magnitude

of the tau momentum can be derived to be

(mzl + m?—)‘ﬁa1| cosfgy *+ \/(mgl + ‘ﬁa1|2) (('rn?11 — m72_)2 — 4m72_‘;5'a1|2 sin? ng)

2(m2, + |Pa,|? sin? 6y)

pr| =
(2.21)
where 0qj is the Gottfried-Jackson angle defined as the angle between the 7 lepton and

ay directions in the lab frame [53]. If, in a tau decay, g is measured to be more than

2 2

ms —m

0G5 = arcsin <T_,al> . (2.22)
aJ 2mr|Pa, |
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By is set to O35>, Values above 635 are unphysical but can still be measured because

of the finite detector resolution in measuring the tau and a; directions. The square
root term in Eq. 2.21 shows that there are up to two answers for the magnitude of the
tau momentum. When the square root is zero, ending up with a unique answer for
the tau momentum, the a1 direction in the tau rest frame is perpendicular to the tau
direction in the lab frame. On the other hand, a non-zero square root indicates two
possible directions for the a; in the tau rest frame: the same as or the opposite of the
tau momentum in the lab frame. Therefore, there are up to four pairs of solutions for
the momenta of the tau pair in the a‘i’pr af;’pr channel. The pair of solutions with the
invariant mass closest to the Higgs boson mass is selected.

Now that the momentum of the tau and a; are known, the polarimetric method
can be applied. The polarimetric vector h can be considered as an estimate of the
most likely direction of the tau spin § in the tau rest frame [52]. This vector can be
computed from the momentum of the tau and a; as implemented in the TAUOLA [54—
56| program. The decay plane can be reconstructed using the tau direction and the
polarimetric vector. The normal vector k to the decay plane is reconstructed with

- 51,2 X 1012

k12 =

g=—22x0 (2.23)
|h1,2 X 71 2]

where 77 is the unit vector pointing along the direction of each tau and the indices run
over the two taus. In the next step, the Higgs rest frame is used to define ¢* and O*
as (c.f. Eq. 2.18)

¢* = arccos(ky - ko), and

L (2.24)
O = —(hl X hQ) . T_I:l

from which ¢¢p angle can be reconstructed using Eq. 2.19 while replacing ¢“MF and
OZMF with ¢* and O*, respectively.

The ¢¢cp angle can also be reconstructed in the ai’pr a‘%pr channel using the neutral-
pion method. However, using the polarimetric vector method enhances the resolving
power between the CP-even and CP-odd scenarios by approximately a factor of two.

Therefore, the polarimetric vector method is used in this channel.



Chapter 3

The LHC and the CMS detector

The data used in the Higgs-tau CP analysis presented in this thesis was recorded by the
Compact Muon Solenoid (CMS) detector [57] located at CERN, near Geneva. CMS
is placed about 100 meters underground and is designed to detect particles produced
from proton-proton (pp) collisions. These protons are accelerated and collided in the
Large Hadron Collider (LHC) [58]. This chapter describes the LHC along with the
CMS detector.

3.1 The LHC

The LHC is a circular hadron accelerator and collider with approximately a 27 km
circumference, built at CERN in an underground tunnel previously used by the Large
Electron-Positron (LEP) collider [59] during 1989-2000. Fig. 3.1 shows a schematic view
of the LHC complex. The process of obtaining protons leading up to their collisions is
the following. Protons are obtained by ionizing hydrogen gas with an electric field before
being accelerated up to an energy of 50 MeV in a linear accelerator (LINAC2). After
that, their energy is increased to 1.4, 25, and 450 GeV using the Proton Synchroton (PS)
Booster, the PS itself, and the Super Proton Synchroton (SPS) circular accelerators,
respectively. Finally, they are injected into the LHC beam pipes in counter-rotating
directions, with each beam subsequently reaching an energy of 6.5 TeV. Each proton
beam is split into bunches of O(10%!) protons separated by 25 ns, which are accelerated
using radio-frequency (RF) cavities. In order for the protons to stay in the circular path
of the LHC beam pipes, several 8.3 T superconducting dipole magnets are installed at
the LHC operating at a temperature of 1.9 K. Proton bunches from the two beams
are collided in four points, surrounded by the ALICE [60], ATLAS [61], CMS [57], and
LHCb [62] detectors.

The expected number of events containing a specific physics process can be calcu-
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Figure 3.1: A not-to-scale schematic of the LHC complex. The coordinate system depicted
on “CMS" shows the orientation of the Cartesian coordinate used in CMS. In
addition, the azimuthal (¢) and polar (6) angles for a particle with momentum
p are displayed [63].

lated using
N =Lxo, (3.1)

where L is the integrated luminosity and o is the cross section of the process. Fig. 3.2
shows the cross sections of certain physics processes as a function of the centre-of-
mass energy. The largest Higgs production cross section is for the gluon-gluon fusion
(ggH) process, which is about nine orders of magnitude smaller than the total pp cross
section. Therefore, the study of the Higgs boson properties requires a large number of
pp collisions, and hence a large integrated luminosity.

The LHC has had several running periods. The first three periods known as Run-
1, Run-2 and Run-3, were during 2010-12, 2015-18, and will be 2022-25, respectively.
Following Run-3, the LHC will upgrade to the high-luminosity LHC (HL-LHC) with
two running periods known as Run-4 and Run-5, operating during 2029-32 and 2035-38,
respectively [65].

The data used for the Higgs-tau CP analysis described in this thesis were collected
during Run-2 in 2016, 2017, and 2018, which correspond to integrated luminosities of
35.9, 41.5, 59.7 fb~1, respectively, and a centre-of-mass energy of /s = 13 TeV.

3.2 The CMS detector

CMS is a general-purpose detector which was designed to discover and subsequently
study the properties of the Higgs boson. CMS is cylindrical in shape with a diameter of
14.6 m, a length of 21.6 m, and a weight of 12500 tonnes. The distinctive feature of this

detector is its superconducting solenoid magnet which provides a magnetic field of about
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Figure 3.2: The total cross section of pp collisions (o4t), along with the cross sections of
certain physics processes which can occur in such collisions, all plotted as
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functions of the centre-of-mass energy [64]. Interesting physics processes, such
as the Higgs boson production, are usually several orders of magnitude smaller

than the total cross section.
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4 and 2 T inside and outside the solenoid, respectively. The detector consists of several
subdetectors arranged in an onion-like structure and centred at the pp collision region
(see Fig. 3.3). From the collision point outwards, the first subdetector is the silicon
tracker which is designed to measure the position and, thanks to the magnetic field,
the momentum of charged particles. The next subdetectors are the electromagnetic
calorimeter (ECAL) and hadron calorimeter (HCAL) which measure the energies of
particles. These three subdetectors are placed within the solenoid magnet, whereas the
muon system and the iron return yoke are outside.

Superconducting Solenoid

Silicon Tracker
=l Pixel Detector

Very-forward
Calorimeter

Calorimeter
Electromagnetic
Calorimeter

)

U
b - \\.,‘ 2 -\'\&. Detectors

Compact Muon Solenoid

=3

Figure 3.3: A perspective view of the CMS detector [57].

As illustrated in Fig. 3.1, the coordinate system used in CMS is defined such that
the x axis points towards the centre of the LHC ring, the y axis points upward, and the
z axis is derived with the right-hand rule and points along one of the beam directions.
A more common coordinate system used in CMS is two-dimensional n—¢ coordinates,

where 7 is the pseudorapidity defined using the polar angle 8
n = —In(tan (6/2)) (3.2)

and ¢ is defined in the x—y plane as the azimuthal angle with respect to the x axis.

Distance in these coordinates is defined as
AR =/ (A¢)* + (An)>. (3.3)

The transverse component of an object (such as its momentum, denoted by pr) is

defined in the xz—y plane. In CMS, the low pseudorapidity region is called the barrel,
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whereas the two ends of the detector with high pseudorapidity are called the endcaps.

3.3 Silicon tracker

The first subdetector encountered by particles produced from pp collisions is the
tracker [66], which consists of a silicon pixel detector surrounded by a silicon strip
tracker. The tracker is used to measure the position of charged particles by collecting
the produced ionization deposits (known as hits). A collection of hits is then used to
reconstruct the curved trajectory of charged particles and subsequently measure their
pr through their radius of curvature. The trajectories are also used to reconstruct
other quantities of interest such as the position of pp collisions as well as the de-
cay position (and subsequently the impact parameter) of finite-lifetime particles. The
tracker is made from silicon in order to precisely reconstruct these quantities, have a
fast response, and withstand extreme radiation conditions given the large (=1000 [67])
number of charged particles traversing the tracker at each bunch crossing.

Fig. 3.4 displays a schematic view of the tracker in the r—z plane. The tracker
acceptance range is || < 2.5. The pixel detector was originally composed of three
layers in the barrel and two layers in each endcap with a total of 66 million pixels. This
design was optimized for reconstructing the 3D position of particles and handling the
large number of particles produced at the LHC design luminosity 1 x 103* cm=2s7 1.
In winter 2017, the pixel detector was upgraded to cope with a factor of two larger
luminosity such that it is comprised of one more layer in the barrel and in each of
the endcaps and the total number of pixels increased to more than 100 million. The
upgraded pixel detector has a pixel size of 100 x 150 um? and is closer to the pp
collision region. It is made with less material budget which reduces photon conversions
and multiple scattering [68].

Surrounding the silicon pixel is the strip tracker which is comprised of four subsys-
tems, namely, the tracker inner barrel (TIB), tracker inner disk (TID), tracker outer
barrel (TOB) and tracker endcap (TEC), which differ by the position and size of the
silicon strips. The TIB and TOB are installed in the barrel and consist of four and six
silicon layers, respectively. The TID (TEC) is made of three (nine) disks placed in the
inner (outer) part of each endcap.

The performance of the CMS tracker is summarized in Ref. [67]. Charged particles
produced as far as 60 cm from the beam line, and those with pr as low as 0.1 GeV are
reconstructable. The track-reconstruction efficiency for charged particles with pt > 0.9
GeV is measured to be 94% and 85% in the barrel and endcap regions, respectively,
using simulated ¢ samples and assuming the typical LHC pile-up conditions of 2011



26 Chapter 3. The LHC and the CMS detector

\ \ N N S W R Y Y A A A 4 / /
-0 -08 -06 -04 -02 00 02 04 06 08 1.0
= —-n— 16
£ 110}
HHHHIL/
90}
80| a0 207
or \-22 22/
:Z: ey .—.—”»D»_» ______ 247
a0| 28 L= , ;|||||||| 26~
sl 28 TEc||||||||| T O I I O =M
||||II [T
20 L L TTTTT Tilo.
10 PIXEL‘ | R
. 1
* 00 -200 -100 0 100 200 :(mo)
z(cm,

Figure 3.4: A cross sectional view of the tracker system. Only the upper half of the system
is shown, while the lower half is symmetric with respect to the z axis. The pp
collision region is marked with a star and the green lines separate the tracker
subsystems. The pixel modules, shown in red lines, provide 3D hits. The silicon
modules shown in blue and black provide 3D and 2D hits, respectively [67].

running period. The dominant reason for the inefficiency is the nuclear interactions of
hadrons in the tracker. The ratio of tracks which are falsely reconstructed is at the few
percent level. The pr resolution of tracks with 1 < pt < 10 GeV in the central region is
about 1.5%. The transverse (longitudinal) impact parameter resolution of these tracks
changes from 90 pm (150 pm) at pp=1 GeV to 25 pm (45 pm) at pp=10 GeV.

3.4 Electromagnetic calorimeter

Around the tracker lies the electromagnetic calorimeter (ECAL) [66] which is hermetic
and homogeneous with 61200 lead-tungstate (PbWQy,) scintillating crystals in the bar-
rel (EB) and 7324 in each endcap (EE). In front of each endcap calorimeter, a preshower
detector (ES) is placed to improve the identification of photons mainly from 7¥ — 7
decay. Avalanche photodiodes (APDs) and vacuum phototriodes (VPTs) are used as
photodetectors in the EB and EE, respectively. The ECAL is constructed in a compact
and granular design, thanks to the short radiation length (X = 0.89 cm), small Moliere
radius (R); = 2.2 cm), and high density (p = 8.28 g/cm?) of the PbWOy, crystals.

Fig. 3.5 displays a schematic of the ECAL. The ECAL crystals face (almost) towards
the pp collision region with a slight tilt to reduce the probability of particle passing
through the inter-crystal gaps. Crystals in the EB (EE) have an approximate area of
2.2 cm x 2.2 cm (2.86 cm x 2.86 cm) and a length of 23 cm (22 ¢cm). The EB coverage
is up to |n| = 1.48 and the EE extends the coverage to || = 3.0. The fiducial area of
the ES covers 1.65 < |n| < 2.6. Discriminating photons and electrons is possible up to
|n| = 2.5, which is the acceptance region of the tracker system.

The energy resolution of electrons in the EB as a function of their energy E is
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Figure 3.5: A schematic view of the ECAL [69].

measured to be:

op  0.028 0.12
- =% @ 0.003 (3.4)

where E is expressed in GeV, and the three terms on the right hand side correspond to
the stochastic, noise, and constant term contributions. The stochastic term includes
fluctuations from gain process, electromagnetic shower containment, and the number
of produced photoelectrons. The noise term, which has energy-independent absolute
value, corresponds to the noise in the readout system. The constant term is the domi-
nant term in high energy region and accounts for energy leakage from the back of the
crystal as well as non-uniformity in the single-channel response and longitudinal light
collection [69].

3.5 Hadronic calorimeter

The hadronic calorimeter (HCAL) [66] is located behind the ECAL to identify strongly
interacting particles as well as measure their energy. This subdetector plays an im-
portant role in the reconstruction of quark or gluon initiated jets as well as missing
transverse momentum (both defined in chapter 4). As illustrated in Fig. 3.6, the HCAL
is comprised of four subsystems: the barrel hadronic (HB), endcap hadronic (HE), outer
hadronic (HO), and forward hadronic (HF) calorimeters. The HB (|n| < 1.3) and HE
(1.3 < |n] < 3.0) consist of sampling calorimeters with brass as absorber and plastic
scintillator tiles as active material. The sampling calorimeters are segmented in the
n—¢ plane, where each segment is called a tower. The size of towers in An x A¢ is
0.087x0.087 for || < 1.6 and 0.17x 0.17 for higher pseudorapidity regions. The scintil-
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lation light is absorbed and re-emitted by wavelength-shifting (WLS) fibers embedded

in the scintillator tiles and then transferred to photodetectors.
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Figure 3.6: A cross sectional view of the HCAL and its subsystems overlaid with
constant-pseudorapidity lines (dashed black) [57].

The HB is placed in the gap between the ECAL and solenoid magnet, which con-
strains the amount of absorber material fittable in the gap. Due to this constraint,
the absorber material in the HB ranges from 5.82 to 10.6 interaction length (A7) when
71 increases from 0 to 1.3, while larger values of A\; are needed to minimize hadronic
shower leakage. The total A7 is increased to 11 by placing the HO behind the HCAL
and the solenoid magnet when looking from the centre of the CMS detector. The ECAL
crystals add a further 1.1 A; of material. The HF is placed in the forward region to
extend the HCAL coverage to |n| = 5. It is a Cherenkov detector with iron as the
hadron absorber and quartz-fibre as the active material, inside which particles emit
Cherenkov light that is subsequently detected by photomultiplier tubes (PMT) [57].

The energy resolution of the ECAL and HCAL calorimeters, combined, as a function

of energy is measured [70, 71| for a charged pion to be

op _ 1.1 _0.09

T 2% (3.5)

where E is in units of GeV.

3.6 Solenoid magnet

The superconducting solenoid magnet [72], as a key component of the CMS detector,
provides approximately 4 T magnetic field inside and 2 T outside the solenoid to identify

the charge and measure the momentum (and hence the energy) of charged particles.
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This high magnetic field is essential to exploit the physics potential of the LHC. With a
high magnetic field, the ECAL occupancy decreases through trapping low-pt charged
particles in the tracker. In addition, the muon trigger efficiency increases while the
trigger rate remains within the allowed limit. (See section 3.8 for more information
on triggering.) Another advantage is that the momentum of muons can be measured
precisely, which is important for studying several physics processes [72]. The solenoid,
with a diameter of 6 m and a length of 12.5 m, can store 2.6 GJ of energy at full current.
Helium liquid cooling is used to provide a 4.5 K temperature for the superconducting
magnet to operate. In order to return the flux, a 10000 tonne iron yoke is used which

consists of 6 endcap discs and 5 barrel wheels [57, 72].

3.7 Muon system

The detection of muons with a high resolution is of high importance in CMS (as is
implied by the middle name of the experiment) since it is a powerful tool for BSM
searches as well as precise SM measurements. For example, the role of muons was
important in the search for the H — ZZ — 4/ channel because of the clean signal they
leave in the detector.

The outermost subdetector of the CMS is the muon system [66] responsible for
identifying muons, measuring their momentum, and triggering on them. The muon
system, shown in Fig. 3.7, is comprised of three gas detectors: (i) drift tube chambers
(DT), (ii) cathode strip chambers (CSC), and (iii) resistive plate chambers (RPC).
These detectors are interspersed in the iron return yoke of the solenoid magnet. The
DT chambers, covering |n| < 1.2, are made of tube-shaped drift cells in which electrons,
ionized as a result of traversing muons, drift towards anode wires located in the cell.
The DT chambers include four stations, with each station containing several chambers.
The first three stations measure muon coordinates in r—¢ as well as in z, while the
fourth station only measures them in r—¢. The position and number of chambers and
drift cells are carefully chosen to optimize angular resolution, eliminate dead spots in
the efficiency, measure muon time with an excellent time resolution, and achieve good
efficiency in linking muon hits for reconstructing muon tracks. In the endcaps, where
muon rate is high and the magnetic field is strong and non-uniform, the CSCs are
used. The CSCs, covering 0.9 < |n| < 2.4, are finely segmented, radiation-hard, and
fast in response time. They consist of four stations of which chambers are positioned
perpendicular to the beam line. The cathode strips provide r—¢ position measurements
while the anode wires measure the 1 coordinate as well as the muon beam-crossing

time. The DT and CSC subsystems can each efficiently trigger on the pr of a muon
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independent of the rest of the detector. The RPCs are added in both the barrel and
endcaps in order to provide further dedicated triggers on muons. Operated in avalanche
mode, they can operate at high rates and provide independent, highly-segmented, and
fast trigger over |n| < 1.6 [57].

n 0.1 02 03 04 05 06 07 08 09 10 1.1
6° 843° 786° 731° 67.7° 625° 575° 52.8° 48.4° 44.3° 40.4° 36.8° n e
P, (TR ST e R DL E N R e A FILESE S o

Figure 3.7: A cross sectional view of the muon system and its subsystems: DT (yellow),
CSC (green), and RPC (blue) [73].

The performance of the muon system was studied in Ref. [74] using a proton-proton
data sample collected by CMS in 2010 corresponding to an integrated luminosity of
40 fb~!. The spatial resolutions in the DT, CSC, and RPC chambers were measured
to be 80-120 pm, 40-150 pm, and 0.8-1.3 cm, respectively. A time resolution of 3 ns
per chamber was achievable. The efficiency of reconstructing muon tracks traversing

the muon chambers was 95-98%.

3.8 Triggering

The LHC bunch crossing occurs at 40 MHz frequency while, due to the limited available
resources, only a tiny fraction of the events (O(1 kHz)) can be processed and stored in
memory. Furthermore, most pp collisions result in events in which new physics is not
expected to emerge, such as those including low energy multijets. Therefore, an online
triggering system is designed for making a judicial decision of accepting the events
likely to contain new physics and rejecting the rest. The word “online” is contrasted
to “offline” and refers to the real-time processing tasks with strict timing constraints
(typically a few ps to less than a second)

The online triggering system in CMS consists of two tiers: the Level-1 trigger
(L1T) [75, 76] and High-Level Trigger (HLT) [77]. Data is firstly processed by the
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L1T, which is based on custom-programmable processors and then those accepted by
the L1T are processed by the HLT, which is performed on commercial CPUs. Events
accepted by the HLT are stored on disk for offline use.

3.8.1 Level-1 trigger

Fig. 3.8 shows a diagram of the dataflow in the CMS Level-1 trigger. In this trigger
level, the calorimeters and the muon system independently trigger on objects, whereas
the tracker is not used in the triggering process. The first objects to be processed are
trigger primitives (TPs) which are basic particle signatures in the detector, such as track
segments in the muon system and energy deposits in the calorimeter. This processing
step includes simple tasks such as clustering and calibration, as well as assigning n—¢
position, energy, and transverse momentum to clusters and muon tracks. In the next
processing step, physics objects such as taus, muons, and hadronic jets are identified.
These objects are sorted by pr/ET ratio and the leading twelve objects for each object
type are then sent to the global trigger. The global trigger accepts or rejects events
by combining the information from the calorimeters trigger and the muon trigger. The
accepted events are passed to the HLT. The L1T has a latency of 3.8 us and an output
rate of 100 kHz, so 1 out of 400 collisions is selected at this level.
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Figure 3.8: Dataflow in the Level-1 trigger [76].

The calorimeters trigger makes use of a time-multiplexed system. In the layer 1
of the trigger (see Fig. 3.8), each node processes only a slice of the detector but for
several bunch crossings. The processed data are then passed to the layer 2 in which

these slices join and the information from a bunch crossing is processed together on a
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single node.

To reconstruct physics objects in the L1T, the calorimeter trigger makes use of
trigger towers (TTs). A TT shows the amount of energy stored in ECAL and HCAL
in a certain n—¢ region. TT regions have a A¢ x An size of 0.087 x 0.087 in the barrel
region and larger in the endcaps. In the barrel, T'Ts map exactly to 5 x5 ECAL crystals
and to 1 x 1 HCAL towers. In the endcaps, the sizes of T'Ts are larger and irregular
but are as close as possible to the HCAL towers.

The objects in the L1T are reconstructed in the following methods [78]:

e Photons and electrons: In the L1T, photons and electrons, collectively shown
in this documents as /e, are reconstructed in the same way since they cannot
be distinguished given the absence of the tracker information in this step. The
algorithm finds a T'T for which the energy deposit is locally maximum and then
adds nearby TTs to construct a tower cluster. The shape of the tower cluster
as well as the fraction of energy stored in the ECAL part of it are used for
discriminating against hadronic jets. In addition, the algorithm determines if the

object is isolated and also assigns an energy-weighted position to it.

e Hadronic tau decays (75): The basic idea of reconstructing 7, and /e can-
didates is the same. However, since 75, candidates can decay to multiple hadrons
and therefore are generally more spread in the n—¢ plane than electrons, nearby
tower clusters are merged to reconstruct 75, candidates. In addition, a dedicated

algorithm is developed for discriminating 75, against jets.

e Hadronic jets and missing transverse energy: After finding a tower which is
a local maximum, 9 x 9 T'Ts centring at the local maximum tower are constructed
and considered as coming from a jet. The energy of the reconstructed jet is the
sum of its T'Ts after deducting an estimated pile-up contribution. In addition, the
imbalance in the energy deposited in the calorimeters (called missing transverse
energy) and the scalar sum of the energy of all jets are other reconstructed L1T

objects which are important for identifying certain physics processes.

e Muons: Muon identification and reconstruction algorithms, which are performed
in the muon trigger, are different depending on the 1 of the TPs. In the |n| < 0.83
and 0.83 < |n| < 2.40 regions, the track finding algorithm utilizes extrapolation
and pattern matching methods, respectively. The transverse momentum assigned
to each muon track is estimated using the difference in ¢ coordinate (in |n| <
0.83), pattern matching (in 0.83 < |n| < 1.20), and boosted decision tree (BDT)
regression (in 1.2 < |n| < 2.4) methods.
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3.8.2 High-Level Trigger

The HLT processes events which are accepted by the L1T with algorithms as close as
possible to those used offline. The HLT algorithms, however, are optimized to run two
orders of magnitude faster than the offline algorithms in order to fit into the limited
available resources. The algorithms are designed in several modules between which
filters are applied to reject events which do not meet certain criteria. This allows
rejection of uninteresting events without being fully reconstructed. After an event
is fully reconstructed, hundreds of signatures for interesting physics are searched for,
after which the HLT accepts the event if at least one of the signatures is found. The
bandwidth required for the HLT output is 2 GB/s and the latency of the HLT is ~300
ms |78].
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Chapter 4

Physics object reconstruction

4.1 Introduction

This chapter reviews the methods used in CMS for reconstructing physics objects such
as taus and muons from low-level signatures in the detector such as hits in the tracker
and energy deposits in the calorimeters. The core algorithm for reconstructing all in-
dividual particles in CMS is the Particle Flow (PF) [71] algorithm and the particles
reconstructed by this algorithm are called PF candidates. The main idea behind this
algorithm is to utilize the signatures left by particles in different subdetectors for identi-
fying and reconstructing the particles along with measuring their kinematic quantities.
Higher-level physics objects, such as hadronic jets and hadronic decays of taus (73),

are reconstructed by grouping PF candidates with dedicated algorithms.

4.2 Tracks

4.2.1 General method

A track is reconstructed by fitting a curve to the hits in the silicon or muon tracker for
the purpose of measuring the position and, due to the presence of the CMS magnetic
field, the momentum and electric charge of charged particles. In order to reconstruct
tracks, CMS employs the Combinatorial Track Finder (CTF) algorithm [67] in which
Kalman filter (KF) [79] is used iteratively. In the initial iterations, the algorithm
searches for tracks which are easier to find, such as those with high-pr originating from
or close to the pp interaction region. In contrast, more difficult tracks, such as low-pp
ones and those with a largely displaced origin, are reconstructed in later iterations.
After each iteration, hits associated to the already-reconstructed tracks are removed to

simplify track-finding in the subsequent iterations.

35
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The strategy for finding tracks in each iteration is the following. Firstly, in order
to generate track seeds, two or three pixel hits are selected and used to estimate the
parameters and the associated uncertainties of a particle track. Then, making use of
the KF algorithm, the track is extrapolated in the expected direction of flight where
a hit which is compatible with the track is selected. With the new hit involved, the
track parameters and the uncertainties are updated using the best fit to the hits. This
extrapolation continues and each time the track parameters are updated using the new
hit. After the track is reconstructed, it is required to pass a set of quality conditions

to suppress fake tracks which are those not originating from a real particle.

4.2.2 Electron tracking

The energy loss of electrons® through bremsstrahlung radiation in the tracker is usually
significant, causing non-negligible changes to their trajectory. For instance, on aver-
age, approximately 35% of electrons lose more than 70% of their initial energy before
reaching the ECAL. Therefore, the track reconstruction algorithm needs to be modified
to take into account this effect by combining information from both the tracker and
ECAL.

Two methods are employed to find the seeds of electron tracks. The first method [80],
which is the traditional method in CMS (called the ECAL-based method hereafter),
is performed by searching for ECAL clusters with similar n over a relatively wide ¢
range, combining them as a supercluster, and associating the supercluster to a seed in
the tracker. (See section 4.4 for information about clustering in the ECAL.) Choosing
a narrow (wide) range of 1 (¢) is based on the fact that the direction of the CMS
magnetic field bends the trajectory of charged particles in ¢ rather than n and hence
the radiation is (locally) spread only over ¢. Finally, a track seed compatible with the
supercluster and originating near the centre of the beam spot is selected as an electron
seed, where beam spot is a 3D profile of the luminous region computed from an average
over several bunch crossings . FElectrons which are missed in the ECAL-based recon-
struction method are targeted by the second method [81] which is developed in the
context of the PF algorithm (hereafter called the track-based method). In this method,
the track seeds compatible with electron seeds are selected by the general method de-
scribed in section 4.2.1. The compatibility for an electron with low-energy radiation
means finding a cluster in the ECAL close to the extrapolation curve of the track. In
contrast, for an electron with high-energy radiation, it is defined as tracks with poor

goodness-of-fit or few associated hits.

'In CMS, the word “electron” is in general used for both electrons and positrons unless the two
particles are contrasted in a sentence.
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The seeds collected by the two methods are merged and considered as electron seeds.
In order to get the best track parameters, a modified version of the KF algorithm, called
the Gaussian Sum Filter (GSF) [82], is used to correct for the non-Gaussian distribution
of the Bethe-Heitler electron energy-loss formula. The GSF basically decomposes the
non-Gaussian distribution into a set of Gaussian ones. Finally, a requirement on the
score of a boosted decision tree (BDT) is applied for a track to be selected. The BDT
features include track parameters, hits properties, goodness-of-fit, energy-loss along the
track and the distance between the extrapolated track and the ECAL cluster.

4.2.3 Muon tracking

Muons can pass through the tracker and calorimeters and reach the muon system.
Therefore, there are several possible ways to reconstruct a muon track depending on

which subdetector(s) is used. CMS reconstructs the following types of muon tracks:

e Standalone muon: Only hits in the muon system are used to seed and recon-

struct a muon.

e Global muon: A track reconstructed in the tracker is matched to a standalone

muon track and a global fit is performed to form a global muon track.

e Tracker muon: A track reconstructed only using the tracker is matched to at
least one muon segment. A minimum transverse (total) momentum of 0.5 (2)

GeV is required for the track.

Among the above-mentioned muon tracks, standalone muons usually have the worst
momentum resolution and are contaminated by cosmic muons. In contrast, global
muons are more efficient than the other two when a muon penetrates at least two
muon detector planes.

More information about track-finding in CMS can be found in [71] and [67] .

4.3 Vertices

This section describes how the 3D position and the associated uncertainty of pp collision
points, known as vertices, are computed using the information of tracks. This process
consists of three steps: selecting tracks, clustering those appearing to originate from
the same interaction point, and fitting each track cluster to find the position of the
corresponding vertex.

In the first step, tracks which are compatible with prompt production in the primary

interaction region are selected. The compatibility condition is imposed by vetoing
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tracks with a small associated number of pixel and strip hits, those with large x? from
the track fits, and those with a transverse impact parameter with very large significance
compared to the centre of the beam spot.

In the next step, the selected tracks are clustered based on the z-coordinate of
their point of closest approach with respect to the centre of the beam spot, in order to
determine the number and (a rough estimate of) the position of vertices. These values
are determined by performing the deterministic annealing (DA) [83| algorithm which
finds the global minimum for a problem with many degrees of freedom. The problem
here is analogous to minimizing free energy in statistical mechanics, with the vertex x?
playing the role of energy. Since the DA algorithm per se is not robust to outlier tracks,
such as those from secondary vertices, the algorithm is slightly modified to achieve the
required robustness.

Having clustered tracks and identified the corresponding vertices, the last step is to
perform a fit to each cluster of tracks (with at least two tracks) using the adaptive vertez
fitter (AVF) [84] to determine the best estimate of the 3D position of the vertex along
with the associated covariance matrix. The AVF algorithm can also provide indicators
for the success of the fit. One of the indicators is a weight between 0 and 1 for each
track, showing its consistency with the vertex associated to it, where weights close to
1 represent high levels of consistency whereas tracks far from the vertex are assigned
smaller weights. Another indicator is the number of degrees of freedom assigned to

each vertex, which is defined as:

F#tracks

Ndof = —3 + 2 Z w; (4.1)
i=1

where w; is the weight of i*® track which is associated to the vertex. ngor can be helpful
in identifying true pp collisions as tracks originating from such collisions tend to be
consistent with the vertex candidate.

The primary vertex (PV) is then defined as the vertex with the largest Ep% of
the associated physics objects, where physics objects are anti-k; jets, as defined in
section 4.6, along with ﬁfniss which is the negative vector sum of the jets associated to
the vertex.

More information regarding vertex reconstruction in CMS can be found in [67].

4.4 Calorimeter clusters

A calorimeter clustering algorithm has been developed in CMS for various reasons

such as identifying and measuring the energy of photons and neutral hadrons. The
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clustering algorithm is used separately in the following subdetectors: ECAL barrel,
ECAL endcaps, HCAL barrel, HCAL endcaps, and the two preshower detectors. In all
cases, firstly cluster seeds are identified by finding a calorimeter cell with a deposited
energy above a subdetector-dependent seed threshold. The seed energy must be larger
than its neighbours, where the neighbours are either the 4 cells sharing one side or
the 8 cells sharing at least one corner with the seed candidate, depending on the
subdetector. Then, initializing a cluster with the seed cell, topological clusters are
defined by repeatedly extending the cluster to cells with at least one common corner
with the cell(s) already in the cluster, provided that the energy of the new cells are at
least twice the noise level. Topological clusters can end up encompassing more than
one seed.

Clusters are reconstructed with an expectation-maximization algorithm using a
model which is comprised of a finite number of Gaussian functions. In this model, the
distribution of the energy deposited in a topological cluster with N seeds is approxi-
mated with a sum of N Gaussian functions. The free parameters of the fit for each of the
functions are the mean of the Gaussian in the n—¢ plane and an amplitude for scaling
the Gaussian function, while the widths of the Gaussian functions are fixed for each
subdetector. The expectation-maximization algorithm is performed iteratively with
two steps per iteration. In the first step, the fit parameters are kept constant and the
sum of the N Gaussian functions is used as the initial estimate of the energy deposited
in the topological cluster cells. The relative contribution of each Gaussian function to
the energy estimated for each cell is measured in this step. In the second step, the
fit parameters are updated using the maximum likelihood method. The energy and
position of the seeds are used for initializing the Gaussian functions in the first step
and the iteration is repeated until convergence. The position and energy derived from
the Gaussian functions after convergence are considered as the cluster reconstructed
values.

The clustering algorithm is described in more detail in |71].

4.5 Particle Flow

In CMS, the PF algorithm is employed to reconstruct individual particles, namely
muons, electrons, photons, neutral and charged hadrons. The algorithm basically con-
nects particle elements, i.e. the objects reconstructed solely in each subdetector such
as tracks and calorimeter clusters, using a link algorithm. The probability that a PF
candidate consists of elements from only one particle is limited by the granularity of

the subdetectors and the number of to-be-resolved particles per unit solid angle. The
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probability that all elements of a particle are reconstructed and included in a PF can-
didate is limited by the amount of material upstream of the calorimeters and muon
system because a large amount of material can lead to particle trajectory kinks as well
as secondary particle production. When two elements are linked, a distance between
them is defined by the algorithm in order to be used as a measure to quantify the
quality of the link.

A link between a track and a calorimeter cluster is established if the extrapolation
of the track lies within the cluster area which is defined as the union of all its cells.
This area is extended by up to 1 cell in each direction to account for various effects such
as multiple scattering in low energy charged particles. The link distance is defined as
the distance between the cluster position and the extrapolation of the track in the n—¢
plane. When more than one track (cluster) is linked to a cluster (track), the link with
the shortest distance is kept. Tracks and ECAL clusters are also matched to account
for electrons’ bremsstrahlung radiation if tangents to the GSF tracks extrapolated to
the ECAL pass through the envelop of an ECAL cluster. Additionally, a dedicated
conversion finder algorithm has been developed to find photons converted to eTe™
pairs. If the tracks from eTe™ are compatible with a photon conversion, the photon and
ete™ are linked. Two clusters in the HCAL and ECAL or in the ECAL and preshower
can be linked if the cluster in the more granular subdetector is located within the
boundaries of the other cluster. Nuclear interactions of charged particles in the tracker
are reconstructed by finding a secondary vertex with at least three associated tracks,
of which at most one is an incoming track. Finally, a track in the tracker system and
one from the muon system can also be linked to reconstruct global muons, as described
in section 4.2.3.

The order of identification and reconstruction in the PF algorithm is as follows.
Firstly, PF muons are reconstructed and their associated PF elements are removed
from the detector, as summarized in section 4.5.1. Electrons and isolated photons are
reconstructed in the next step and their associated PF elements are removed, as de-
scribed in section 4.5.2. In the final step, which is described in section 4.5.3, charged
and neutral hadrons along with non-isolated photons are reconstructed. After all iden-
tification and reconstruction processes are completed, the event is revisited for possible

misidentification or misreconstruction.

4.5.1 Muons

In the muon identification process, a set of conditions are applied to global and tracker
muons to reduce misidentification. To suppress hadrons misidentified as global muons,

an isolation criterion is applied to these muons: the sum of the pt of the tracks and
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Er of the clusters within a cone size of AR < 0.3 with respect to the muon direction
in the n—¢ plane must be less than 10% of the muon pr. More stringent criteria are
required for muons inside jets. Non-isolated global muons are also collected without
any isolation condition but tighter requirements are applied to reduce backgrounds
mainly from high-pr charged hadrons which reach the muon system or from the case
where a track and a standalone muon are accidentally associated.

The muon momentum is measured using only its track in the tracker when the pr of
the muon is below 200 GeV. For higher pr muons, different track fits (e.g. tracker only,
global, tracker and first muon detector plane, etc.) are compared and the fit with the
lowest x? is chosen for the momentum calculation. Some charged hadron candidates

may later be re-identified as muon candidates if they do not satisfy specific conditions.

4.5.2 Electrons and isolated photons

Electrons and isolated photons manifest themselves in the detector with similar prop-
erties as they can be produced from each other through bremsstrahlung and pair pro-
duction. Therefore, they are reconstructed in the same step of the PF algorithm by
combining information from the tracker and calorimeter. Track-based electrons are
seeded by a GSF track associated to an ECAL cluster with fewer than three additional
linked GSF tracks. Photons, on the other hand, are seeded by an ECAL supercluster (a
group of clusters, broad in ¢ and narrow in n) with Er > 10 GeV and no link to a GSF
track. In the case of photon candidates as well as ECAL-based electron candidates,
the energy deposited in the HCAL close to the supercluster must be less than 10% of
the supercluster energy. The energy of ECAL clusters are corrected to account for the
energy missed in the association process.

Afterwards, the energy and direction of superclusters are considered as those of
photons. The direction of GSF tracks is assumed to correspond to that of electrons,
while an optimized mixture of the momentum of GSF tracks and the ECAL energy is
used to represent the energy of electrons. Further requirements are applied to electrons
and photons to improve their identification. The properties of GSF tracks as well as
ECAL and HCAL energy deposits are incorporated into a set of boosted decision trees
(BDT) trained for enhancing electron identification. In the case of photons, the HCAL
to ECAL energy deposit ratio must be compatible with a photon shower. Only isolated

photons are collected in this step.

4.5.3 Hadrons and non-isolated photons

The final step of particle reconstruction in the PF algorithm, after removing PF ele-

ments of previously-reconstructed particles, is to reconstruct hadrons and non-isolated
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photons. These particles include charged hadrons (e.g. protons and charged mesons
such as K* and 7%), neutral hadrons (e.g. K mesons and neutrons), non-isolated pho-
tons (e.g. from 7¥ decay), and, less frequently, muons from an early decay of hadrons.
The strategy for seeking these particles is different for the tracker acceptance region
(In] < 2.5) and for beyond it because of the ability to find the track of charged hadrons
in the acceptance region. A hadronic jet deposits on average 25%, 3%, and 22% of its
energy as photons, neutral and charged hadrons, respectively, in the ECAL. Therefore,
if no track is associated to an ECAL (HCAL) cluster within the tracker acceptance
region, all of the deposited energy is assigned to a photon (neutral hadron), neglecting
the relatively small deposition of neutral hadrons in the ECAL. Beyond the tracker
acceptance region, the ECAL clusters linked to a given HCAL cluster are assumed to
originate from an unknown-charge hadron. In this region, ECAL clusters with no links
to an HCAL cluster are labeled as photon candidates. Finally, any remaining HCAL
clusters in the detector are linked to one or more of the tracks not already linked to any
other HCAL cluster. These tracks may be subsequently linked to some of the remain-
ing ECAL clusters. The energy of ECAL and HCAL clusters associated to a neutral
or charged hadron are corrected depending on the clusters’ energy and pseudorapidity.
The energy of the hadron is then computed by combining the corrected ECAL and
HCAL clusters.

4.6 Jets

A cluster of collimated hadrons produced from hadronization of quarks and gluons is
called a jet. Reconstructing jets is needed for measuring the kinematics of the initial
quarks or gluons. Jets are reconstructed in CMS using the anti-k; |[85] algorithm which
is implemented in the FASTJET [86] C-++ package. This algorithm defines a distance

between PF objects ¢ and j as

(1 1) AR}

and the distance between PF object ¢ and the beam line is defined as

1

= 4.3
pT? ( )

diB:

where AR% = (¢i — ¢j)* + (n; — m;)? and R = 0.4 is the distance parameter, loosely

referred to as the jet cone size. The distances are sorted and added into a list. Then:

o if the shortest distance is one of the d;;: objects ¢ and j are combined into a new
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object by summing their four-momenta and the list is updated.

e if the shortest distance is one of the d;g: object i is labeled as a jet and removed

from the list.

This procedure is repeated until no objects remain.

b-jets

In the Higgs CP analysis, identifying and vetoing jets originating from b-quarks (b-
jets) can remove a large fraction of t¢ background. In CMS, b-jets are identified by the
deepCSV algorithm [87, 88] in which several features from these objects are fed into a
deep neural network (DNN). The DNN combines low-level and high-level features such
as the secondary vertex properties for exploiting the relatively long lifetime of b-quarks,
the properties of the tracks reconstructed by the anti-k; algorithm, the kinematics of
the jet, and so forth.

4.7 Missing transverse momentum

Momentum conservation in the plane transverse to the LHC proton beam requires the
vector sum of the pt of all outgoing particles from a pp collision to cancel out. The
presence of neutrinos or potential BSM particles not interacting with the CMS detector
results in an imbalance in the pr sum, leading to a “missing” transverse momentum

—miss

known as pp The magnitude of the missing transverse momentum is sometimes

known as missing transverse energy (MET). Measuring p2® with a sufficient resolution
is crucial in the Higgs CP analysis as this parameter helps suppress W+jet background
in the 7,7, final state as well as differentiate the signal (H — 777) from background
(Z —7777).
An estimation of ﬁTmiSS is calculated in the PF algorithm and is known as PF-
MET [89]:
== Y (4.4)

i€particles

where the sum runs over all PF particles reconstructed in the detector. A more precise
approach for estimating ﬁrl‘?nss is to consider only the particles coming from the PV.
This is performed in an algorithm called pile-up per particle identification (PUPPI) [90]
in which a weight, w;, is assigned to each PF particle, indicating the likelihood of

originating from the PV. In this case, the p/2i% (PUPPI-MET) is defined as

P == Y wipn (4.5)

i€particles
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where w; can get values from 0 to 1 with particles coming from the PV (pile-up) being
assigned w; = 1 (w; = 0) in the ideal case. These weights are easier to measure for
charged particles in the central region of the detector covered by the tracker (|n| < 2.5)
using the method described in section 4.3. The challenge is to measure these weights
for charged particles in the forward region as well as neutral particles throughout the
detector.
In order to measure these weights, the following shape-variables are defined:

of =log Y i’%, with 0.02 < AR;; < 0.3

]

j€Eparticles

af =log Z ij”, with 0.02 < AR;; < 0.3
jECh,PV tJ

(4.6)

F

where o (ozic) will be used for identifying the vertex type, PV or pile-up, of particle ¢ in

the forward (central) region of the detector. In af, j is summed over all particles in the
event while in ozl-c, it is summed over charged particles in the central region originating
from the PV. If particle i originates from pile-up, it generally obtains smaller values

of af and af (see Fig. 4.1) because in such cases, the activity around the direction of
C

particle ¢ is usually uncorrelated with it. «; is more powerful but not applicable to

F

the forward region, whereas «;" can be applied to any direction of the detector.

The strategy for finding the weights is based on two facts:

e MC simulations have shown that charged and neutral particles have similar dis-

tributions of af and af (see Fig. 4.1).

e The PV /pile-up origin of charged particles in the central region of the detector

is known.

The decision on the origin of neutral particles in the central region of the detector
can therefore be made using the more powerful discriminant aio, whereas for the (neu-
tral and charged) particles in the forward region, only ozZF can be used. The likelihood

of a particle coming from the PV or pile-up is calculated by measuring its compatibility

C/F

with the distribution of aic/ F corresponding to pile-up. For each event, a; values

are computed for all charged particles originating from pile-up in the central region

and subsequently their median and RMS are calculated. For both neutral and charged

ZF ), computed for an event, are considered
as estimators of the median and RMS of the true pile-up distribution of aic (af ).
ozf is extrapolated to the forward region by correcting for the pile-up pseudorapidity

particles, the median and RMS of Oéio («

dependence.
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Figure 4.1: The distributions of af” (left) and af (right) discriminants, over many events,
for particle ¢ from the PV (gray) and pile-up (blue). Here, LV stands for
“Leading vertex” and PU stands for “pile-up”. Neutral (dotted line) and charged
(solid line) particles have similar distributions in all cases. Whether a particle is
charged or neutral, af is used in the central region (|| < 2.5) while af” is used
in the forward region in order to find if the particle originates from the PV or
pile-up [90].

To measure the compatibility of a particle vertex type with pile-up, the following
quantity is introduced for particle i:

- 2
_ Q@ — Qpile—u
Xi = (i — Apile—up) - ( 7 o) (4.7)

Upile— up

where © is the Heaviside step function, while apile—up and opjle—up are respectively the
median and RMS of the pile-up distribution of 041.0 for the central region and ozZF for

the forward region, as described earlier. The weight used in Eq. 4.5 is then defined as

w; = Fy2 ypr=1(X7) (4.8)

where F)2 is the cumulative distribution function of the x? distribution.

4.8 Hadronic taus

Tau leptons, with a mass of 1.78 GeV, are heavy enough to decay to hadrons and lep-
tons, as shown in table 4.1. They have a lifetime of 2.9 x 107!3 seconds, so a 50 GeV
tau lepton, which has the typical energy of taus produced at the LHC, propagates only
a few millimeters before it decays and almost never reaches even the innermost subde-
tector. This small decay length, along with the fact that neutrinos in leptonic decays
of taus (77) escape the detector, makes it practically impossible to distinguish between

a 7, candidate and a light lepton (e/u) from a prompt decay. Hence, the reconstruction
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Decay mode Dominant resonance  BR(%)
Leptonic decays (1) 35.2

€ Uels 17.8
[Tam7nZe 17.4
Hadronic decays (77,) 64.8

h*v, 11.5
htnOu, pt (770) 25.9
h*210u, a(1260) (—70pF) 9.5
3htu, ai(1260) (—h*p°) 9.8
3htnlu, excited p* mesons 4.8
Other 3.3

Table 4.1: The intermediate resonances and branching ratios of the dominant tau
decays [46].

procedure for 7; candidates are the same as those introduced in sections 4.5.1 and 4.5.2.
Although individual 7; candidates cannot be discriminated from prompt leptons, the
discrimination is feasible to a good extent in the 7; candidates from a H — 777~ de-
cay using the properties of both taus, such as di-tau mass, as will be discussed later in
chapter 6. In this section, the method used in CMS for reconstructing hadronic decays

of taus (73,) is discussed.

The Hadron-Plus-Strip algorithm

The reconstruction of 7, candidates in CMS is performed using the Hadron-Plus-Strip
(HPS) |91] algorithm which targets dominant 75, decays, listed in Table 4.1 and shown
in Fig. 4.2 and 4.3. The algorithm starts with an anti-k; jet as a seed and all PF
candidates within an n—¢ cone size of AR = 0.5 around the jet axis are considered for
the next steps. The PF charged hadrons in the cone are considered as true h* particles.
The PF 7/e candidates in the cone are grouped into what is called a “strip” and the

0 O mesons almost always

strip is considered as coming from a true 7° meson decay. 7
decay to two photons, after which, given the large amount of material in the tracker,
the photons may convert to eTe~ which in turn bend in the CMS magnetic field and
could produce further photons through bremsstrahlung radiation. A strip is expected
to collect these /e and group them into a single object which represents a 7° meson.

Jets are required to have pp > 14 GeV and |n| < 2.5. To ensure sufficient track
quality and a minimal number of hits in the tracker, all charged particles in the jets must
have a minimum pt of 0.5 GeV. Considering the finite flight length of tau leptons, the
transverse impact parameter requirement with respect to the PV is relaxed to d,, < 0.1

cm.



4.8. Hadronic taus 47

< < €

Y
Ur

< B

N
: 0 .
; \ 0 »
p af tracker
T

£ +

™ = rty, 7+ = 1370, 7t — 1070,

Figure 4.2: Schematic of the main 73, decays with one charged pion in the final state.
Charged hadrons in 75, decays are predominantly charged pions. The original
LATEX script for producing such figures is taken from [92].
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Figure 4.3: Schematic of the main 73, decays with three charged pions in the final state.
Charged hadrons in 75, decays are predominantly charged pions. The original
LATEX script for producing such figures is taken from [92].



48 Chapter 4. Physics object reconstruction

Strips are reconstructed in the following procedure:

1. The highest-pp photon or electron (vy/e) not yet included in any strips is taken
as a seed for a strip. The n—¢ position and pr of the strip is defined as those of
the ~v/e.

2. The second highest-p ~y/e is selected and included in the strip if it is within

An = fl) + f(pi™)  and

v/e strip (49)
Ap=g(pr ) +9pr ™)
with respect to the strip position, where
=0.20p7%%  and
f(pr) P (4.10)

g(pr) = 0.35 pp*™

functions, with pt in units of GeV, are derived by fitting to the simulated events
such that on average 95% of the y/e from 7° decays are included in the strip
(see Fig. 4.4). An and A¢ are bounded in the range (0.05-0.15) and (0.05-0.3),

respectively.

3. The strip position is updated to the pp-weighted sum of the position of all /e
candidates in the strip. The pr of the strip is set to the vector sum of the p of
the /e candidates.

4. The strip reconstruction ends when no remaining /e candidates are close enough

to the strip. The procedure continues by reconstructing a new strip.

0 mesons. The 73, candidate

Strips with pfﬁ”p < 2.5 GeV are not considered as 7
is not considered as a true 7, decay if the direction of any 70 or h* candidates lie
outside a signal cone (Rgiy) around the 75, direction. For 30 GeV < pf < 60 GeV,
Rgig = 3.0/ pffh in which p% is in units of GeV. For p;? outside this range, the boundary
values are assigned to Rgi,. Although the direction of each strip, as a 7V candidate,
must be within the signal cone, part of the strip can lie outside the cone.

Afterwards, the HPS algorithm assigns decay modes to 73, candidates by comparing
the number of reconstructed h* and 7° candidates with those expected from the 7,
decay modes shown in table 4.1 and by also requiring conditions on the invariant mass
and charge of 7, candidates to ensure that the reconstructed objects are compatible
with 75, decays. Table 4.2 summarizes the reconstructed decay modes and the associated
T, mass conditions. Since neutrinos from taus are not practically detectable in CMS,

7, mass is defined as the invariant mass of hadronic tau decay products excluding
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Figure 4.4: An (left) and A¢ (right) between the 73, direction and the produced v/e as a

function of p%/ “ plotted for a large number of 73, decays. The f(pr) and g(pr)
functions are fits to the 95% envelope of points using a function with the
analytical form of a/(pr)" [91].

neutrinos, a.k.a. “visible mass”. The mass condition of each 7, decay mode covers the
mass of the intermediate resonance through which the decay occurs. A small fraction
of the reconstructed decay modes include two h* candidates, which usually means that
75, decays with three h* in the final state are not fully reconstructed and one of the

three h¥ is “missed”, for instance, because of misidentification.

The DeepTau algorithm

After reconstructing 7, with the HPS algorithm, a deep convolutional neutral net-
work (CNN) algorithm, called DeepTau [93], is used to suppress the objects which are
misidentified as 7. These objects could be jets, muons, or electrons; therefore the
output of DeepTau consists of four scores showing the probability that an object is a
genuine 73 decay or one of the three contaminating objects.

The architecture of DeepTau is depicted in Fig. 4.5. DeepTau exploits high-level
and low-level features from 73 candidates by incorporating both classes of features
into several DNNs. High-level features include general event properties such as an
estimation of the pile-up density in the event as well as the 7, candidate properties
such as its four-momentum, its compatibility with the PV, and the number of neutral
and charged particles used in 75, reconstruction. These features are pre-processed in a
DNN, changing the number of features from 47 to 57. In order to construct low-level
features, an inner 11 x 11 grid with a cell size of 0.02 x 0.02 along with an outer 21 x 21
grid with a cell size of 0.05 x 0.05, both centred on the 73 axis, are defined to cover

the 73, signal and isolation cone, respectively (see Fig. 4.6). In each cell, a total of
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n 0 My, mass window Upper limit
No. of i and 7 (lower, upper) |GeV] constraint [GeV]|
1h* plus 0 7° (0.0,1.0)
1h* plus 1 79 (0.3 — Am,, 1.3/p1 /100 + Am., ) E;?{iiz
1hE olus 2 70 B i min=1.2
plus 2 7 (0.4 — Amy,,1.2/pfr /100 + Am.,) max—4.0
2h* plus 0 70 (0.0,1.2)
2h%* plus 1 7° (0.0,1.2,/p7 /100 + Am., ) min=1.2
R T h max—=4.0
3h* plus 0 70 (0.8,1.4)
3h* plus 1 7° (0.9—-Am,,,1.6+ Am,,)

Table 4.2: The mass conditions required for reconstructing a 7, decay. The Am., , defined
in [91], is an estimation of the change in the 7, mass brought by including the
strip constituents.

188 features, such as the HCAL/ECAL energy deposit ratio, the quality of tracks, the
number of hits in tracks and the probability of originating from pile-up, are defined
for each particle type found in the cell. If more than one particle of the same type
are found in a cell, only the one with the highest-pt is considered. The features in
the inner and outer cells undergo similar operations. The number of features per cell
are reduced to 64 by being pre-processed using four DNNs. The cells corresponding to
the same feature are then transformed into a single cell using a deep CNN, resulting
in a total of 64 numbers, each representing a feature. High- and low-level features are
subsequently fed into a final DNN with four outputs showing the score for an object to

be an electron, muon, 73, or jet.

High-level Pre-processing in a 57 inputs
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Pre-processing each cell
2121 grid | erom | 2121 grid | 64 separate Ye
Outer | 188 inputs " ‘ 64 inputs CNN: b/
) p . H DNN ®
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l/ 1t /h° DNN ‘ |/ single cell Yjet
Low-level -
features
. Pre-processing each cell
1111 grid | . 1111 grid [\, 64 separate
inner | 188 inputs || ¥/¢*DNN 64 inputs CNN: [ 64 inputs
cells | percell | 1% DNN 4> percell /| from 21x21to
|,' 1 /9 DNN | single cell

Figure 4.5: The DeepTau architecture.
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Figure 4.6: Inner (blue) and outer (red) grids defined in n—¢ coordinates covering signal

and isolation cone, respectively, to extract low-level features from a 7,
decay [93].

The performance of DeepTau has been evaluated and compared with the previous
algorithm for discriminating 7, candidates against background. The previous algorithm
is explained, after introducing the HPS algorithm, in [91|. The comparison is performed
by measuring the yield of genuine 75, candidates and background in the invariant mass
distribution of the four-vector sum of 7, and 73, candidates from a Z — 777~ decay.
The comparison shows that using DeepTau increases the yield of genuine 75, by about
20% and, at the same time, decreases the background yield by about 23%. The event

selection and background modeling is explained in [93].
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Chapter 5

MVA-based hadronic tau decay

mode 1dentification

5.1 Motivation

In order to achieve optimal sensitivity in measuring the CP properties of the Higgs-
tau Yukawa coupling using tau decay planes, one needs to correctly identify 73, decay
modes to a great extent, where 7, symbol represents hadronic decays of tau leptons.
This is because the sensitivity of this measurement varies for different 75, decay modes
for theoretical and experimental reasons.

From the theoretical perspective, for instance, the 7-spin analyzing power of 7+ is
constant and maximal in 7t — 7% decay! while it is energy-dependent in 7 — 770
decay. Therefore, the even-odd CP separation is different in these decays even at
generator-level (GEN-level) |47, 48, 50, 94].

Experimental issues can also affect CP sensitivity. As will be discussed in chapter 6,
different decay-plane methods are used for different decay modes to achieve maximum
sensitivity. (See chapter 2 for more information on decay-plane methods.) Each method
has its own sources of uncertainty associated with decay-plane reconstruction, for ex-
ample impact parameter resolution in the impact parameter method and 7° direction
resolution in the neutral-pion method. Since the sources are different, the CP sensi-
tivities are not necessarily the same because one source can decrease sensitivity more
than another.

Additionally, as a decay-plane method is not generally applicable to all decay modes,
a decay mode misidentification (due to detector effects such as detector malfunction,

reconstruction failures, etc.) dilutes the sensitivity. For instance, applying the neutral-

1y, is omitted for the sake of brevity.
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pion method to a 7+ — 7% decay misidentified as 7+ — 7570 constructs a plane using
the 7% and a fake 0. Therefore, it is important to correctly identify decay modes to
avoid diluting CP sensitivity.

The main 75, decay modes, their branching ratio (BR), and intermediate resonances
was previously shown in table 4.1. 73 decays include hadrons and a tau neutrino.
Approximately all of the hadrons are charged pions while they also include a small
fraction charged kaons. Since the CMS detector cannot distinguish between them, all
h* are assumed to be 7* in this thesis. When discussing decay modes, v, is usually
omitted for the sake of brevity.

As described in section 4.8, CMS employs the HPS algorithm to identify, reconstruct
and assign a decay mode to 7,. However, decay mode identification is not the primary
task of this algorithm and hence the HPS algorithm is not optimized for this purpose.
The algorithm is highly effective in identifying the number of charged hadrons in a 7
decay. Nonetheless, since the pp-dependent strip size is intentionally enlarged in the
last released version of the algorithm [91] to ensure photons and electrons from 7° decay
are well encompassed, multiple 7% mesons could be reconstructed in a single strip. For

+ + +.0

instance, 7t — 7270 decays are (almost) always reconstructed as 7+ — 770 or

7+ = 7t

The confusion matrices shown in Fig. 5.1 illustrate the performance of the HPS
algorithm in 73, decay mode finding. In general, whenever the number of 7° in the final
state is not correctly estimated by the HPS, it is under- (rather than over-) estimated.
This can be seen from the confusion matrix normalized by true label, in which major
off-diagonal values are under the main diagonal (ignoring the “other” category which is
in an arbitrary position). The HPS algorithm is, however, very effective in identifying
7+ and hence the confusion matrix is almost block-diagonal, with the two blocks being
decays with 17+ and 377 in the final state. As a result, the main task of any new
algorithm for improving decay mode identification is to concentrate on 7¥ identification
efficiency.

To improve 75, decay mode identification, two independent boosted decision tree
(BDT) algorithms were developed using the XGBoost library [95] for identifying, re-
spectively, 1- and 3-charged-prong decays®. One could develop a single BDT for all
decay modes; however, with two BDTs, each can have dedicated features for exploiting
70 identification. One of the BDTs is trained to identify 7+ — 7%, 7+ — 7¢70 and

1t — 77270 decays, whereas the other searches for 7+

— 37% and 7F — 3x*A0
decays.

This chapter is dedicated to a detailed description of these BDTs. A summary of

2«Charged-prong” refers to charged particle candidates.
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Figure 5.1: The confusion matrix of 7, decays reconstructed by the HPS algorithm,
normalized to the categorized (left) and true (right) decay modes. The former
(latter) is sometimes known as the purity (efficiency) matrix. 75, candidates are
collected from H — 777~ decays in 7,7, final state where the Higgs boson is
produced via ggH and VBF processes. The simulated events are based on
experimental conditions of the 2018 data-taking period.

this chapter is published in [1].

5.2 Boosted Decision Tree classifiers

A decision tree classifier is a learning algorithm with a tree-like structure which is
utilized for classification tasks. This algorithm splits input data recursively using input
features and subsequently assigns a class to each data point. A BDT classifier is an
iterative algorithm which combines several (weak) decision trees into a strong classifier.
In the first iteration, the input data is classified using a decision tree. In the second
iteration, a new decision tree is used to classify the data points but the data points which
were misclassified in the first iteration are given larger weights. With this reweighting,
the misclassified data points are more likely to be assigned their correct classes. In other
words, the second decision tree attempts to correct the mistakes of the first one. In the
next iteration, a third decision tree is used with the goal of correcting the mistakes of
the second decision tree. This process continues until a user-defined stopping condition
is reached. Each data point is assigned a class based on a weighted sum of the classes
assigned by each decision tree. In this sum, decision trees with smaller errors (i.e. fewer

misclassified data points) are given larger weights.
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5.3 MC samples and event selection

MC samples for this study are produced with POWHEG and are based on the ex-
perimental conditions of the 2017 data-taking period. The samples include the two
dominant Standard Model Higgs boson production processes: gluon-gluon and vec-
tor boson fusion. The produced Higgs bosons subsequently decay to two tau leptons.
Among decay channels, 7,7, and 73,7, are selected after which 7, candidates, which are
reconstructed by the HPS algorithm, are extracted and merged independent of their
production process. The candidates are then matched to GEN-level taus, and an extra
matching is performed to ensure that all GEN-level taus undergo hadronic decay.

Further conditions are applied on 73, candidates to be in line with the selections in
the Higgs CP analysis. The conditions include some pre-selections to remove misiden-
tified objects: a VLoose (very loose) “MVA isolation” cut against jets and electrons in
both decay channels and Loose ( Tight) cut against muons in 75,7, (7, 7). MVA isolation
is a multivariate analysis method for improving 7, identification against background
and it is currently superseded by DeepTau which was introduced in section 4.8.

The 7, candidates in 7,7, and 7,,7;, decay channels are required to have pt above 20
and 40 GeV, respectively. After kinematic selections, the average pr of 7, candidates
is 52 GeV. It should be noted that although no 7.7, sample is used in the training, the

pr range of 7, in this decay mode is already covered in the other channels.

5.4 Training

In this section, the details of training the BDTs are described. Some terminology will
be introduced and used hereafter. Each BDT is simply called an M VA (for multivariate
analysis)?. The decay mode classified by the MVA is called the MVA decay mode, as
opposed to the HPS decay mode which is that classified by the HPS algorithm. The
scores associated to the output of the MVAs are called the MVA scores. The MVA
decay mode, as we will see, is constructed by labeling each reconstructed 73 candidate
with the decay mode having the highest MVA score.

5.4.1 1-charged-prong decay

After the kinematic selections mentioned in section 5.3, 7, candidates categorized as the
following decay modes by the HPS algorithm are collected: 7%, 7¥7% and 7270 (the

last one is empty as mentioned before, but included just for completeness). The training

3Not to be confused with “MVA isolation” mentioned in section 5.3 which is developed for 7,
identification against jets, electrons and muons.
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is performed with a Multi-class BDT with four classes in the output to represent the
three above-mentioned 1-charged-prong decays as well as one class, named “other”; to
collect a small fraction of events which are not any of the mentioned decays (e.g. a
misidentified 3- or 5-charged-prong decay).

The XGBoost parameters in the training are the following:

9,

e “objective” “multi:softprob”
e “max_depth” 5

e “subsample” 0.9

e “learning rate™ 0.05

e “n_estimators™ 2000

The multi:softprob objective provides a probability for each of the outputs, which
is equivalent to the MVA score defined above. The maz_depth shows the maximum
depth of the decision trees while the subsample determines the fraction of the training
data set which are randomly selected and used in the decision trees. The values of
these two parameters are chosen slightly less than the default values to prevent the
MVA to be overtrained. Similarly, a value smaller than the default is selected for the
learning rate as higher values deteriorated the performance. The training stops if
it iterates n_ estimators=2000 times or the “mlogloss” score does not improve in 100
sequential iterations.

Half of the sample (every 2°9) are selected as a validation set. In the training,
the events are weighted by the Standard Model Higgs CP which is extracted using the
TauSpinner package [96]. This, however, does not bias the training towards hadronic
taus originating from the Standard Model Higgs CP because the CP structure of the
Higgs affects the correlation between the spins of the tau pair while the MVA is trained
only on single taus.

The main differences between the decays are the number of 7° mesons in the final
state and the intermediate resonances. Both differences are exploited to optimize the
classification performance, as explained below.

A good strategy to identify the number of 7¥ mesons in the final state is to exploit
the properties of the HPS strips as they are designed for 7° reconstruction. A procedure
is introduced for selecting one of the strips in each decay in a consistent way and
incorporating its properties as features into the MVA. It should be noted that it often
happens that although a strip is reconstructed, it is not considered as a 7% decay by
the algorithm because it has failed to meet at least one of the algorithm requirements,

e.g. pt threshold.
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To select one strip per 75, decay, a strip-like object 8 is defined in the following

way:

e Select the leading strip in the signal cone (if it exists), otherwise the leading strip
in the isolation cone (if it exists). If no strips exist, values outside physical range

are assigned to all of its related features.

e All photons or electrons (y/e) with pr < 1 GeV are removed from S. This choice
is made to remove «y/e with poor position resolution or those likely to originate

from pile-up.

In both of the MVAs introduced in this chapter, photons and electrons are treated

as the same object.

e The four-vector (pr, 1, ¢, E) of S is defined as follows: E is the sum of the
energy of all /e candidates in S, 7 and ¢ are the position coordinates of the
leading 7y/e, and the transverse momentum (pr) is derived using F, 1, and the
70 mass. Other studies [2] show that using the leading 7/e candidate leads to a

more precise 7V position resolution while using all v/e candidates in a strip can

estimate the 7° energy with a more precise resolution.

+ 5 7¥F has no interme-

iﬂ_O

The decays also differ by their intermediate resonances; 7
diate resonance whereas the other two decay modes mainly occur as 7+ — p* — 7
and 7 — a{c — ptr0 — 75270, To exploit these differences, several mass variables
are introduced which are defined using the charged hadron, the S, and the two leading
/e candidates in the S.

The features used in this MVA are listed below. The symbol m(obj1, 0bj2,...) is

used to show the invariant mass of the four-vector sum of objects in parentheses.

e Mass variables: m(n*,S), m(n*, v/elead), m(n*, ’y/es“ble“d), m(n*, fy/ele“d, v/es“blead),
m(s)’ m(,y/elead? ,.Y/esublead)

e Th, properties: 7 and pr.

e Relative energies: E, Jetead; B0y jesublead, and E +, each divided by -, .
e S properties: pp and energy.

e w* properties: Energy.

e HPS decay mode
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ziAngﬂTi
Ez’p%i
as well as all 7v/e in S. AR is measured with respect to the

e (AR?)-related variables: (AR?) and (AR?)x E,,?, in which (AR?) =
and i sums over 7+

71, direction.
e Angular quantities between 7T and 8: An, A¢, An x E; ,and A¢p x E, .

e Angular quantities between ~/e!¢®® and ~/esubead: Ap An x E,,, and
AR x E,.

After the training is performed, the importance of the features is computed using the
“plot _importance” function from the XGBoost library. Two typical feature-importance
metrics for BDTs are Gain and Weight. The former is defined as the average gain
achieved when a feature is used for splitting while the latter shows the number of times
a features is used for splitting. The HPS decay mode, the pr of S, and E,+/E;, are
the features with the highest Gain, whereas the features with the highest Weight are
the n of 7, m(7*, S), and E, jeicad/Er, . The importance of all features is shown in
the Appendix A.

Figure 5.2 displays the normalized-by-integral distributions of 1-charged-prong MVA
scores, each split by generator-level decay information. (Being negligible in size, the
“other” category is not shown in some of the figures in this chapter) As expected, the
MVA has pushed the signal in each MVA decay mode to high MVA score values. In the
7+ MVA score, the signal is almost perfectly separated from the other two backgrounds
(note the log-scale). In the 7¥7% MVA score, there is a strong differentiation power
*70 and 7% while 77° and 7727 are scored more similarly by the
MVA. In the 7%27% MVA score, similarly, 7% is well identified as background while

less separation is seen between the other two decay modes. Most of the signal is below

between true 7

0.8 with a flat distribution meaning that the MVA is less certain about the signal in
this MVA decay mode.

As mentioned earlier in this section, MVA decay modes are constructed based on
the decay mode with the highest MVA score. However, different categorizations can
be performed based on needs. For example, one can collect a purer 75270 sample by
requiring the corresponding MVA score to be above 0.6.

The MVA distinguishing power can also be seen in receiver operating characteristic
(ROC) curves. A ROC curve shows the fraction of signal and background one gets by
changing minimum threshold on MVA scores. In fact, one can compute these fractions
using the distributions in Fig. 5.2 before normalization. The final choice of a threshold
is a trade-off between efficiency and purity and is therefore analysis-dependent.

Fig. 5.3 displays the ROC curves for 1-charged-prong MVA scores. The curves
show that the MVA can strongly differentiate 7 final state from background while the
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Figure 5.2: The MVA score distribution for 7% (top left), 7*7° (top right), and 7+27°
(bottom), split by generator-level decay information [1].
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differentiation power is relatively less, though still high, for the other decay modes.
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Figure 5.3: ROC curves for 7+ (top left), 7t7° (top right) and 7%27° (bottom)
reconstructed by the MVA trained on 1-charged-prong decays. ROC AUC score
shows the area under the curve.

5.4.2 3-charged-prong decay

A similar MVA is developed for 3-charged-prong decays. As input to the MVA, after
the kinematic selections described in section 5.3, 75, candidates which are classified as
37% and 37t7° by the HPS algorithm are collected. The MVA has three outputs
corresponding to the score of the two mentioned decay modes and the last one, “other”,
for collecting other decays misidentified as 3-charged-prong decays.

The strategy is similar to the one used for 1-charged-prong decays (see section 5.4.1).
The decay modes differ by the number of 7° mesons in the final state and the type of
intermediate resonances. 37 % decays occur through production of a; mesons, i.e. 7+ —

a{c — pPn*t — 37%. In contrast, 3770 decays occur through multiple resonances [97,
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98]. Therefore, again, adding features associated to strips as well as mass variables can
help distinguish the decay modes.

As there are 3 charged pions in the above decay modes (two same-sign and one
opposite-sign), one needs a consistent way to define mass variables. Since the decay
= a{c — 0% = 37F includes p° — 77, in an effort to reconstruct the p° mass,
the invariant mass of the single opposite-sign pion summed with each of the same-sign
pions are computed and considered as two different features based on the closeness of
the mass to the p° mass, i.e. 0.7755 GeV. In the rest of this chapter, the opposite-sign
pion is referred to as 71 and the same-sign pion which results in m (7%, 77) closer to
(further from) the p? mass is referred to as mo (73).

The features used in the training are listed below. The § is defined in exactly the

same way as the one defined in section 5.4.1.

e Mass variables: m(7y,m2), m(my, 73), m(my, w2, 73), m(S), and m(y/eleed ~/esublead),

e HPS decay mode

e Absolute energy of 7* and ~v/e: Er, Er,), Er,, E

,Y/elea,d P and E,Y/esublead .

¢ Relative energies: E, , Er,, and Er,, each divided by E7, . Also E;, and Er,,
each divided by Ex, + Er, + Er,.

e S properties: pp and energy.
e T, properties: pr, energy, and 7.

e Angular quantities between charged pions: A¢(m;, 7;j), An(m;, 7;), (Ex, +
Eﬂ'j) X A(b(ﬂ-ia 7Tj)7 and (Em +E7rj) X An(ﬂ-ia 7rj) with (Za]) € {(17 2)7 (21 3)7 (17 3)}

e Angular quantities between 7, and S: A¢, An, E,, x An, and E;, x A¢.

e Angular quantities between v/e!®?? and ~/es¥blead: Ap E_ x Ap, and
E., x AR.

Among the features, HPS decay mode, the pp of S, and m(7y, 72) are ranked highest
in the Gain metric while in the Weight metric, m(my, 73), m(m1, m2), and m(m, 7o,
m3) are the most important features. The full feature-importance lists can be found in
Appendix A.

The MVA score distributions for 3-charged-prong decays are shown in Fig. 5.4.
The signal and background in each MVA score are very well separated. The associated
ROC curves are displayed in Fig. 5.5. The MVA provides a strong differentiation power

between 37* and 37F70 final states.
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Figure 5.4: The MVA score distribution for 37% (left) and 37%#° (right), split by
generator-level decay information [1].
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5.5 Comparing MVA and HPS

In order to compare MVA and HPS decay modes, the purity and efficiency of decay
mode 75, — X is defined as:

> event is categorized as and is a true 7, — X decay

purity = cvents : : (5.1)
>~ event is categorized as a 7, — X decay
events

> event is categorized as and is a true 7, — X decay

efficiency = € 5.2
Y >~ event is a true 7, — X decay (52)

events

In the above definitions, only true 7, decays are considered, which means that
no contamination from other physics processes misidentified as 7, decays is included.
Fig. 5.6 compares the performance of MVA and HPS decay categorization in terms
of purity and efficiency. In 1-charged-prong decays, the purity of 7% decay mode has
increased by 16 percentage points but has 7 percentage points less efficiency. In 7+7°
final state, purity and efficiency improved by 10 and 5 percentage points, respectively.
While no sample for 7270 final state is provided by the HPS algorithm, a sample with
55 percentage points purity and 39 percentage points efficiency is now available in the
corresponding MVA decay mode.
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Figure 5.6: The purity (left) and efficiency (right) of different 7, decay modes, compared
between the HPS (orange) and MVA (blue) algorithms. 7, candidates are
collected from H — 777 decays in 7,7, final state where the Higgs boson is
produced via ggH and VBF processes [1].

The performance in the identification of 3-charged-prong decays is also improved.
The sample provided for 37 final state is now 11 percentage points purer with almost

the same efficiency. The purity and efficiency in the 3770 final state are increased by
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11 and 12 percentage points, respectively.

As mentioned in section 5.3, the training is performed based on 2017 experimental
conditions. The performance of the MVAs with the experimental conditions of other
data-taking periods needs to be evaluated. Fig. 5.7 and 5.8 are MVA decay mode
confusion matrices normalized to the categorized and true decay modes, respectively.
In each figure, a comparison of the performance of the MVA in the 2016, 2017, and
2018 data-taking periods is demonstrated. The confusion matrices are very similar,
which means that there is no need to train separate MVAs for each year as the 2017

one is applicable to all years.
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Figure 5.7: The confusion matrix of MVA decay modes, normalized to the categorized
decay mode (a.k.a purity matrices), applied to simulated events with
experimental conditions of 2016 (top left), 2017 (top right), and 2018 (bottom)
data-taking period. 7, candidates are collected from H — 77~ decays in 7,73
final state where the Higgs boson is produced via ggH and VBF processes. The
performance of the MVA in all years are similar. The bottom plot can be found
in [1].

The confusion matrices can provide valuable information regarding the composition

of each MVA decay mode. Consider the efficiency and purity matrices for one of the
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Figure 5.8: The confusion matrix of MVA decay modes, normalized to the true decay mode
(a.k.a efficiency matrices), applied to simulated events with experimental
conditions of 2016 (top left), 2017 (top right), and 2018 (bottom) data-taking
period. 7, candidates are collected from H — 777~ decays in 7,7, final state
where the Higgs boson is produced via ggH and VBF processes. The
performance of the MVA in all years are similar. The bottom plot can be found
in [1].
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years, say 2018. Comparing these matrices with the corresponding ones for the HPS,
as shown in Fig. 5.1 and discussed in section 5.1, it is clear that the mixing between
1- and 3-charged-prong decays remains negligible, which is expected because separate
MVAs are developed for them.

The following conclusions can be made based on the purity and efficiency matrices:
e 1-charged-prong decays:

— w¥: Approximately 83% of true n¥ decays are correctly identified and vir-

tually all the rest are misidentified as 7*nY.

— w70 True 770 decays are correctly identified about 79% of the time with

* or 7270 with comparable (=~ 10%) prob-

the rest being misidentified as 7
abilities. Since the 7¥7% decay mode has about 2.5 times larger branching
fraction than the other two (as was shown in table 4.1), this small contam-
ination causes a relatively large impurity (about 20 to 25%) in the decay
modes reconstructed for the other two decays.

— w%270: The MVA identifies nearly 40% of true n+27° decays while the

rest are misidentified mainly as 7¥7°. The reconstructed 7*27% sample

has about 25% contamination from 7+7° and the rest of the contamination

(about 17%) originates from the “other” category.
e 3-charged-prong decays:

— 37%: This decay mode has the highest purity and efficiency of all. More
than 85% of true 37% decays are correctly identified and the correspond-
ing reconstructed decay mode is more than 80% pure while the rest are
misidentified chiefly as 37+70.

— 37nEx%: About 65% of true 3770 decays are identified by the MVA with
approximately 23% misidentified as 37%. The corresponding reconstructed
decay mode is about 70% pure with equal contamination from 37* and the

“other” category.

It is crucial to validate simulated MVA decay modes with data. To this end, data
and simulated samples from a region enriched in Z — 777~ with 7,7, final state
are collected and plotted in bins of MVA decay mode, see Fig. 5.9. The following
conditions are applied on the events. Muons are required to pass single-muon trigger
and Medium muon ID while having an isolation parameter of less than 0.15. They
are also required to have pr > 25 GeV and |n| < 2.1. In addition, 73, candidates must
satisfy pr > 20 GeV and |n| < 2.3. In order to suppress background processes faking 7y,
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these candidates must pass Medium, VVLoose (very very loose), and Tight DeepTau
working points against jets, electrons, and muons. Events with more than two leptons
are vetoed.

A transverse mass condition, myp(u, ﬁTmiSS) < 40, is applied to reduce most of
W-jets (Electroweak) background, where the transverse mass of a light lepton (e/u)

and missing momentum is defined as

(1, ) = 20 52| (1~ cos(Ag)) (5.3)

where A¢ is the azimuthal angle between the lepton and ﬁ{“iss.

The main backgrounds are W-+jets and QCD. The W+jets background is modeled
with simulation while its normalization factor is measured from the high-mg region
which is enriched with W+jets. The QCD background is estimated from a control
region using the data-driven fake factor method. These methods will be discussed in

chapter 6. All other background processes are produced with simulated events.

Incorporating the systematic uncertainties of the simulated events shows an approx-
imately 7% uncertainty in the total yield, which is included as a constant (flat) prefit
uncertainty. This uncertainty is subsequently added in quadrature to the (relatively

small) statistical uncertainty of the simulated events.
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Figure 5.9: MVA decay mode distribution for data and simulated Z — 777~ enhanced
events. There is a good agreement between data and simlation. See text for
more information [1].
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Data and simulated samples well agree within uncertainties. We therefore used
MVA decay mode in the Higgs CP analysis instead of HPS decay mode, as will be
described in chapter 6. The improvement of the CP sensitivity brought by the MVA
decay mode will also be shown in that chapter. As the corresponding code is already
implemented in the CMS software (CMSSW), MVA decay mode can also be used by

any future CMS analyses which are sensitive to 7, decay modes.
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Chapter 6

Measuring the CP properties of the
Higgs-tau Yukawa coupling

6.1 Introduction

In this chapter, the procedure for measuring the CP of the H77 coupling is explained.
This chapter follows closely the paper [2| published on this analysis, while my personal
contribution is elaborated in greater depth. The data collected for this analysis is taken
from the CMS proton-proton (pp) collisions at /s = 13 TeV during 2016, 2017 and
2018 with integrated luminosities of 35.9, 41.5, and 59.7 fb~!, respectively. The most
sensitive decay channels are targeted, namely 7,7, 7,7, and 7.7, where 73, represents
the hadronic decays of taus while 7, and 7. (collectively shown as 7;) are the decays of
taus to a muon and an electron, respectively. In total, 70% of all possible H — 777~

decays are considered in this analysis.

6.2 Simulated samples

This section describes how Monte Carlo (MC) simulated events are produced. Higgs
bosons (signal) produced through ggH, VBF, and VH processes are simulated with the
POWHEG 2.0 [99-105] event generator. In order to ensure that the measurement of
o™ =arctan(&/k) (defined in section 2.3.1) is not sensitive to the assumptions about
the CP in the Higgs boson production interaction, variables that are sensitive to the CP
of the production, such as A¢ between the two leading jets [106], are not used as inputs
to signal discriminants or for event selection. The decay of the Higgs boson to a tau
pair is simulated using the PYTHIA generator version 8.2 [107] while keeping the spin of
the tau pair uncorrelated. The TAUSPINNER package [96] is then deployed to correlate

71
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the spin of the tau pair based on the value of the mixing angle, «”77. This correlation
is included as three weights for each event which correspond to aff™™ = {0°,90°, 45°}.
The distribution for any a””7 can be derived by combining these weights.

The simulation of single top quark and ¢t processes are performed using the POWHEG
generator while the MADGRAPH5 aMC@NLO generator is used for diboson production
as well as processes including a W or Z boson associated with up to four hadronic jets,
which are denoted as W-jets and Z+jets, respectively.

In order to model parton shower and fragmentation as well as the decay of tau lep-
tons, the generators are interfaced with PYTHIA 8.2. Simulated events are then passed
through GEANT4 to include smearing effects from the CMS detector. The methods
applied to MC events for reconstructing physics objects are the same as those applied
to data. Simultaneously with a collision of interest, a set of inelastic pp collisions
occur which are known as pile-up. Pile-up is modeled with PYTHIA 8.2. The pile-up
distribution is weighted to match the data.

6.3 Physics object and event selection

In Chapter 4, the methods for reconstructing physics objects were described. In this
section, the selections applied on the objects and events used for this analysis along with
some of the corresponding corrections are explained. The selections closely follow those
used in the measurement of the Higgs-tau coupling [108]. The main differences are the
use of the DeepTau discriminator (as it has been recently developed), the requirement
on the visible mass for suppressing Drell-Yan background, and the requirement on the

impact parameter (described in Section 6.7).

Physics object selection

Muons from the 7,7;, channel need to be well discriminated against other particles and
non-prompt muons. To this end, an isolation variable is defined as the following. The
scalar sum of the pr of particles originating from the PV and within a cone of radius
AR = 0.4 around the muon direction is estimated and then divided by the muon pr.
This ratio is used as the isolation variable and is required to be less than 15%. Likewise,
an isolation variable is defined for electrons in the 7.7, channel with an analogous cone
of size AR = 0.4. The isolation variable must be less than 15%.

The momenta of hadronic jets are defined as the vectorial sum of all their con-
stituents. Corrections are applied to account for the energy scale of jets and to re-
move pile-up contribution. In the 2017 data-taking period, a large amount of noise

affected part of the endcap which led to data/MC disagreement. Therefore, jets with
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Channel  Year Online trigger Offline pr (GeV)
ThTH All years Th(35) & 74(35) p > 40
o 2016 w(22), 1(19) & 7,(20)  ph > 20 & pit > 25
WTh 2017, 2018 1u(24), p(20) & T(27) ph > 21 & plt > 32
2016 e(25) pT > 26
TeTh 2017 o(27), e(24) & Th(30) PG > 25 & p > 35
2018 e(32), e(24) & 7,(30)  pT > 25 & pPt > 35

Table 6.1: The online triggers and offline pr requirements applied to the 7,7,, 7,7, and
TeTn channels for different data-taking periods. The trigger pr requirement (in
GeV) on each object is shown in parenthesis after the object.

2.65 < |n| < 3.10 and pr < 50 GeV which are reconstructed in this data-taking period
are discarded. Jets initiated from b-quarks (b-jets) are reconstructed with the deepCSV
algorithm, as explained in section 4.6. The working point used in this analysis provides
around 70% efficiency for b-jet identification with a misidentification rate for gluon or
light quark jets of around 1%.

The working point used for 75, identification (ID) corresponds to 60% 73, identi-
fication efficiency with a misidentification rate of 5 x 1073, The invariant mass of
the tau pair from a Higgs decay, denoted as m,., is estimated using the SVFIT algo-
rithm [109]. This algorithm combines p5 and its uncertainty matrix along with the
four-vectors of the two tau candidates (excluding neutrinos) to estimate m,, based on

an event-by-event likelihood optimization.

Event selection

From the events collected by the online trigger system, the di-tau trigger events are used
for the 73,7, channel while the events which pass either of the single-lepton or lepton-+7y,
trigger are used for the 737, channels. Several offline selection criteria are applied to
the events. The two reconstructed tau candidates must be separated by AR > 0.5
and each candidate must match the object reconstructed by the trigger system within
AR < 0.5. The online triggers and offline pp requirements are summarized in table 6.1.
The offline pr threshold on 7; (73,) is set 1 (5) GeV above the online trigger because of
the turn-on shape of the trigger efficiency. In addition, if the 7;7; channel is triggered
by a single-lepton trigger, an offline pp threshold of 20 GeV is required on the 75 leg.
In the 7y7, channel, W+jets background is suppressed by requiring mp(l, ﬁTmiSS) <
50, where mq (I, piss) is defined in Eq. 5.3. Events with my;s < 40 GeV are vetoed
to slightly decrease the Drell-Yan background. The longitudinal and transverse impact
parameter of 7; candidates, respectively shown as d. and d,,, must satisfy |d.| < 0.2

cm and |dgy| < 0.045 cm. These impact parameters are computed using minimization
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in the transverse plane only, while in calculating the ¢¢cp observable in the impact
parameter method, a 3D minimization is performed (see section 6.4.2). For the leading
T, in the 75,7, channel, only |d.| < 0.2 cm is applied to prevent large efficiency loss.
In the 7,75, decay channel, events containing b-jets are vetoed. Whenever multiple tau
pairs are reconstructed, they are ranked based on the DeepTau score of 73, and lepton

isolation score of 7;, after which the pair with the highest rank is chosen.

6.4 ¢cp: strategy and optimization

In Section 2.3.2, different methods for reconstructing tau decay planes and subsequently
the ¢cp observables were described. In this section, firstly the strategy of selecting
decay plane methods is explained and then the techniques used for optimizing ¢¢p

sensitivity are introduced.

6.4.1 Strategy

In the impact parameter method, reconstructing the tau impact parameter with suffi-
ciently high resolution is essential. The tau impact parameter is not large compared to
its resolution, despite the excellent CMS tracker resolution. As a result, the ¢¢cp observ-
able cannot be precisely reconstructed with this method. However, in the neutral-pion
method, the 7° four-momentum needs to be reconstructed instead of the tau impact
parameter. Thanks to the small size of ECAL modules and the relatively large distance
of the ECAL to the tau decay point, a precise reconstruction of the 7° four-momentum,
and hence the ¢¢cp observable, is possible. We compared the impact parameter and
neutral-pion methods in a phase space where the impact parameter has an optimal per-
formance. The two methods showed the same sensitivity normalized to the number of
events. However, when the required selections (explained in section 6.7) are applied to
the impact parameter of taus, a large fraction of events are discarded, which decreases
the sample size by a factor of two. Therefore, although the impact parameter method
can be used in all decay channels, we used it only for the ew, pum, and w7 channels, in
which the neutral-pion method is not applicable.

The neutral-pion method is applied to the pp, paipr, ,oail)’pr, aipraipr, and aiprai’pr

channels and the polarimetric vector method is used only for the ai’prai’pr channel,

where the Higgs rest frame is reconstructable. In the decay channels where one of the
taus decays to {e, u, 7} and the other decays to {p, a%pr, a?pr}, the combined method

is employed.
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6.4.2 Optimization
MVA decay mode

Correctly identifying tau decay modes is essential to exploit the CP sensitivity in this
analysis. As described in detail in chapter 5, a multivariate analysis (MVA) was devel-
oped to improve the identification of 75, decay modes. The decay mode identification
performed by the MVA is called the MVA decay mode, as opposed to the HPS decay
mode which is the one performed by the HPS algorithm. The efficiency and purity of
the MVA and HPS decay modes were compared in Fig. 5.6.

Fig. 6.1 is the negative log-likelihood scan of o™ showing that using the MVA
decay mode improves the expected sensitivity of distinguishing pure CP-even from pure
CP-odd couplings by about 25% in the pp decay channel, one of the most CP sensi-
tive channels in our analysis. The simulated events for this comparison are produced
based on the experimental conditions of the 2016 data-taking period. Only statisti-

cal uncertainties are included in the fit and the background modeling is described in

section 6.5.
35.9fb” (13 TeV, 35.9 fb" (13 TeV)
 05FT . {1aTen) o 05 . {3TeY)
%0 0*vs 0" = 0.430 50 0*vs 0= 0.540
So45f E 20451 E
3 3
| 04F E | 04f E
0.35F E 0.35} E
03F = 03F =
i ; * - ]
0.2F E 0.2f E
015 9 0.15F E
0.1F = 0.1F 1
0.05F 9 0.05F =
0 0 L

L \ L \ L 1 |
-100 -50 0 50 100 -100 -50 0 50 100
M7 (degrees) a7t (degrees)

Figure 6.1: The negative log-likelihood scan of a”"7 in the pp channel when using the HPS
decay mode (left) compared to when using the MVA decay mode (right). The
sensitivity improved by ~ 25%. The simulated events are based on the 2016
data-taking period conditions [110].

Primary vertex refitting

Due to the finite lifetime of tau leptons, the decay position of taus (having enough
pr to pass the analysis minimum requirements) in the lab frame is displaced from
the primary vertex (PV), which is essentially where they are produced (up to the
experiment resolution). Therefore, when estimating the PV by fitting to the PV tracks,
the displaced tracks of the tau pair deteriorate the PV position resolution. Therefore,
in this analysis, the tracks of the decay products of the two taus are removed and the

new position of the PV is estimated by refitting to the remaining tracks using the AVF
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algorithm described in section 4.3.

The beam spot position, defined in section 4.2.2, has a relatively low uncertainty.
This uncertainty was added to the AVF algorithm to constrain the PV position, which
led to a factor of 3 (4) more precise resolution in the xy plane for the Higgs (Drell-Yan)
sample while the resolution in the z axis did not change significantly.

In the impact parameter and polarimetric vector method, where the reconstruction
of the PV is needed, the refitted PV is used.

Impact parameter significance

In order to measure the impact parameter of a tau, a function is fitted to the helical
shape of the track of the outgoing charged particle. The point on the fitted curve
which has the least 3D distance to the PV is used for defining the impact parameter.
The minimization in three dimensions has two benefits over the transverse-plane-only
minimization: (i) higher resolution in the z coordinate of the impact parameter in
high 71 region and (ii) the impact parameter and its uncertainty can be measured and
propagated into Syp, which is defined as the ratio of the impact parameter to its
uncertainty. Small values of Sip show no CP sensitivity and are therefore discarded

(see section 6.7).

6.5 Background estimation

The backgrounds considered for this analysis are from the Drell-Yan process, QCD
processes, Z/W-+jets, diboson production, ¢, and single top quarks. Particles produced
via QCD processes, such as jets, light leptons, and 7; decays can be misidentified
as a 7, decay. QCD products can also fake 7; by jets and prompt leptons. Most
of the backgrounds involving jets misidentified as 7, are modeled with a data-driven
method called the fake factor (Fr) method. (The fake factor method is described
in Ref. [111].) All backgrounds involving two genuine taus are modeled with the 7-
embedding data-driven method [112|. The remaining minor backgrounds are modeled

with MC simulation.

6.5.1 Fake factor method

This method is applied in the 773, (73,7,) channel to estimate the contribution of jets
misidentified as the 75, (the leading 7). Jets which are misidentified as 75, are denoted
as jet — 7. This method can estimate both the shape and normalization of this
contribution. A determination region is defined orthogonal to the signal region and

enriched in a background process including jet — 7,. A 7, nominal ID is defined as
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the DeepTau DNN identification requirement on 75, mentioned in section 6.3 and a 73,
relazed ID is defined by requiring 73, candidates to fail the nominal ID but pass a looser
DeepTau DNN requirement. The ratio of the nominal ID rate to the relaxed 1D rate
in the determination region is called fake factor. An application region is then defined
with exactly the same event selection criteria as in the signal region but by requiring
a 7, candidate (which is the leading 73, in 75,7,) to pass the relaxed ID instead of the
nominal ID. In the application region, the contribution of processes other than jet — 7,
are estimated using simulated events and subtracted from the total number of events.
In the next step, the jet — 75 yield in the application region is scaled by Fr and
considered as the estimated jet — 73 contribution in the signal region. To account for
data/MC residual difference, corrections are applied to kinematic variables such as the

—miss

lepton pt and pp"* spectra.

6.5.2 T-embedding method

Backgrounds including two genuine 73, decays, which are mainly from Z — 777~ events,
are estimated using the 7-embedding method which relies on the lepton universality.
A dedicated di-p trigger is used in all data-taking periods for collecting oppositely-
charged muon pairs. Then in each of the collected di-u events, the hits associated
to the muon pair are removed from the detector. In parallel, a Z — 777~ decay is
simulated in an empty detector and is further required to decay to 77, or 757, channels
with the tau pair having the same kinematics as the muon pair. After adding detector
effects to the decays of tau pair, they are merged with the data event. The corrections
which are applied to account for mis-modeling include corrections on the efficiency of
identification and tracking, isolation, and trigger of muons and of electrons. Another
set of corrections are applied to the identification as well as trigger efficiency of 7,
candidates. The tag-and-probe method [113] is used to measure these corrections as
will be elaborated in section 6.6. Besides, further corrections are applied on the 7,

energy scale and the impact parameter of electrons, muons, and charged pions.

6.5.3 Other backgrounds

The remaining minor backgrounds (~10%) are estimated using MC simulation. Ta-
bles 6.2 and 6.3 summarize the method used for estimating the backgrounds in the 7,7,

and 7;73, channels, respectively.
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Leading 7, Subleading 3
Genuine 7, jet = 7, (Prompt lepton/7;) — 7
Genuine 7y, 7-Embedding Simulation Simulation
jet — 7 Fr Fr Fr
(Prompt lepton/7;) — 75, Simulation  Simulation Simulation

Table 6.2: Methods used to model different sources of backgrounds in the 7,75, channel.

U Th

Genuine 7,  jet — 75, (Prompt lepton/7;) — 73
Genuine 7y, 7-Embedding Fr Simulation
jet — 3 Simulation Fr Simulation
(Prompt lepton/7;) — 75, Simulation Fp Simulation

Table 6.3: Methods used to model different sources of backgrounds in the 737, channel.

6.6 Simulation correction on efficiencies

In this section, the efficiency of identification, isolation, and trigger requirements ap-
plied to electron, muon, and 75, candidates are measured. The efficiencies are measured
for simulated events and data, after which the corresponding scale factors defined as
the ratio of the two efficiencies are calculated. Scale factors are applied to the sim-
ulated events to correct the difference between data and simulated events stemming
from mis-modeling in simulation. The simulated events can be generated solely from
MC or using the 7-embedding technique (called embedded samples).

The corrections in this section are measured using the tag-and-probe method [113].
In this method, to measure the efficiency of object P (e.g. a 73,) after a requirement
is applied on it, firstly a process containing P and a tagging object T (e.g. a well-
isolated ) in the final state is considered. The process is tagged with 7 after which
the requirement is applied on the probe leg P on which the corresponding efficiency is
measured.

The procedure for extracting the electron and muon efficiencies is explained in
section 6.6.1. The efficiencies for the 2016 data-taking year were extracted by me while
my colleagues extracted those of the 2017 and 2018 data-taking years. The procedure
for extracting the hadronic tau efficiencies, which was performed solely by me (for all

data-taking periods), is described in section 6.6.2.

6.6.1 Electron and muon efficiency correction

The efficiency of identification, isolation, and trigger requirements on electrons and

muons are measured for both data and simulated samples, separately for MC and
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embedded samples, using the tag-and-probe method. The measurements for electrons
and muons are performed on phase spaces enriched in Z — ee and Z — uu events,
respectively.

In order to measure the efficiencies for MC, Drell-Yan Z-+jets events are used which
are modelled at the leading-order (LO) with MadGraph5 [114]. On the other hand,
the embedded events are produced using the same method described in section 6.5.2,
except that the muon pair removed from the detector in a data event is replaced with
an electron/muon pair (rather than taus) coming from a Z boson decay simulated with
MC.

The electrons (muons) selected for measuring the efficiencies using the tag-and-
probe method are required to have |n| < 2.5 (2.4) and pr > 10 GeV. The impact
parameter of the leptons must satisfy d,, < 0.045 cm and d. < 0.2 cm. An event is
discarded if it contains more than one muon/electron pair satisfying the above con-
ditions. The lepton pair must be separated by AR > 0.5 and have invariant mass
50 < my; < 150 GeV to increase the Z boson yield.

In each event, from the two selected leptons, one is considered as a tag and the other
as a probe. To increase statistics, the tag and probe method is applied twice for each
event, with the role of tag and probe being swapped. The tags must pass identification
and isolation requirements to suppress fake leptons. Muon tags are required to pass a
single-muon trigger with an online pr threshold of 24 (27) GeV in the 2016 (2017 and
2018) data-taking periods. They are further required to pass an offline threshold of 25
(28) GeV. Electron tags must pass a single-electron trigger with a 25 (35) GeV online
pr threshold in 2016 (2017 and 2018). They must additionally have a minimum offline
pr of 26 (36) GeV.

The identification, isolation, and trigger requirements are applied to the probe
lepton sequentially, meaning that the identification scale factor is measured first, then it
is applied before the isolation scale factor is measured, and finally both the identification
and isolation scale factors are applied before the trigger scale factor is measured. The
lepton trigger scale factor is derived separately for single-lepton trigger and lepton-+tau
cross trigger!. However, the electron|tau cross trigger is only applied to the 2017 and
2018 data-taking years (which are not derived by me) and therefore the results for this
trigger is not elaborated in this section.

The efficiencies are measured in bins of pr and n of the probe lepton. For each
selection requirement (ID/isolation/trigger), the events in each bin are split into “pass”
and “fail” categories depending on whether or not the probe lepton in the event meets

the selection requirement. Fake leptons produced by background processes can pass the

IThe word “cross trigger” means that two objects are used in the trigger.
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selection requirements as well so these events must be taken into account by modeling
the signal and backgrounds. The efficiency is derived by a simultaneous fit to the pass
and fail categories and is defined as
Nyass
€= — 2 (6.1)
Npass + Nfail

where Npass and Np,; are the number of events in the pass and fail categories, respec-
tively, extracted from the fitted signal functions to the di-lepton mass (my;) distribu-

tion.

The background for the ID requirement is modeled using an error function times
an exponentially decaying function (called the CMS-shape function [115]). Such back-
grounds can normally be modeled solely with an exponentially decaying function. How-
ever, because of the minimum pp threshold on the lepton pair, the background in the
low mass region is reduced compared to the exponential function and hence the error
function is added to include this reduction. The ID requirement removes a large fraction
of backgrounds; therefore, the backgrounds for the isolation and trigger requirements

are modeled with a decaying exponential only.

Two functions are used to model the signal. The most commonly used function
is a Double-Voigtian function (DV) which is a Breit Wigner (BW) function with a
width equal to the Z boson width (2.495 GeV) convoluted with the superposition of
two Gaussian functions. The other function is the superposition of two Crystal Ball
functions convoluted with a BW with the Z boson width, where the Crystal Ball func-
tion is defined in Eq. F-1 of [116]. The latter is used for fitting isolation efficiencies
in the 2016 data-taking period while the former is used for all other signals. Fig. 6.2
shows an example of the fit for each of the ID (top), isolation (middle), and trigger

(bottom) efficiency measurements.

In the isolation scale factor measurement, some of the my; distributions in the fail
category show a two-peak structure, one around the Z boson mass and the other at
a lower mass (=75 GeV). Studying this effect with MC revealed that the lower mass
peak is the result of final state radiation (FSR), where one or both of leptons radiates a
photon carrying a share of the lepton energy. Considering these events as signal has two
problems. Firstly, these scale factors are measured with prompt leptons while in the
actual analysis, the scale factors are applied to non-prompt leptons which have different
FSR rates and kinematics. Secondly, fitting the two-peak structure needs a function
with a large number of degrees of freedom which sometimes results in fitting part of the
background as signal or vice versa. Therefore, an effort is made to veto these events

in the following procedure. The highest pt photon with AR < 0.4 with respect to the
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identification, isolation, and single-muon trigger requirement, respectively. The

data points are derived from real CMS data, the fits to the background are

shown with dashed lines, and the fits to the sums of background and Drell-Yan

events are shown with solid lines.
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leading lepton and the one with respect to the subleading lepton are collected. This
collection can include two, one, or no photons depending on whether such photons exist.
Any photons with pt < 10 GeV are discarded from the collection. If no photons are left
in the collection, the event is used for the scale factor measurement and is considered
as a no-FSR event. Otherwise, in order to distinguish genuine FSR events from those
by chance having photons around the leptons, the invariant mass of the lepton-photon
system is calculated (my, or myy-) and required to be between 80 and 100 GeV, close to
the Z boson peak mass. Fig. 6.3 and Fig. 6.4 display respectively the muon and electron
scale factors for the central region of the detector derived for the 2016 data-taking year.
The efficiencies and scale factors approach a constant value in the high-pt region as
expected. The lower panel of each sub-figure shows the data/MC and data/embedded
ratios. This ratios are applied in the analysis to correct the simulated events. The scale

factor plots for other regions of the detector can be found in Appendix B.

6.6.2 Hadronic taus efficiency correction
71, identification efficiency

Corrections are applied to taus to account for the difference between data and simula-
tion efficiency after hadronic taus pass the reconstruction and identification algorithms.
The corrections derived for previous CMS analyses were in bins of py for pf < 40 GeV
and in bins of HPS decay mode for p7* > 40 GeV. However, since we use MVA decay
mode in this analysis, we need these corrections in bins of MVA decay mode. Therefore,
the corrections are derived in bins of MVA decay mode, separately for pi* < 40 and
pp > 40. Separate corrections are derived for embedded and MC samples.

In order to measure the scale factors, a sample enriched in Z/v* — 7,7, is provided
by applying the following selections for the 2016 (2017/2018) data-taking period(s):

e The muon must pass a single-muon trigger and a medium identification criterion.
It also needs to be well isolated and have pp > 23 (28) GeV.

e The 73 candidate is required to pass the HPS algorithm and have pp > 20 GeV.
It must also pass a medium working point against hadronic jets, a tight working
point against muons and a very loose working point against electrons based on
the DeepTau DNN scores.

e The muon and 75, must be oppositely charged and separated by AR > 0.5. If

more than one pair is found, the most isolated pair is kept.

e The transverse mass my(u, ﬁq}miss) must be less than 40 GeV to suppress W+jets
background.
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Figure 6.3:

The efficiencies and scale factors for muon identification (top-left), muon
isolation (top-right), single-muon trigger (bottom-left), and muon-+tau cross
trigger (bottom-right) requirements are displayed. The efficiency of data (blue),
MC (red), and embedded (green) samples are shown in the upper panel of each
sub-figure while the ratio of data to the MC and embedded samples are shown
in the lower panel.
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Figure 6.4: The efficiencies and scale factors for electron identification (top-left), electron
isolation (top-right), and single-electron trigger (bottom) requirements are
displayed. The efficiency of data (blue), MC (red), and embedded (green)
samples are shown in the upper panel of each sub-figure while the ratio of data
to the MC and embedded samples are shown in the lower panel.
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e Events with additional electrons, muons, or b-jets are vetoed.

In addition, a sample enriched in Z/v* — pp is collected and included in the fit
to ensure that the fit is able to differentiate between shifts in Z/v* — 7,7, due to the
71, identification (7, ID) scale factor and other sources (such as cross section) as the
71, ID scale factor modifies only the Z/v* — 7,7, yield while sources like cross section
modify both simultaneously. The di-muon selection criteria are therefore chosen similar
to the 7,7, case. The selections for the 2016 (2017/2018) data-taking period(s) are the

following:

e Events must contain two muons passing a medium identification criterion, have
pr > 10 GeV, and be well isolated.

e The leading muon must additionally pass the single-muon trigger and have pt >

23 (28) GeV.

e The two muons are required to be separated by AR > 0.5 and be oppositely

charged. If more than one muon pair is found, the most isolated pair is retained.
e The invariant mass of the muon pair must be between 70 and 120 GeV.
e Events with additional electrons, muons, or b-jets are vetoed.

There are therefore two categories: 7,7, and pu . In the 7,7, category, the invariant
mass of 7, and 73, is used as a variable to directly measure the scale factor using a fit.
This is in contrast to measuring the identification scale factor of muons and electrons
described in section 6.6.1 during which the efficiencies are measured and the scale
factors are subsequently derived using their ratio. In the pp category, a single bin
is used in the fit to constrain the Drell-Yan yield. A rate parameter is included in
the fit to shift the Drell-Yan yields in both categories simultaneously. Another rate
parameter is added to shift the 75, ID scale factor, which is the parameter of interest.
A simultaneous maximum-likelihood fit is performed to both categories to extract the
71, ID scale factor.

The background processes considered in this measurement are QCD, W+jets, single-
top, diboson, and tt. All backgrounds except QCD are estimated with MC while QCD is
estimated using the fake-factor method described in section 6.5.1. The yield of W+jets
is estimated using the data in a high-myp side-band region (mp > 70 GeV) which is
enriched in W-jets events.

The fits are performed separately for MC and embedded samples. In the embedded

samples, the pu category is modeled using the same procedure described in section 6.5.2
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for modeling Z — 77 events while here, after removing the muon pair from data, a
Z — pp is simulated.

The systematic uncertainties included in the fit are divided into normalization and
shape uncertainties, where the former only affects the yield of a distribution while the
latter can change the shape of it. The following systematic uncertainties are added:

Normalization uncertainties:
e Trigger efficiency: A 2% uncertainty on the single-muon trigger efficiency.

e b-jet efficiency: A 5% uncertainty applied to diboson and tt events to account

for the b-tagging efficiency because of vetoing b-jets.

e Luminosity: A 2.5% uncertainty applied to all processes for which the yield is
estimated from MC [117-119].

e Muon identification/isolation efficiency: A 1% uncertainty per muon is

applied.

e jet — 715, fake-rate: A 20% uncertainty applied to all processes containing a

jet — 1, fake if the yield is estimated from MC.

e 1 — Ty fake-rate: A 20% uncertainty applied to Z — pp process in the 7,7,

category in which one of the muons fakes a 7y,.
e Background normalization uncertainty:
— A 10% uncertainty on the W-jets yield for extrapolating from the high-m

to low-m7p regions when estimating W yields.

— A 10% uncertainty on the QCD yield for extrapolating the determination

region to the application and signal regions.
— A 4% uncertainty on the embedded Z — pup and Z — 77 yields.
— A 2% uncertainty on the MC Z — pp and Z — 77 yields for the Drell-Yan

cross section.

— A 5% uncertainty on the diboson and single-top yields for their production

cross sections [120, 121].

— A 4.2% uncertainty on the ¢t yield for its production cross section.
Shape uncertainties:

e 1 energy scale: A 0.4 — 2.7% uncertainty depending on 7.
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Bin-by-bin: An uncertainty to account for the statistical fluctuation of the signal
and background samples, estimated using the “Barlow-Beeston” method [122,
123].

Top and Z prt reweighting: The top quark and Z boson pr distributions
derived from simulation are corrected by comparing them with data in phase-
spaces dominated by tt and Z — u* ™, respectively. An uncertainty is included

for each of the two corrections.
7, energy scale: A 1.0 — 1.5% uncertainty depending on 75, decay mode.

Uncertainties on the p"'*° scale and resolution: These uncertainties ac-

count for correcting the contribution of hadronic jets to ﬁTmiSS.

Fig. 6.5 shows the maximum likelihood fit results for the 7, identification scale

factor in the 7,7, channel when embedded samples are used. The scale factors for

different data-taking years are not necessarily the same as the experimental conditions

are different. Fig. 6.6 shows the postfit plots of the 7,7, visible mass distribution

after applying 7, ID scale factors (for 2016 period and pp > 40 GeV). The data and

simulated events perfectly agree within the uncertainties, which shows the effectiveness

of the measured scale factors. These plots are shown as examples; all the 7, ID and

postfit plots can be found in Appendix C.
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Figure 6.5: The 75, identification scale factors for different MVA decay modes and

data-taking periods. The left (right) plot shows the scale factors for
20 < pr <40 GeV (p7 > 40 GeV). These scale factors are derived for the
embedded sample and are valid for 7,7, and 7,7, channels.

Th trigger efficiency

In this section, the efficiencies of data, MC and embedded samples are extracted for the

case when the trigger requirement is applied on 7, and the corresponding scale factors

are calculated. The existing efficiencies are calculated in bins of HPS decay mode
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Figure 6.6: Postfit plots of m,;s distributions in the 7,7, channel after applying the 73
identification scale factors for the 7% (top-left), 7*7° (top-right), 7*27°
(middle-left), 37% (middle-right), and 37* 7% (bottom) MVA decay modes. The
plots are for the embedded samples of 2016 data-taking period and the 7,
candidates are required to have pi* > 40 GeV.
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which may not be accurate enough for our analysis. We measured these efficiencies
as a function of MVA decay mode for 7.7, 7,7, and 75,75, channels in all data-taking
periods. In this measurement, the tag-and-probe method is used on the 7,7, events by
tagging the muon leg and probing the 7, leg.

The background is estimated similar to the method described earlier in this section
for 73, ID scale factor. The following conditions are required for the 2016 (2017/2018)
data-taking periods:

e The muon must pass the single-muon trigger and be well isolated. It must also

have a minimum pr of 25 (29) GeV.

Events with additional leptons or with b-jets are vetoed.

e A medium, very loose, and tight DeepTau DNN working points are used against

jets, electrons and muons, respectively.

> miss

e To suppress W+jets background, my(u, ™) < 40 GeV is required.

The visible mass of p and 73, is required to be within 50 < m,;s < 90 GeV.

The efficiency for each pi bin is initially calculated as the ratio of the events

passing the trigger in that bin. The final efficiency is extracted using a fit to the
graph of efficiencies. Attempts have been made to fit the graph with a parametric
function, such as the error function. However, the turn-on part of the graph does not
always fit well as the graph sometimes exhibits a double-step shape, which is a result
of relaxing the isolation condition on 75, candidates above a certain pp. Therefore,
Gaussian Process (GP) regression implemented in Scikit-learn python package [124]
is used to fit the graph with a non-parametric function. This fitting method can
also provide the uncertainty band of the fit, where the uncertainties between the graph
points are estimated using interpolation. In this method, kernels available in the python
package are used to determine the general shape of the fitted curves. In the high-pp
region (plateau), a constant kernel is used, in contrast to the low-pr region (turn-on)
in which a constant kernel is multiplied by a Matern kernel (with parameter v = 1)
to allow fitting the turn-on. The bin uncertainties are included in the fit through a
White Noise kernel for both pr regions. Finally a tanh() function is used to smooth
the intersection of the high and low pr regions.

The scale factors are calculated through dividing the function fitted to data by
the one fitted to MC/embedded sample and the uncertainties of the scale factors are
derived using standard error propagation. Fig. 6.7 shows the fits for the 7,7, channel

in the 2016 data-taking year when using embedded samples. (See Appendix C for all
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fits.) A large amount of data is used to produce embedded samples, leading to a small
uncertainty compared to the MC samples. The vertical red dashed line shows the pr
threshold below which the events are excluded from the analysis. The scale factor
functions have a smooth shape and are approximately flat in the pp range used in the

analysis.

6.7 Event categorization

In order to improve the CP sensitivity, classifiers are trained to identify the signal
(Higgs) from background. A deep neural network (DNN) is used for the 7;7; channel
while a boosted decision tree (BDT) from the XGBoost library is employed for the
71 7h channel. The classifiers (called M VA hereafter) are trained separately for different
data-taking years. The features used in the MVA include the transverse momentum
of taus, jets and ]5’{«“155 as well as the mass of di-tau and of the two leading jets. The

output of the MVA is a score for each of the following categories:

e “Higgs™: This is the signal category. This category includes the ggH, VBF, and
VH production modes which are weighted by their cross sections before being
merged and used in the training. The CP of the H77 coupling is derived using
this category.

e “Genuine: This category consists of all background events containing two gen-
uine taus in the final state. The dominant background in this category is the

Drell-Yan process.

e “Mis-ID”: This category contains all background processes which include at least

one misidentified tau.

The categories are mutually exclusive. Since low values of Syp in the impact param-
eter method show no CP sensitivity, a Syp > 1.5 condition is applied to the electrons,
muons, and single charged pions in the Higgs category to prevent diluting the sensi-
tivity. In the background categories, the Spp cutoff is only applied to single charged
pions.

Fig. 6.8 shows the post-fit MVA score distribution of the Genuine and Mis-ID cate-
gories in the 7,7, decay channel. Most of the genuine di-tau and jet — 73, background
events are given high MVA scores in the Genuine and Mis-ID categories, respectively,
showing the effective performance of the MVA. The data and simulated events agree

within uncertainties. The analogous figures for the 7,7, channels can be found in [2].
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Figure 6.7: The efficiencies and scale factors of the 73, trigger in the 7,7, channel as a
function of pi* using 2016 data and embedded samples for the 7% (top-left),
7t 70 (top-right), 7270 (middle-left), 37% (middle-right), and 37*7° (bottom)
MVA decay modes. The efficiency graphs along with their fits and fit
uncertainties are shown in the upper panel of each sub-figure while the scale
factors are shown in the lower panel. The red dashed line shows the offline
threshold below which the events are excluded from the analysis.



92 Chapter 6. Measuring the CP properties of the Higgs-tau Yukawa coupling

CcMS 137 fb~ (13 TeV) CcMS 137 fb~' (13 TeV)
= [T T T T T £ — T T T
2 107 I Observed Others n a 109 | I Observed Others |
> 7T bkg. Bkg. unc. > Jet — 7, Bkg. unc.
k=] Jet — 1, — BestfitH — 17 k=] 77 bkg. — BestfitH — 17
g 7, T, Genuine g T, T, Mis-ID
53} 106 - n 53} 106 — n |
_._'_._I
103 - — 103 _
- 1 _l_‘_|—|_|_|_
100 [T T T NN SO TR T I T 100 [T T N NN S TR NN T N
10— | T 10— T T
00| F st s E
2lg 5F 3 Reg 5 _—{ 4
m(g F K] F
“”.340 0 E I { L { ; L&o 0 E L I I { T
g2 Ot 1 SN SR I T ¥
_5 -_I | 1 1 1 | 1 1 1 I 1 1 - _5 -_I ‘ Il 1 ‘ 1 1 Il ‘ 1 (—
04 0.6 0.8 1.0 0.4 0.6 0.8 1.0
MVA score MVA score

Figure 6.8: The postfit MVA score distribution of the Genuine and Mis-ID categories in the
ThTh, decay channel. The plots are inclusive in 73, decay modes. The
distributions of the best fit signal are overlaid. The lower panel shows data
minus background over background uncertainty. The red curve in the lower
panel is derived by dividing the signal by the background uncertainty [2].

6.8 ¢@¢p distribution in MVA score bins

To exploit the CP sensitivity, the ¢cp distribution in each decay channel is analyzed in
bins of the MVA score, because higher MVA scores exhibit larger signal-to-background
ratios. These ¢¢p distributions are used to fit to data.

The background distribution estimates, known as background templates, have large
fluctuations which can reduce the CP sensitivity. These fluctuations are reduced with
the following techniques. Background templates including two genuine taus are known
to have flat ¢¢p distribution at the generator-level (see for example the Drell-Yan
distribution in Fig. 2.5). In the neutral-pion and combined methods, the detector effects
do not change the shape of these distributions. Therefore, when these two methods are
used, we flattened these templates by merging all ¢¢p bins. The jet — 75, background
templates are non-flat in all decay channels for kinematic reasons. However, since these
templates are symmetric around ¢ep = 180°, we “symmetrized” theses templates by
averaging bins with equal distance to ¢pcp = 180°. Other backgrounds, such as p — 7,
are also flat and hence flattened. In the channels where the impact parameter and
polarimetric methods are used, the detector smearing effects on the PV are correlated
with the ¢cp variable, leading to a deficit of events around ¢ep = 180° and an excess
about ¢cp = 0° or 360° [47]. These templates, however, remain symmetric around

¢cp = 180° and are therefore symmetrized. The signal templates (CP-even, CP-
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odd, and maximum mixing) are also symmetrized around the peak of their sinusoidal
distribution.

Fig. 6.9 displays the ¢¢p distribution of the data and the postfit background tem-
plates in bins of MVA score for the pp and pm channels. The signal distribution for a
pure CP-odd coupling (shown with “PS”, meaning pseudoscalar) and for the best fit are
overlaid. The effect of flattening (symmetrizing) the di-tau background in the pp (um)
channel is visible in the figure. In addition, a 180° phase shift can be seen in the signal
¢cp distribution when comparing the um and pp channels. The reasons for this phase
shift is the sign flip of the 7-spin analyzing power in the decay channels containing e or
1, as mentioned in section 2.3.2. The figure also demonstrates the effectiveness of the
MVA in assigning large MVA scores to the signal events and low scores to the back-

grounds. The ¢¢p distributions for other decay channels can be found in the published
paper [2].

6.9 Systematic uncertainties
The systematic uncertainties included in this analysis are divided into two types:
¢ normalization uncertainties: affect only the normalization of a distribution.

e shape uncertainties: can change the shape of a distribution via correlated

changes across bins.

The uncertainties are incorporated into the final fit as nuisance parameters, which are
variables that affect the measured value but are not, per se, of interest. A nuisance
parameter is allowed to float in the fit and is usually constrained by a function added
to the likelihood which penalizes deviations from its nominal expectation.

The systematic uncertainties included in this analysis are briefly explained below

while a more detailed explanation can be found in [2].

6.9.1 Normalization uncertainties

The uncertainty in the muon and electron reconstruction efficiencies are 1% and 2%,
respectively. A 2% uncertainty is added separately for muons and electrons to account
for their trigger efficiency. The uncertainty in the integrated luminosity varies between
2.3 to 2.5% depending on the data-taking year [117-119|. The extracted uncertainty for
the cross section of tf, W-jets, and Z+jets are respectively 4%, 4%, and 2%. A com-
bined uncertainty of 5% is estimated for the single-top quark and diboson production

processes using CMS measurements [120, 121].
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Figure 6.9: The ¢cp distribution in the pp (top) and pm (bottom) channels in bins of MVA
score. The CP-odd (shown with “PS”, standing for pseudoscalar) and best fit
signal distributions are overlaid. The lower panel shows data minus background
over background uncertainty along with the pseudoscalar and best fit signals
over the background uncertainty [2].
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Using the values recommended in Ref. [34], the Higgs boson production cross section
and its di-tau decay branching fraction are added to the normalization uncertainties.
Separate uncertainties are included to account for the following misidentification rates:
€ — Tp In TRy, € — T in TeTh, and p — 73, in 7,7,. In the 77, channel where b-
jets are vetoed, 1-9% uncertainty is considered for the ¢¢ and diboson event yields due
to b-jet tagging scale factor. The uncertainty for 75, identification efficiency against
muons and electrons using DNN is set to 3%. The uncertainty of secondary vertex
3prazi,pr

(SV) reconstruction efficiency in the aj channel is 2%. An uncertainty is added

for the correction of the Syp in the e, p, and 7 decays.

6.9.2 Shape uncertainties

The muon energy scale uncertainty ranges between 0.4 and 2.7% depending on the
muon 7, while the electron energy scale uncertainty is less than 1%. The (statistically
dominated) uncertainty of the 7, identification and reconstruction efficiency as well
as its trigger efficiency are measured as a function of the pr and MVA decay mode,
as explained in section 6.6. The e — 73, and p — 75, misidentification energy scale
uncertainties are included. The uncertainties on jet energy scale, jet energy resolution,
and 75, energy scale are also incorporated. Fake factors, Fp, are measured as a function
of different parameters such as pp. A function is then fitted to the Fp values, where
the uncertainty of the fit is included as a shape uncertainty (the procedure is simi-
lar to the method described in Ref. [28]). In the 2016-2017 data-taking periods, the
forward endcap region (2.5 < |n| < 3.0) showed an inefficiency due to a timing issue
in the Level-1 trigger; a specific uncertainty is added to cover this issue. The shape
uncertainties also include parton showering as well as renormalization and factorization
scales uncertainties for the signal samples. Statistical fluctuations of the templates are
included using the “Barlow-Beeston” method [122, 123] which provides one nuisance
parameter per bin. The bin-by-bin uncertainties of the flattened bins are all fully cor-
related while in the symmetrized bins, only bin pairs that are used for symmetrization
are fully correlated. The uncertainties of hadronic recoil resolution and response, jet
energy resolution and scale, as well as unclustered energy are all propagated to ﬁfnigs

and included as shape uncertainties.
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6.10 Results

The mixing angle a’"7 is derived using a simultaneous fit to the data with a likelihood

of the form

Neategories Npin Nyuisance
L, a0 = ] Hp(ni,j S (L, ﬁ,aHTT,§)+BZ-,j(§)) x [ Cuml).
7 4 m
(6.2)

The signal S; ;(L, ji, "™, 5) =L /fiyj (5, ™) is derived by multiplying the inte-
grated luminosity £ by the signal strength modifiers i = (pggm, ftqqr) and the signal
acceptance ffm in bin ¢ category j. The Poisson distribution P calculates the probabil-
ity of observing n; ; given the sum of the signal S; ; and background B; ; expectations.
The signal strength modifiers ji = (pggr, pgqrr), defined as the multiplication of the
Higgs cross section and H — 777~ branching fraction with respect to the SM pre-
diction, modify the ggH and qqH processes as free parameters in the fit, where qqH
combines VBF and VH processes. The qqH and ggH processes can be distinguished in
the fit because the VBF distribution is more pushed towards the higher MVA scores
in the signal category (due to its distinctive topology) while the ggH process has a
broader MVA score distribution.

The systematic uncertainties are incorporated as nuisance parameters ¢ which are
constrained via C,, functions. A log-normal (Gaussian) distribution is assumed and
included in the constraint term C, for the normalization (shape) uncertainties. The
inputs to the likelihood for the signal category are the ¢¢p distributions in bins of
MVA score while for the background categories, the inputs are the MVA score distri-
bution (compare Figs. 6.9 and 6.8). Adding background categories to the likelihood
helps to further constrain the background contribution and the associated systematic

uncertainties. To compute confidence intervals, a negative log-likelihood is defined as

—2AIL(afT) = —2 <ln (L(aH”)) ~In (L(a{){egﬁt))), (6.3)

where the values —2AIn L = 1.00, 4.02, and 8.81 correspond to 68.3, 95.5, and 99.7%
confidence levels (CL).

6.10.1 Measured value of aff™™

Fig. 6.10 shows the observed and expected negative log-likelihood scan of the o™ for
the combination of the 7.7, 7,7, and 75,73, channels. The observed (expected) value

for the af’™" is found to be —1419° (04 21°) at 1o CL which excludes a pure CP-odd

HrTt c

H7t coupling at 3.00 (2.60) CL. The uncertainty of the observed value of « an
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be decomposed into statistical, experimental systematic, bin-by-bin, and theoretical

uncertainties:
o™ = (=14 19 stat + 1syst + 2 (bin-by-bin) + 1 (theory))°. (6.4)

The result is fully statistically dominated and compatible with the SM prediction within
experimental uncertainties. The subdominant uncertainty is the bin-by-bin uncertainty
corresponding to the fluctuation of the background templates. Since most of the tem-
plates are data-driven, the limiting factor for the bin-by-bin uncertainty is the size of
the data used for producing the templates. The next dominant uncertainties are the

T, trigger efficiency, theory uncertainties, and 73, energy scale.

CMS 137 fb~! (13 TeV
Q ]_2 B T T T I T T T | T T T I T T T i
o — Observed: &7 = —1+£19°(68.3% CL) .
5 10 Expected: &Hf7 = 0+£21°(683%CL) -
| L 99,7 o |
8 ]
6 B
: 95 ()() :
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o[
[68.3% N
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—-90 —45 0

o177 (degrees)

Figure 6.10: The negative log-likelihood scan of the mixing angle a®"7 [2]. See the text for
more information.

The best fit values for the signal strength modifiers are pgop = 0.59f8:§§ and
fgqH = 1.39f8:2§ which have a p = —0.76 correlation coefficient. The reason for
the large anti-correlation is that the analysis is not optimized to distinguish these
production processes.

The sensitivities of the 7,7, 7,7, and 7.7, channels are 1.80, 1.50 and 1.0c,
respectively. The most sensitive modes are up, pp and wp with 1.20, 1.10, and 1.00,
respectively.

In the Kk, and Rk, parameterization, a 2D NLL scan is performed while keeping other
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Yukawa couplings equal to their SM value (see Fig. 6.11). In the 2D case, the 68.3,
95.5, and 99.7% CLs correspond to —2A1In Lop = 2.30, 6.20, and 11.62, respectively.
This analysis is sensitive only to the ratio of the signs of the x, and &, couplings (rather

than individual signs) and hence there are two global minima for the NLL.

CMS 137 b~ ! (13 TeV)
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Figure 6.11: The negative 2D log-likelihood scan of the k., and &, Yukawa couplings, while
other kappas are set to the SM value [2].

A separate fit is performed to the data by assuming piggm = jtgqm = #t, in which p
is defined as the total signal strength modifier which scales the multiplication of the
total Higgs production cross section and the H — 717~ branching fraction divided
by the SM value. The 2D NLL scan of a7 and y is shown in Fig. 6.12. No strong

correlation is seen between the two parameters.

The compatibility of the data with a CP-even coupling can be seen more clearly in
Fig. 6.13, which displays the weighted ¢cp distributions of the four most CP-sensitive
decay channels, namely pp, wp, up, and ep. The ¢¢ep distributions of the MVA score
bins belonging to these decay channels are combined, with each distribution weighted
as explained below. (See Fig. 6.9 for examples of ¢cp distributions in the MVA score
bins.) The data is weighted after the background is subtracted and the uncertainty
on the subtracted background is calculated and displayed in Fig. 6.13. The weights
are calculated separately for each MVA score bin and used in order to provide a clear

visual contrast between CP scenarios. The definition of the weight for the MVA score
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Figure 6.12: The negative 2D log-likelihood scan of the mixing angle a7 and signal
strength modifier . No strong correlation is seen [2].
bin j is
Wi Ay x (6.5)
J — 1 S] + BJu .

where S; and B; are the number of signal and background events in the MVA score bin,
respectively, while A; shows an average asymmetry between the CP-even and CP-odd

scenarios. The A; is defined as

| [CPSn _ epoidi)
Aj - ijins Z C,P;aven,j +C'P;-)dd’j ) (6_6)

i
where CP?"en’j and CP?dd’j represent the expected number of CP-even and CP-odd
events in the ¢¢p bin i of the MVA score bin j, respectively, while NV }’ins is the number
of ¢ep bins in the MVA score bin j.

Adding A; to the standard S;/(S; + B;) weight when combining the distributions
is important to maximize the separation between the CP-even and CP-odd distribu-
tions in Fig. 6.13. As can be seen from Eq. 2.17, the signal (S;) includes a constant
term, insensitive to the CP nature of the Higgs-tau coupling, and a cosine term with
an amplitude which determines the separation between the CP-even and CP-odd dis-
tributions. This amplitude varies with the H — 777~ decay channels and therefore,

a larger S; in a decay channel does not necessarily imply a larger separation in that
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channel. In contrast, A; directly reflects the separation for each decay channel and
each MVA score bin.

As an example of calculating W}, in the pp decay channel shown in Fig. 6.9 (top),
the MVA score bin j=(0.9,1.0) includes 10 ¢¢p bins, i.e. ijins = 10. The CP-odd
distribution is overlaid on the histogram and shown with a blue curve; CP?dd’j is the
value at bin 4 of this distribution. The values of Cvaen’j are extracted similarly. The
CP-even distribution is not shown in the figure but it is very similar to the “best fit”
distribution shown in a red curve, given that the result of this measurement was found
to be SM-like. The S; and B; can be extracted by integrating over the signal (dark

blue) and background (other colours) contributions to the histogram, respectively.
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Figure 6.13: Weighted ¢¢cp distributions of the background-subtracted data and the
predictions of the CP-even (red) and CP-odd (blue) distributions displayed for
the most CP-sensitive decay channels, i.e. pp, mp, up, and ep. The uncertainty
of the background is shown in grey. The best fit value of the signal strength is
used for calculating the yield of the predicted CP distributions. For the reason
described in section 2.3.2, when combining the decay channels, a 180° phase
shift is applied to the decay channels with e or p in the final state. The data
favours the CP-even scenario [2]. More information on how the figure is
produced can be found in text.

Due to statistical fluctuations, the amplitude and phase of the sinusoidal ¢¢p distri-
bution of the data may not perfectly match those of the simulated events. In general, a
larger (smaller) amplitude shows more (less) sensitivity in discriminating CP scenarios

Hrr

and less (more) uncertainty for 7. The final uncertainty of a is derived from the

likelihood function which receives contributions from the ¢¢p distributions of all MVA
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score bins. As mentioned earlier, the observed and expected uncertainties of a7 were

found to be 19° and 21°, respectively, meaning that a greater contribution was received
from the MVA score bins in which the amplitude is larger in data than in simulated
events. The difference in the amplitudes of the data and simulated events might be
noticed? in Fig. 6.13.

2Since the observed and expected uncertainties are comparable, the amplitude difference is hardly
noticable by eye. The reader can find a larger amplitude difference in a similar plot in Ref. [125], the
preliminary version of this analysis (in which the 7.7, decay channel was not included). The observed
(expected) uncertainty in that analysis was found to be 17° (23°).
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Chapter 7
The high granularity calorimeter

The LHC will increase luminosity in the next upgrade known as the high-luminosity
LHC (HL-LHC) [126], which leads to a higher amount of radiation in the detector,
especially in the forward region. Therefore, the current endcap ECAL and HCAL
calorimeters need to be replaced with a radiation-tolerant detector. The proposed
detector is called the high granularity calorimeter (HGCal) [127], which not only can
sustain the harsh radiation environment, but also is highly granular to be able to
distinguish the large number of particles produced in the forward region. In addition,
the Level-1 Trigger (L1T) will be upgraded in order to accommodate dedicated devices
and algorithms for handling the increased number of particles in the detector and
identifying interesting physics processes.

Using the HGCal detector can enhance several physics analyses, in particular the
Higgs boson analyses. The H — 7 decay channel, thanks to its clean signal in the
detector, was one of the most important channels in the Higgs boson discovery and
has been one of the best channels for measuring the properties of this particle. With
the HGCal detector in the forward region, the efficiency of this analysis increases by
12% as the photons in the 2.5 < |n| < 3.0 region will be included. Additionally, since
the high granularity of this detector allows a precise measurement of jet properties,
the VBF and ggH processes can be well discriminated. Another interesting channel is
H — 777~ as it provides the best direct sensitivity to the Yukawa couplings between
the Higgs boson and leptons. A leading variable for distinguishing this process from
Z — 7717 background is the visible mass of di-tau, of which resolution depends on
a precise reconstruction of jets. Due to the HGCal high precision in reconstructing
jets, the resolution of this mass variable was shown to be similar in Run-2 and the
HL-LHC despite the high pile-up conditions of the HL-LHC. In addition, a study of
the di-Higgs production in the bb77 decay channel showed that the larger acceptance
region provided by the HGCal improves the VBF and ggH processes in the signal region
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by 10-15% and 4-8%, respectively [127].

In this chapter, after describing the HL-LHC, the upgrade plan of CMS for the HL-
LHC era is briefly discussed while the HGCal detector is more elaborated on. After
that, the architecture of the proposed L1T upgrade is explained with a focus on the
role of the HGCal trigger primitives generator (TPG). This is followed by presenting
the algorithm I developed to improve jet identification and reconstruction with trigger
towers. Finally, the position and energy resolutions of jets with the new algorithm are

compared with the previous algorithm.

7.1 The high-luminosity LHC

The LHC running periods were briefly described in section 3.1. The integrated luminos-
ity of the data collected by CMS so far is plotted as a function of time in Fig. 7.1. The
Run-1 of the LHC (2010-12), which lead to the discovery of the Higgs boson, provided
~6 fb~! integrated luminosity during 2010-11 at a centre-of-mass energy of \/s = 7 TeV
and ~23 tb~! in 2012 at /s = 8 TeV. The Run-2 of the LHC (2015-18) operated at
/s = 13 TeV and collected a further ~164 fb=! integrated luminosity®. Thus, the total
integrated luminosity collected by the LHC to date is ~193 fb~!. The instantaneous

25~! which is 1.7 times

luminosity during Run-2 reached a maximum of 1.7 x 103 cm™
the LHC design luminosity.

By the end of the Run-3, which is planned to operate during 2022-25, the total
integrated luminosity of the LHC is expected to reach 450 fb~!. Afterwards, the
LHC will be upgraded to the HL-LHC, during which the instantaneous luminosity
will be 5 to 7 x 103 ecm™2s~!. The total integrated luminosity collected by the LHC
machine will reach 3000 to 4000 fb~! by the end of the HL-LHC (late-2030s). Fig. 7.2
shows the schedule for the LHC and HL-LHC programs, a.k.a. the Phase-1 and Phase-2

of the LHC, respectively.

7.2 Phase-2 CMS upgrade

In the HL-LHC, the average number of simultaneous pp collisions per bunch crossing,
known as pile-up, will be 140 while it can be as high as 200 when operating at the
maximum capacity [65]. Several changes to the CMS detector are considered for the
Phase-2 upgrade [130] in order to maintain (or even improve) the physics performance

of the detector in the high pile-up condition. These changes are summarized below:

!The collected data is not 100% efficient for physics analysis. That’s why only 137 fb~! integrated
luminosity from Run-2 was available for the Higgs CP analysis explained in chapter 6.
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Figure 7.1: The integrated luminosity collected by CMS as a function of time [128].
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e Tracker: The tracker will be fully replaced by a new tracker which is more

radiation-tolerant and more granular. It also covers a larger acceptance range
and has less material budget. Moreover, the new tracker is designed to allow

track information in the L1T.

Calorimeters: The electronics of the EB need to be fully replaced to meet the
L1T requirement. The ECAL crystals in the EB do not need to be replaced as
the low-7 region suffers less from radiation. For instance, the expected radiation
damage to the ECAL crystals located in the highest-n region of the EB after
3000 fb~! is equal to parts of ECAL crystals in the EE after 30 fb—!. In the HB,
a subset of scintillator tiles will be replaced with more radiation-tolerant ones.
In contrast, both ECAL and HCAL endcap calorimeters will be replaced with
the HGCal, which allows for precise position, energy, and time measurement of

showers thanks to its high transverse and longitudinal granularity.

Muon system: The forward region will be equipped with additional muon sub-
systems, namely Gas Electron Multipliers (GEM) and improved RPCs (iRPC),
to increase redundancy, improve muon reconstruction, and enhance trigger per-
formance. In order to take advantage of the extended coverage of the tracker,
the GEM subsystem extends the pseudorapidity coverage of the muon system to
n~3.

MIP timing detector: A new detector, called MIP timing detector (MTD) [131],
will be installed between the tracker and calorimeters to precisely measure the
timing information of minimum ionizing particles (MIPs) in the barrel and end-
caps. The MTD can significantly impact the CMS physics program in the HL-

> 1miss

LHC by allowing several improvements such as in vertex identification and pg

reconstruction through pile-up rejection.

Trigger and data acquisition: The latency of the L1T at Phase-2 will increase
to 12.5 ps and the maximum event selection rate will increase to 750 kHz. There-
fore, the trigger and the data acquisition will be upgraded to accommodate more

complex algorithms and handle the higher data rate.

7.3 The high granularity calorimeter

7.3.1 Essential features

The endcap calorimeters will be replaced in the HL-LHC with a radiation-tolerant

detector, namely the HGCal, due to the ten-fold increase in the luminosity. The existing
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calorimeters in the endcaps (i.e. PbWOQOy crystals in the EE and sampling calorimeters
based on plastic scintillators in the HE, as described in chapter 3) are designed for a
maximum integrated luminosity of 500 fb~!, beyond which the physics performance
degrades significantly.

Fig. 7.3 shows the level of ionizing radiation accumulated in the HGCal after
3000 fb~! integrated luminosity. The dose will be as high as 2 MGy and the flu-
ence will reach 10%0 neq/cm?, where neq/cm? indicates the number of 1 MeV equivalent
neutrons per square centimeter. R&D studies have shown [127] that silicon sensors are
capable of retaining sufficient charge collection after a fluence of 1.5 x 101® neq/cm?,
50% higher than the maximum fluence after 3000 fb=!. Therefore, silicon sensors are
used as active material in the front section of the HGCal, which is more exposed to
radiation. In order to minimize the level of electronic noise after such irradiation, the
sensors are kept at a low temperature of —30°C. In the rear section of the HGCal, which
is less exposed to radiation, plastic scintillator tiles are used with silicon photomulti-
pliers (SiPM) as readout. Likewise, the SiPMs operate optimally at a low temperature
and hence the temperature of the whole HGCal is kept at —30°C.

CMS p-p collisions at 7 TeV per beam
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Figure 7.3: The absorbed dose of the HGCal after 3000 fb—! integrated luminosity for pp
collisions at a centre-of-mass energy of /s = 14 TeV [127].

The proposed HGCal design has several features which are essential to achieve the
physics goals of the HL-LHC. Due to the dense structure of the HGCal, the lateral
spread of particle showers is small in this detector. The central feature of the HGCal
is its high granularity (as is implied by its name), which is important for perform-
ing particle-flow algorithms and extracting features from showers. The longitudinal

granularity enables a great power of pattern recognition, pile-up discrimination, and
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electromagnetic energy measurement. The lateral granularity helps separate two nearby
showers, identify narrow jets, and minimize pile-up inclusion in energy measurement.
In addition, the HGCal allows for a precise timing measurement in the forward region,
which is crucial for pile-up mitigation. The detector can maintain energy resolution
even after full lifetime of the HL-LHC because of its radiation tolerance. Another
feature of the HGCal design is the ability to contribute to the L1T.

7.3.2 Design

A cross sectional view of the upper-half of the HGCal is shown in Fig. 7.4. This
detector covers the 1.52 < |n| < 3 region and includes an electromagnetic calorimeter
and a hadronic calorimeter, which are known as the CE-E and CE-H, respectively.

The CE-E is comprised of 28 silicon layers with a total thickness of 34 cm, a
radiation length of 26X, and an interaction length of 1.3 A\. The information from
every other layer of the CE-E (including the first layer) is used for triggering. The
silicon layers consist of smaller units, known as silicon modules, which are hexagonal
163 mm wide silicon sensors fabricated on 8 inch (8") wafers. The absorber for each
module consists of a base plate made of copper-tungsten alloy and a cooling plate made
of copper. Modules are chosen to be hexagonal to most efficiently use the wafer areas
which are initially produced in large circular shapes.

The CE-H includes 22 layers? with stainless steel absorber of thickness 35 mm in the
first 12 layers and of thickness 68 mm in the remaining 10 layers. The active material
in the inner (outer) region of the CE-H is silicon modules (plastic scintillator tiles).
Unlike the silicon modules, the plastic scintillators are projective to n—¢ plane. The
CE-H adds a further 8.5 interaction lengths (A) to the HGCal [132].

The silicon sensors are made in thicknesses of 300, 200 and 120 pm, with thinner
sensors used in regions with higher fluence. The 120 pm silicon modules are made up
of hexagonal sensor cells (SC) with 0.52 cm? area while SCs in the rest of the modules
have an area of 1.18 cm?. The former (latter) modules are called high density (low
density) modules. The cell size is driven by physics performance and the fact that the
cell capacitance needs to be within a manageable range. SCs are the most basic unit
of the HGCal silicon section.

As illustrated in Fig. 7.5, groups of nine (four) nearby SCs in the high (low) density
modules form trigger cells (TCs). TCs are ingredients for making trigger primitives
(defined in section 3.8.1) in the L1T. Both high and low density silicon modules have

2The design of the HGCal is still not finalized. Therefore, some of the numbers may not be the
same as in the HGCal technical desing report (TDR) [127] or in the final system. The numbers used
in this thesis correspond to the simulation geometry used for the results in this chapter.
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|

Figure 7.4: A cross sectional view of the upper-half of the HGCal in one of the endcaps.
The CE-E and CE-H sections are separated by the orange dotted line. The
CE-E and CE-H consist of 28 and 22 layers, respectively, interleaved with
absorber layers. The active material in the CE-E is silicon sensors (green). In
the CE-H, silicon sensors (green) are only used in the regions with higher level
of radiation while in the low-radiation regions plastic scintillators (dark blue)
are used as the active material. The neutron moderator layer (light blue) is

located closer to the pp interaction point compared to the CE-E and CE-H
sections [132].

f-—-------=-=----




110 Chapter 7. The high granularity calorimeter

48 TCs, apart from non-hexagonal partial modules found in space-constrained regions
such as the edges of the HGCal. Likewise, TCs in the scintillator section are defined

as groups of scintillating tiles, as described in section 7.5.

Figure 7.5: A low (left) and a high (right) density silicon module. The size of both types of
modules are the same (163 mm wide) and both have 48 trigger cells. Trigger
cells are made of four (nine) sensor cells in the low (high) density modules and
are shown with different colours [127].

7.4 Phase-2 L1T upgrade

The unprecedented high instantaneous luminosity and hence pile-up in the HL-LHC
calls for a major upgrade in the L1T architecture in order to retain signal selection
efficiency and enhance new physics signature identification. In the CMS Phase-2, the
maximum rate of the L1T will increase from 100 to 750 kHz. The L1T latency will rise
from 3.8 to 12.5 ps in order to handle the rate increase and to allow the inclusion of the
tracker and HGCal information. Furthermore, a longer latency enables more complex
algorithms, such as particle-flow reconstruction techniques, to be performed.

To achieve these goals, the design of the Phase-2 L1T utilizes cutting-edge tech-
nology. State-of-the-art field-programmable gate array (FPGA) devices are extensively
used for processing (identifying, reconstructing, etc.) trigger objects with the high
granularity information of the HGCal taken as input. Additionally, high-speed optical
links enable aggregating data from the entire detector into the same processing board,
which allows for reconstructing global quantities such as ﬁr}niss and selecting certain
topologies such as two jets with a large pseudorapidity difference in the VBF Higgs
production mode. Furthermore, a flexible and modular architecture is implemented
in the proposed L1T design to allow later reconfiguration depending on the HL-LHC

running conditions.
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Fig. 7.6 displays a diagram of the dataflow and architecture of the CMS Phase-2
L1T. There are two key changes compared to the Phase-1 L1T: (i) using the tracker
information for the first time in the L1T and (ii) introducing the Correlator Trigger,
which employs particle-flow techniques by including the calorimeter, muon and tracker

information.

Calorimeter trigger Muon trigger Track trigger
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Figure 7.6: The dataflow of the Phase-2 CMS Level-1 trigger. The HGCal is near the top
left corner [133].

There are four triggering paths in the architecture: calorimetry, muon systems,
tracking, and particle-flow techniques, where the first three use the information of the
detectors individually while the last one takes advantage of combining them. With this
strategy, complementary types of trigger objects can be generated to achieve optimal
flexibility in identifying various physics signatures in the detector as well as allowing
efficiency determination from orthogonal triggers. The final decision is made in the
Global Trigger (GT), which receives inputs from the Global Calorimeter Trigger (GCT),
Global Muon Trigger (GMT), Global Track Trigger (GTT), and Correlator Trigger
(CT), corresponding to the four triggering paths, respectively. These sections of the
L1T, which utilize trigger primitives (TPs) for making a trigger decision, are sometimes
referred to as the central L17T. This is contrasted with the TP generators (TPG) which
generate TPs for the use of the central L1T. (See section 3.8 for more information on
TPs.) Further information on the Phase-2 L1T can be found in its dedicated TDR [133].



112 Chapter 7. The high granularity calorimeter

In the remainder of this chapter, the focus will be on the role of the HGCal in the
calorimetry triggering path.

7.5 The HGCal in the calorimetry triggering path

This section describes how the HGCal contributes to the L1T based on the calorimetry
triggering path.

7.5.1 The HGCal trigger primitive generator

On-detector (a.k.a Front-end, or FE for short) electronic systems process signals from
particles hitting the HGCal and prepare them for the L1T. The prepared data are then
sent to off-detector (a.k.a Back-end, or BE for short) electronic systems for further
processing. In the BE, the data is processed in the HGCal trigger primitive generator
(HGCal TPG), which generates TPs for the central L1T, as the name suggests. The
TPs generated by the HGCal TPG are duplicated and a copy is sent to each of the
GCT and CT to perform L1T algorithms. The TPs processed in the CT are very briefly
discussed while those processed in the GCT are the main focus of this chapter.

The basic ingredients for the HGCal TPG are TCs, which are defined differently in
the silicon and scintillator sections. In the silicon section, a TC is a group of hexagonal
SCs (as shown in Fig. 7.5) with a combined granularity of approximately 4 cm?. In
contrast, a TC in the scintillator section is a group of scintillating tiles with a combined
azimuthal (¢) angle of 2.5 degrees corresponding to a side of about 4 to 10 cm in ¢ and
with a similar size in r, where r is the distance to the beam axis.

Due to bandwidth limitation, not all TCs can be sent to the HGCal TPG and,
instead, only those above a certain pr threshold are sent. To have a more realistic
estimate of the total deposited energy, the sum of the energy of all TCs in each module,
called a module sum, is also sent to the HGCal TPG. The number of TCs in a silicon
module is 48 (apart from partial modules) and a comparable number of TCs exist in a
scintillator module.

Data from the FE to the BE are sent using the IpGBT [134] (low power GigaBit
Transceiver) link protocols which are connected to the HGCal modules. The connec-
tions are arranged such that the data load is (on average) spread evenly among IpGBTs.
Therefore, the data of modules which tend to see more particles, such as those closer
to the pp interaction region, may be sent via multiple [IpGBTs while the data of several

modules far from the interaction region could be sent through a single IpGBT.

There are two sets of data sent from the HGCal TPG to the central L1T:
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e TC cluster information: The energy of TCs from all modules across the HGCal
detector are projected to make a 2D histogram in the r/z—¢ plane. The histogram
is then smoothed to reduce fluctuations, after which local maxima above certain
threshold are found and considered as seeds for clustering. TCs are attached to
the nearest seed if they are within a layer-dependent distance to the seed in the
x/z—y/z plane. After that, a cluster is reconstructed from its attached TCs. The
properties of the clusters, such as their position, energy, shape, and substructure,

are sent to the central L1T.

e Trigger tower information: The HGCal TPG sends the information of a fixed
number of trigger towers (TTs) to the central L1T. (TTs are defined in sec-
tion 3.8.1.) To construct TTs, the energy deposited in each module (module
sum) is assigned to the TT located at the same n—¢ position as the module.
Since most of the modules overlap with several T'Ts, assigning a module sum to
only one of the overlapping TTs may not accurately reflect the true distribution
of energy. Therefore, each module sum can be split over multiple overlapping

towers according to the method described in section 7.6.

The dimension of TTs in the n—¢ plane is 0.087 x 0.087 both for the barrel and
endcap regions, which means that compared to the L1T in the Phase-1 CMS, a
finer n dimension is used for the TTs in the endcaps in order to take advantage
of the fine granularity of the HGCal. The HGCal TPG sends the total energy
deposited in the TTs to the central L1T. In addition, the fraction of energy
deposited in the CE-E for each TT is sent to the central L1T in order to help

discriminate between /e and hadrons.

7.5.2 The two-stage system of the HGCal TPG

Data from each endcap of the HGCal are processed separately in the HGCal TPG,
which is designed based on a two-stage system (as illustrated in Fig. 7.7). The first
stage, known as the Stage-1, includes processing the data received from the FE, such as
sorting, calibrating and repacking. The Stage-1 includes three groups of 14 electronic
boards with each group processing data sent from one third of an endcap, i.e. a A¢p =
120° sector. Each board contains one FPGA which processes about 2.4% (=~ 1/(3x14))
of one endcap. The data processed in the Stage-1 are subsequently sent to the Stage-2
boards in a time multiplexing fashion.

In the Stage-2, there are 18 boards per 120° region, each containing one FPGA. For
each bunch crossing, the data of a 120° sector, which are spread among the 14 Stage-1

FPGAs, are subsequently merged in one of the 18 Stage-2 FPGAs allowing for a full
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Figure 7.7: The two-stage system of the HGCal TPG. The information of the TCs close to
the border of a 120° sector is copied and sent to two Stage-2 FPGAs, the one
corresponding to the nominal region and the adjacent one.

process of a 120° region. Therefore, each Stage-2 FPGA processes one bunch crossing
in a time interval of 18 bunch crossings (18 x 25 ns = 450 ns) while the other Stage-2
FPGAs are processing other bunch crossings in parallel. As a result, 18 consecutive
bunch crossings are being processed at the same time in the Stage-2 FPGAs.
Particles passing close to the border of a 120° sector can have their energy partially
transferred to the adjacent sector. To ensure that the clusters of such particles can
be fully reconstructed in the Stage-2, the information of TCs close to the border is
duplicated and sent to the FPGA handling the adjacent sector. Since no clustering
is performed with the TTs in the HGCal TPG, the information of TTs are not dupli-
cated. Compared to the Stage-1, the Stage-2 performs higher-level algorithms such as

clustering TCs, as explained in section 7.5.1.

7.6 Assigning module sums to trigger towers

7.6.1 Introduction

As mentioned earlier, T'Ts in the endcaps are constructed using the energy deposited
in modules, known as module sums. The initial plan was to assign each module sum

to one trigger tower with the same position as the module, where the module position



7.6. Assigning module sums to trigger towers 115

could be defined as the average of the module’s sensor cell (SC) positions. One could,
instead, split the energy of module sums over multiple towers overlapping with the

module for the following reasons:

e Modules can overlap with many towers, as demonstrated in Fig. 7.8. Summing all
of the energies deposited anywhere in a module and assigning it to the centre of
the module would distort energy distributions. Splitting the energy over multiple

towers mitigates the distortion effect.

e Assigning to a single tower means more than 20 towers in a 120° region would
receive no module sums from any modules in any layers. This means that these
towers are not at the centre of any modules. As a result, regardless of the di-
rection and energy of particles, these towers have always zero deposited energy.
After dividing module sums (as discussed below) and splitting them over their

overlapping towers, all towers receive energy from at least one module.
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Figure 7.8: A histogram showing the number of towers a module overlaps with. Here, a
module is said to overlap with a tower, if the tower covers at least one sensor
cell of the module.

Therefore, it was decided to split the module sums. A tower which overlaps with a
module should receive a share of the module sum proportional to the overlapping area
in the x—y plane rather than the n—¢ plane. The reason is that module sums are made
from summing the energy deposited in their SCs and the SCs are evenly distributed
in the x—y plane. In addition, since FPGAs efficiently perform number operations in
binary integers, dividing module sums by 2", where n is a positive integer, is extremely
fast and hence preferable. The n=0 case corresponds to the previous plan where a
module sum is only assigned to one tower while larger values of n allow finer splitting,

but require more resources as more towers receive energy shares. After investigating
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the resource limitations, n=3 and n=4 were chosen and fixed for silicon and scintillator
modules, respectively. Therefore, a silicon (scintillator) module sum is firstly divided
by 8 (16) and then multiples of the fraction are assigned to the overlapping towers

proportional to their area. In other words, a tower ¢ overlapping with a module receives

a share
w; = i (7.1)
T 2n .
of the module sum such that
Yiw; =1, and
(7.2)
k;, € 7>0

To find the optimized w; values for a module, the ratio of the overlapping area of
towers and the module to the full area of the module is needed. Sections 7.6.2 and 7.6.3
describe how to estimate the relative overlapping area and how to assign a share (w;)

of the module sum to the overlapping tower.

7.6.2 Silicon modules

Fig. 7.9 depicts how a silicon module sum is split over trigger towers proportional
to their overlapping area. Due to the hexagonal shape of silicon modules and the
distorted shape of towers in the z—y plane, estimating the relative overlapping area is
challenging. Several methods were considered for estimating the relative area, such as
using an analytical calculation, Monte Carlo integration with a pseudorandom number
generator, and counting the relative number of sensor cells. The method of counting the
relative number of sensor cells can estimate the relative area to a sufficiently accurate
extent and is reasonably fast and less prone to mistakes. Therefore, this method was
eventually chosen for silicon modules.

After the relative areas of the overlapping towers are estimated for a module, the
areas are modified (or, in other words, smoothed in the space of tower areas) by adding
a weighted average of the areas of the 24 nearby towers using a 5 x 5 kernel. This
modification breaks the possible degeneracy of the areas and therefore allows the opti-
mization algorithm to find a unique solution for splitting module sums. The resulting

areas a; are then normalized such that

After normalizing, the areas are sorted by their size aqy,as, ..., a;,, wWhere a; is the
largest.

The areas smaller than ag do not receive any share as the smallest share a tower
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Figure 7.9: An illustration of how one unit of energy which is deposited in a module is split
over the overlapping towers proportional to the overlapping area. The green
hexagon represents the module and the blue lines show tower borders. The
fraction of module sum each tower receives is shown in red. The figure is just
for illustration and does not show a real module-tower overlap.

can get is 1/8; therefore towers with smaller relative areas are discarded®. Then the

optimized w; values are found by minimizing a loss function defined as
L =%(w; — a;)?. (7.4)

The optimized w; values are then used for splitting module sums over the modules’
overlapping towers. Fig. 7.10 shows, as an example, the result of this optimization for

a silicon module.

7.6.3 Scintillator modules

Since scintillator modules are projective in the n—¢ plane, finding the optimized w;
values is more straightforward. Each scintillator module covers A¢=10° which is twice
the size of towers in ¢ and since there is no offset in ¢ between towers and scintillator
modules, one of the two ¢ borders of a tower is aligned with a module border and the
other divides the module in half (see Fig. 7.11). However, module borders in 1 are not
necessarily aligned with tower borders and they can cover different numbers of towers.
Within A¢=10° module borders, exactly two modules exist, which are called u0 and

ul. The 7 range of these modules for different layers is shown in Fig. 7.12. The 7 range

3Note that m can be smaller than or equal to eight, in which case no towers are discarded in this
step.
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Figure 7.10: An example of splitting a module sum over the overlapping towers. The top
figure shows the position of the module SCs in the n—¢ plane with tower
borders overlapped. The SCs of this module overlap with four towers. The
bottom-left figure is a histogram of the number of SCs in each tower. The
number of SCs can be used to estimate the ratio of the overlapping area to the
module area. The 5 x 5 kernel for smoothing the areas (mentioned in the text)
is applied on the histogram in the bottom-left figure. The bottom-right figure
shows the share of the module sum given to each of the towers to minimize the
loss function defined in Eq. 7.4. One of the four overlapping towers does not
receive any share.
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of u0 and ul modules in each layer is estimated by assuming that their trigger cells are

evenly spread across the modules.

Figure 7.11: An illustration of the position of scintillator modules with respect to towers.
Tower borders are shown in orange while the borders of the modules are
shown in blue. There are exactly two modules, namely u0 and ul, in a
A¢p=10° sector. Tower borders in ¢ are either aligned with the module
borders or divide the modules in half. The module borders in 7 are irregular.
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Figure 7.12: The 7 range of u0 and ul scintillator modules in different layers and the
module sum share each overlapping tower receives. The shares are 8 x w; for
towers in a A¢p=>5° interval. The horizontal lines show tower borders in 7.

Since the pattern of modules in a A¢p=10° interval is repeated across ¢, the opti-
mized w; values are derived for only one A¢=10° interval, separately for the u0 and ul
modules and for all layers. As mentioned earlier, scintillator module sums are divided
by 16. Since both u0 and ul modules are divided in half by tower borders in ¢, the
optimization problem reduces to firstly divide module sums in half and then divide
each half by 8 and split it over the towers in a A¢=>5° interval.

For each module, the relative area of each overlapping tower is calculated analyti-



120 Chapter 7. The high granularity calorimeter

cally. Fig. 7.13 shows a schematic of two towers, A and B, for which the relative area
is to be calculated. Both towers cover A¢p=>5° (the same as every tower) while tower A
(B) is bounded between R3 and Rs (Ry and Rp), where R is the distance to the beam
axis. Assuming the layer is located at a distance Z with respect to the pp interaction

point, n; corresponding to R; is derived using the relation between R, Z and 7

g = cosech(n), (7.5)

where cosech is hyperbolic cosecant, i.e. 1/sinh. This equation holds for both endcaps
but for simplicity the following calculation is derived for the endcap with > 0 and the
result of these calculation is applicable to the other endcap because of the symmetry

between the endcaps. The areas of A and B are derived as

2 2
A:Aqﬁ&—Ad)&,and
2 2 (7.6)
B=A¢ R—% — A¢ R—%
N 2 2
The relative areas are therefore
A R}—R}  cosech®(n3) — cosech®(n) (77)

B R3—R?  cosech®(1) — cosech?(n;)’

where Z is canceled out as it is equal for all towers in a layer.

pv'\:

Figure 7.13: A 3D view of the position of two towers, A and B, in a layer with distance 7Z
to the PV. The area of A relative to B is estimated analytically as described in
the text.
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Using Eq. 7.7, the relative areas for all pairs of towers are derivable and, conse-
quently, the relative areas aq, a9, ..., a,, defined in Eq. 7.3 can be calculated. The op-
timized w; values are subsequently derived by minimizing the loss function in Eq. 7.4.
The optimized w; values (multiplied by 8) are shown in Fig. 7.12 for towers overlapping
u0 and ul modules.* Towers which fully lie within a module have the same area in the
n—¢ plane; however, in the x—y plane, those located in lower 7 have larger areas and
therefore receive larger or equal shares compared to those in higher n. The n range

that scintillators cover varies with layer as can also be seen in Fig. 7.4.

7.7 Jet reconstruction performance

In this section the effect of splitting module sums on the position and energy resolutions
of hadronic jets is studied. Hereafter, the case where module sums are split over multiple
towers is referred to as the “splitting” case, as opposed to the “non-splitting” case which
describes the situation where a module sum is assigned to a single tower. A Higgs
boson sample with an average of 200 pile-up interactions is used for this study, where
the Higgs boson is produced via the VBF production mode and it subsequently decays
to hypothetical particles leaving no trace in the detector. The production and decay
of the Higgs boson are simulated using POWHEG and PYTHIA, respectively. Among the
hadronic jets produced in each event, the leading jet is used for the resolution study.

In the Phase-2 CMS, reconstructing jets with towers is performed with a 7 x 7
window of towers, which approximately corresponds to a cone size of 0.4 in the anti-kp
algorithm. So in this study, the tower towards which the true direction of the leading
jet is pointing is taken as the centre of the 7 x 7 window, where “true” means using
generator-level information. Events are discarded if the window partially or fully lies
outside the range of the HGCal towers.

Fig. 7.14 compares the Et distribution between the splitting and non-splitting cases
for an event in which the leading jet has a true E1=335 GeV transverse energy. In
the splitting case, the Et distribution of the leading jet is more spread, which is an
expected consequence of splitting module sums. The shape of the energy deposition is
more perceptible in the splitting case while in the non-splitting case, most of the energy
is concentrated in a single tower and a its structure is difficult to discern. The L1T
analyzes the shape of energy depositions for object identification; therefore, splitting
module sums should bring improvement to this area (to be confirmed by future L1T

studies).

“Note that these are w; values for a A¢=5° sector and hence sum up to 8/16 for each u0 or ul
module. These modules receive the same w; values for the other A¢=5° sector they cover, so the
values sum up to 16/16.
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Figure 7.14: Comparing the Er distribution between the splitting (left) and non-splitting
(right) cases for an event in which the true transverse energy of the leading jet
is Er=335 GeV. A red box is drawn around the tower towards which the true
direction of the leading jet is pointing; this direction is the same in both
figures as they display the same event.

The Et of the jets is reconstructed by summing the Ep of the towers within the
7 x 7 window. In Fig. 7.15, the scatter plot of the reconstructed Er as a function of
the generated E7 is displayed for the splitting and non-splitting cases. The mean and
uncertainty of the reconstructed ET are subsequently calculated in bins of the generated
Er and overlaid in the plot. Due to the large number of pile-up interactions, there is
a positive shift in the reconstructed ET in all energy regimes. The plot demonstrates
that the energy resolution has not significantly changed after splitting module sums.
The reason is that the tower window is wide enough to include (almost) all of the Er
of the jets regardless of whether or not module sums are split.

The position of the jets in the n—¢ plane is reconstructed using an energy-weighted
average of the positions of the towers inside the 7 x 7 window. Fig. 7.16 shows the
n and ¢ resolutions of the jets for the splitting and non-splitting cases. The 1 and ¢
resolutions improves by about 7 and 19%, respectively, after splitting module sums.

To conclude, splitting module sums over multiple towers improves the position
resolution of jets while it does not change their energy resolution. It should be noted
that the jets considered in this study tend to be well isolated as they come from
the VBF process. Therefore, this result may not be applicable to non-isolated cases,
such as the b-jets from boosted H — bb decay. Moreover, this study does not cover
the performance of splitting module sums in object identification with towers (such as
identifying taus from jets). By utilizing the shape of objects, object identification power
could be improved in the splitting case, where the shapes are more perceptible. Future
L1T studies should provide more information on the effect of module sum splitting on

object identification power and non-isolated jet resolution.
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Figure 7.15: Comparing the transverse energy resolution of the leading jet between the
splitting and non-splitting cases. The splitting (non-splitting) case is shown in
blue (orange) dots. The mean and uncertainty of the reconstructed Er in
both cases are derived in bins of the generated Et and are overlaid in the plot.
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Figure 7.16: Comparing the splitting and non-splitting cases based on the 7 (left) and ¢
(right) resolutions of the jets.
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Chapter 8

Conclusions and outlook

The thesis presented the results of measuring the CP nature of the Yukawa coupling
between the Higgs boson and tau leptons using proton-proton collision data recorded by
the CMS experiment, corresponding to an integrated luminosity of 137 fb=1 at /s=13
TeV. The data included H — 777~ events in the final states where at least one tau
decays hadronically. Several optimization techniques were employed to improve the
CP sensitivity. In particular, an MVA was developed for identifying different hadronic
decay modes of taus. The MVA improved the CP sensitivity by about 20% depending

Ht7 was found to have an

on the exact final state. The effective mixing angle, «
observed (expected) value of —1 £ 19° (0 £ 21°) at 68% CL. This result is compatible
with the Standard model predictions and excludes a pure CP-odd coupling at 3.0 ¢
CL. The statistical uncertainty of the data was by far the largest source of uncertainty
for this result; therefore future data, which will be collected during the Run-3 of the
LHC and the HL-LHC, is needed to significantly reduce the uncertainty.

The projection of the expected sensitivity for a’77 is found to be 0+ 13° and 04 5°
after the Run-3 of the LHC and the HL-LHC, respectively. However, several improve-
ments are planned in different areas which could result in an expected sensitivity of
0 4+ 10° after Run-3. Among the improvements are: (i) developing a more complex al-
gorithm to increase the efficiency of selecting 73, candidates at trigger level, (ii) utilizing
low- and high-level features of 75, decays in a more advanced ML algorithm for identi-
fying 75, decay modes, (iii) using a new method [53] which can reconstruct ¢¢p in the
Higgs boson rest frame for certain decay channels, and (iv) estimating the direction of
PF candidates (such as 7°) using ML techniques. A prediction for the improvement in
the expected sensitivity after the HL-LHC is not yet available as the systematic uncer-
tainties begin to compete with or dominate the statistical uncertainties and therefore
a detailed study is needed.

In addition to the Higgs CP analysis, the thesis presented an optimization algorithm
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which was developed to determine how data should be processed in the CMS Level-1
triggering system during the HL-LHC. The total energy deposited in a module of the
HGCal detector needs to be split over multiple trigger towers overlapping with the
module. The trigger towers should receive a share proportional to the overlapping
area. With this condition, and after imposing the bandwidth limitation constraints,
the algorithm found the share each tower should receive. The thesis demonstrated
that splitting module energies over multiple towers improves the 1 and ¢ resolutions
of hadronic jets by 7% and 19%, respectively, compared with the case where the total
energy of modules is assigned to only one tower overlapping with the module. However,
the energy resolution did not change significantly because the “window” in the n—¢
plane inside which trigger towers are used for jet energy measurements is sufficiently
large to contain almost all of the jet energy regardless of the splitting choice.

Future Level-1 trigger studies should reveal more information about the effects of
splitting module energies. The sample used in this study was prepared by collecting the
leading jet in the events where a Higgs boson is produced through the VBF production
mode. Since these jets tend to be isolated, the conclusion on the resolution of the jets
is not necessarily applicable to non-isolated jets. Moreover, this study did not cover
the effect of splitting module energies on physics object identification. These effects

should be studied separately.



Appendix A

MVA decay mode

feature-importance

A.1 1-charged-prong decay

The features used in the 1-charged-prong MVA are listed below and the corresponding

feature-importance ranking is shown in Fig. A.1.

e ecta: nof 1

e pt: pr of 73
e Mrho: m(7*, S)

e Mrho_OneHighGammas: m(7F, /el¢ed)

e Mrho_subleadingGamma: m(m*, /esublead)

e Mrho_TwoHighGammas: m (7T, v/elead ~ /esublead)

E,y/elead

e Egammal_tau: —5
Th

E blead
e Egamma2_tau: —/oC
h

e Mpi0: m(S)

lead sublead )

e MpiO_TwoHighGammas: m(y/e"“*®, /e

e strip_pt: pr of S

e EpiO: energy of S
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. E
e Epi_tau: E”i
Th

e Epi: F &
e tau_decay_mode: HPS decay mode

e DeltaR2WRTtau: (AR?) — —sz = in which i sums over 7+ and all y/e in S.
iPT,

AR is with respect to 7, direction)
e DeltaR2WRTtau_taw: (AR?) x (E,,)?
e rho_dEta: An(n*,S)
e rho_dEta_tau: E,, x An(n*,S)
e rho_dphi: Ag(r*,S)
e rho_dphi_tau: E,, x A¢(r*,S)

e gammas_dEta: An(fy/elead7 ,.y/esublead)

e gammas_dEta_taw: FE,, x An(y/eléd ~/esublead)

e gammas_dR_taw: FE,, x AR(y/el¢d ~/esublead)

A.2 3-charged-prong decay

The features used in the 3-charged-prong MVA are listed below and the corresponding

feature-importance ranking is shown in Fig. A.2.
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e E3_overEtau: 5
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e tau_decay_mode: HPS decay mode
e mass0: m(my, w2, T3)

e massi: m(my, m2)
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Figure A.1: Feature-importance list for 1-charged-prong decay MVA with Gain (top) and
Weight (bottom) metrics. These metrics are defined in section 5.4.1.
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Figure A.2: Feature-importance list for 3-charged-prong decay MVA with Gain (top) and
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Appendix B

Electron and muon scale factors

In this section, the efficiencies and scale factors for identification, isolation, and trigger
requirements which are derived separately for electrons and muons in different regions

of the detector are plotted as a function of the transverse momentum of the leptons.
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Figure B.1: The efficiencies and scale factors for electron identification are displayed for the
0.0<|n <1.0,1.0< |n <1.5,1.5<|n <1.7,1.7 <|n| < 2.1, and
2.1 < |n| < 2.5 regions. The efficiency of data (blue), MC (red), and embedded
(green) samples are shown in the upper panel of each sub-figure while the ratio
of data to the MC and embedded samples are shown in the lower panel.
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Figure B.2: The efficiencies and scale factors for electron isolation are displayed for the

is0,0.0 <n| < 1.0

is0,1.0<n|<1.5

0.0<|n <1.0,1.0< |n <1.5,1.5<|n <1.7,1.7 <|n| < 2.1, and
2.1 < |n| < 2.5 regions. The efficiency of data (blue), MC (red), and embedded
(green) samples are shown in the upper panel of each sub-figure while the ratio
of data to the MC and embedded samples are shown in the lower panel.
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Figure B.3: The efficiencies and scale factors for single-electron trigger are displayed for the

0.0<|n <1.0,1.0< |n <1.5,1.5<|n <1.7,1.7 <|n| < 2.1, and

2.1 < |n| < 2.5 regions. The efficiency of data (blue), MC (red), and embedded
(green) samples are shown in the upper panel of each sub-figure while the ratio
of data to the MC and embedded samples are shown in the lower panel.
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Figure B.4: The efficiencies and scale factors for muon identification are displayed for the
0.0<n <09,09< |7 <1.2,1.2<|n <21, and 2.1 < |n| < 2.4 regions. The
efficiency of data (blue), MC (red), and embedded (green) samples are shown
in the upper panel of each sub-figure while the ratio of data to the MC and
embedded samples are shown in the lower panel.
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Figure B.5:

The efficiencies and scale factors for muon isolation are displayed for the
0.0<n <09,09< |7 <1.2,1.2<|n <21, and 2.1 < |n| < 2.4 regions. The
efficiency of data (blue), MC (red), and embedded (green) samples are shown
in the upper panel of each sub-figure while the ratio of data to the MC and
embedded samples are shown in the lower panel.
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Figure B.6: The efficiencies and scale factors for single-muon trigger are displayed for the
0.0<n <09,09< |7 <1.2,1.2<|n <21, and 2.1 < |n| < 2.4 regions. The
efficiency of data (blue), MC (red), and embedded (green) samples are shown

in the upper panel of each sub-figure while the ratio of data to the MC and

embedded samples are shown in the lower panel.
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Figure B.7: The efficiencies and scale factors for muon+tau cross trigger are displayed for
the 0.0 < || < 0.9, 0.9 < || < 1.2, 1.2 < |n] < 2.1, and 2.1 < || < 2.4 regions.
The efficiency of data (blue), MC (red), and embedded (green) samples are
shown in the upper panel of each sub-figure while the ratio of data to the MC
and embedded samples are shown in the lower panel.



Appendix C

Hadronic tau scale factors

The first two sets of plots in this section show the scale factors derived for 73, identifica-
tion requirement along with the postfit plots illustrating the agreement between data
and simulated events after applying the scale factors. The third set of plots displays

the efficiencies and scale factors derived for 7, trigger requirement.
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Figure C.1: The 7, identification scale factors for different MVA decay modes and
data-taking periods. The left (right) plot shows the scale factors for
20 < pp* < 40 GeV (pf" > 40 GeV). These scale factors are derived for the
embedded sample and are valid for the 7,7, and 7,7, channels.
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Figure C.2: The 7, identification scale factors for different MVA decay modes and
data-taking periods. The left (right) plot shows the scale factors for
20 < pp* < 40 GeV (pf* > 40 GeV). These scale factors are derived for the MC
sample and are valid for the 7,7, and 7,7, channels.
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Figure C.3: The 7, identification scale factors for different MVA decay modes and
data-taking periods. The left (right) plot shows the scale factors for
20 < pPr < 40 GeV (pf* > 40 GeV). These scale factors are derived for the
embedded sample and are valid for the 7.7, channel.
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Figure C.4: The 7, identification scale factors for different MVA decay modes and
data-taking periods. The left (right) plot shows the scale factors for
20 < pp < 40 GeV (pf* > 40 GeV). These scale factors are derived for the MC
sample and are valid for the 7.7;, channel.
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Figure C.5: Postfit plots of m,;, distributions in the 7,7, channel after applying the 7,
identification scale factors for the 7% (top-left), 7*7° (top-right), 7270
(middle-left), 37* (middle-right), and 37*7° (bottom) MVA decay modes.

The plots are for the embedded samples of 2016 data-taking period and the 7y,
candidates are required to have pi" > 40 GeV.
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Figure C.6: Postfit plots of m,;s distributions in the 7,7, channel after applying the 7,

identification scale factors for the 7% (top-left),

770 (top-right), 7270

(middle-left), 37 (middle-right), and 37*7° (bottom) MVA decay modes.
The plots are for the MC samples of 2016 data-taking period and the 7y
candidates are required to have p7" > 40 GeV.
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Figure C.7: Postfit plots of m,;, distributions in the 7,7, channel after applying the 7,

identification scale factors for the 7% (top-left), 7*7° (top-right), 7270

(middle-left), 37* (middle-right), and 37%7° (bottom) MVA decay modes.
The plots are for the embedded samples of 2016 data-taking period and the 7y,
candidates are required to have 20 < p7 < 40 GeV.
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Figure C.8: Postfit plots of m,;, distributions in the 7,7, channel after applying the 7,
identification scale factors for the 7% (top-left), 7*7° (top-right), 7+27°
(middle-left), 37 (middle-right), and 37*7° (bottom) MVA decay modes.
The plots are for the MC samples of 2016 data-taking period and the 7y
candidates are required to have 20 < p7 < 40 GeV.
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Figure C.9: Postfit plots of m,;, distributions in the 7,7, channel after applying the 7,

identification scale factors for the 7% (top-left), 7+7° (top-right), 7+27°
(middle-left), 37 (middle-right), and 37*7° (bottom) MVA decay modes.

The plots are for the embedded samples of 2017 data-taking period and the 7y
candidates are required to have p7" > 40 GeV.
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Figure C.10: Postfit plots of m,,s distributions in the 7,,7;, channel after applying the 73
identification scale factors for the 7* (top-left), 7*7° (top-right), 7+27°
(middle-left), 37* (middle-right), and 37*7° (bottom) MVA decay modes.
The plots are for the MC samples of 2017 data-taking period and the 7y,
candidates are required to have pi" > 40 GeV.
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Figure C.11: Postfit plots of m,,s distributions in the 7,7;, channel after applying the 73

identification scale factors for the 7* (top-left), 7*7° (top-right), 7*27°

(middle-left), 37* (middle-right), and 37*7° (bottom) MVA decay modes.
The plots are for the embedded samples of 2017 data-taking period and the

7, candidates are required to have 20 < pi* < 40 GeV.
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Figure C.12: Postfit plots of m,s distributions in the 7,7;, channel after applying the 73
identification scale factors for the 7% (top-left), 7+ 70 (top-right), 7270
(middle-left), 37* (middle-right), and 37*7° (bottom) MVA decay modes.
The plots are for the MC samples of 2017 data-taking period and the 7y,
candidates are required to have 20 < pit < 40 GeV.
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Figure C.13: Postfit plots of m,;, distributions in the 7,7, channel after applying the 7,

identification scale factors for the 7% (top-left), 7*7° (top-right), 7279

(middle-left), 37* (middle-right), and 37*7° (bottom) MVA decay modes.
The plots are for the embedded samples of 2018 data-taking period and the
7, candidates are required to have p

™ > 40 GeV.
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Figure C.14: Postfit plots of m,,;s distributions in the 7,75, channel after applying the 73
identification scale factors for the 7% (top-left), 7+ 7° (top-right), 7279
(middle-left), 37* (middle-right), and 37*7° (bottom) MVA decay modes.
The plots are for the MC samples of 2018 data-taking period and the 75
candidates are required to have pi* > 40 GeV.
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Figure C.15: Postfit plots of m,;, distributions in the 7,7, channel after applying the 7,

identification scale factors for the 7% (top-left), 7t 7° (top-right), 7279

(middle-left), 37* (middle-right), and 37*7° (bottom) MVA decay modes.
The plots are for the embedded samples of 2018 data-taking period and the
7, candidates are required to have 20 < p7* < 40 GeV.
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Figure C.16: Postfit plots of m,,s distributions in the 7,75, channel after applying the 73
identification scale factors for the 7% (top-left), 7*7° (top-right), 7*27°
(middle-left), 37% (middle-right), and 37 7% (bottom) MVA decay modes.
The plots are for the MC samples of 2018 data-taking period and the 75,
candidates are required to have 20 < pi* < 40 GeV.



155

Data/Embed SF
-

o
Data/Embed SF
.

o

'
1.0 e = 10f -
|
i A = A PR T S
./ L
08 0.8
' '
'
o ! [l I
c 0.6 1 < 0.6 1
o | g !
£ ! e !
b} ' o |
0.4 | 0.4 '
' -+ Data ' - Data
H [+ -+ Embed . ++ Embed
0.2 I - - Data fitted 02 I - - Data fitted
. - - Embed fitted . - - Embed fitted
1 - - Validity range 1 - - Validity range
0.0 4 0.0 +
1.4 | 1.4 1
' '
' '
I '
I I
| |
F I
I
I
I
L

0.8} 0.8
|
o6l 1 0.6
.
20 30 40 50 100 200 200 20 30 40 50 100 200 400
pr(GeV) pr(GeV)
1.0 ! i
I e
T T ——F— R = e ==
# = -
W e Vo =T

d
> '
206 ' go.s 5’«,/:
g I g q’: Fa
o4 | & sald
I i+ Data il -+ Data
. -+ Embed [+ Embed
0.2 ' - - Data fitted 0.2 - - Data fitted
: - - Embed fitted — - Embed fitted
| - - Validity range - - Validity range
L
e 7eR
|
'
1
'
'
|

Data/Embed SF
-

o
Data/Embed SF
.

o

08
|
06 06
M .
20 30 40 50 100 200 200 20 30 40 50 100 200 300
pr(GeV) pr (GeV)
|
of - — -
[ =
[ M
| 7
0.8 *H’LF'I

>
2 0.6{14
[}
o=
E
Y04 jﬁ
) -+ Data
i+ Embed
0.2 - - Data fitted
—- - Embed fitted
- - Validity range
0.0
1.4

Data/Embed SF
-
o

20 30 40 50 100 200 400
pr(GeV)

Figure C.17: The efficiencies and scale factors of the 7, trigger in the 7,7, channel as a
function of p}* using 2016 data and embedded samples for the 7t (top-left),
75710 (top-right), 75270 (middle-left), 37* (middle-right), and 37*7°
(bottom) MVA decay modes. The efficiency graphs along with their fits and
fit uncertainties are shown in the upper panel of each sub-figure while the
scale factors are shown in the lower panel. The red dashed line shows the
offline threshold below which the events are excluded from the analysis.
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Figure C.18: The efficiencies and scale factors of the 7, trigger in the 7,7, channel as a
function of p}* using 2016 data and MC samples for the 7t (top-left), ntx0
(top-right), 7527% (middle-left), 37 (middle-right), and 37 7% (bottom)
MVA decay modes. The efficiency graphs along with their fits and fit
uncertainties are shown in the upper panel of each sub-figure while the scale
factors are shown in the lower panel. The red dashed line shows the offline
threshold below which the events are excluded from the analysis.
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Figure C.19: The efficiencies and scale factors of the 73, trigger in the 7,7, channel as a
function of p7* using 2016 data and embedded samples for the 7% (top-left),

7t 70 (top-right), 75270 (middle-left), 37 (middle-right), and 37*7°

(bottom) MVA decay modes. The efficiency graphs along with their fits and

fit uncertainties are shown in the upper panel of each sub-figure while the
scale factors are shown in the lower panel. The red dashed line shows the
offline threshold below which the events are excluded from the analysis.
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Figure C.20: The efficiencies and scale factors of the 73, trigger in the 7,7, channel as a
function of pi using 2016 data and MC samples for the 7+ (top-left), m*7°
(top-right), 75270 (middle-left), 37* (middle-right), and 37%7° (bottom)
MVA decay modes. The efficiency graphs along with their fits and fit
uncertainties are shown in the upper panel of each sub-figure while the scale
factors are shown in the lower panel. The red dashed line shows the offline
threshold below which the events are excluded from the analysis.
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Figure C.22: The efficiencies and scale factors of the 73, trigger in the 7.7, channel as a
function of pi using 2017 data and MC samples for the 7+ (top-left), m*7°
(top-right), 75270 (middle-left), 37* (middle-right), and 37%7° (bottom)
MVA decay modes. The efficiency graphs along with their fits and fit
uncertainties are shown in the upper panel of each sub-figure while the scale
factors are shown in the lower panel. The red dashed line shows the offline
threshold below which the events are excluded from the analysis.
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Figure C.23: The efficiencies and scale factors of the 7, trigger in the 7,7, channel as a

function of p}* using 2017 data and embedded samples for the 7t (top-left),
75710 (top-right), 75270 (middle-left), 37* (middle-right), and 37*7°
(bottom) MVA decay modes. The efficiency graphs along with their fits and
fit uncertainties are shown in the upper panel of each sub-figure while the
scale factors are shown in the lower panel. The red dashed line shows the
offline threshold below which the events are excluded from the analysis.
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Figure C.24: The efficiencies and scale factors of the 7, trigger in the 7,7, channel as a
function of p}* using 2017 data and MC samples for the 7t (top-left), ntx0
(top-right), 7527% (middle-left), 37 (middle-right), and 37 7% (bottom)
MVA decay modes. The efficiency graphs along with their fits and fit
uncertainties are shown in the upper panel of each sub-figure while the scale
factors are shown in the lower panel. The red dashed line shows the offline
threshold below which the events are excluded from the analysis.
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Figure C.25: The efficiencies and scale factors of the 73, trigger in the 7,7, channel as a

function of pi"

using 2017 data and embedded samples for the 7% (top-left),

7t 70 (top-right), 75270 (middle-left), 37 (middle-right), and 37*7°
(bottom) MVA decay modes. The efficiency graphs along with their fits and
fit uncertainties are shown in the upper panel of each sub-figure while the
scale factors are shown in the lower panel. The red dashed line shows the
offline threshold below which the events are excluded from the analysis.
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Figure C.26: The efficiencies and scale factors of the 73, trigger in the 7,7, channel as a
function of pi using 2017 data and MC samples for the 7+ (top-left), m*7°
(top-right), 75270 (middle-left), 37* (middle-right), and 37%7° (bottom)
MVA decay modes. The efficiency graphs along with their fits and fit
uncertainties are shown in the upper panel of each sub-figure while the scale
factors are shown in the lower panel. The red dashed line shows the offline
threshold below which the events are excluded from the analysis.
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Figure C.27: The efficiencies and scale factors of the 73 trigger in the 7.7, channel as a

function of pi* using 2018 data and embedded samples for the 7% (top-left),
770 (top-right), 7270 (middle-left), 37+ (middle-right), and 37+ 70
(bottom) MVA decay modes. The efficiency graphs along with their fits and
fit uncertainties are shown in the upper panel of each sub-figure while the
scale factors are shown in the lower panel. The red dashed line shows the
offline threshold below which the events are excluded from the analysis.
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threshold below which the events are excluded from the analysis.
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Figure C.29:

The efficiencies and scale factors of the 7, trigger in the 7,7, channel as a
function of p}* using 2018 data and embedded samples for the 7t (top-left),
75710 (top-right), 75270 (middle-left), 37* (middle-right), and 37*7°
(bottom) MVA decay modes. The efficiency graphs along with their fits and
fit uncertainties are shown in the upper panel of each sub-figure while the
scale factors are shown in the lower panel. The red dashed line shows the
offline threshold below which the events are excluded from the analysis.
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Figure C.30: The efficiencies and scale factors of the 7, trigger in the 7,7, channel as a
function of p}* using 2018 data and MC samples for the 7t (top-left), ntx0
(top-right), 7527% (middle-left), 37 (middle-right), and 37 7% (bottom)
MVA decay modes. The efficiency graphs along with their fits and fit
uncertainties are shown in the upper panel of each sub-figure while the scale
factors are shown in the lower panel. The red dashed line shows the offline
threshold below which the events are excluded from the analysis.
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(bottom) MVA decay modes. The efficiency graphs along with their fits and
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scale factors are shown in the lower panel. The red dashed line shows the
offline threshold below which the events are excluded from the analysis.
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Figure C.32: The efficiencies and scale factors of the 73, trigger in the 7,7, channel as a
function of pi using 2018 data and MC samples for the 7+ (top-left), m*7°
(top-right), 75270 (middle-left), 37* (middle-right), and 37%7° (bottom)
MVA decay modes. The efficiency graphs along with their fits and fit
uncertainties are shown in the upper panel of each sub-figure while the scale
factors are shown in the lower panel. The red dashed line shows the offline
threshold below which the events are excluded from the analysis.
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