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Abstract

Trash to Treasure:
Extracting Cosmological Utility from Sparsely Observed Type Ia Supernovae

by
Benjamin Ernest Stahl
Doctor of Philosophy in Physics
University of California, Berkeley
Professor Alexei V. Filippenko, Co-chair

Associate Professor Daniel Kasen, Co-chair

Type la supernovae (SNe Ia) are magnificent explosions in the Cosmos that are thought to
result from the thermonuclear runaway of white dwarf stars in multistar systems (see, e.g.,
Jha et al.| 2019, for a recent review). Though the exact details of the progenitor system(s)
and explosion mechanism(s) remain elusive, SNe Ia have proven themselves to be immensely
valuable in shaping our understanding of the physical laws that govern the evolution of the
Universe (i.e., physical cosmology). This value is manifested chiefly in two empirical facts:
(i) SNe Ia are incredibly luminous (reaching the equivalent of several billion Suns), and
(ii) the relatively similar peak luminosities that all “normal” SNe Ia reach can be further
homogenized by exploiting a correlation with the rate of photometric evolution (e.g., Phillips
1993). Together, these facts make SNe Ia excellent extragalactic distance indicators, and
their use as such led to the discovery of the accelerating expansion of the Universe (Riess
et al.[1998; [Perlmutter et al.|[1999). Through this, the current cosmological paradigm came
into favor — the so-called ACDM model, where the Universe consists primarily of repulsive
dark energy (of which a leading candidate is Einstein’s cosmological constant, A) and cold
dark matter (CDM).

In this thesis, I present a comprehensive study that follows the entire SN Ia cosmology life-
cyle, from data acquisition to cosmological analysis (albeit of a different flavor than those
mentioned above). While these “bookends” provide natural segmentation points in this the-
sis, there is a third, intermediate segment which serves to present a complementary method
for SN Ta distance measurement that is far less data intensive than conventional approaches.
In this way, the segments are hierarchical, each depending on its predecessor and enabling
its successor.

After appropriately setting the stage in Chapter 7 I delve into the first segment (data



acquisition) with Chapter [2| a data release and analysis of 93 multipassband SN Ta light
curves collected between 2005 and 2018, and Chapter [3| a complementary release of 637 low-
redshift SN Ia optical spectra from a similar time interval. In both, I describe open-source
software I developed for data processing and analysis purposes, and make — in addition to
the data themselves — useful, value-added data products (e.g., fitted parameters from light
curves) available to the community. When combined with prior releases, the Berkeley SN Ta
sample now reaches nearly 2000 optical spectra and more than 250 multiband light curves,
all observed and processed with the utmost care for quality and internal consistency.

This large, homogeneous sample proves critical for the second segment of this thesis, in which
I ultimately develop and validate the aforementioned technique — the snapshot distance
method (SDM) — for estimating the distance to an SN Ia from sparse observations. As a
prerequisite to the SDM, I develop, in Chapter [d, an open-source software package called
deepSIP that is capable of determining the phase and light-curve shape of an SN Ia — both
of which conventionally require a well-sampled light curve — from a single optical spectrum.
At its heart, deepSIP consists of a set of three convolutional neural networks trained on
a significant fraction of all publicly available SN Ia optical data (including those presented
in the first segment of this thesis), with judicious augmentation steps included to promote
telescope agnosticism and model robustness. The impressive performance of deepSIP enables
the SDM, which, as I demonstrate in Chapter [f is capable of deriving an SN Ia distance
estimate from as little as one optical spectrum and one epoch of 2+ passband photometry
with notable precision over a wide range of SN Ia parameters.

This leads, finally, into the last segment of this thesis (cosmological analysis), where I use
the SDM to turn trash (i.e., SN Ia observations that were previously unusable owing to
data sparsity) into treasure (i.e., reliable distance estimates to be used in a cosmological
study). In particular, in Chapter @, I combine a novel sample of 137 SDM-resurrected
SNe Ia with a large literature sample of SNe Ia and SNe II to measure peculiar velocities
and set leading (from an SN-only perspective) constraints on the cosmological parameter
combination fog and the nature of bulk flows in the local Universe. Moreover, the methods
by which I perform this analysis establish a reproducible and extensible blueprint for future
such analyses as large-scale surveys come online and unleash an unprecedented data volume.



Dedicated to those across the globe whose lifestyles, livelihoods, and very lives have been
disrupted by the COVID-19 pandemic. That this dissertation was completed in the midst
of a global crisis is a testament not to myself, but to my privilege.
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Chapter 1

Introduction

Supernovae (SNe), titanic explosions that demarcate the one-way boundary between life and
death for some stars, have long been the subject of human fascination. Though formally
recognized as a class of astrophysical objects in the early 1900s (the so-called “super-novae”
Baade and Zwicky||1934), SNe can be found in the historical record at least as early as the
year 185 AD, when a bright “guest star” was noted by Chinese astronomers. SNe occur
at a rate of roughly twice per century in a galaxy the size of the Milky Way; thus, the
discovery of > 20,000 such objects over the last 130 years (Stritzinger and Moriya,[2018) is
a truly incredible accomplishment. Only through dedicated telescope surveys (e.g., the Lick
Observatory Supernova Search with the robotic Katzman Automatic Imaging Telescope |Li
et al.||2000; Filippenko et al. 2001; |Ganeshalingam et al. 2010) have we been able to probe
a sufficiently vast portion of space to discover so many in such a relatively short amount of
time. As part of this thesis (Chapters [2[ & , I present contributions that further extend
this collective sample.

Before delving into these contributions and the studies that they afford, it is prudent to
describe SNe more substantially. The remainder of this chapter therefore serves to introduce
our understanding of the physical underpinnings of SNe, the tools with which an observa-
tional astronomer studies them, and their broader utility in refining our knowledge of the
basic laws that govern the Universe (i.e., physical cosmology). My coverage of these topics is,
necessarily, incomplete. Indeed, even after decades of intensive study, such a basic detail as
the progenitor system(s) for some SNe (see Section [1.1.2)) is not fully understood. Moreover,
I aim for brevity, deferring the reader to seminal articles and reviews where possible.

1.1 Supernovae

As astrophysical objects, SNe can be broadly classified into two groups based upon their
underlying explosion mechanisms: core-collapse SNe (hereafter CCSNe; see Section
and thermonuclear SNe (hereafter SNe Ia; see Section. However, as observable objects,
SNe have traditionally been classified into four distinct categories (see, e.g., |Filippenko| 1997,
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for a review of spectroscopic classifications of SNe): those with features of hydrogen (SNe II)
and those without (SNe I) — and of the latter, there are those with silicon features (SNe Ia;
the class of objects studied herein) and those without silicon that do have features of helium
(SNe Ib) or do not have helium (SNe Ic). If this weren’t convoluted enough, it is now known
that SNe II, SNe Ib, and SNe Ic are all, in fact, CCSNe. As I move into a discussion of
the aforementioned explosion mechanisms (and their constituent SNe), I emphasize that the
broad classes mentioned here can all be divided into observationally distinct subgroups. In-
deed, and as we shall see, there exists a specific set of SNe Ia that behave as “standardizeable
candles” (i.e., those SNe Ia that follow the Phillips relation; Phillips/|1993), a property that
makes them immensely useful as cosmological distance indicators. Such SNe Ia are integral
to the work I present in Chapters [4] b and [6]

1.1.1 Core-Collapse Supernovae

Most high-mass stars (i.e., those with M > 8Mg )] end their lives as CCSNe. As such
stars evolve, their luminosity is powered by the fusion of progressively heavier elements
in their cores. This proceeds until iron builds up in the core, which, owing to its nuclear
stability, marks the end of (exothermic) fusion. Eventually the inert iron core approaches the
Chandrasekhar limit (see Section for further discussion), and the electron degeneracy
pressure that supports the core can no longer balance the inward pressure due to gravity.
Collapse promptly ensues, accelerating as neutrinos carry away energy, and proceeds until
the core’s rising density reaches roughly that of an atomic nucleus. At this density, neutron
degeneracy pressure and the strong nuclear force take over and halt the collapse. Infalling
matter from the outer layers then rebounds, producing a shock wave that propagates through
the star, though the energy responsible for actually unbinding the star is carried by neutrinos.
This basic physical picture has been in place for roughly 50 years (e.g., Colgate and White
1966), but unresolved details remain (for a slightly dated review, see |Woosley and Janka
2005))

As noted above, this basic mechanism is responsible for SNe II, Ib, and Ic, which are
(observationally) segmented by the presence or absence of hydrogen and helium in their
spectra. Physically, these realizations correspond to the state of the progenitor star prior to
explosion. If the outermost hydrogen and helium layers have been lostE] prior to explosion,
the result is an SN Ic; if just the hydrogen layer has been lost, the result is an SN Ib; and if
no layers have been lost, the result is an SN II. Left undiscussed here, and throughout this
thesis, are the multitude of subtypes into which CCSNe can be categorized (see Shivvers
et al.||2017, and references therein).

1 Mg =~ 2 x 103 g is the mass of the Sun.
2The stripping of outer layers is thought to be driven by stellar winds and/or mass transfer to a binary
companion.
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1.1.2 Thermonuclear Supernovae

As opposed to high-mass stars, those with relatively low masses (i.e., M < 8My) are not
guaranteed to end their lives in violent explosions. Instead, they “retire” as white dwarfs
(WDs) — incredibly dense stellar remnants, usually made up mostly of carbon and oxygen
(hereafter, C/O), that are supported against gravitational collapse by electron degeneracy
pressure. There is a preponderance of convincing, albeit circumstantial, evidence that SNe Ta
result from the complete thermonuclear runaway of C/O WDs (e.g., lack of hydrogen and
helium in observations, significant production of °Ni, predisposition of WDs to runaway
burning, energetics), and direct evidence, though not conclusive, is mounting (e.g., Bloom
et al|2012a). Taking this to be the truth, the question is, then, how to initiate the ther-
monuclear runaway?

The conventional picture is that the WD is not solitary, but rather in a binary system
in which it can accumulate matter from its companion. The physics of electron degeneracy
dictates an upper bound on the mass of a WD, above which it is unable to support itself
against its own gravity (this is known as the Chandrasekhar limit, with a value of ~ 1.4M,
for a nonrotating WD). If the companion is nondegenerate (i.e., it is not supported by
degeneracy pressure), then as the WD accretes from it and approaches the Chandrasekhar
limit, it shrinks in size and increases its core temperature to the extent that carbon fusion
can be ignited. Then, in this “single-degenerate channel” (e.g., Whelan and Iben/|1973), the
WD is completely unbound by runaway nuclear fusion, manifesting in a brilliant SN Ia. A
“double-degenerate scenario” also exists (e.g., Webbink| 1984} Then and Tutukov||1984)), in
which the WD merges with a degenerate companion. This second scenario is often invoked to
explain “super-Chandrasekhar” SNe Ia (e.g., Silverman et al.[|2011} though “normal” SNe Ia
can result from this channel as well), and is, in fact, suspected as the dominant mechanism
by which SNe Ia are produced (see Jha et al[2019, for a recent review), though the matter
is far from settled. A third scenario, in which two WDs in a triple-star system collide head
on, has also received some attention (Katz and Dong[2012; Kushnir et al.|2013; |Dong et al.
2015). I emphasize that much is still unknown about the explosion mechanism(s), the exact
properties of the binary companion, and how these factors manifest the observably distinct
subtypes that have been identified.

Despite these gaps in our understanding, the fact remains that SNe Ia are incredibly
luminous (Lpeax &~ 10%ergs™) and relatively homogeneous (known empirically, and often
“justified” with the ultimate ~ 1.4M; mass of the WD in the canonical single-degenerate
channel). Moreover, it has been demonstrated that there exists a specific subclass of SNe Ia
(hereafter, “normal” SNe Ia) whose peak luminosities can be standardized by accounting for
the shape of their light curves (i.e., the timescale over which they brighten and fade). Though
this so-called “width-luminosity relation” (WLR) has some theoretical support (e.g., Kasen
and Woosley| 2007)), it has remained largely empirically rooted in its further development
(e.g., |Guy et al.[2007; Jha et al.[2007; Burns et al|2011). Regardless, the WLR imbues
SNe ITa with the property of being excellent cosmological distance indicators. Despite being
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observationally expensive to Compileﬁ7 efforts to produce a significant dataset of SN Ia-
inferred distances were rewarded with the paradigm-shifting discovery of the accelerating
expansion of the Universe (Riess et al.[1998; Perlmutter et al.[[1999). A major focus of this
thesis is estimating the distances to “normal” SNe Ia from far fewer observations than have
traditionally been required (see Chapter [5). Accordingly, my coverage of the plethora of
“peculiar” SN Ia subtypes is intentionally sparse (see [Jha et al.2019, for a comprehensive
discussion of the “Thermonuclear Supernova Zoo”).

1.2 Observables

Distinct from virtually all other physical sciences, observational astronomy has no laboratory
with which to conduct experiments. Instead, the observational astronomer discovers, infers,
and conducts their scientific inquiries by, well, observing. Such observing is done predomi-
nantly with telescopes (both on Earth and in space) that gather light (i.e., electromagnetic
radiation) after it has traversed vast distances through the Cosmos. Owing to the finite
speed of light and the truly immense distances in question, this mode of inquiry allows us
to study the Universe at great distances both in space and (backwards) in time. In this
thesis, I present extensive observations of SNe Ia conducted primarily within the optica]ﬁ
range of the electromagnetic spectrum. Two distinct techniques — photometry (Chapter [2)
and spectroscopy (Chapter [3)) — are employed. I provide an introduction and background to
both in the following paragraphs, with emphasis placed on their relevance to the subsequent
chapters of this thesis.

1.2.1 Photometry

Photometry is a technique which allows astronomers to quantitatively measure the light
intensity of an object. The basic apparatus consists of a telescope, camera (e.g., a charge-
coupled device — CCD), and optionally, a filter to selectively block certain wavelength
ranges. In observation-based SN Ia science, photometry plays two pivotal roles: (i) discovery
and (ii) the monitoring of flux evolution.

In modern surveys, (i) is accomplished by periodically monitoring a large number of
galaxies (or in the case of wide-field surveys, large patches of sky). The constituent images
are then “differenced” against template images using sophisticated subtraction algorithms,
resulting most of the time in nothing, but occasionally in a point source — a candidate
SN. Figure shows an example of the procedure, which my illustrious advisor likes to
summarize, in jest, as discovering SNe by “looking for the arrows.” I discuss the primary
means by which candidate SNe are formally classified in Section [[.2.2] The majority of the
aforementioned sample of > 20,000 SNe have been discovered in the last ~ 30 years using

3Standardizing an SN Ia requires extensive observations to properly measure the light-curve shape.
4The optical range (~ 35007500 A) is well suited to SN Ia observations, as a majority of their luminosity
emerges at such wavelengths.
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this methodology, and in the upcoming ten-year Legacy Survey of Space and Time (LSST)
to be conducted by the Vera C. Rubin Observatory, a further > 10% SNe are projected to be
discovered using this technique (LSST Science Collaboration et al.[2009)).

Photometry enables (ii), or the construction of “light curves” in the usual parlance, in a
very natural way. By performing photometry on images (typically in several filters) collected
over the rise and subsequent decline from peak brightness, one can sample the photometric
evolutionE] of an SN Ia (or other transient) at whatever cadence is dictated by their scientific
objectives. I present multifilter photometry for 93 SNe Ia at a median cadence of 5.4 days
in Chapter 2 For SN Ia observations intended to result in a distance estimate, it is best
to have light curves sampled at a relatively high cadence, so as to allow the peak observed
brightness and light-curve shape to be precisely determined. As previously mentioned, a
significant component of this thesis is a technique — the snapshot distance method (SDM;
Chapter [5) — that renders these (observationally) expensive requirements largely obsolete.

1.2.2 Spectroscopy

In essence, spectroscopy can be thought of as photometry in the limit where a large number of
very narrow filters are used contemporaneously (in this way, spectra inherently contain more
information than light curves). In practice, spectroscopy is performed by using an optical
element (e.g., a prism or diffraction grating) to disperse the light from an astrophysical object
collected by a telescope into its constituent wavelengths. The brightness at each of these
wavelengths is then recorded using a CCD (as with photometry), yielding a spectrum. At
early times, SN spectra consist of a blackbody continuum with superposed P Cygni profiles
corresponding to species found in the ejecta. Thus, it is through spectra that we know SNe Ia
lack hydrogen but have siliconﬁ (or rather, the reverse: SN Ia are classified as such owing
to these spectral markers, amongst others). Indeed, most SNe are classified based on the
presence (or absence), shape, and location of features in their spectra. I present a sample of
637 optical spectra of 247 SNe Ia in Chapter [3]

Though SN Ia spectra allow for a vast array of diagnostics (e.g., probing chemical com-
position and the motions of ejecta), we focus on how they can contribute to SN Ia distance
estimation. This can be decomposed into at least two distinct facets: the way(s) in which
spectra might improve the quality of photometric distance estimates, and the way(s) in which
they might improve the efficiency of such distance estimates. Efforts to address the former
have been substantial and fruitful (e.g., Fakhouri et al. 2015, and references therein), but
work on the latter has been notably absent from the recent literature despite indications
that SN Ia follow a spectral analog to the photometric WLR (Nugent et al.|1995). I present
significant progress in addressing this latter area in Chapter [4] demonstrating that modern
machine-learning techniques can recover the light-curve shape of an SN Ia (amongst other
quantities) from a single optical spectrum (I also provide this functionality to the community

SN Ia light curves are powered predominantly by the radioactive decay chain *®Ni — 56Co — 5Fe.
6A broad absorption complex produced by SiIt AA6347,6371 (collectively called Si11 A6355 hereafter) is
omnipresent in near-maximum-light SN Ia spectra.
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as an open-source software package called deepSIPm). In turn, this enables one to estimate
the distance to an SN Ia from a single epoch of spectroscopy and an epoch of multifilter
photometry (see Chapter [5)).

1.3 Supernova Cosmology

Setting aside a number of tantalizing open questions surrounding SNe Ia (e.g., details of the
explosion mechanisms, progenitor systems, and many more), I focus now on their utility in
cosmological studies. Such studies typically probe the expansion history of the Universe, with
the emergent picture being that we live in a Universe that is currently dominated (€2, ~ 0.7)
by a repulsive and mysterious “dark energy” (see, e.g., Scolnic et al.|[2018, for recent SN Ia
based constraints) and that is currently expanding at a rate of Hy ~ 74kms™' Mpc™! (Riess
et al.[|2019). Though the latter does call some things into question (see Riess 2019, for a suc-
cinct review), the ACDM model still offers a compelling and exquisitely well-substantiated
description for the evolution and content of the Universe, having notched many successes in-
cluding explaining the existence and structure of the cosmic microwave background (CMB),
the observed abundances of hydrogen, helium, and lithium, and of course, the accelerating
expansion of the Universe that brought it into favor when discovered through SN Ia obser-
vations (Riess et al.[1998; Perlmutter et al.[1999). In this thesis, I focus on a distinct way in
which SNe Ia can test ACDM; I defer the reader to the references above (and those therein)
for more detail on the aforementioned probes and cosmological parameters.

Henceforth, my focus is not on constraining the cosmological model directly, but rather
on the scatter about the best-fitting model. As we shall see, this allows one to measure
the growth of structure of the Universe, which, at the low redshifts I consider, yields con-
straints on the nature of gravity. Chapter [6] covers the quantitative foundations of this test,
but here I introduce it at a more fundamental level. I start with the unrealistic — but
conceptually simplifying — assumptions that SNe la can be perfectly observed (i.e., that
their observed redshifts and magnitudes can be known with infinite precision and accuracy)
and standardized (i.e., that the SN Ia WLR leaves nothing unmodeled and thus perfectly
reconstructs intrinsic, absolute magnitudes), and moreover that the effects of dust can be
perfectly taken into account and that redshifts are sufficiently low that K-corrections are
negligible. In such a scenario one might assume that there would be no remaining dispersion
in the SN Ia Hubble diagram (see Figure for an example), but this is not true — I have
carefully stripped away all sources of scatter with my simplifying assumptions except for
one: peculiar velocities (i.e., motions that deviate from the smooth Hubble flow) induced by
the gravitational pull from large-scale structure. Parametrically, this scatter is due to the
difference between the observed redshift, z,,s, and the cosmological redshift, z, which relate

"https://github.com/benstah192/deepSIP
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to the line-of-sight peculiar velocity, v, by

U—V-f‘—(M)C, (1.1)

1+2z

where ¢ is the speed of light and t is a unit vector pointing from the observer to a given
SN Ia (though the notion can be applied to any object for which the redshift can be directly
observed and then inferred through distinct observations and a given cosmological model).
In the case of SNe Ia, the path to z from observations begins with a distance modulus; I
defer the reader to Chapter [0] for more details. I do emphasize, however, that SNe Ia are an
attractive class of objects with which to measure peculiar velocities because of the precision
afforded by modern implementations of the WLR. Moreover, being induced by large-scale
structure, SN Ia-inferred peculiar velocities offer a direct probe of the total matter distri-
bution (thus bypassing the tedious “bias corrections” that must be made when measuring
galaxy distributions).

In Chapter [6] I compile a vast collection of SN Ia-based peculiar-velocity measurements
using a literature sample and a number of new estimates derived using my SDM (see Chap-
ter , to which T add a modest sample of SNe II. T then aggregate over the constituent
peculiar velocities to measure the bulk flow of our Local Group relative to the CMB, finding
a result that agrees with the expectation inferred from ACDM. Also, by comparing against
a reconstructed peculiar-velocity field, I derive the tightest ever SN-based constraints on the
growth rate of structure normalized by the standard deviation of overdensities in 8 = Mpc
spheres (i.e., fog, where f is the growth rate of structure and og is the normalization factor).
As explained in Chapter @, this provides an exquisite test of general relativity (spoiler alert:
test passed).

1.4 This Thesis

I organize the remainder of this thesis to largely follow the development given thus far. The
two following chapters are used to present significant, new sets of photometric (Chapter [2)
and spectroscopic (Chapter [3|) observations and analyses of relatively nearby SNe Ia. I then
combine portions of these datasets with a substantial and carefully reprocessed literature
sample to form the compilation of SN Ia spectra with corresponding light-curve-derived
parameters used to develop and evaluate deepSIP (Chapter , an open-source software
package that measures the phase and — for the first time ever using deep learning — light-
curve shape of an SN Ia from a single optical spectrum. Using this tool, I demonstrate how
the SDM of Chapter|5|can be used to estimate the distance to an SN Ia from just one optical
spectrum and one epoch of multifilter photometry. Finally, I use the SDM in Chapter [0]
to estimate the distances to a significant number of sparsely observed SNe Ia, which I then
combine with a literature sample of SN Ia and SN II distances to study the bulk flow of
the local Universe and set stringent constraints on the degenerate cosmological parameter
combination, fog. Brief concluding remarks are given in Chapter [7}



Chapter 2

Lick Observatory Supernova Search
Follow-Up Program: Photometry

Data Release of 93 Type Ia
Supernovae

A version of this chapter was originally published in The Monthly Notices of the Royal
Astronomical Society (Stahl et al.2019).

Chapter Abstract

We present BVRI and unfiltered light curves of 93 Type Ia supernovae (SNe Ia) from the
Lick Observatory Supernova Search (LOSS) follow-up program conducted between 2005 and
2018. Our sample consists of 78 spectroscopically normal SNe Ia, with the remainder divided
between distinct subclasses (three SN 1991bg-like, three SN 1991T-like, four SNe lax, two
peculiar, and three super-Chandrasekhar events), and has a median redshift of 0.0192. The
SNe in our sample have a median coverage of 16 photometric epochs at a cadence of 5.4
days, and the median first observed epoch is ~ 4.6 days before maximum B-band light.
We describe how the SNe in our sample are discovered, observed, and processed, and we
compare the results from our newly developed automated photometry pipeline to those from
the previous processing pipeline used by LOSS. After investigating potential biases, we derive
a final systematic uncertainty of 0.03 mag in BVRI for our dataset. We perform an analysis
of our light curves with particular focus on using template fitting to measure the parameters
that are useful in standardising SNe Ia as distance indicators. All of the data are available
to the community, and we encourage future studies to incorporate our light curves in their
analyses.
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2.1 Introduction

Type la supernovae (SNe Ia) are objects of tremendous intrigue and consequence in astron-
omy. As individual events, SNe la — especially those at the extremes of what has been
previously observed (e.g., Filippenko et al.|1992bja; Foley et al.[2013a) — present inter-
esting case studies of high-energy, transient phenomena. Collectively, SNe la are prized as
“cosmic lighthouses” with luminosities of several billion Suns, only a factor of 2-3 lower
than an L* host galaxy of ~ 10! L,. The temporal evolution of the luminosity of a SN Ia,
which is powered largely by the radioactive decay chain 5°Ni — *Co — 56Fe, is codified by
light curves (typically in several broadband filters). With some variation between filters, a
SN Ia light curve peaks at a value determined primarily by the mass of °Ni produced and
then declines at a rate influenced by its spectroscopic/colour evolution (Kasen and Woosley
2007)). With the advent of empirical relationships between observables (specifically, the rate
of decline) and peak luminosity (e.g., Phillips|[1993; Riess et al.|[1996; Jha et al.|2007; |Zheng
et al.2018a)), SNe Ia have become immensely valuable as cosmological distance indicators.
Indeed, observations of nearby and distant SNe Ia led to the discovery of the accelerating
expansion of the Universe and dark energy (Riess et al.|[1998; [Perlmutter et al./[1999), and
they continue to provide precise measurements of the Hubble constant (Riess et al. [2016,
2019).

The aforementioned light-curve “width-luminosity” relations form the basis for the use of
SNe Ia as cosmological distance indicators. To further refine these relationships as well as un-
derstand their limitations, extensive datasets of high-precision light curves are required. At
low redshift, multiple groups have answered the call, including the Calédn/Tololo Supernova
Survey with BVRI light curves of 29 SNe Ia (Hamuy et al.|[1996), the Harvard-Smithsonian
Center for Astrophysics (CfA) Supernova Group with > 300 multiband light curves spread
over four data releases (Riess et al.[[1999; |Jha et al.[2006; |Hicken et al.|2009a) 2012, hence-
forth CfA1-4, respectively), the Carnegie Supernova Project (CSP) with > 100 multiband
light curves (Contreras et al. 2010; |[Folatelli et al.|2010; [Stritzinger et al. 2011} |[Krisciunas
et al.|2017, henceforth CSP1, CSPla, CSP2, and CSP3, respectively), and our own Lick
Observatory Supernova Search (LOSS) follow-up program with BVRI light curves of 165
SNe Ia (Ganeshalingam et al.[2010, henceforth G10). More recently, the Foundation Super-
nova Survey has published its first data release of 225 low redshift SN Ia light curves derived
from Pan-STARRS photometry (Foley et al.[2018]). Despite these extensive campaigns, there
exist many more well-observed light curves for high redshift (z 2 0.1) SNe Ia than for those
at low redshift (Betoule et al.|2014). As low-redshift SNe Ia are used to calibrate their
high-redshift counterparts, a larger low-redshift sample will be useful for further improving
width-luminosity relations, gauging systematic errors arising from the conversion of instru-
mental magnitudes to a uniform photometric system, and for investigating evolutionary
effects over large timescales.

The LOSS follow-up program has been in continuous operation for over 20 years. The
result is an extensive database of SN Ia photometry from images obtained with the 0.76 m
Katzman Automatic Imaging Telescope (KAIT) and the 1 m Nickel telescope, both located
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at Lick Observatory. G10 released SN Ia light curves from the first 10 years of the LOSS
follow-up campaign, and in this paper we publish the corresponding dataset for the following
10 years (2009-2018). We also include several earlier SNe Ia that were omitted from the first
publication. In aggregate, our dataset includes BVRI light curves of 93 SNe Ia with a typical
cadence of ~ 5.4 days drawn from a total of 21,441 images.

Our dataset overlaps with those of CfA3, CfA4, and CSP3. In particular, we share 7
SNe with CfA3 and 16 with CfA4; however, we expect the upcoming CfA5 release to have
considerable overlap with ours, as it will be derived from observations over a similar temporal
range. With regard to CSP3, we have 16 SNe in common. Accounting for overlaps, 28 SNe
in our sample have been covered by at least one of these surveys, thus leaving 65 unique SNe
in our sample.

The remainder of this paper is organised in the following manner. Section details
our data acquisition, including how our SNe are discovered and which facilities are employed
to observe them. In Section we discuss our data-reduction procedure, with particular
emphasis placed on our automated photometry pipeline. Section presents our results,
including comparisons with those in the literature that were derived from the same KAIT
and Nickel images, when such an overlap exists. We derive and discuss the properties of our
light curves in Section [5.4) and our conclusions are given in Section [6.5

2.2 Observations

2.2.1 Discovery

Many of the SNe Ia presented here were discovered and monitored by LOSS using the robotic
KAIT (Li et al[[2000; |[Filippenko et al.|2001, see G10 for remarks on SN Ia discovery with
LOSS). We note that the LOSS search strategy was modified in early 2011 to monitor
fewer galaxies at a more rapid cadence, thus shifting focus to identifying very young SNe in
nearby galaxies (e.g., [Silverman et al.[[2012b). Consequently, the proportion of our sample
discovered by LOSS is less than in that presented by G10. Those SNe in our sample that
were not discovered with KAIT were sourced from announcements by other groups in the SN
community, primarily in the form of notices from the Central Bureau of Electronic Telegrams
(CBETs) and the International Astronomical Union Circulars (IAUCs). Whenever possible
and needed, we spectroscopically classify and monitor newly discovered SNe Ia with the Kast
double spectrograph (Miller and Stone|1993) on the 3 m Shane telescope at Lick Observatory.
Discovery and classification references are provided for each SN in our sample in Table [2.3]
While the focus in this paper is on SNe Ia, we have also built up a collection of images
containing SNe II and SNe Ib/c (see Filippenko| (1997, for a discussion of SN spectroscopic
classification). These additional datasets have been processed by our automated photometry
pipeline and will be made publicly available pending analyses (T. de Jaeger et al. 2019, in
prep., & W. Zheng et al. 2019, in prep.; for the SN II and SN Ib/c datasets, respectively).
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2.2.2 Telescopes

The images from which our dataset is derived were collected using the 0.76 m KAIT (~ 86%
of the total) and the 1 m Nickel telescope (~ 14% of the total), both of which are located
at Lick Observatory on Mount Hamilton near San Jose, CA. The seeing at this location
averages ~ 2" with some variation based on the season.

KAIT is a Ritchey-Chrétien telescope with a primary mirror focal ratio of f/8.2. Between
2001 September 11 and 2007 May 12 the CCD used by KAIT was an Apogee chip with
512 x 512 pixels, and henceforth it has been a Finger Lakes Instrument (FLI) camera with
the same number of pixels. We refer to these as KAIT3 and KAIT4, respectivelyﬂ. Both
CCDs have a scale of 0”8 pixel™!, yielding a field of view of 6/7 x 6/7. As a fully robotic
telescope, KAIT follows an automated nightly procedure to acquire data. Observations of a
target are initiated by submitting a request file containing its coordinates as well as those of a
guide star. A master scheduling program then determines when to perform the observations
with minimal disruption to KAIT’s SN search observations. Under standard conditions we
use an exposure time of 1-6 min in B and 1-5 min in each of VRI.

The 1 m Nickel is also a Ritchey-Chrétien telescope, but with a primary mirror focal
ratio of f/5.3. Since 2001 April 3 its CCD has been a thinned, Loral, 2048 x 2048 pixel
chip located at the f/17 Cassegrain focus of the telescope. With a scale of 07184 pixel™!,
the field of view is 6’3 x 6’3. In March of 2009 the filter set was replaced — we refer to the
period before as Nickel 1’| and after as Nickel2. Pixels are binned by a factor of two to reduce
readout time. Since 2006, most of our Nickel observations have been performed remotely
from the University of California, Berkeley campus. Our observing campaign with Nickel
is focused on monitoring more distant SNe and supplementing (particularly at late times)
data taken with KAIT. Under standard conditions, we use exposure times similar to those
for KAIT.

In Figure we compare the standard throughput curves of Bessell (1990) to those of
the two Nickel 1 m configurations covered by our dataset (G10 show the analogous curves
for KAIT3 and KAIT4). We find good agreement between both Nickell and Nickel2 filter
responses in the VR bands with the corresponding Bessell curves. In B, the agreement is
good for Nickel2 but there is a noticeable discrepancy between the Nickell filter response
compared to that of Bessell. The filter response in I for both Nickel configurations shows the
most substantial departures from the Bessell standard, with Nickel2 exhibiting the most egre-
gious disagreement. Nevertheless, the transmission curve has been verified through repeated
measurements.

1G10 use KAIT1 and KAIT2 for earlier CCD/filter combinations. Our use of KAIT3 and KAIT4 is
consistent with theirs.
20ur Nickell is referred to as Nickel by G10.
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Figure 2.1: Transmission curves for the two Nickel 1 m configurations covered by our dataset
compared with standard Bessell (1990) BVRI curves.
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2.3 Data Reduction

With over 21,000 images spanning 93 SNe Ia with a median of 16 observed epochs, our dataset
is too large to manually process. We have therefore developed an automated photometry
pipelineﬁ to calculate light curves from minimally preprocessedE] KAIT and Nickel images
(those from other telescopes could be incorporated with minimal modifications). Although it
makes use of distinct software packages and utilises components written in several different
programming languages, the pipeline is wrapped in a clean Python interface. It automatically
performs detailed logging, saves checkpoints of its progress, and can be run interactively if
desired — thus, in cases where the data require special care, the user is able to perform each
processing step manually with increased control. We detail the primary steps performed by
the pipeline in the following sections.

2.3.1 Start Up and Image Checking

At a minimum, the pipeline requires four pieces of information to run: the coordinates of the
target (right ascension and declination), the name of an image to use for selecting candidate
calibration stars (henceforth, the “reference image”), and a text file containing the name
of each image to process. In the absence of additional information, the pipeline will make
sensible assumptions in setting various parameters during the start up process.

Processing commences by performing several checks on the specified images to see if any
should be excluded. The first removes any images collected through an undesired filter,
and the second excludes those collected outside a certain range of dates. In processing our
dataset, we allow only unfiltered (referred to as “Clear”) images and those collected through
standard BVRI filters between 60 days prior to, and 2 yr after, discovery as specified on the
Transient Name Server (TNS)ﬂ to continue to subsequent processing steps.

2.3.2 Selection of Calibration Star Candidates

In the next processing step, candidate calibration stars are identified in the reference image
using a three-stage process. First, all sources above a certain threshold in the image are
identified and those that are farther than 8” from that target are retained.

Next, a catalog of potential calibration stars in the vicinity of the SN is downloaded (in
order of preference) from the archives of Pan-STARRS (PS1; |[Chambers and Pan-STARRS
Team|[2018)), the Sloan Digital Sky Survey (SDSS; Alam et al.[2015)), or the AAVSO Photo-
metric All-Sky Survey (APASS; Henden et al|2018). The 40 brightest stars common to the
reference image and the catalog are then retained. If the pipeline is being run interactively,
the user can visually inspect the positions of these stars against the reference image and

3https://github.com/benstah192/L0SSPhotPypeline

4Preprocessing consists of removing bias and dark current, flatfielding, and determining an astrometric
solution.

Shttps://wis-tns.weizmann.ac.il/
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Table 2.1: Summary of Colour Terms

System CB CV OR C]
KAIT3 —0.057 0.032 0.064 —0.001
KAIT4 —-0.134 0.051 0.107 0.014
Nickell —0.092 0.053 0.089 —0.044
Nickel2 0.042 0.082 0.092 —-0.044

remove any that should not be used (such as those that are not well-separated from the
target’s host galaxy).

Finally, the magnitudes (and associated uncertainties) of the selected catalog stars are
converted to the Landolt system (Landolt||1983] 1992)) using the appropriate prescriptionﬂ,
and subsequently to the natural systems of the various telescope/CCD/filter sets that are
spanned by our dataset as discussed in Section [2.2.2] Conversion from the Landolt system
to the aforementioned natural systems is accomplished using equations of the form

b= B+ Cg(B — V) + constant, (2.1a)
v=V+Cy(B—V) + constant, (2.1b)
r =R+ Cr(V — R) + constant, and (2.1c)
i =1+ C[(V —I)+ constant, (2.1d)

where lower-case letters represent magnitudes in the appropriate natural system, upper-case
letters represent magnitudes in the Landolt system, and Cx is the linear colour term for
filter X as given in Table[2.1] The KAIT3, KAIT4, and Nickell colour terms were originally
given by G10, while those for Nickel2 are presented here for the first time. We derive the
Nickel2 colour terms (and atmospheric correction terms, k;; see Section as the mean
values of the appropriate terms measured over many nights using steps from the calibration
pipeline described by G10.

2.3.3 Galaxy Subtraction

A large proportion of SNe occur near or within bright regions of their host galaxies. It is
therefore necessary to isolate the light of such a SN from that of its host prior to performing
photometry. This is accomplished by subtracting the flux from the host at the position of the
SN from the measured flux of the SN. To measure such host fluxes for the SNe in our sample
needing galaxy subtraction (as determined by visual inspection and consideration of the

6The transformation given by|Tonry et al.| (2012) is used for PS1 catalogs, whereas SDSS and APASS cata-
logs are treated with the prescription of Robert Lupton in 2005 (https://www.sdss.org/dr12/algorithms/
sdssUBVRITransform/|)


https://www.sdss.org/dr12/algorithms/sdssUBVRITransform/
https://www.sdss.org/dr12/algorithms/sdssUBVRITransform/
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Figure 2.2: Example of our galaxy-subtraction procedure. The left image shows SN 2013gq
on 2013 March 25 UT, with the SN flux clearly contaminated by the host galaxy. The centre
image is the host-galaxy template used for subtraction, and the right image is the result of
our galaxy-subtraction procedure.

offsets given in Table , we obtained template images using the 1 m Nickel telescope (for
BVRI images) and KAIT (for unfiltered images) after the SNe had faded beyond detection,
or from prior to the explosions if available in our database. Template images selected for use
in galaxy subtraction are preprocessed identically to science images as described above.

The first step in our subtraction procedure is to align each science image to its cor-
responding template image. We do this by warping each template such that the physical
coordinates of its pixels match those of the science image. Next, we perform the subtraction
using the ISIS package (Alard and Lupton||{1998; |Alard |1999), which automatically chooses
stars in both images and uses them to compute the convolution kernel as a function of posi-
tion. We use ten stamps in the x and y directions to determine the spatial variation in the
kernel. ISIS matches the seeing between the warped template image and the science image
by convolving the one with better seeing and then subtracts the images. An example image
with subtraction applied is shown in Figure [2.2]

Some SNe in our dataset occurred sufficiently far from the nuclei of their host galaxies
to not suffer significant contamination from galaxy light. In these cases, we did not per-
form galaxy subtraction. Table includes a column that indicates whether host-galaxy
subtraction was performed for each SN in our sample.

2.3.4 Photometry

After galaxy subtraction has been performed (or skipped if not needed), the pipeline performs
photometry on the target SN and each selected calibration star. For images that have
been galaxy subtracted, photometry is only performed on the SN (as the calibration stars
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will have been subtracted out), and photometry of the calibration stars is measured from
the unsubtracted images. This requires the user to take care when doing calibration (see
Section to ensure that the calibration stars used are not themselves contaminated by
light from the SN’s host galaxy.

By default, both point-spread function (PSF) and aperture photometry (through multiple
apertures), along with standard photometry uncertainty calculations for each, are performed
using procedures from the IDL Astronomy User’s Library[] Henceforth, we consider only
PSF photometry.

The pipeline automatically keeps track of failures and removes the associated images
from further processing. The user can easily track such failures and subsequently investigate
each problematic image in more detail.

2.3.5 Calibration to Natural Systems

In the next step, the pipeline calibrates measured photometry to magnitudes in the appro-
priate natural system as follows. For each unsubtracted image, the mean magnitude of the
selected calibration stars in the natural system appropriate to the image (from the cata-
log downloaded and converted according to the specifications in Section is computed.
Next, the mean measured magnitude of the same set of reference stars is computed for each
aperture. The difference between the former and the latter yields a set of offsets (one for
each aperture) to add to the measured magnitudes such that, in the current image, the
average magnitude of the selected calibration stars matches that from the catalog. These
offsets are also applied to the measured SN photometry from the image (and if it exists,
the SN photometry from the associated galaxy-subtracted image). Standard techniques of
error propagation are applied through these operations to determine the uncertainty in all
derived natural system magnitudes, accounting for uncertainties in the calibration catalog
and photometry.

This procedure is clearly sensitive to which calibration stars are used, and so several steps
are employed in an attempt to make an optimal decision. First, calibration is performed on
each image using all available calibration stars. Any calibration stars that are successfully
measured in < 40% of images are removed and calibration is run again using the remaining
calibration stars. Next, any images in which < 40% of the calibration stars are successfully
measured are removed from further consideration. After these two preliminary quality cuts
are performed, an iterative process is used to refine and improve the calibration. Each
iteration consists of a decision that changes which calibration stars are used or which images
are included and a recalibration based on that decision.

When run interactively, the pipeline provides the user with extensive information to
consider when making this decision. In each iteration, the reference image is displayed with
the current calibration stars and the SN identified. It also provides tables for each passband
which include, for each calibration star: the median measured and calibration magnitudes as

"https://idlastro.gsfc.nasa.gov/homepage.html
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well as the median of their differences, the standard deviation of the measured magnitudes,
and the proportion of all images in the current passband for which the calibration star’s
magnitude was successfully measured. The user can remove certain calibration stars, or
all that (in any passband) exceed a specific tolerance on the median magnitude difference.
Other options and diagnostics are available, and thus an experienced user will develop certain
decision-making patterns when performing interactive calibration, but further discussion is
beyond the scope of this description.

The automated pipeline makes the decision as follows. Any image containing a reference
star that differs by the greater of 3 standard deviations or 0.5 mag from the mean measured
magnitude of that reference star in the relevant filter/system is removed and logged inter-
nally for later inspection. If no such discrepant images are identified, then the calibration
star whose median difference between measured and reference magnitudes is most severe is
removed, so long as the difference exceeds 0.05 mag. If neither of these two criteria is trig-
gered, then the calibration process has converged and iteration exits successfully. However,
if a point is reached where only two reference stars remain, the tolerance of 0.05 mag is
incremented up by 0.05 mag and iteration continues. If the tolerance is incremented beyond
0.2 mag without iteration ending successfully, the calibration process exits with a warning.

The process described above tends to lead to robust results, but it is still possible for
individual measurements to be afflicted by biases. Because of this, we visually inspect our
results after automated calibration and in some cases interactively recalibrate and/or remove
certain images if they are suspected of contamination or are of poor quality.

2.3.6 Landolt System Light Curves

The final stage of processing involves collecting each calibrated (natural system) magnitude
measurement of the SN under consideration to form light curves (one for each combination
of aperture and telescope system). Prior to transforming to the Landolt system, several
steps are applied to these “raw” light curves. First, magnitudes in the same passbands that
are temporally close (< 0.4 days apart) are averaged together. Next, magnitudes in distinct
passbands that are similarly close in temporal proximity are grouped together so that they
all have an epoch assigned as the average of their individual epochs. These steps result in a
light curve for each telescope system used in observations, with magnitudes in the associated
natural system.

Next, these light curves are transformed to the Landolt system by inverting the equa-
tions of Section and using the appropriate colour terms from Table 2.1} Finally, the
transformed light curves are combined into a final, standardised light curve which represents
all observations of the SN.

2.3.7 Uncertainties

To quantify the uncertainties in results derived from our processing routine, we inject arti-
ficial stars of the same magnitude and PSF' as the SN in each image and then reprocess the
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Figure 2.3: Distribution of uncertainties arising from statistical, calibration, and simulation
sources. All magnitudes are instrumental magnitudes, and the median uncertainty from each
source is printed.

images. We use a total of 30 artificial stars to surround the SN with five concentric, angularly
offset hexagons of increasing size. The smallest has a “radius” of ~ 25" (exactly 20 KAIT
pixels) and each concentric hexagon increases this by the same additive factor. We assign
the scatter in the magnitudes of the 30 recovered artificial stars to be the uncertainty in our
measurement, of the SN magnitude. This is then added in quadrature with the calibration
and photometry uncertainties and propagated through all subsequent operations, leading to
the final light curve.

This method has the advantage of being an (almost) end-to-end check of our processing,
and it can still be used effectively when certain steps (namely, host-galaxy subtraction)
are not necessary. We note that by treating uncertainties in this way, we are making the
assumption that the derived magnitude and PSF of the SN are correct. If this assumption is
not met, the artificial stars we inject into each image will not be an accurate representation of
the profile of the SN, and thus we cannot be assured that the distribution in their recovered
magnitudes is a reasonable approximation to that of the SN. Furthermore, errors will be
substantially overestimated when an injected star overlaps with a true star in the image.
When this happens (as verified by a visual inspection) we do not inject a star at this position
and thus in some cases the uncertainty estimate is made with slightly fewer than 30 stars.

Altogether, the final uncertainty on each magnitude in our light curves is derived by
propagating three sources of uncertainty through our calculations. These sources are (1)
“statistical” (e.g., scatter in sky values, Poisson variations in observed brightness, uncer-
tainty in sky brightness), (2) “calibration” (e.g., calibration catalog, derived colour terms),
and (3) “simulation” (as described in the preceding paragraphs). In terms of instrumental
magnitudes, we find median uncertainties from these sources of 0.037 mag, 0.015 mag, and
0.062 mag, respectively. We show the distribution of each in Figure 2.3]
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2.3.8 Systematic Errors

In order to combine or compare photometric datasets from different telescopes, one must
understand and account for systematic errors. In this section, we consider sources of possible
systematic errors and quantify their impact on our final photometry. As three of the four
telescope/detector configurations spanned by our dataset are already extensively considered
by G10, our goal here is primarily to extend their findings to cover the fourth configuration,
Nickel2.

2.3.8.1 Evolution of Colour Terms

The Nickel2 colour terms given in Table are the average colour terms from observations
of Landolt standards over many nights. Any evolution in the derived colour terms as a
function of time introduces errors in the final photometry that are correlated with the colour
of the SN and reference stars. To investivate this effect, we plot the Nickel2 colour terms as
a function of time in Figure [2.4] but find no significant evidence for temporal dependence.
This conclusion is in line with the findings of G10 for KAIT3, KAIT4, and Nickell.

2.3.8.2 Evolution of Atmospheric Terms

For the same set of nights for which we compute the colour terms which constitute Fig-
ure we also derive atmospheric correction terms. Because we source calibration stars
from established catalogues (as outlined in Section7 our derived atmospheric correction
terms affect processing only indirectly (i.e., in the determination of colour terms). As such,
we discuss them here only as a stability check. Figure [2.5shows their evolution as a function
of time. We do not find significant evidence for temporal dependence, which is consistent
with the findings of G10 for KAIT3, KAIT4, and Nickell. It is also worth noting that our
derived terms (kg = 0.278, ky = 0.157, kr = 0.112, and k; = 0.068)) are similar to those
derived for Nickell by G10 (0.277, 0.171, 0.120, and 0.078, respectively).

2.3.8.3 Combining KAIT and Nickel Observations

Another potential source of systematic error arises when combining observations from dif-
ferent configurations (e.g., KAIT4 and Nickel2). Any systematic differences between con-
figurations introduces an error when observations from various systems are combined. To
search for and investigate such differences, we compare the mean derived magnitude of each
calibration star used in determining our final photometry for unique combinations of pass-
band and system. In this investigation, we only consider instances where a calibration star
was observed using two different systems. Figure [2.6] shows the distribution of differences
in each passband for the common set of calibration stars between the KAIT4 and Nickel2
systems, which have the largest overlap. Similar distributions were constructed for all other
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system combinations, and in all cases we find a median offset of < 0.003 maéﬂ with scatter
0 < 0.03 mag in each filter.

2.3.8.4 Galaxy Subtraction

When subtracting host-galaxy light, the finite signal-to-noise ratio (S/N) of the images used
as templates can limit measurements of the magnitude of a SN, thereby introducing a cor-
related error between epochs of photometry. To investigate the severity of this effect, G10
stacked images to obtain a deeper set of template images with increased S/N for SN 2000cn,
a SN Ia from their sample. By reprocessing their data with the new template images, G10
were able to probe the influence of host-galaxy templates derived from single images. Un-
surprisingly, they found that the correlated error introduced by using a single image for a
template is not negligible, but that it is appropriately accounted for by their error budget.
As the modest differences between the Nickell and Nickel2 systems should not manifest any
substantial differences with regard to galaxy subtraction in this manner, and because the
error budget of G10 is similar to our own (as laid out in Section [2.3.7)), we see no need for
repetition of this test.

2.3.8.5 Total Systematic Error

Based on the preceding discussion, we assign a systematic uncertainty of 0.03 mag in BVRI
to our sample, consistent with G10. This uncertainty is not explicitly included in our pho-
tometry tables or light curve figures (e.g., Tables & and Figure , but must be
accounted for when combining our dataset with others.

2.4 Results

In this section we present the results obtained by running our photometry pipeline on SNe Ia
from LOSS images collected from 2009 through 2018, with several earlier SNe Ia also in-
cluded. Basic information and references for each SN in our sample are provided in Table[2.3]
The NASA/IPAC Extragalactic Database (NED)P| and the TNS were used to source many
of the given properties.

Figure shows our light curves, each shifted such that time is measured relative to the
time of maximum B-band brightness as determined by MLCS2k2 (Jha et al.|2007) fits or Gaus-
sian Process interpolations (Lochner et al.|2016) for peculiar SNe (see Sections|2.5.2.2{&[2.5.1},
respectively). An example of our photometry is given in Table . In addition to leaving out
the systematic 0.03 mag uncertainty derived in Section [2.3.8.5] we choose to provide light
curves without considering corrections such as Milky Way (MW) extinction, K-corrections

8The only exception is the median /-band offset between Nickell and KAIT3, which is 0.008 mag.
9The NASA /IPAC Extragalactic Database (NED) is operated by the Jet Propulsion Laboratory, Cal-
ifornia Institute of Technology, under contract with the National Aeronautics and Space Administration

(NASA).
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Figure 2.6: Distributions of the residuals of the mean derived magnitude of each calibration
star used in determining final photometry for SNe in our dataset covered by the KAIT4 and
Nickel2 systems. The distributions reveal negligible offset between these two systems in all
bands with a scatter < 0.03 mag. The median and standard deviation of the residuals are
printed for each passband.
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Table 2.2: Photometry of SN 2008ds.
SN MJD B (mag) V (mag) R (mag) I (mag) Clear (mag)  System
2008ds 54645.47 15.700 £ 0.033  kait4
2008ds 54646.47 15.574 £ 0.024 kait4
2008ds 54647.46 15.613 £0.012 15.630 +0.010 15.593 £0.012 15.744 £0.018 15.501 +0.010 kait4
2008ds 54650.47 15.503 £0.014 15.487 +£0.010 15.475+0.013 15.766 + 0.016 kait4
2008ds 54653.13 15.483 £+ 0.009 15.474 +0.005 15.413 +0.006 15.756 + 0.008 nickell
2008ds 54653.44 15.492 4+ 0.018 15.4704+0.010 15.435+0.011 15.828 +0.017 kait4
2008ds 54655.13 15.570 +0.008 15.512 £ 0.006 15.451 +0.007 15.826 £ 0.009 nickell
2008ds 54655.48 15.567 +0.016 15.507 £0.012 15.467 +0.015 15.925 £ 0.023 kait4
2008ds 54658.13 15.704 £+ 0.008 15.606 4+ 0.006 15.542 + 0.006 15.962 + 0.008 nickell
2008ds 54662.16 15.995+ 0.012 15.773 +0.005 nickell
Note: First 10 epochs of BVRI + unfiltered photometry of SN 2008ds. This table shows the form

and content organisation of a much larger table that covers each epoch of photometry for each SN in
our dataset. The full table is available online at http://heracles.astro.berkeley.edu/sndb/info#
DownloadDatasets (BSNIP,LOSS).

(Oke and Sandage |1968; Hamuy et al.|[1993} |[Kim et al.|[1996|), or S-corrections (Stritzinger
et al. [2002). This provides future studies the opportunity to decide which corrections to
apply and full control over how they are applied. Because of the low redshift range of our
dataset (see the right panel of Figure and the similarity between systems, the K- and
S-corrections will be quite small in any case. Though magnitudes in Figure and Ta-
ble are given in the Landolt system, we also make our dataset available in natural-system
magnitudes for those that would benefit from the reduced uncertainties (see Section [2.8.2)).
Our entire photometric dataset (Landolt and natural-system magnitudes) is available online
from the Berkeley SuperNova DataBase{T_U] (SNDB; Silverman et al.| [2012a; [Shivvers et al.
2016)).

2.4.1 The LOSS Sample

In order to accurately measure and exploit the correlation between light-curve width and
luminosity for SNe Ia, thus allowing for precision measurements of cosmological parameters,
densely sampled multicolour light curves which span pre- through post-maximum evolution
are required. In Figure [2.8 we show the number of epochs of photometry for each SN in our
sample versus the average cadence between epochs of photometry. The plot indicates that
the majority of SNe in our sample have more than 10 epochs of observations with a cadence
of fewer than 10 days, while a significant number of SNe were observed many more times
at even higher frequency. These metrics confirm that on average, our light curves are well
sampled and span a large range of photometric evolution.

Ohttp://heracles.astro.berkeley.edu/sndb/info#DownloadDatasets (BSNIP, LOSS)


http://heracles.astro.berkeley.edu/sndb/info#DownloadDatasets(BSNIP,LOSS)
http://heracles.astro.berkeley.edu/sndb/info#DownloadDatasets(BSNIP,LOSS)
http://heracles.astro.berkeley.edu/sndb/info#DownloadDatasets(BSNIP,LOSS)
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Figure 2.7: Distributions of dataset parameters. The left panel is the number of epochs of
photometry as measured from V-band observations, centre is the first epoch of observation
relative to time of maximum B-band light, and right is redshift.

The left panel of Figure presents a histogram of the total number of photometry
epochs for all SNe in our sample, and we find a median of 16 epochs. SN 2011dz has just one
epoch of photometry and five objects (SNe 2006ev, 2009D, 2009hp, 2012E, 2012bh) have
two epochs each, while SN 2013dy has 126 (the most), followed by SN 2012cg and then
SN 2017fgc. We begin photometric follow-up observations for the typical SN in our sample
~ 4.6 days before maximum light in the B-band, with 52 SNe having data before maximum
brightness. The centre panel of Figure shows the distribution of first-observation epochs
for our sample. The median redshift of our full sample is 0.0192, with a low of 0.0007 (SN
2014J) and a high of 0.0820 (SN 2017dws). We show the distribution of redshifts in the
right panel of Figure[2.7] If we restrict to z > 0.01 (i.e., within the Hubble flow), our sample
consists of 71 SNe with a median redshift of 0.0236.

2.4.2 Comparison with Published LOSS Reductions

For several of the SNe presented here, previous reductions of the photometry (usually per-
formed with an earlier photometry pipeline, developed by G10) have been published. A
comparison between these previous results and our own offers a useful efficacy check of our
pipeline while avoiding the issues arising from comparisons between different telescopes or
photometric systems. Wherever sufficient overlap between one of our light curves and that
from a previous publication exists, we quantify the extent to which the datasets agree by
computing the weighted mean residual. In some cases we further compare by considering
the agreement between derived quantities such as the light-curve shape, Am;5(B), and the
time of maximum brightness, 5, ... We emphasise that in general our results are derived
from different sets of reference stars for calibration than those used to derive the results
with which we compare, and that even when reference stars overlap, we may draw their
magnitudes from different catalogs.
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Figure 2.8: Scatterplot of the number of photometry epochs for each SN vs. the average
cadence between epochs. The tight grouping with a lower average cadence and mid to high
number of epochs indicates that our SNe are well sampled and cover a large portion of
photometric evolution. The single SN with an average cadence in excess of 80 days is SN

2016fth.
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2.4.2.1 SN 2005hk

Phillips et al.| (2007) published optical light curves from KAIT data for the Type Iax SN
2005hk. At the time of publication, no template images were available and so the authors
acknowledged that their derived magnitudes for the SN, located ~ 18.5” from the nucleus
of its host galaxy, were probably affected by the background light. In the prevailing time,
we have obtained template images of the host and used them to separate its flux from that
of the SN. Comparing results, both of which were obtained using PSF-fitting photometry,
we find agreement to within 0.090 mag in BVRI. It is worth noting that our measurements
are generally fainter, especially when the SN is rising and declining. This suggests that
host-galaxy subtraction is indeed necessary for this object. We also compare measurements
of the light-curve shape parameter Am;5(B), and find strong agreement between our value

(see Section and Table of 1.58 + 0.05 mag and theirs of 1.56 £ 0.09 mag.

2.4.2.2 SN 2009dc

Our Nickel and KAIT images of the extremely slow-evolving SN 2009dc — a super-Chandrasekhar
candidate (see Noebauer et al. 2016, for a summary of the properties of this subclass of ther-
monuclear SNe) — were initially processed and used to construct light curves by Silverman

et al.| (2011)). In both our reduction and theirs, PSF-fitting photometry was employed and
galaxy subtraction was not performed owing to the large separation between the SN and its
host galaxy. We find agreement to better that 0.020 mag in BVRI. Furthermore, we derive
Amq5(B) = 0.71 £ 0.06 mag, consistent with their result of Amy5(B) = 0.72 4+ 0.03 mag.

2.4.2.3 SN 2009ig

Optical light curves of SN 2009ig were derived from KAIT data and published by [Foley
et al| (2012). Both our reduction procedure and theirs used PSF-fitting photometry after
subtracting template images of the host galaxy. We find that our results agree to within
0.055 mag in BVRI. It is worth adding that SN 2009ig is in a field with very few stars available
for comparison when calibrating to natural-system magnitudes — |Foley et al.| (2012)) used
only one star for comparison while we have used two. In light of these challenges, we are
content with the similarity between our results, especially because we obtain a consistent
value of Am15(B)B. As an added check, we reprocessed our data for SN 2009ig using the
same calibration star as [Foley et al| (2012)) and find agreement to within ~ 0.025 mag in
BVRI

2.4.2.4 SN 2011by

KAIT BVRI photometry of SN 2011by was published by Silverman et al.| (2013) and later
studied in detail by Graham et al. (2015). In comparing our light curves (which have host-

HUWe find Amy5(B) = 0.85+0.12 mag (the large uncertainty is mostly due to the uncertainty in the time
of B maximum), while [Foley et al| (2012) find Ami5(B) = 0.89 & 0.02 mag,.
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galaxy light subtracted) to theirs (which do not), we find agreement to within ~ 0.05 mag.
Furthermore, Silverman et al| (2013)) found Bpa.x = 12.89 £+ 0.03 mag and Amq5(B) =
1.14 £+ 0.03 mag, which are consistent with our results of B., = 12.91 + 0.02 mag and
Amys(B) = 1.09 + 0.10 mag.

2.4.2.5 SN 2011fe

SN 2011fe/PTF11kly in M101 is perhaps the most extensively observed SN Ia to date (Nugent
et al.|2011} [Vinko et al.|[2012; [Richmond and Smith|2012; |Graham et al.|[2015} [Zhang et al.
2016)). Photometry derived from KAIT data has been published by (Graham et al.| (2015)
and |Zhang et al. (2016)), but we compare only with the latter. For the 20 epochs that overlap
between our dataset and theirs, we find agreement of better than ~ 0.04 mag in BVRL

2.4.2.6 SN 2012cg

SN 2012cg was discovered very young by LOSS, and KAIT photometry from the first ~ 2.5
weeks following discovery was published by |Silverman et al. (2012b). Because of the small
temporal overlap between this early-time dataset and the much more expansive set presented
herein, and because we have obtained template images and used them to remove the host-
galaxy light, it is not instructive to quantitatively compare between our dataset and theirs.
We note, however, that we find a similar time of B-band maximum and that there is clear
qualitative agreement between the two samples.

2.4.2.7 SN 2013dy

Zheng et al.| (2013) published early-time KAIT photometry of SN 2013dy and used it to
constrain the first-light time, while|Pan et al. (2015a)) published extensive optical light curves.
We compare the 85 overlapping epochs of our dataset with those of Pan et al. (2015al),
both of which were obtained using PSF-fitting photometry, and find agreement better than
~ 0.03 mag in BVRIL

2.4.2.8 SN 2013gy

KAIT B and V observations were averaged in flux space to create so-called BV.5-band
photometry by [Holmbo et al.| (2019)), who then used S-corrections to transform to the g band
on the Pan-STARRS1 photometric system. Because of the difference between our choice of
photometric system and theirs, we opt only to compare derived light-curve properties. Our
result for the time of B-band maximum is within one day of theirs (consistent, given the
uncertainties), and we find Amy5(B) = 1.247 + 0.072 mag, nearly identical to their result of
Amq5(B) = 1.234 £ 0.060 mag.
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2.4.2.9 SN 2014J

SN 2014J in M82 has been extensively studied — unfiltered KAIT images were presented
by [Zheng et al. (2014) and used to constrain the explosion time, and [Foley et al.| (2014
published photometry from many sources, including a number of KAIT BVRI epochs. A
comparison between our results and theirs reveals substantial (~ 0.2 mag) discrepancies.
The origin of this disagreement stems from differences in our processing techniques — Foley
et al.| (2014) calibrated instrumental magnitudes against reference-star magnitudes in the
Landolt system (thereby disregarding linear colour terms), while we have done calibrations
with reference-star magnitudes in the natural system appropriate to the equipment before
transforming to the Landolt system. When we reprocess our data using the former approach
in conjunction with the reference stars used by Foley et al. (2014)), we find agreement between
our non-host-galaxy subtracted light curve and theirs to within 0.01 mag in BVRI. Our final
light curve for SN 2014J reflects the latter approach (which is the default of our pipeline),
and was derived using a different set of calibration stars after subtracting host-galaxy light.

2.4.2.10 SN 2016coj

SN 2016coj was discovered at a very early phase by LOSS, and [Zheng et al. (2017) pre-
sented the first 40 days of our optical photometric, low- and high-resolution spectroscopic,
and spectropolarimetric follow-up observations. Because our full photometric dataset en-
compasses a much broader time frame and Zheng et al| (2017) focused only on unfil-
tered photometry, a direct comparison is not possible. However, we note that our derived
Amys(B) = 1.33 £ 0.03 mag, Bp.x = 13.08 £ 0.01 mag, and tp_, = 57547.15 £ 0.19 MJD
are consistent with their preliminary reporting, based on photometry without host-galaxy
subtraction, of 1.25 + 0.12 mag, 13.1 £ 0.1 mag, and 57547.35 MJD, respectively.

2.4.2.11 Summary of Comparisons

We have compared the results of our photometry to the results derived from previous process-
ing pipelines used by our group for ten SNe Ia. Of these, five (SNe 2009dc, 2009ig, 2011fe,
2013dy, and 2014J) can be directly compared in the sense that identical processing steps
(e.g., whether galaxy subtraction was performed) were used. For this subsample, we find
excellent (< 0.05 mag) agreement except for the cases of SN 2009ig (< 0.055 mag) and SN
2014J (~ 0.2 mag). However, we are able to attain much stronger agreement (< 0.025 mag
and < 0.010 mag, respectively) if we employ the same calibration procedures used in the
original processing. For the remaining five, we find consistent results in derived light-curve
parameters, and more generally, good qualitative agreement in the shape of the light curves.
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2.5 Discussion

The absolute peak brightness that a SN Ia attains has been shown to be strongly correlated
with the “width” of its light curve (e.g., Phillips/[1993). Thus, given a model for this corre-
lation and a measurement of the light-curve width of a SN Ia, one can compute its intrinsic
peak luminosity. By comparing this to its observed peak brightness, the distance to the
SN Ia can be estimated. In this section, we examine the properties of the light curves in our
sample in more detail. Specifically, in Section we directly measure light-curve proper-
ties from interpolations, whereas in Section we model our light curves with light-curve
fitting tools.

2.5.1 Interpolated Light-Curve Properties

Perhaps the most ubiquitous parametrisation of the width (or decline rate) of a SN Ia light
curve is Amy5(X), the difference in its magnitude at maximum light and 15 days later in
passband X. We measure this quantity in B and V' by interpolating the (filtered) light
curves using Gaussian Processes, a technique that has proved useful in astronomical time
series analysis due to its incorporation of uncertainty information and robustness to noisy
or sparse data (Lochner et al.|[2016]).

For each SN in our sample where the photometry in B and/or V' encompasses the max-
imum brightness in that band, we employ the following approach using tools from the
SNooPyF_ZI package (Burns et al.|[2011). First, we interpolate the light curve in each pass-
band using Gaussian Processes, allowing us to determine the time at which that light curve
peaks. With the phase information that this affords, the data are K-corrected using the
spectral energy distribution (SED) templates of Hsiao et al.| (2007). We further correct the
data for MW extinction (Schlafly and Finkbeiner|2011) and then perform a second interpo-
lation on the corrected data. From this interpolation we measure tx, ., Xmax, and Amq5(X)
— the time of maximum brightness, maximum apparent magnitude, and light-curve width
parameter (respectively) — in filters B and V. In measuring Amq;5(X), we correct for the
effect of time dilation. The final results of this fitting process are presented in Table [2.4]

2.5.2 Applying Light-Curve Fitters

While interpolation is viable for well-sampled light curves, those that are more sparsely sam-
pled or which do not unambiguously constrain the maximum brightness cannot be reliably
treated with this technique. Furthermore, interpolation completely disregards the effects of
host-galaxy extinction, which must be accounted for when estimating distances.

Because of these limitations, we also employ two light-curve fitters to measure the prop-
erties of our sample. To the extent that the templates used by these fitters span the diversity
in our dataset, this approach does not suffer from the same limitations as interpolation.

2https://csp.obs.carnegiescience.edu/data/snpy/documentation/snoopy-manual-pdf
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Figure 2.9: Distributions of Amys and E(B — V)es from SNooPy E(B — V) model fits to
the light curves in our dataset appear in black. We include the corresponding distributions
derived from Burns et al.| (2011)) in red.

2.5.2.1 SNooPy E(B — V) Model

We use the so-called “EBV_model” in SNooPy to simultaneously fit the BVRI light curves
in our sample. In observed band X and SN rest-frame band Y, the model takes on the
mathematical form

mx (t - tmax) = TY (treb Amlf}) + MY(AmlS) + p+
RxE(B —V)ga+ RyE(B =V )host+
KX,Y (Z7 treh E(B - V)hostu E(B - V)gal) ) (22>

where m is the observed magnitude, ¢y, is the time of B-band maximum, ¢, = (' —
tmax)/ (1 4+ z) is the rest-frame phase, M is the rest-frame absolute magnitude of the SN, x is
the distance modulus, E(B — V')ga and E(B — V)pes are the reddening due to the Galactic
foreground and host galaxy, respectively, R is the total-to-selective absorption, and K is
the K-correction (which depends on the epoch and can depend on the host and Galactic
extinction).

SNooPy generates the template, T'(t, Amys), from the prescription of Prieto et al. (2006)).
As indicated, the light curve is parameterised by the decline-rate parameter, Am;s, which is
similar to Amy5(B). It is important to note, however, that these quantities are not identical,
and may deviate from one another randomly and systematically (see Section 3.4.2 in Burns
et al|2011). The model assumes a peak B-band magnitude and B — X colours based on
the value of Amys, with six possible calibrations derived from CSPla. We use calibration
#6, which is derived from the best-observed SNe in the sample, less those that are heavily
extinguished.
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The template-fitting process with SNooPy consists of the following steps. First, an initial
fit is made to determine the time of B-band maximum. This allows for initial K-corrections
to be determined using the SED templates from Hsiao et al. (2007). The K-corrected data
are then fit again, allowing colours to be computed as a function of time. Next, improved
K-corrections are computed, warping the SED such that it matches the observed colours.
Last, a final fit is performed using the improved K-corrections. The results from fitting are
tmax, Amys, E(B — V)pest, and . We present these quantities for our dataset in Table .
We also visualise the distributions of Amys and E(B —V )pest from our dataset in Figure ,
with the corresponding distributions from Burns et al. (2011) overlaid for comparison.

For Amys, we find a median value of 1.11 mag with a standard deviation of 0.26 mag,
consistent with the respective values of 1.15 mag and 0.32 mag from the dataset of Burns
et al| (2011). And for E(B — V)pest, we find a median of 0.10 mag with a dispersion of
0.29 mag for our sample, similar to their values of 0.12 mag and 0.29 mag, respectively. We
stress that comparing these parameters between our dataset and that of |[Burns et al.| (2011))
is only to provide a diagnostic view of how our sample is distributed relative to another from
the literature — there is minimal overlap between the two samples, so we are not looking
for a one-to-one correspondence.

Furthermore, we can use the fitted model for each light curve to calculate other param-
eters of interest, such as those derived from direct interpolation. This gives a method by
which we can check for consistency in our results. For example, we expect the time of maxi-
mum brightness in a given band to be the same, regardless of whether it was calculated from
an interpolation or a fitted model. We employ Kolmogorov-Smirnoff tests on our calculated
times of maximum (where we have results from both interpolation and template fitting) to
quantify the likelihood that those from interpolation are drawn from the same distribution
as those from template fitting. In both cases (tp,,. and ty,, ), we find p-values of unity,
indicating that our expectation is met.

Applying such tests for Bpax and Viay is less straightforward because of the presence of
systematic offsets between results derived from interpolation and those derived from fitting
SNooPy’s E(B — V) model. While both methods provide peak magnitudes after performing
K-corrections and correcting for MW reddening, only the E(B — V') model fits account for
host-galaxy reddening. With this caveat noted, it is still instructive to make comparisons,
and in doing so we find p-values of 0.708 and 0.981 for B, and V.., respectively. If we
impose restrictions to make the comparison more legitimate — namely to use only those SNe
in our sample that are not heavily extinguished by their hosts (|E(B — V)post| < 0.1 mag),
that are spectroscopically normal (as given in Table , and for which SNooPy measures
Amgs < 1.7 mag — we find substantially improved agreement, with p-values of 0.956 and
1.000, respectively.

As noted above, Am;s does not exactly correspond to Amys5(B). In comparing them,
Burns et al.| (2011) found a linear relationship of Amy5(B) = 0.89Amy5 + 0.13. Performing
an analogous comparison with our dataset subjected to the aforementioned light-curve shape
restriction, we find Amy5(B) = (0.97 £ 0.12)Amys + (0.02 £ 0.14). Figure shows our
derived linear relationship within the context of our data.
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Figure 2.10: Comparison of the decline-rate parameter as measured from our Gaussian
Process interpolations, Amy5(B), with that obtained directly from our SNooPy E(B — V)
model fits, Amys.
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Figure 2.11: Distributions of A and Ay from MLCS2k2 model fits to the light curves in our
dataset appear in black. We include the corresponding distributions derived from CfA3 in
red.

2.5.2.2 MLCS2k2

In addition to the methods described above, we have run MLCS2k2.v007 (Jha et al. 2007)) on
our sample of light curves. MLCS2k2 parameterises the absolute magnitude of a SN in terms
of A, which quantifies how luminous a SN is relative to a fiducial value. By using a quadratic
dependence on A, intrinsic variations in peak magnitude are modeled without introducing a
parameter for intrinsic colour. In order to do this, MLCS2k2 corrects for MW reddening and
attempts to correct for reddening due to the host galaxy by employing a reddening law, Ry,
to obtain the host-galaxy extinction parameter, Ay, after employing a prior on E(B — V).

MLCS2k?2 yields four fitted parameters for each BVRI light curve: the distance modulus
(1), the shape/luminosity parameter (A), the time of B-band maximum (¢(), and the host-
galaxy extinction parameter (Ay ). In running MLCS2k2 on our dataset, we fix Ry to 1.7 and
use the default host-reddening prior, which consists of a one-sided exponential with scale
length 7p(p_v) = 0.138 mag. We use the SED templates of |Hsiao et al. (2007)), and following
Hicken et al. (2009b) we use MLCS2k2 model light curves trained using Ry = 1.9. We present
the results of running MLCS2k2.v007 on our sample in Table and the distributions of A
and Ay in Figure We find a median and standard deviation for A of —0.11 and 0.46,
and for Ay of 0.20 and 0.45. Comparing these to the corresponding parameters from CfA3
we find reasonable agreement, with —0.04 and 0.48, and 0.13 and 0.44, respectively. Our
dataset only shares minimal overlap with that of CfA3, so these comparisons serve to reveal
how our dataset is distributed relative to another low-z sample.
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Figure 2.12: Comparison of the (scaled) distance modulus and host-galaxy reddening results
from both light-curve fitters for the selected subset of our dataset.

2.5.3 Comparison of Light-Curve Fitter Results

To make any cosmological statements based on the results in the previous section is beyond
the scope of this paper, as this would require a detailed study and justification of the utilised
light-curve fitters and their parameters, amongst many other considerations. It is interesting
and possible, however, to compare results from the two light-curve fitters we employ to check
for consistency. As the principal quantity of interest when fitting the light curves of SNe Ia
is distance, we will focus our comparison on the derived distance moduli.

The left plot in Figure [2.12] compares the distance moduli from SNooPy and MLCS2k2
after correcting to put the measurements on the same scale (so that relative distance moduli
are compared, independent from assumptions about the Hubble constant). This correction
consists of adding an offset to the distance moduli from each fitter such that the value of H
measured from each set of results yields 65 km s~ Mpc~!. We perform this comparison only
for spectroscopically normal SNe Ia in our sample for which SNooPy finds Am5 < 1.7 mag
and for which z > 0.01. Of course, further restrictions should be placed when selecting a
sample for cosmological purposes, but our selection is reasonable for performing a general
comparison. We find strong agreement between the two sets of corrected distance moduli
— a Kolmogorov-Smirnoff test gives a p-value of 1.000. The median residual is —0.026 mag
with a statistical dispersion of 0.135 mag.

If we were to ensure consistency in choosing the parameters for each light-curve fitter, the
residuals would almost certainly decrease. In particular, when fitting with MLCS2k2, we place
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an exponentially decaying prior on Ay, but no such prior was imposed with SNooPy. This
difference may well manifest in statistically and systematically different results for host-
galaxy reddening and distance moduli between the two fitters. We compare host-galaxy
reddening results in the right panel of Figure [2.12] where for MLCS2k2 we have converted to
reddening using F(B — V )yost = Ay /Ry, with Ry = 1.7. The agreement is reasonable, with
a median residual of —0.056 mag and statistical uncertainty of 0.055 mag. Furthermore, the
facts that the median residual (SNooPy minus MLCS2k2) is negative and that the disagreement
is most severe for small E(B — V), are consistent with what one might expect given the
prior imposed by MLCS2k2.

2.6 Conclusion

In this paper we present BVRI (along with some unfiltered) light curves of 93 SNe Ia derived
from images collected by the LOSS follow-up program primarily over the interval from 2009—
2018, but with several instances as early as 2005. Careful and consistent observational
and processing techniques ensure that our data is prepared in a homogeneous fashion. We
estimate the systematic uncertainty in our dataset to be 0.03 mag in BVRI, and we encourage
the community to incorporate our light curves in future studies.

In cases where our results overlap with previous reductions of LOSS data, we provide
a set of comparisons as a consistency check. In general, we find good agreement, giving
us confidence in the quality of our processing and analysis. When combined with the light
curves of G10, the resulting dataset spans 20 years of observations of 258 SNe Ia from the
same two telescopes.

We study the properties of the light curves in our dataset, with particular focus on
the parameters used in various width-luminosity relationships. Using direct interpolations,
we measured Amq5(B) and Amys(V). We also apply the light-curve fitters SNooPy and
MLCS2k2.v007 to measure Amy; and A, respectively. We compare results derived from
these methods, and find an acceptable degree of agreement given the differences in starting
assumptions.

A consideration of the photometric dataset presented here alongside spectra from the
Berkeley Supernova Ia Program (BSNIP) database will enable further utility. Our dataset
overlaps with 13 SNe from the first BSNIP data release (Silverman et al. 2012a)), with an
average of 4.5 spectra each. Furthermore we expect significant overlap between the SNe in
our dataset and our upcoming second BSNIP data release of ~ 700 spectra from ~ 250
SNe Ia observed over a similar temporal range (Stahl et al.|[2020Db)).

2.7 Sample Information



Table 2.3: SN Ia sample.

SN R.A.% Decl.® Discovery® Discovery Spec‘croscopicl7 Type® Host® Zhelio % E(B - V)uw® ET N7 Host
Name «(2000) 6(2000) Date (UT) Reference Reference Galaxy (mag) (@) () Subtr.?
2005hk 6.96196 —1.19792 30 Oct 2005 TAUC 8625 CBET 269, Ph07 Tax UGC 272 0.013 0.020 16.9 7.5 Y
2005ki 160.11758 9.20233 18 Nov 2005 CBET 294 CBET 296 Ia NGC 3332 0.019 0.027 —2.2 71.2 N
2006ev  322.74692 13.98922 12 Sep 2006 TAUC 8747 CBET 622 Ta UGC 11758 0.029 0.077 23.9 11.3 Y
2006mq 121.55162 —27.56261 22 Oct 2006 CBET 721 CBET 724 Ia ESO 494-G26 0.003 0.362 17.3 —123.1 N
2007F 195.81283 50.61881 11 Jan 2007 CBET 803 CBET 805 Ia UGC 8162 0.024 0.015 —9.8 —7.0 Y
2007bd  127.88867 —1.19944 4 Apr 2007 CBET 914 CBET 915 Ta UGC 4455 0.031 0.029 6.0 —6.2 Y
2007bm 171.25958 —9.79828 20 Apr 2007 CBET 936 CBET 939 Ia NGC 3672 0.006 0.035 —2.5 —10.4 Y
2007fb  359.21821 5.50883 3 Jul 2007 CBET 992 CBET 993 Ia UGC 12859 0.018 0.048 12.2 1.5 Y
2007fs 330.4185 —21.50822 15 Jul 2007 CBET 1002 CBET 1003 Ia ESO 601-G5 0.017 0.029 34.5 10.6 Y
2007if 17.71404 15.46108 16 Aug 2007 CBET 1059 CBET 1059 SC Anon. 0.074% 0.071 N
2007jg 52.46175 0.05683 14 Sep 2007 CBET 1076 CBET 1076 Ia SDSS J032950.83 + 000316.07 0.037 0.091 —0.1 8.6 Y
2007kk 55.59692 39.24178 28 Sep 2007 CBET 1096 CBET 1097 Ia UGC 2828 0.041 0.196 —9.1 —-9.9 Y
2008Y 169.87737 54.46283 6 Feb 2008 CBET 1240 CBET 1246 Ia MCG +09-19-39 0.070 0.011 —2.3 7.1 Y
2008dh 8.79717  23.25419 8 Jun 2008 CBET 1409 CBET 1409 Ia PGC 16841491 0.037 0.026 12.2 —-3.0 Y
2008ds 7.46179  31.39275 28 Jun 2008 CBET 1419 CBET 1419 Ta-pec UGC 299 0.021 0.055 —33.0 —2.2 Y
2008eg 27.90112 19.10469 20 Jul 2008 CBET 1444 CBET 1444 Ia UGC 1324 0.034 0.057 0.3 4.3 Y
2008ek  241.38821 17.59256 28 Jul 2008 CBET 1452 CBET 1454 Ia IC 1181 0.033 0.038 —9.7 —4.1 Y
2008eo 10.46683  32.99033 3 Aug 2008 CBET 1459 CBET 1465 Ia UGC 442 0.016 0.070 4.4 —3.5 Y
2008eq 255.03 23.13239 2 Aug 2008 CBET 1460 CBET 1465 Ta PGC 214560f 0.057 0.063 4.1 3.6 Y
2008tk 38.52108 1.39514 2 Sep 2008 CBET 1494 CBET 1499 Ia 2MASX J02340513+0123408" 0.072 0.020 —1.2 1.9 Y
2008fu 45.61875 —24.45597 25 Sep 2008 CBET 1517 CBET 1519 Ia ESO 480-1G21 0.052 0.019 —2.6 —0.5 Y
2008gg 21.346 —18.17244 9 Oct 2008 CBET 1538 CBET 1540 Ia NGC 539 0.032 0.021 18.7 —30.9 N
2008gl 20.22842 4.80531 20 Oct 2008 CBET 1545 CBET 1547 Ia UGC 881 0.034 0.024 20.2 14.3 Y
2008go  332.68679 —20.78811 22 Oct 2008 CBET 1553 CBET 1554 Ia Anon.t 0.062 0.032 11.9 8.8 N
2008gp 50.75304 1.36189 27 Oct 2008 CBET 1555 CBET 1558 Ia MCG +00-9-74 0.033 0.104 10.9 —-14.0 Y
2008ha  353.71954 18.2265 7 Nov 2008 CBET 1567 CBET 1576 Tax UGC 12682 0.005 0.068 —11.5 —2.6 Y
2008hs 36.37342  41.84308 1 Dec 2008 CBET 1598 CBET 1599 Ta NGC 910 0.017 0.049 31.7 67.7 N
2009D 58.59512 —19.18172 2 Jan 2009 CBET 1647 CBET 1647 Ia MCG —-03-10-52 0.025 0.046 —26.1 30.9 N
2009al 162.84196 8.57853 26 Feb 2009 CBET 1705 CBET 1708 Ia NGC 34257 0.022 0.021 —51.3 41.0 N
2009an  185.69779 65.85117 27 Feb 2009 CBET 1707 CBET 1709 Ia NGC 4332 0.009 0.016 4.4 26.6 Y
2009dc 237.8005 25.70778 9 Apr 2009 CBET 1762 CBET 1776 SC UGC 10064 0.021 0.060 —15.7 21.1 N
2009ee  170.35542 34.33981 9 May 2009 CBET 1795 CBET 1802 Ia IC 2738 0.035 0.021 27.7 —60.7 N
2009eq 280.03458 40.12681 11 May 2009 CBET 1805 CBET 1817 Ta-pec NGC 6686 0.024 0.053 14.7 —-39.0 N
2009eu  247.17137  39.55347 21 May 2009 CBET 1813 CBET 1817 Ia NGC 6166 0.030 0.010 30.6 6.9 Y
2009fv  247.43425 40.81161 2 Jun 2009 CBET 1834 CBET 1846 Ia NGC 6173 0.029 0.005 —7.7 0.0 Y
2009hn 38.00129 1.24819 24 Jul 2009 CBET 1886 CBET 1889 Ia UGC 2005 0.022 0.021 38.1 6.0 Y
2009hp 44.59983 6.59308 26 Jul 2009 CBET 1888 CBET 1889 Ia MCG +01-08-30 0.021 0.198 —9.2 4.6 Y
2009hs  268.96221 62.59975 28 Jul 2009 CBET 1892 CBET 1909 91bg-like NGC 6521 0.027 0.035 17.2 —45.0 N
2009ig 39.54837 —1.31253 20 Aug 2009 CBET 1918 CBET 1918 Ia NGC 1015 0.009 0.028 0.7 22.2 Y
2009kq 129.06288 28.06714 5 Nov 2009 CBET 2005 ATEL 2291 Ia MCG +05-21-1 0.012 0.035 —4.2 24.5 Y
2010ao0  205.92079 3.90003 18 Mar 2010 CBET 2211 CBET 2223 Ia UGC 8686 0.023 0.023 11.8 14.5 Y
2010hs 36.41308 24.76489 12 Sep 2010 CBET 2454 CBET 2461 Ia PGC 17157901 0.076F 0.100 —93.4 —46.4 N
2010ii 339.55492  35.49167 30 Sep 2010 CBET 2474 CBET 2474 Ia NGC 7342 0.027 0.075 0.4 —25.9 Y
2010ju 85.48329 18.4975 14 Nov 2010 CBET 2549 CBET 2550 Ia UGC 3341 0.015 0.361 6.3 18.5 Y
2011M 75.17312  62.24406 19 Jan 2011 CBET 2640 CBET 2640 Ia UGC 3218 0.017 0.352 —15.1 0.1 Y
2011bd  266.77633 57.30131 24 Mar 2011 CBET 2685 CBET 2685 Ia NGC 6473 0.028% 0.041 3.3 —-31.0 Y
2011by 178.93983 55.32606 26 Apr 2011 CBET 2708 CBET 2708 Ia NGC 3972 0.003 0.012 4.0 19.1 Y
2011df  291.89017 54.38647 21 May 2011 CBET 2729 CBET 2729 Ia NGC 6801 0.014 0.112 —19.0 48.9 Y
2011dl1 244.52071 21.55111 17 Jun 2011 CBET 2744 CBET 2744 Ia UGC 10321 0.026% 0.067 —18.6 —35.0 N

Table 2.3 continued
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SN R.A.% Decl.® Discovery® Discovery Spectroscopicl7 Type® Host® Zhelio % E(B - V)uw® ET N7 Host
Name «(2000) 6(2000) Date (UT) Reference Reference Galaxy (mag) (@) () Subtr.?
2011dz 243.18675 28.28422 26 Jun 2011 CBET 2761 CBET 2761 Ia UGC 10273 0.025 0.044 —2.4 —-61.8 Y
2011ek 36.45371 18.53333 4 Aug 2011 CBET 2783 CBET 2783 Ia NGC 918 0.005 0.307 —27.7 133.5 Y
2011fe 210.77421 54.27372 24 Aug 2011 CBET 2792 CBET 2792 Ia M101# 0.001 0.008 —59.3 —270.1 Y
2011fs 334.33133  35.58056 15 Sep 2011 CBET 2825 CBET 2825 Ia UGC 11975 0.021 0.101 —2.7 33.8 N
2012E 38.34496 9.58489 14 Jan 2012 CBET 2981 CBET 2981 Ia NGC 975 0.020 0.063 0.6 —60.5 N
20127 50.52229 —15.38767 29 Jan 2012 CBET 3014 CBET 3014 Tax NGC 1309 0.007 0.034 —17.5 44.6 N
2012bh  183.40546  46.48347 11 Mar 2012 CBET 3066 CBET 3066 Ia UGC 7228 0.025 0.016 5.2 —37.8 N
2012cg 186.80346 9.42033 17 May 2012 CBET 3111 CBET 3111 Ia NGC 4424 0.001 0.018 18.1 —1.2 Y
2012dn  305.90108 —28.27872 8 Jul 2012 CBET 3174 CBET 3174 SC PGC 64605% 0.010 0.052 Y
2012ea  266.29333 18.14078 8 Aug 2012 CBET 3199 CBET 3199 91bg-like NGC 6430 0.010 0.055 —55.2 6.6 N
2012gl 153.20967 12.68242 29 Oct 2012 CBET 3302 CBET 3302 Ia NGC 3153 0.009 0.036 —2.6 56.7 N
2013bs  259.34179 41.06672 18 Apr 2013 CBET 3494 CBET 3494 Ia NGC 6343 0.028 0.025 65.1 50.4 N
2013dh  232.50454 12.98692 12 Jun 2013 CBET 3561 CBET 3561 91T-like NGC 5936 0.013 0.033 3.8 —8.7 Y
2013dr 259.87608 47.70128 1 Jul 2013 CBET 3576 CBET 3576 Ia PGC 60077% 0.017 0.021 —8.7 —4.3 Y
2013dy 334.57333  40.56933 10 Jul 2013 CBET 3588 CBET 3588 Ia NGC 7250 0.004 0.132 —2.3 25.0 Y
2013ex 83.19425 —14.04594 19 Aug 2013 CBET 3635 CBET 3635 Ia NGC 1954 0.010 0.123 —24.9 60.6 N
2013fa 310.97321 12.51436 25 Aug 2013 CBET 3641 CBET 3641 Ia NGC 6956 0.016 0.086 —2.1 8.8 Y
2013fw  318.43654 13.57592 21 Oct 2013 CBET 3681 CBET 3681 Ia NGC 7042 0.017 0.067 —15.9 3.6 Y
2013gh 330.591 —18.91678 8 Aug 2013 CBET 3706 CBET 3706 Ia NGC 7183 0.009 0.025 3.1 —1.0 Y
2013gq 124.47275 23.46958 25 Mar 2013 CBET 3730 CBET 3730 Ia NGC 2554 0.014 0.049 —0.4 —9.2 Y
2013gy 55.57033 —4.72181 6 Dec 2013 CBET 3743 CBET 3743 Ia NGC 1418 0.014 0.050 10.8 32.2 N
2014J 148.92558 69.67389 21 Jan 2014 CBET 3792 CBET 3792 Ia NGC 3034 0.001 0.136 —55.2 —19.8 Y
2014ai 139.93404 33.76378 21 Mar 2014 CBET 3838 CBET 3838 Ia NGC 2832 0.023 0.015 —33.5 50.5 N
2014a0 128.63883 —2.54336 17 Apr 2014 CBET 3855 CBET 3855 Ia NGC 2615 0.014 0.031 —0.4 12.4 Y
2014bj  290.66312 43.89081 22 May 2014 CBET 3893 CBET 3893 Ia Anon. 0.005% 0.091 N
2014dt  185.48987 4.47181 29 Oct 2014 CBET 4011 CBET 4011 Tax NGC 4303 0.005 0.019 39.9 —6.6 Y
2015N 325.82037 43.57989 6 Jul 2015 CBET 4124 CBET 4124 Ia UGC 11797 0.019 0.456 —36.1 12.9 Y
2016aew 212.86037 1.28596 12 Feb 2016 TNSTR-2016-106 TNSCR-2016-114 Ia I1C 0986 0.025 0.033 3.9 —2.0 Y
2016coj 182.02833 65.17729 28 May 2016 TNSTR-2016-384 TNSCR-2016-386 Ia NGC 4125 0.005 0.016 4.9 11.3 Y
2016fbk  26.02737 34.38283 16 Aug 2016 TNSTR-2016-568 TNSCR-2016-572 Ia UGC 01212 0.036 0.042 —19.6 —-16.1 Y
2016ffh  227.95617 46.25089 17 Aug 2016 TNSTR-2016-583 TNSCR-2016-589 Ia CGCG 249-011 0.018 0.024 11.4 -10.7 Y
2016gcl  354.48592 27.27715 8 Sep 2016 TNSTR-2016-644 TNSCR-2016-655 91T-like AGC 331536 0.028 0.063 —2.7 —1.5 Y
2016gdt 328.09396 3.42181 8 Sep 2016 TNSTR-2016-652 TNSCR-2016-666 91bg-like 1C 1407 0.029 0.072 —13.3 —-19.3 N
2016hvl 101.009 12.39662 4 Nov 2016 TNSTR-2016-884 TNSCR-2016—-892 Ia UGC 3524 0.013 0.377 229 -—-19.2 N
2017cfd 130.20479 73.48754 16 Mar 2017 TNSTR-2017-315 TNSCR-2017-325 Ia IC 511 0.012 0.019 —5.5 3.1 Y
2017drh 263.10854 7.0632 3 May 2017 TNSTR-2017-513 TNSCR-2017-516 Ia NGC 6384 0.006 0.106 26.1 10.5 Y
2017dws 235.05904 11.34486 3 May 2017 TNSTR-2017-528 TNSCR-2017-534 Ia Anon. 0.082% 0.035 Y
2017erp 227.31171 —11.33422 13 Jun 2017 TNSTR-2017-647 TNSCR-2017-655 Ia NGC 5861 0.006 0.093 —18.8 —45.2 N
2017fgc 20.06017 3.40277 11 Jul 2017 TNSTR-2017-753 TNSCR-2017-757 Ia NGC 0474 0.008 0.029 116.0 —45.4 N
2017glx 295.91787 56.11008 3 Sep 2017 TNSTR-2017-963 TNSCR-2017-970 91T-like NGC 6824 0.011 0.107 —3.4 2.2 Y
2017hbi  38.13154 35.4836 2 Oct 2017 TNSTR-2017-1066 TNSCR-2017-1074 Ia Anon. 0.040% 0.061 N
2018a0z 177.75762 —28.74406 2 Apr 2018 TNSTR-2018-428 TNSCR-2018-433 Ia NGC 3923 0.006 0.072 1.8 223.1 N
2018dem 317.99387 —0.2181 8 Jul 2018 TNSTR-2018-947 TNSCR-2018-1219 Ia SDSS J211158.77-001309.9 0.060 0.072 —3.6 4.8 Y
2018gv  121.39421 —11.43786 15 Jan 2018 TNSTR-2018-57 TNSCR-2018-75 Ta NGC 2525 0.005 0.050 —50.4 —39.0 Y
NS

“Basic information for each SN, including its J2000 right ascension and declination (in decimal degrees), its host galaxy, and its discovery date, were sourced from T

However, host galaxies marked with a “t” symbol were obtained from |Lennarz et al.|(2012a), while those with a “{” are from the given discovery reference.

bSpectroscopic classification reference. Ph07 refers to

“Spectroscopic type as classified in the spectroscopic reference.
4Host-galaxy heliocentric redshifts are from NED unless otherwise indicated. Those marked with a “}” symbol were obtained from their spectroscopic references, and “+”

refers to (2010)
ted at

¢Extinction is calcula

and “F” to|Lennarz et al.|(2012a).

Phillips et a.

1. 2007"
uper-Chandrasekhar candidates are labeled with “SC”.

the SN position using the dust maps of |Schlegel et al. 1998} subject to the recalibration 0f|SchIaﬂy and FinkbeinerNQOll}.

fOffsets from host-galaxy nuclei are computed using the host location as given by NED (if available) for all SNe except SN 2010hs, whose host coordinates are from the
catalog of [Lennarz et al.|(2012a).
9Indicates whether the SN had 1ts host galaxy subtracted (Y) or not (N).

B[ NS €6 10 AYLANOLOHd ¢ H4LdVHO

8¢
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2.8 Light Curves

2.8.1 Light-Curve Properties
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Figure 2.13: Observed BVRI and unfiltered light curves of our SN Ia sample. Blue up-
triangles are B + 2, green diamonds are V, red squares are R — 2, dark red down-triangles
are I — 4, and black circles are Clear—1. In most cases the error bars are smaller than the
points themselves. All dates have been shifted relative to the time of maximum B-band
brightness, if determined, and relative to the time of the first epoch otherwise.
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Figure 2.13: Observed BVRI and unfiltered light curves of our SN Ia sample. Blue up-

triangles are B + 2, green diamonds are V', red squares are R — 2, dark red down-triangles
are I — 4, and black circles are Clear—1. In most cases the error bars are smaller than the

points themselves.

brightness, if determined, and relative to the time of the first epoch otherwise.

All dates have been shifted relative to the time of maximum B-band
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Figure 2.13: Observed BVRI and unfiltered light curves of our SN Ia sample. Blue up-

triangles are B + 2, green diamonds are V', red squares are R — 2, dark red down-triangles
are I — 4, and black circles are Clear—1. In most cases the error bars are smaller than the
points themselves. All dates have been shifted relative to the time of maximum B-band
brightness, if determined, and relative to the time of the first epoch otherwise.
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Figure 2.13: Observed BVRI and unfiltered light curves of our SN Ia sample. Blue up-
triangles are B + 2, green diamonds are V', red squares are R — 2, dark red down-triangles
are I — 4, and black circles are Clear—1. In most cases the error bars are smaller than the
points themselves. All dates have been shifted relative to the time of maximum B-band
brightness, if determined, and relative to the time of the first epoch otherwise.
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Figure 2.13: Observed BVRI and unfiltered light curves of our SN Ia sample. Blue up-
triangles are B + 2, green diamonds are V, red squares are R — 2, dark red down-triangles
are I — 4, and black circles are Clear—1. In most cases the error bars are smaller than the
points themselves. All dates have been shifted relative to the time of maximum B-band
brightness, if determined, and relative to the time of the first epoch otherwise.
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Table 2.4: Light-curve properties derived from Gaussian Process interpolation.

45

SN

! Binax (MJID)

Brmax (mag)

Amis(B) (mag)

Vimax (MJD)

Vinax (mag)

Am15(V) (mag) (B —V)B,.. (mag)

2005hk
2005ki
2007F
2007bd
2007bm
2007fb
2007kk
2008ds
2008eo0
2008eq
2008gg
2008gl
2008gp
2008hs
2009dc
2009eu
2009fv
2009hs
2009ig
2009kq
2010a0
2010ii
2010ju
2011M
2011by
2011ek
2011fs
20127
2012cg
2012ea
2013bs
2013dh
2013dy
2013fw
2013gh
2013gq
2013gy
2014J
2015N
2016¢c0j
2016gcl
2016hvl
2017drh
2017erp
2017glx
2017hbi
2018a0z
2018gv

53684.32 £ 0.29
53704.67 £ 0.40
54122.32 £ 0.45
54210.22 £ 1.87
54224.46 £ 0.50
54287.92 £+ 0.62
54382.76 + 1.41
54651.90 £ 0.24
54688.14 + 0.81
54689.54 £ 0.93
54749.80 £ 1.50
54767.98 £ 0.83
54779.28 £ 0.85
54812.80 £ 0.52
54946.34 £ 0.80
54984.59 + 0.50
54994.47 £ 0.40
55048.55 £ 0.34
55079.70 £1.11
55155.05 £ 0.39
55289.32 £ 0.57
55480.46 + 0.21
55525.65 £ 1.04
55593.45 £ 0.26
55690.56 £ 0.68
55789.58 £+ 0.85
55832.32 £ 0.69
55965.90 £ 0.38
56081.36 £ 0.26
56157.89 £+ 0.11
56406.88 + 1.68
56463.02 £ 0.62
56500.40 £ 0.19
56601.14 + 0.26
56527.13 £ 0.41
56384.64 £ 0.66
56647.80 £ 0.65
56688.93 £ 0.65
57222.81 £0.27
57547.15 £ 0.19
57647.90 £ 1.63
57709.70 £ 0.47
57891.14 £ 0.44
57934.53 £ 0.22
58007.78 £ 0.25
58045.80 + 0.61
58222.46 £ 0.58
58149.38 + 0.31

15.850 + 0.022
15.572 £ 0.042
15.975 £ 0.016
16.680 £ 0.051
14.548 £ 0.022
15.792 £ 0.021
16.953 £ 0.024
15.263 £ 0.009
15.311 £ 0.020
18.222 + 0.027
16.677 £ 0.033
16.882 £ 0.043
16.484 £ 0.037
15.932 £ 0.106
15.148 £ 0.014
17.690 +£ 0.054
16.887 £ 0.024
17.376 £ 0.041
13.560 £ 0.032
14.591 £ 0.014
15.857 £ 0.037
16.207 £ 0.011
16.136 £ 0.073
15.225 £+ 0.014
12.906 £ 0.018
14.504 £ 0.123
15.357 £ 0.009
14.662 £ 0.026
12.115 £ 0.012
15.848 £ 0.009
16.697 £ 0.090
17.507 £ 0.069
12.697 £ 0.008
15.078 £ 0.006
14.434 £ 0.028
14.738 £ 0.029
14.751 £ 0.025
11.452 £ 0.020
14.853 £ 0.025
13.082 £ 0.007
16.227 £ 0.023
14.392 £ 0.022
16.691 £ 0.022
13.336 £ 0.008
14.228 £ 0.009
16.580 £ 0.019
12.761 £ 0.030
12.751 £ 0.015

1.580 £+ 0.053
1.275 + 0.080
0.864 + 0.085
1.451 +£0.248
1.232 £0.057
1.332 +£0.093
0.954 £ 0.169
0.957 + 0.030
1.026 + 0.070
1.029 £0.148
0.983 £0.181
1.394 £ 0.158
1.136 £ 0.135
1.991 £ 0.160
0.713 £ 0.060
1.816 +0.132
1.670 £ 0.090
2.090 £ 0.109
0.850 £ 0.124
1.091 £ 0.067
1.329 £ 0.094
1.034 +£0.317
1.315 + 0.106
1.136 £+ 0.050
1.085 %+ 0.095
1.272 £ 0.190
0.808 £ 0.071
1.199 £0.074
0.906 £ 0.032
1.945 £+ 0.028
1.533 +£0.144
1.554 +0.155
0.870 + 0.023
1.038 +0.037
1.223 £ 0.050
1.229 +0.154
1.247£0.072
0.890 £ 0.074
1.109 +0.078
1.329 £ 0.030
0.741 £0.126
1.037 £ 0.055
1.370 + 0.065
1.086 £ 0.031
0.780 £ 0.026
0.710 £ 0.074
1.305 +£0.124
0.853 £ 0.037

53688.11 £ 0.56
53705.97 £ 0.56
54124.03 £ 0.54
54212.58 £ 1.74
54225.66 £ 0.39
54288.90 £ 0.65
54385.52 £ 0.98
54652.49 £ 0.25
54689.74 £ 0.30
54691.77 £ 1.22
54752.39 £ 1.20
54769.51 £ 1.32
54780.97 £ 1.16
54814.38 £ 0.54
54946.85 £ 0.85
54986.86 £ 0.68
54998.15 £+ 1.33
55051.00 £ 0.32
55082.78 £ 0.44
55156.49 + 0.24
55290.55 £ 0.59
55481.61 £ 0.47
55526.39 + 1.01
55595.27 £ 0.32
55692.59 + 0.62
55790.80 £ 0.67
55835.04 £ 0.57
55973.93 £ 0.86
56083.25 £+ 0.24
56160.18 £ 0.14
56409.11 £ 0.71
56467.07 £ 0.54
56501.84 + 0.34
56603.53 £ 0.29
56529.24 + 0.49
56386.45 £ 0.77
56650.05 £ 0.55
56689.71 £ 0.50
57225.28 £0.79
57547.89 £ 0.18
57650.42 £ 1.18
57713.43 £0.67
57891.98 £ 0.48
57937.21 £0.35
58009.73 £ 0.87
58045.64 £ 0.76
58223.38 £ 0.46
58153.39 £ 0.32

15.703 £ 0.018
15.534 £ 0.043
15.928 £ 0.011
16.552 £ 0.074
14.057 £ 0.011
15.668 £ 0.024
16.993 £ 0.017
15.303 £ 0.004
15.220 +£ 0.006
18.141 £ 0.029
16.523 £ 0.029
16.870 £ 0.039
16.610 £ 0.038
15.769 £ 0.123
15.166 £ 0.015
17.464 £ 0.041
16.775 £ 0.022
17.170 £ 0.030
13.427 £ 0.013
14.540 £ 0.010
15.921 £ 0.024
16.248 £ 0.012
15.628 £ 0.056
15.228 £ 0.013
12.874 £ 0.015
13.715 £ 0.061
15.313 £ 0.008
14.377 £ 0.016
11.952 £ 0.005
15.403 £ 0.007
16.589 £ 0.038
17.524 £ 0.048
12.578 £ 0.005
15.059 +£ 0.006
14.180 £ 0.011
14.753 £0.019
14.803 +£ 0.006
10.237 £ 0.017
14.768 £ 0.032
13.088 £ 0.007
16.251 £ 0.016
14.282 £ 0.011
15.396 £ 0.010
13.275 £ 0.007
14.250 £ 0.007
16.671 £ 0.014
12.730 £ 0.018
12.788 £ 0.007

0.799 + 0.039
0.826 £ 0.067
0.550 + 0.069
0.891 £0.177
0.690 £ 0.025
0.726 £ 0.049
0.559 £ 0.063
0.617 £ 0.019
0.675 £ 0.016
0.576 £+ 0.092
0.570 £0.130
0.704 £ 0.101
0.631 £0.108
1.228 +0.161
0.294 £ 0.035
1.006 £ 0.091
0.767 £ 0.123
1.186 £ 0.058
0.682 £ 0.023
0.658 £ 0.023
0.693 £ 0.053
0.769 £ 0.241
0.715 £ 0.053
0.649 + 0.050
0.695 £ 0.052
0.795 £ 0.092
0.565 £ 0.035
0.790 £ 0.066
0.631 £0.013
1.224 +£0.018
0.903 + 0.049
1.014 £ 0.071
0.609 + 0.021
0.630 £ 0.021
0.606 + 0.029
0.645 £ 0.072
0.644 £ 0.034
0.553 £0.033
0.628 £ 0.054
0.681 £ 0.018
0.543 £ 0.069
0.619 £+ 0.028
0.720 £ 0.032
0.667 £ 0.020
0.493 £ 0.045
0.310 £ 0.045
0.779 £ 0.077
0.740 £ 0.017

0.069 + 0.029
0.021 £ 0.060
0.029 + 0.020
0.095 £ 0.090
0.481 £ 0.025
0.119 £ 0.032
—0.064 £ 0.030
—0.042 £ 0.010
0.074 £ 0.021
0.064 + 0.040
0.130 £ 0.044
0.005 £ 0.058
—0.136 £ 0.053
0.129 £ 0.162
—0.020 £ 0.021
0.179 £ 0.068
0.069 + 0.032
0.136 £ 0.051
0.095 + 0.034
0.037 £0.017
—0.073 £ 0.045
—0.052 £ 0.016
0.505 £ 0.092
—0.023 £ 0.019
0.014 £ 0.024
0.775 £ 0.137
0.018 £0.012
0.105 £ 0.030
0.144 £0.013
0.387 £0.012
0.073 £ 0.098
—0.151 £ 0.084
0.109 £ 0.010
—0.010 £ 0.008
0.225 £ 0.030
—0.035 £ 0.035
—0.071 £ 0.025
1.211 £ 0.026
0.040 £ 0.041
—0.010 £ 0.010
—0.044 £ 0.028
0.058 £+ 0.025
1.291 £ 0.024
0.036 £ 0.010
—0.037 £ 0.011
—0.091 £ 0.024
0.025 £ 0.035
—0.125 +0.017

Note: Only those SNe from our sample where the fitting process described in Section [2.5.1| succeeded appear here.



Table 2.5: Results of SNooPy and MLCS2k?2 fitting.

SNooPy E(B — V) Fitted Parameters

MLCS2k2 Fitted Parameters

SN tmax (MJD) Amis (mag) E(B — V)host (mag) u (mag) to (MJD) A Ay (mag) 4 (mag)
2005ki 53705.23 = 0.06 1.419 £+0.013 —0.011 £0.009 34.666 +£0.013 | 53705.21 £ 0.11 0.373+0.052 0.027 £0.017  34.719 £ 0.065
2007F 54123.83 £0.09 1.096 4+ 0.012 0.041 £ 0.010 35.163 £0.011 54123.13 £0.10 —0.179 £0.033 0.204 £ 0.036  35.351 £ 0.046
2007bd 54207.12 +0.50 1.351 £+ 0.067 0.010 +0.037  35.748 4 0.050 | 54206.65 4+ 0.23 0.209 +0.103 0.082 +0.054 35.851 + 0.097
2007bm 54225.02 +0.15  1.224 £0.014 0.588 = 0.011  32.635 4+ 0.019 | 54223.94 4+ 0.08 0.057 £ 0.038 1.109 £0.036  32.389 &+ 0.048
2007fb 54287.48 +0.16 1.353 £0.016 0.100 +0.009 34.657 +0.017 | 54286.73 + 0.31 0.285+0.055 0.142+0.042 34.749 + 0.059
2007fs 54293.70 = 0.42 0.879 £0.015 0.0154+0.013  34.505 4+ 0.014 | 54295.17 +0.35 —0.161 £0.028 0.116 0.032  34.649 £ 0.044
2007if 54338.39 £ 0.86 0.768 4+ 0.029 0.034 +0.026  36.133 £+ 0.033 54343.02 £1.17 —0.350 £0.062 0.384 +0.068 36.245 + 0.123
2007jg 54365.35 + 0.47  1.199 £ 0.022 —0.021 £0.024 36.493 £0.032 | 54364.35 £0.55 —0.025+0.060 0.092+0.051 36.616 £+ 0.071
2007kk 54383.83 £0.26  1.088 4+ 0.035 —0.004 £0.022 36.267 £ 0.025 | 54382.59 +0.44 —0.340+0.040 0.168 £0.071  36.558 & 0.066
2008Y 54499.62 + 1.52  0.939 £ 0.126 0.164 +0.045 37.4254+0.078 | 54498.33 +1.66 —0.110£0.112 0.226 £0.090 37.503 £ 0.127
2008dh 54625.56 £ 0.67  0.924 4+ 0.035 0.026 +0.024  36.282 £ 0.020 | 54626.31 £ 0.66 —0.124 +0.052 0.077 £0.044 36.436 & 0.077
2008ds 54651.45 +0.15 0.865 £+ 0.010 —0.013 £0.007 34.746 £ 0.011 54652.06 + 0.18  —0.270 £0.023  0.045 +0.027 34.975 4+ 0.039
2008ek 54668.63 & 2.52  1.813 £ 0.033 0.669 +0.145 36.434 & 0.096 | 54662.46 + 1.63 1.213 £0.141  0.220 £0.135 35.997 £ 0.120
2008eo0 54686.91 + 0.38  0.884 £ 0.018 0.095+0.015 34.513 +0.015 | 54688.23 +0.30 —0.197 £0.028 0.261 £0.039  34.630 £ 0.045
2008eq 54689.59 + 0.28  0.971 £ 0.032 0.207 £ 0.015 37.155 4+ 0.036 | 54689.46 +0.34  —0.227 £ 0.053  0.444 +0.048 37.277 £ 0.068
2008fk 54722.03 £ 1.02 1.263 £ 0.074 —0.197 £ 0.067  37.749 + 0.091 54719.62 £ 0.99 —0.229 £0.084 0.028 £0.020 37.967 £ 0.087
2008gg 54750.61 & 0.58  1.087 £ 0.060 0.111 +£0.036  35.720 & 0.050 | 54749.06 +0.72 —0.350 £0.046 0.267 =0.051  36.047 £ 0.071
2008gl 54766.97 £ 0.27 1.178 & 0.027 0.124 £0.012 35.917 £ 0.024 | 54767.32 + 0.37 0.189 £ 0.109 0.227 £0.058 35.913 4+ 0.086
2008go 54765.09 +1.09 1.158 £0.101 0.081 +0.022 37.167 +0.073 | 54764.78 + 0.65 0.002 +0.118 0.191 £0.062 37.317 £ 0.109
2008gp 54779.01 2 0.08 1.087 £ 0.011 —0.048 £0.008 35.909 £ 0.009 | 54778.92+£0.35 —0.106 +0.064 0.051 £0.035 36.094 £ 0.073
2008hs 54813.07 £ 0.11 1.720 £ 0.012 0.103 +0.017 34.836 + 0.033 | 54812.83 + 0.08 1.181 £0.042 0.011 £0.010 34.297 £+ 0.058
2009D 54841.02 +0.54  0.932 £ 0.041 0.026 +0.017 35.140 +0.018 | 54841.93 +1.47 —0.138 £0.108 0.125 £0.056  35.248 £ 0.080
2009al 54896.75 £+ 0.35 1.106 £ 0.029 0.264 +0.022  35.127 £ 0.023 54894.38 £ 0.79 —0.264 +0.043 0.503 £ 0.054 35.305 £ 0.066
2009dc 54945.34 + 0.16  —0.693 £0.017 0.348 0.031  34.687 4+ 0.037
2009ee 54951.64 £ 0.80 1.273 4+ 0.021 0.210 £ 0.056  36.209 £ 0.042 | 54949.75 + 0.71 0.466 + 0.086  0.085 £0.076  36.068 4+ 0.085
2009eu 54984.30 +0.12  1.787 £0.013 0.279 +£0.021  35.924 + 0.025 | 54984.38 + 0.20 1.199 £ 0.058 0.056 +0.046  35.606 & 0.063
2009hs 55048.76 & 0.11 1.798 £ 0.013 0.269 +0.025 35.728 & 0.024 | 55048.51 +0.13 1.259 £0.034 0.018 £0.012  35.404 £ 0.048
2009ig 55079.47 +0.09 —0.354 £0.023 0.1234+0.029 33.167 4+ 0.039
2009kq 55154.71 = 0.15 1.103 £0.018 0.0174+0.011 33.8344+0.014 | 55154.69 =0.20 —0.062 £0.035 0.154 +0.036  33.954 £ 0.047
2010a0 55288.84 + 0.30 1.129 £ 0.031 0.037 £ 0.019  35.122 £ 0.028 55288.75 £+ 0.26 0.009 + 0.056  0.195 £ 0.048 35.147 4+ 0.069
2010ii 55481.48 + 0.19 0.3154+0.116  0.031 £0.022  35.457 £ 0.096
2010ju 55524.52 £ 0.29  1.175 4 0.032 0.440 4 0.023  34.477 £0.044 | 55524.07 +£0.23 —0.044 £ 0.070 0.931 £0.122  34.315 £ 0.107
2011M 55593.49 +0.12  1.119 £ 0.025 0.048 +£0.012  34.482 4+ 0.019 | 55593.14 +0.15 —0.008 £0.060 0.183 £0.107 34.475 £ 0.082
2011by 55690.78 £0.09 1.091 4+ 0.010 0.094 +0.011  32.077 £0.011 55690.33 £0.09 —0.037£0.029 0.300 £ 0.028 32.071 £ 0.042
2011df 55715.10 = 0.30  0.943 £ 0.019 0.056 +0.010 34.161 +0.013 | 55716.02 +0.41 —0.162+0.038 0.215+0.053 34.261 £ 0.056
2011d1 55738.35 +0.50  1.089 = 0.046 0.169 +0.033  36.079 &+ 0.031 55736.95+ 0.77 —0.278 £0.060 0.439 +0.053  36.228 4 0.064
2011ek 55789.74 +0.10  1.522 £ 0.021 0.503 +0.012 32.250 +0.026 | 55789.14 + 0.15 0.562 +0.073 0.979 £0.101  31.821 + 0.090
2011fe 55815.22 +0.06  1.096 £ 0.005 —0.006 £ 0.005  29.228 + 0.006
2011fs 55833.25 £0.19 0.911 £ 0.016 0.064 +0.012  34.620 £ 0.013 55832.95 £+ 0.26 —0.310 £0.026  0.209 +0.044  34.825 £ 0.045
2012E 55949.73 +0.79  1.343 £ 0.051 0.1174+0.026  34.682 + 0.018 | 55948.57 + 1.67 0.343+0.162 0.200 £ 0.107 34.612 £ 0.111
2012cg 56082.40 £ 0.06 1.060 4 0.006 0.173 £ 0.007  31.054 £ 0.006 | 56081.62 +0.06 —0.254 +0.021 0.543 £0.026  31.120 4+ 0.035
2012dn 56132.44 +0.00 0.940 £ 0.028 0.458 +0.025 32.7254+0.023 | 56134.14 +=0.57 —0.181 £0.050 0.841 £0.044 32.744 £+ 0.076

Table 2.5 continued
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SNooPy E(B — V) Fitted Parameters

MLCS2k2 Fitted Parameters

SN tmax (MJID) Amis (mag) FE(B — V)host (mag) 4 (mag) to (MJD) A Ay (mag) 4 (mag)
2012ea 56158.17 £+ 0.06 1.821 £ 0.000 0.389 4 0.009  33.883 £ 0.009 56158.11 £ 0.07 1.396 £0.022 0.048 £0.029 33.496 £ 0.034
2013bs 56406.52 + 0.22  1.507 £ 0.027 0.067 +0.016 35.516 & 0.026 | 56406.38 + 0.23 0.686 + 0.062 0.031 £0.023 35.332 £ 0.071
2013dr 56486.38 £ 1.02  0.987 4+ 0.089 0.153 £0.044 34.181 £0.174 56486.04 £+ 1.44 —0.217 £0.080 0.332+£0.075 34.328 £0.160
2013dy 56501.48 +0.07  0.995 £ 0.006 0.123 +£0.005 31.773 +0.008 | 56500.13 +=0.06 —0.325+0.016 0.420 £0.046  31.923 £ 0.040
2013ex 56529.48 £0.40 1.013 +0.030 0.044 +£0.019  33.648 £0.033 | 56530.06 = 0.60 —0.066 & 0.051 0.142 £0.061  33.770 & 0.067
2013fa 56536.19 +0.23  1.140 £ 0.023 0.297 +0.011 34.320 +0.018 | 56535.17 +0.46 —0.114 £0.037 0.607 =0.044  34.347 £ 0.053
2013fw 56601.68 = 0.10  1.085 £ 0.014 0.031 =0.009 34.314 +0.014 | 56600.81 +=0.09 —0.277 £0.027 0.189 £ 0.038  34.588 £ 0.043
2013gh 56529.10 = 0.32  1.142 £ 0.032 0.366 +0.021  33.146 + 0.028 | 56528.32 4+ 0.08 0.1124+0.036 0.798 £0.034  32.808 + 0.046
2013gq 56385.29 +0.18  1.233 £0.015 —0.003 £0.016  33.946 £+ 0.029 | 56384.22 +0.17 0.008 +0.043 0.096 £+ 0.040 34.119 £ 0.056
2013gy 56649.21 £ 0.12 1.125 £0.011 0.073 £0.012  34.024 £ 0.012 56648.36 £+ 0.07 0.026 4 0.032  0.280 £0.034  33.947 4+ 0.044
2014J 56690.04 +0.13  0.952 £ 0.020 1.179 £0.014  28.415 £ 0.025 | 56689.20 +£0.09 —0.2194+0.025 2.194 +0.048 27.865 4+ 0.047
2014ai 56745.96 £ 0.23  1.490 4+ 0.058 0.128 £ 0.025 35.097 £0.054 | 56744.75 + 0.51 0.191 £0.124 0.277 £0.069 35.308 = 0.115
2014a0 56766.17 +0.34  0.977 £ 0.032 0.820 +0.014  34.759 +0.033 | 56765.77 +=0.61 —0.204 +£0.088 1.441 £0.053 34.515 £+ 0.076
2014bj 56796.73 = 0.55 1.108 £ 0.038 0.044 +0.021 36.632 +0.024 | 56795.74 = 0.65 —0.168 £0.071 0.169 £ 0.062  36.824 £ 0.078
2015N 57223.19 4+ 0.15 1.087 £0.015 0.181 +£0.012 33.877+0.017 | 57222.89+0.21 —0.134 £0.045 0.430£0.142 33.865 £ 0.098
2016c¢o0j 57547.89 +0.23  1.131 £0.034 0.121 £ 0.018 32.306 & 0.026 | 57547.83 4+ 0.06 0.613 +0.033 0.024 £0.017  31.969 &£ 0.042
2016fbk 57624.94 £+ 0.41 0.993 4+ 0.034 0.241 £ 0.016  36.180 £ 0.036 57625.09 £+ 0.51 —0.046 = 0.049 0.468 £0.046 36.156 £ 0.062
2016gcl 57649.84 + 0.53  0.849 £ 0.024 0.025 +0.032 35.608 & 0.056 | 57649.62 +0.38 —0.366 £0.029 0.126 £0.041  35.852 & 0.050
2016gdt 57641.53 £1.08 1.822 4+ 0.001 0.677 4 0.064  35.832 £ 0.051 57640.11 £ 0.91 1.499 £0.077 0.147 £ 0.103  35.492 £ 0.076
2016hvl 57711.00 +£0.12 1.123 £0.014 0.116 +£0.012  33.420 +0.014 | 57709.48 +0.11 —0.281 £0.026 0.343 £0.115 33.634 £+ 0.075
2017cfd 57844.39 £0.13 0.093 +0.048 0.504 £0.041 33.693 4+ 0.058
2017drh 57890.60 + 0.09  1.340 £ 0.011 1.601 £0.014 32.687 £0.013 | 57889.72 +0.10 0.1124+0.036 2.558 £ 0.045 32.169 + 0.053
2017dws | 57867.60 &1.20 0.882 + 0.030 —0.051 £0.051 37.935+£0.038 | 57869.18 £1.29 —0.3394+0.091 0.075+£0.049 38.258 +£0.135
2017erp 57935.15+0.06 1.118 £ 0.006 0.099 +0.006  32.405 4+ 0.006 | 57933.88+0.06 —0.234 +£0.021 0.444 £0.039  32.503 £ 0.039
2017fgc 57955.52 4 0.38  0.840 £ 0.008 0.081 £ 0.016  32.7754+0.035 | 57955.78 = 0.41 —0.324 £0.026 0.305 +0.033  32.866 £ 0.049
2017glx 58009.16 £ 0.16 —0.196 £0.025 0.174 £0.044 33.684 £ 0.044
2017hbi 58044.44 +0.14 —0.692 £0.017 0.186 +0.035 36.347 4+ 0.041
2018a0z 58221.43 £0.14  1.283 4+ 0.008 —0.079 £0.011  32.001 £ 0.014 | 58221.27 4+ 0.19 0.187 £ 0.040 0.018 £0.012  32.107 4+ 0.053
2018gv 58150.11 +0.08 1.006 £+ 0.011 —0.046 +£0.006 32.164 +£0.013 | 58149.59 £0.11 —0.1694+0.024 0.035+0.020 32.363 £+ 0.038

Note: Only those SNe from our sample where the fitting process described in Sections |2.5.2.1|or [2.5.2.2|succeeded appear here.
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2.8.2 Natural-System Light Curves

SN light curves have long been released on the Landolt system (e.g., CfA1, CfA2, G10), thus
allowing for easy comparison between datasets from different telescopes. Indeed, we anal-
ysed our light curves only after transforming to the Landolt system — a decision motivated
largely by the fact that our dataset is derived from observations collected with four distinct
telescope/CCD /filter combinations. However, there are instances where natural-system light
curves are more attractive. Since the stellar SEDs that are used to derive colour terms do not
accurately reflect those of SNe Ia, SN photometry transformed using such colour terms will
not necessarily be on the Landolt system. Conventionally, second-order “S-corrections” are
performed to properly account for the SN SED by using a selected spectral series (Stritzinger
et al.[[2002), but many groups are now releasing their low-z SN Ia photometry datasets in
the natural systems of their telescopes along with the transmission curves of their photom-
etry systems (e.g., CfA3, CfA4, CSP1-3). Thus, given a spectral series (e.g., Hsiao et al.
2007) and transmission functions, one can transform photometry from one system to another
without the need for colour corrections. In turn, this should provide less scatter in SN flux
measurements.

The aforementioned benefits motivate us to release our photometric dataset (see Sec-
tion in the relevant natural systems in addition to the Landolt system. A table of
natural-system magnitudes analogous to Table is available for our entire dataset, with a
sample given in Table 2.6 We reiterate that owing to changes in the observing equipment,
there are four transmission curves (KAIT3, KAIT4, Nickell, Nickel2) for each bandpass. Any
analysis of the dataset as a whole should therefore be done either on the Landolt system or
after transforming all of the data to a common system (see Appendix A of Ganeshalingam
et al. 2013). Transmission curves for all filter and system combinations covered by our
dataset are archived with the journal and available online in our SNDB.
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Table 2.6: Natural-System Photometry of SN 2008ds.
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SN

MJD

B (mag)

V (mag)

R (mag)

I (mag)

Clear (mag)

System

2008ds
2008ds
2008ds
2008ds
2008ds
2008ds
2008ds
2008ds
2008ds
2008ds

54645.47
54646.47
54647.46
54650.47
54653.13
54653.44
54655.13
54655.48
54658.13
54662.16

15.615 +0.012
15.501 +£0.014
15.482 + 0.009
15.489 +0.018
15.565 £+ 0.008
15.559 £ 0.016
15.695 + 0.008
15.975 £ 0.011

15.629 £ 0.010
15.488 +0.010
15.474 + 0.005
15.471 £0.010
15.515 £ 0.006
15.510 £ 0.012
15.611 £+ 0.006
15.785 = 0.005

15.597 £ 0.011
15.476 £ 0.012
15.418 +0.005
15.439 +0.010
15.456 4 0.006
15.471 +£0.013
15.548 £ 0.005

15.742 +0.018
15.762 £ 0.015
15.768 £ 0.008
15.823 £ 0.016
15.840 £ 0.009
15.919 £+ 0.022
15.978 £ 0.008

15.700 £ 0.033
15.574 +0.024
15.501 £0.010

kait4
kait4
kait4
kait4
nickell
kait4
nickell
kait4
nickell
nickell

Note: First 10 epochs of natural-system BVRI + unfiltered photometry of SN 2008ds. This table shows
the form and content organisation of a much larger table that covers each epoch of photometry for each SN
in our dataset. The full table is available online at http://heracles.astro.berkeley.edu/sndb/info#

DownloadDatasets (BSNIP,L0OSS).


http://heracles.astro.berkeley.edu/sndb/info#DownloadDatasets(BSNIP,LOSS)
http://heracles.astro.berkeley.edu/sndb/info#DownloadDatasets(BSNIP,LOSS)
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Chapter 3

Berkeley Supernova Ia Program:
Data Release of 637 Spectra from 247
Type Ia Supernovae

A version of this chapter was originally published in The Monthly Notices of the Royal
Astronomical Society (Stahl et al.|[2020D).

Chapter Abstract

We present 637 low-redshift optical spectra collected by the Berkeley Supernova Ia Program
(BSNIP) between 2009 and 2018, almost entirely with the Kast double spectrograph on the
Shane 3 m telescope at Lick Observatory. We describe our automated spectral classification
scheme and arrive at a final set of 626 spectra (of 242 objects) that are unambiguously
classified as belonging to Type Ia supernovae (SNe Ia). Of these, 70 spectra of 30 objects are
classified as spectroscopically peculiar (i.e., not matching the spectral signatures of “normal”
SNe Ia) and 79 SNe Ia (covered by 328 spectra) have complementary photometric coverage.
The median SN in our final set has one epoch of spectroscopy, has a redshift of 0.0208
(with a low of 0.0007 and high of 0.1921), and is first observed spectroscopically 1.1 days
after maximum light. The constituent spectra are of high quality, with a median signal-to-
noise ratio of 31.8 pixel™, and have broad wavelength coverage, with ~ 95% covering at
least 3700-9800 A. We analyze our dataset, focusing on quantitative measurements (e.g.,
velocities, pseudo-equivalent widths) of the evolution of prominent spectral features in the
available early-time and late-time spectra. The data are available to the community, and we
encourage future studies to incorporate our spectra in their analyses.
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3.1 Introduction

Supernovae (SNe) have proven themselves to be powerful probes of the dynamic nature of
the Universe on scales ranging from stellar to cosmological. The class of objects known as
Type Ia supernovae (SNe Ia), which result from the thermonuclear explosions of carbon-
oxygen white dwarfs in binary systems (e.g., [Hoyle and Fowler||1960; |Colgate and McKee
1969; Nomoto et al.[|1984), have been of particular interest to astrophysicists for many years.

Despite intensive study, many important details of SNe Ia remain poorly understood, if
at all (for a review, see Howell 2011). How do differences in initial conditions lead to the
variation in properties observed among SNe Ia? What are the physical details of the explosion
mechanism(s)? Are the progenitor systems “single-degenerate” (Whelan and Iben|{1973) or
“double-degenerate” (Webbink [1984; [ben and Tutukov||1984), and how do they contribute
to the observed variance in SN Ia attributes? To answer these and other questions, numerous
observations of SNe Ia will undoubtedly be required — preferably obtained and reduced in
a thorough and consistent manner.

Despite these outstanding questions regarding SNe la as astrophysical objects, they are
highly prized for their large and relatively homogeneous optical spectra and luminosities
at peak brightness, though some differences do exist (e.g., |[Filippenko 1997, and references
therein). To the extent that their peak luminosities are “standardisable,” SNe Ia are excellent
cosmological distance indicators. Accordingly, much effort has been expended in developing
methods to better calibrate relationships between various observables and peak luminosity.
The “Phillips relation” identifies a correlation between luminosity at peak brightness and
light-curve decline rate for most SNe Ia (Phillips/|1993). By making use of optical colours,
Riess et al.| (1996) have devised a method that yields further improvements, including the
determination of the extinction caused by dust in the host galaxy of a SN Ia. Distance
measurements derived using such methods led to the discovery of the accelerating expansion
of the Universe (Riess et al.[1998; |Perlmutter et al. |1999), which revolutionised the field
of cosmology. Indeed, the nature of the dark energy that gives rise to the acceleration is
currently one of the most important questions in physics.

SNe Ia have since been used to place increasingly stringent constraints on cosmological
parameters (Astier et al.|2006; [Riess et al.|2007; Hicken et al. [2009b; Suzuki et al. 2012}
Betoule et al.[[2014; Jones et al.|2018; [Scolnic et al. [2018) and continue to provide precise
measurements of the Hubble constant (Riess et al.[2016, 2019; Dhawan et al.[[2018). As spec-
tra must contain more information than light curves, many have searched for and identified
spectroscopic parameters to make SN ITa distance measurements more precise (Bailey et al.
2009; (Wang et al. [2009; Blondin et al.|2011; Silverman et al.| 2012c; [Fakhouri et al. [2015;
Zheng et al|[2018a)). In addition, Foley and Kasen| (2011) found that the intrinsic colour of
SNe Ia at peak brightness depends on the velocity of their ejecta, and Wang et al.| (2013)
have shown that the latter has a significant connection to SN Ia birthplace environments —
and hence progenitor stars. It is likely that future increases in distance measurement preci-
sion will make use of spectroscopic parameters, motivating the need for extensive, consistent
samples of SN Ia spectra.
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The Berkeley Supernova Ia Program (BSNIP) is a large-scale effort to study the properties
of SNe Ia at low redshift (z < 0.05), primarily via optical spectroscopy (Silverman et al.
2012a, henceforth S12a) and photometry (Ganeshalingam et al. 2010; Stahl et al.| 2019,
henceforth G10 and S19, respectively). The spectra presented in this data-release paper are
complementary to those published by S12a, and extend the BSNIP SN Ia spectral dataset
to cover the period from 1989 through 2018. Our strategy is generally to observe as many
SNe Ia as possible, with particular effort invested in obtaining frequent spectral coverage of
peculiar objects. Furthermore, we strive for spectral coverage of all objects that our group is
also observing photometrically (consequently, there is considerable overlap in SNe Ia between
the spectra presented herein and the photometric dataset released by S19), and we aim to
provide prompt spectroscopic classifications of all SNe discovered by the 0.76-m Katzman
Automatic Imaging Telescope at Lick Observatory (KAIT; Filippenko et al. 2001)). Our
spectra are obtained and reduced in a controlled and consistent manner, thereby eliminating
many of the systematic differences that manifest when distinct datasets are collected into
one sample.

In this data release, we present and characterise 637 optical spectra of 247 distinct objects
collected by the BSNIP between the beginning of 2009 and the end of 2018. The spectra were
obtained with the Shane 3 m telescope at Lick Observatory and the Keck-I 10 m telescope
at the W. M. Keck Observatory. Of the full set of spectra, 546 are published here for the
first time. When we combine our spectral dataset with that presented by S12a, we obtain
a sample of nearly 2000 spectra of low-redshift SNe Ia, all of which have been observed
and reduced in a consistent manner. We organise the remainder of this paper as follows.
Section describes the organisation, observation, and reduction strategies employed in
assembling our dataset. In Section we detail our spectral classification scheme, and we
study its results and derive final object classifications. We present our final spectroscopic

dataset and explore its early-time and late-time evolution in Section [6.4] and we conclude
with Section [6.5]

3.2 Data

3.2.1 Data Management and Selection

All BSNIP spectroscopy, along with useful metadata for those observations and the SNe in
them (e.g., observer, reducer, host galaxy, redshift, etc.), are catalogued in our UC Berkeley
SuperNova DataBasdﬂ (SNDB; S12a, Shivvers et al.[2016) after the data are processed and
reduced (see Section @ for a summary of our data-processing techniques). Therefore, to
collect the dataset presented herein we simply query the private (prepublication) portion
of our SNDB for all spectra observed between 1 January 2009 and 31 December 2018 for

'http://heracles.astro.berkeley.edu/sndb/
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objects spectroscopically classified?| as SNe Ia.

This results in 744 matches, which we then filter by (i) selecting only those spectra
with an average signal-to-noise ratio (SNR) greater than 5 pixel™' (yielding 714 matches
above this quality threshold) and (ii) retaining only those with a wavelength coverage of at
least 3700-7000 A (yielding 648 matches with sufficient spectral coverage for our subsequent
analyses). Finally, we remove several of the remaining spectra, including any that are from
SNe discovered earlier than 1 January 2008 (to avoid presenting only late-time spectra of
an object at the early end of our selection range), to obtain the aforementioned set of 637
spectra. Following publication, all previously unpublished spectra will be transferred to the
publicly accessible portion of the SNDB. We list basic SN-level information in Table (3.6
and spectrum-level information in Table [3.1] with many of the properties sourced from
the Transient Name Server (TNS)| or the NASA/IPAC Extragalactic Database (NED)
Representative SN Ia spectra from our sample showing low, medium, and high SNRs are
given in Figure [3.1] The SNR of the central spectrum in the figure is similar to the mean
SNR for our entire sample (as discussed in Section , and is thus indicative of the high
quality of the spectra presented herein.

3.2.2 Observations

The vast majority of the spectra in our dataset (579/637) were obtained using the Kast
double spectrograph (Miller and Stone |1993) mounted on the Shane 3 m telescope at the
Lick Observatory. The remaining observations (58/637) were made with the Low Resolution
Imaging Spectrometer (LRIS;|Oke et al.[1995)) at the W. M. Keck Observatory. The seeing
at these locations averages ~ 2” and ~ 1”, respectively. Most spectra presented here were
obtained with the long slit at or near the parallactic angle so as to reduce the differential light
loss caused by atmospheric dispersion (Filippenko|/1982); however, this was not necessary
with LRIS, as it is equipped with an atmospheric dispersion corrector. The specific details of
our observing strategy are thoroughly documented by S12a, so here we mention only relevant
changes to the aforementioned instruments.

On 18 September 2016, the Kast red-side CCD was replaced with a Hamamatsu 1024 x
4096 pixel device with 15 pum pixels, yielding a spatial scale of 0743 pixel™'. Compared to
the previous red-side CCD, the new detector features significantly reduced readout noise and
better quantum efficiency for wavelengths greater than 5000 A. Most (483/579) Kast spectra
presented herein were taken prior to this upgrade.

In May and June of 2009, the LRIS red-channel CCD was replaced with a mosaic of two
2k x 4k pixel Lawrence Berkeley National Lab (LBNL) CCDs with a spatial scale of 07135

2We source spectroscopic classifications primarily from the Central Bureau of Electronic Telegrams
(CBETS) and the International Astronomical Union Circulars (IAUCs).

3https://wis-tns.weizmann.ac.il

4The NASA/TPAC Extragalactic Database (NED) is operated by the Jet Propulsion Laboratory, Cal-
ifornia Institute of Technology, under contract with the National Aeronautics and Space Administration
(NASA).
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Figure 3.1: Representative SN Ia spectra from our sample showing low, medium, and high
SNRs (progressing downward). The spectra have been deredshifted and normalised to a
range of unity, and all are at 4 &1 days relative to to their SN’s light-curve-determined time
of maximum brightness.
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Table 3.1: SN Ia spectral information.

SN UT Date” tc? Instr.© Wavelength Res.? P.A.° Airmass’ Exposure SNR  Reference?
Name (Y-M-D) Range (A) (A) (°) Time (s)

SN 2008hm 2008—12—31.311 26.5 1 3452—10700 4.3/10.5 110.7 1.12 1800 31.7
SN 2008hv 2008—12—-31.378 14.3 1 3452—10700 4.7/11.9 138.8 1.32 1200 61.1
SN 2008hy 2009—01—05.155 32.9 1 3400—10700 4.9/9.8  35.7 1.31 1200 24.9
SN 2009D 2009—01-05.184 —5.6 1 3390—10700 5.0/12.2 161.1 1.86 1200 8.3
SN 2009Y 2009—02—19.665 5.7 2 3270—9270 2.1/6.7 183.0 1.29 180 95.1
SN 2009Y 2009—03—29.532 43.2 1 3410—10100 5.3/11.3 203.8 2.32 1500 9.6
SN 2009Y 2009—04—18.416 62.9 1 3454—9900 4.3/10.5 181.7 1.76 1800 31.8
SN 2009V 2009—02—-19.605 2 3388—9270 4.5/5.9  95.0 1.68 450 7.5
SN 2009ae 2009—02—19.677 2 3270—9270 4.5/5.4  85.0 1.02 300 39.6
SN 2009an 2009—03—29.507 21 1 1 3410—10100 4. 5/12 1 107.2 1.42 1500 34.1

Abridged table of SN Ia spectral information (the full table is available online at http://heracles.astro. berkeley
edu/sndb/info#DownloadDatasets (BSNIP,LOSS)|).
“Each UT date is specified for the temporal midpoint of the associated observation.

*Phases are in rest-frame days as computed from the appropriate redshift and photometry references from Table
“Instruments (Instr.) are as follows: (1) Kast (Shane 3 m) and (2) LRIS (Keck-I 10 m).

4Spectral resolution (Res.) are for the blue and red components, respectively. See Section 2 of S12a for more
information.

“Observed slit position angle (P.A.) for each observation.

JEach airmass is specified for the temporal midpoint of the associated observation.

9References to previous publications including the noted spectra are as follows: (1) Silverman et al.| (2011)), (2) [Foley
et al| (2012)), (3) [Foley et al| (2013a)), (4) |Silverman et al.| (2013), (5) [Mazzali et al| (2015), (6) |Silverman et al.
(2012Db)), (7)|Childress et al.| (2013), (8) |Zheng et al.| (2013), (9) |Pan et al.| (2015al), (10) [Foley et al.| (2015), (11) [Foley
et al.| (2016)), (12) |Zheng et al. (2017), and (13) Xuhui et al. (2019, in prep.).

pixel™!. The mosaic features smaller pixels and higher quantum efficiency in the red than
the original CCD (Rockosi et al.|2010). Nearly all (52/58 since 1 July 2009) LRIS spectra
were taken using this upgraded configuration.

3.2.3 Data Reduction

An important attribute of our sample is the consistency with which the data have been
reduced. Regardless of instrument, the same general procedures are followed for all spectral
reductions, and just five individuals are responsible for reducing the majority (> 88%) of
our dataset. In the following paragraph, we briefly summarise the principal steps in our
reduction strategy (see S12a for a more comprehensive discussion), which are implemented
using IRAFE] routines and publicly available Python and IDL program{;]

First, standard preparation steps including bias removal, cosmic ray rejection, and flat-
field correction are performed. Following extraction, one-dimensional spectra are wavelength-
calibrated using comparison-lamp spectra typically taken in the afternoon prior to each ob-

SIRAF is distributed by the National Optical Astronomy Observatory, which is operated by AURA, Inc.,
under a cooperative agreement with the U.S. National Science Foundation (NSF).

6Kast and LRIS data are currently reduced with KastShiv (Shivvers et al.2016) and LPipe (Perley
2019), respectively. Prior to October 2016, a number of LRIS spectra were reduced with purpose-built
routines from the Carnegie Python (CarPy) Distribution (Kelson et al.|[2000; Kelson|[2003)).
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serving run. The spectra are then flux-calibrated using spectra (taken during each observing
run with the appropriate instrumental setup) of bright spectrophotometric standard stars
at similar airmasses. Finally, atmospheric (telluric) absorption features are removed and
overlapping (i.e., red- and blue-side spectra from Kast or LRIS) are combined by scaling one
so that it matches the othelﬂ over the common wavelength range. We consider spectra at
this stage to be “science ready.”

3.3 Classification

Optical spectra are widely used to classify SNe as belonging to one of several distinct types,
and possibly subtypes (e.g., [Filippenko| [1997). We perform such classification in an au-
tomated fashion using the SuperNova IDentification code (SNID, Blondin and Tonry| 2007)
with tightly controlled tolerances. SNID classifies SNe by cross-correlating an input spectrum
against a large library of template spectra (Tonry and Davis||1979)). In the following sections
we detail our spectral classification procedure, present results, and discuss verifications of
these results.

3.3.1 SNID Classification Procedure

Using a classification scheme similar to that employed by S12a, we attempt to determine
the type, subtype, redshift, and age from each spectrum in our sample via consecutive SNID
runs that adhere to the specifications outlined in the following sections.

3.3.1.1 SNID Type

We first attempt to determine the type of a SN from its spectrum by executing a SNID run
and requiring an rlapf] value of at least 10. If the host-galaxy redshift of the SN is listed in
Table[3.6] then we force SNID to use this redshift by invoking the forcez keyword — otherwise
SNID will attempt to find the redshift simultaneously. In order for type determination to be
considered successful, we require that the fraction of “good”lﬂ correlations corresponding to
the proposed type be > 50% and that the best-matching “good” template be of the same
type. If no type is determined by this approach, we relax the minimum rlap value to 5
and repeat the procedure. If a type is determined at this stage, we proceed to subtype
determination.

"For Kast spectra, the blue side is scaled to match the red side, while for LRIS spectra, whichever side
shows the lower transmission level is scaled upward.

8The rlap is a measure of quality used by SNID — higher values correspond to classifications that are
more trustworthy.

9In SNID, a template is graded “good” when its strongest correlation with the input spectrum occurs at
a redshift that differs by less than 0.02 from the forced (or simultaneously fit) redshift of the input spectrum.



CHAPTER 3. SPECTROSCOPY OF 247 SNe la o7

3.3.1.2 SNID Subtype

In the subtype-determination run, we again force SNID to use the redshift of the SN if it is
available (and find it simultaneously otherwise). We also force SNID to use only templates
that match the previously found type. Again, we attempt a SNID run with a minimum
rlap value of 10, and relax this to 5 if the first run is unsuccessful. In the case of subtype
determination, success is achieved if the fraction of “good” correlations corresponding to a
subtype is > 50% and the best-matching “good” template is of the same subtype.

3.3.1.3 SNID Redshift

We use SNID to determine the redshift from a spectrum by executing a SNID run that
requires all templates to be of the subtype found previously (or type, if the subtype was
not successfully determined). We use no external redshift information, even if it appears in
Table [3.6, but we do restrict the range of template redshifts to lie within 0 < z < 0.3. We
calculate the redshift as the median of all “good” template redshift values, and the redshift
uncertainty is taken to be the standard deviation of these values. If the redshift and subtype
are determined, then we attempt to find the rest-frame phase relative to maximum light
(henceforth referred to as “age”) from the spectrum.

3.3.1.4 SNID Age

We attempt to determine the age of a SN spectrum by executing a SNID run that uses only
templates of the subtype determined previously and that requires SNID to use the known
redshift, or the redshift determined previously if it was not known. The age (henceforth,
tsnip) is calculated as the median of only the “good” template ages that have an rlap value
of at least 75% of the largest achieved rlap value. The age uncertainty is the standard
deviation of these ages. Furthermore, we require that the age uncertainty be less than the
larger of 4 days or 20% of the determined age.

3.3.2 Classification Results and Verifications

Of the 637 spectra selected for characterisation, our SNID routine successfully determines
the type in 608 instances, the subtype in 506, the redshift in 605, and the age in 406. We
present the results derived from performing our SNID classification procedure in Table [3.2]
and we discuss and examine them in the following subsections.

3.3.2.1 Types and Subtypes

To study the robustness of our SNID-determined types and subtypes, we look for distinctions
we can draw between spectra that were successfully classified versus those that were not. In
particular, we investigate whether there is a significant difference between success and failure
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Table 3.2: SNID classification results.

Classification Results Best-Matching SNID Template

SN Type Subtype ZSNID tsnip?® Name Subtype rlap z te

SN 2008hm Ta 0.0195 + 0.0046 ... | sn99aa Ia-99aa 17.5 0.0321 34.1
SN 2008hv Ia Ta-norm 0.0114 £ 0.0037 18.9+ ... | sn04ey ITa-norm 31.2 0.0114 18.9
SN 2008hy Ia 0.0076 £ 0.0038 w. |sn91T  Ta-91T 23.4 0.0054 46.6
SN 2009D Ia Ta-norm 0.0214 4+ 0.0063 —10.6 £2.8 | sn90N Ia-norm 16.7 0.0301 —6.4
SN 2009Y Ta Ta-norm 0.0014 + 0.0060 5.9+ 3.2 | sn02bo Ia-norm 14.0 0.0041 5.5
SN 2009Y Ia Ta-norm 0.0085 4 0.0023 44.5 £ 5.7 | sn02bo Ia-norm 14.0 0.0070 44.5
SN 2009Y Ia Ta-norm 0.0116 4 0.0031 72.5+£9.7 | sn02bo Ia-norm 14.1 0.0091 72.5
SN 2009V Ia Ta-norm 0.0933 £ 0.0044 11.24+0.5 | sn94ae Ia-norm 15.6 0.0938 11.3
SN 2009ae Ta Ta-norm 0.0307 4+ 0.0043 18.2+ 3.4 | sn02bo Ia-norm 17.2 0.0345 17.8
SN 2009an Ta Ta-norm 0.0078 + 0.0030 sn02eu ITa-norm 14.5 0.0065 33.4

Abridged table of SNID classifications (the full table is available online at http://heracles.astro.
berkeley.edu/sndb/info#DownloadDatasets (BSNIP,LOSS)).

2Spectral ages (phases) are in rest-frame days relative to the time of the associated SN’s maximum brightness.
Age uncertainties marked with “...” correspond to cases where only one template was a “good” match.

that is codified by (i) the average SNR of a spectrum, or (ii) the phase in a SN’s temporal
evolution during which that spectrum was observed.

The median SNR of the spectra for which SNID successfully determines a type (subtype)
is 32.7 pixel ™! (33.4 pixel™!), while for those where it failed the median is 14.3 pixel ™! (26.4
pixel'). For the case of determining the type, this presents a compelling argument —
spectra for which the type is classified are generally of higher quality (as assessed by the
SNR) than those that are not. Although the gap in median SNR between the successful and
failed subsets is notably less pronounced for the case of determining the subtype, we must
make a concession for the fact (as stated in Section that the entire population, for
which an attempt is made to determine subtype, is drawn only from those where the type
has been successfully determined (and hence whose aggregate SNR is higher, as discussed
above). With this important caveat noted, it would appear that the gap in SNR between
successful and failed subtype classifications is indeed meaningful — those SNe for which the
subtype is not successfully determined have a median SNR that is ~ 9 times below that
of the entire population, relative to the median SNR for those for which the subtype is
determined.

Next, we examine how the difference in rest-frame days between when a spectrum was
observed and when the SN in that spectrum reached maximum brightness as determined from
its light curve (i.e., the phase) may influence SNID’s success rate with regard to (sub)type
classification. We find that the median phase in cases where SNID successfully identifies a
type (subtype) is 19.4 days (16.5 days), while in cases where it fails the median is 65.3 days
(40.7 days). Owing to the much sparser coverage of SNID spectral templates at late phases
(see, e.g., Figure 6 of S12a), it makes sense for the failure rate to be larger for spectra at
late phases. In addition, spectra at earlier phases tend to have higher SNRs than do those
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at later phaseﬂ because SNe la fade throughout their post-maximum evolution. As we
have seen above, the SNR of a spectrum plays a substantive role the outcome of (sub)type
classification. We find it reasonable, then, that the median phase is earlier for successes than
it is for failures. Furthermore, while the caveat from the preceding paragraph regarding
the population for which subtype-determination is attempted is still relevant, it is similarly
overcome — the difference between the median phase of those for which the subtype is not
successfully determined (40.7 days) and that of the entire population (19.4 days) is ~ 7 times
larger than the associated difference for those whose subtype is determined (16.5 days).

3.3.2.2 Redshifts

We investigate our SNID-determined redshifts by comparing them to the corresponding host-
galaxy redshifts, when they are available, as shown in Figure|3.2l From the 563 spectra in our
sample for which (i) SNID determined a redshift, (ii) SNID determined the spectrum was of
a SN Ia (independent of the subtype classification), and (iii) a redshift is listed in Table [3.6]
we find a median residual of 0.0002 with a standard deviation of 0.0039. Furthermore, we
calculate the normalised median absolute deviation (Ilbert et al.[2006), defined as

(3.1)

o = 1.48 x median {M}

1+ Zgal

and find a value 0.003, similar to S12a who found 0.002 for their dataset. Of the spectra used
for comparison, 446 have a redshift residual within one standard deviation of the median,
522 are within two standard deviations, and 553 are within three.

3.3.2.3 Phases

Next we compare SNID-determined phases to those calculated (in rest-frame days) relative to
light-curve-determined times of maxima (henceforth, ¢1¢), when available (see Table [3.1| for
trc values and Table [3.6|for references on the times of maximum brightness used to compute
them). We perform this comparison for all spectra with the requisite information which
SNID classified as belonging to a SN Ia (for a total of 219 spectra), and the result is shown
in Figure [3.3] There is a rather tight correlation for tsnip < 100 days, but beyond this point
the SNID-determined ages systematically underestimate the true (i.e., light-curve-derived)
phases. This is not unexpected given the dearth of template spectra available at late phases
(as discussed in Section and is consistent with the results of previous studies (e.g.,
Figure 7 of S12a).

If we further restrict the subset used for phase comparison to cover only the earlier,
more rapidly evolving stages of spectroscopic evolution [namely, only those for which the
(rest-frame) light-curve-determined phase is < 50 days and the SNID-determined phase is
< 30 days]|, we are left with 127 spectra. The median residual for this subset is ~ 0.4 days

107f we divide our sample into two groups based on phase (< 20 days, > 20 days), the median SNR. of the
early-time subset is 57.6 pixel !, while for the late-time subset it is 32.4 pixel~!.



CHAPTER 3. SPECTROSCOPY OF 247 SNe la 60

— I | | | | | | | | | | | | | | | | T
0.18 ’/{—
0.12 _
a) -
=2
wn
X i
0.06 —
0.00 —
i Ji
N 1]
Nc” 0.01 — ]
I | i
a) | i
Z —0.01 —
N = _
- 1
0.00 0.05 0.10 0.15 0.20

Zgal

Figure 3.2: SNID-determined redshifts versus host-galaxy redshifts, with residuals in the
lower panel. The dashed line in the top panel shows the one-to-one correspondence for zgi,
and in the bottom panel it indicates the median residual. The green, yellow, and red regions
in the lower panel correspond to the 1o, 20, and 30 bounds about the median residual,
respectively. We note that the typical uncertainties for z,, (which are omitted from the
figure) are ~ 1/4 of those for zsnip.
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with a standard deviation of ~ 3.9 days. Of this subset, 95 spectra have a residual that
lies within 1o of the median, 116 are within 20, and 125 are within 30. We find that for
very early phases (t,c < —10 days), SNID-determined phases tend to be an overestimate (as
can be seen in the inset panel of Figure . As with SNID’s tendency to underestimate the
phase of late-time spectra, the dominant cause of the noted early-phase overestimate can be
attributed to the paucity of template spectra at similar phases.

3.3.3 Object Classifications

Many of the SNe in our sample have multiple spectra, and therefore we must combine the
classification information derived for each spectrum to obtain a final classification for each
object. To determine the type of an object with multiple spectra, we choose the most
frequently occurring type in that object’s spectral classifications. In cases with a tie between
two possible type characterisations, we use the type of the spectrum whose best-matching
SNID template has the larger rlap value. To account for the uncertainty surrounding such
classifications, we add a “*” to the type. We follow a similar procedure for determining
the subtype of each object, except that in cases where there is a tie for the most frequent
subtype, we do not classify the subtype. The final (sub)type derived from this methodology
is listed for each SN in our sample in Table [3.6] Altogether, 242 objects are unambiguously
classified as SNe Ia and one is given the classification of “Ia*”. The remaining four objects
are discussed in the following section.

3.3.4 Objects Not Classified as SNe Ia

There are four objects (SN 2009eq, LSQ 12fhe, SN 2013gh, and SN 2013fw) in our dataset
for which the aforementioned classification method either fails to classify the object at all, or
classifies it as something other than a SN Ta. We examine and briefly discuss each of these
objects below.

3.3.4.1 SN 2009eq

Of the three spectra of SN 2009eq included in our dataset, two (taken 3 d and 20 d after
our first spectrum) are classified as belonging to a SN Ic, and the remaining one (our first
observation of the object) is not successfully classified at all. After visual inspection of
the three spectra by multiple coauthors, we override the SNID-determined type in favour
of “Ia*” — the spectra appear to be consistent with that of a SN Ia, and particularly a
SN 1991bg-like (Filippenko et al|1992a; Leibundgut et al.[[1993) object evolving within one
month of maximum brightness. However, given that our SNID-based classification scheme
does not come to the same conclusion, we cannot unambiguously give a “Ia” classification
from our dataset alone. 1t is also worth noting that our determination that SN 2009eq is a
SN 1991bg-like object is consistent with its initial classification (Foley et al.|[2009).
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Figure 3.3: SNID-determined phases versus those derived from light-curve maxima and
listed in Table [3.1] Residuals are shown in the lower panel. The dashed line in the top
panel indicates the one-to-one correspondence for t;,c, and in the bottom panel it shows the
median residual. The inset panel displays the residuals from the subset of our sample for
which tsnp < 30 days and t1,c < 50 days, in addition to the conditions used to select the
initial sample. The green, yellow, and red regions correspond to the 1o, 20, and 30 bounds
about the median residual, respectively.
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3.3.4.2 LSQ 12fhe

Our classification scheme deems the single spectrum of LSQ 12fhe in our dataset to be of
a SN Ic, contradicting the object’s initial classification as a SN Ia of the SN 1991T-like
(Filippenko et al.|[1992b; [Phillips et al.[1992) subtype (Hadjiyska et al.[2012)). Looking more
closely at our SNID classification, we see that the SN Ic classification was favoured by just one
more template than for a SN Ta. After visual inspection by multiple coauthors, we reach a
consensus that the object is definitely a SN Ia, and most likely of the SN 1991T-like subtype
(consistent with the initial classification). Accordingly, we override our SNID-determined
type to be “Ia*” — this reflects its true classification but accounts for the fact that our
classification scheme does not reach the correct conclusion.

3.3.4.3 SN 2013gh

SN 2013gh is covered by three spectra in our dataset (with light-curve-determined phases of
—12, 70, and 392 days). The first spectrum is unambiguously determined to be of a SN Ia
(with an undetermined age), while the second is assigned as a SN Ic (with an age of 1.5 days),
and the third is undetermined (not surprising given SNID’s lack of late-phase templates, as
previously discussed). In light of (i) the visually obvious SN Ia determination from the first
spectrum, (ii) the completely incorrect SNID-determined phase of the second spectrum, and
(iii) the multiple-coauthor consensus that the second spectrum is consistent with that of a
SN Ta at the appropriate phase, we again override our SNID-determined type in favour of
“Ta*”.

3.3.4.4 SN 2013fw

The single spectrum of SN 2013fw in our dataset is at a very late phase (> 300 days),
and thus it is unsurprising, given SNID’s lack of suitable templates (as discussed in Sec-
tion , that our classification scheme does not succeed. We thus defer to the existing
object classification (Jin et al.||2013), and assign its type as “la*” — it is a SN Ia but we
cannot conclusively confirm or refute the classification using our dataset alone.

3.4 Results

In this section we present and study our low-redshift SN Ia spectral dataset derived from
observations totaling more than 275 hr of telescope time. Of our initial selection (from
Section , 242 objects (covered by a total of 626 spectra) are unambiguously classified
as SNe Ia by the methodology described in the preceding section. In the discussion that
follows, we consider only this selection of spectra. We provide plots and file access for all
spectra described in this work electronically via our SNDB.



CHAPTER 3. SPECTROSCOPY OF 247 SNe la 64

'IIIIIIIIIII_ IIIIIIIIIIIJ. I IIIIIIII

120 i 1.0 (3.2) — 24 N 1.1 (17.5) days 60 B 0.0208 (0.0230) _|
o - . - .
o St . - i - i
Z S . = . L -
2 60 | — 12 - — 30 —
o L n _ B % b gy
#* i - s i cEN
0 I : I ——] J_ 1 O | - I L1 1 1 II_T-II O 1 1 l
0 10 20 0 50 100 0.0 0.1 0.2
Number of Spectra Phase of First Spectrum (days) Redshift

Figure 3.4: Distributions of SN-level parameters, with the associated median (standard
deviation) values included. The left panel is the number of spectra, centre is the light-curve-
determined rest-frame phase of the first observed spectrum, and right is redshift. The SNe
responsible for the outlying bins in the centre and right panels are labeled.

3.4.1 Sample Characteristics

Our dataset averages 2.6 spectra per SN Ia (with a median of 1), similar to the ~ 2.2 spectra
per object S12a found for their dataset and reflective of BSNIP’s emphasis on maximising the
number of objects studied spectroscopically rather than the number of spectra per object.
SN 2016¢coj has the most spectra of any object in our sample with 20, followed by SN 2011fe
with 17. Figure [3.4] shows the full distribution of the number of spectra per SN Ia. Of
the 242 SNe Ia in our sample, 109 are covered by at least two spectra. For the 79 SNe
in our sample that have a light-curve-determined time of maximum brightness (as noted in
Table [3.6]), we find a median (rest-frame) phase of the first spectrum of 1.1 days, as shown
in the centre panel of Figure Of this subsample with phase information, 38 SNe have a
spectrum observed before the time of maximum brightness and 69 have one within 20 days
of maximum. We show the redshift distribution of the objects in our sample in the right
panel of Figure 3.4 Aside from two SNe with redshifts of near (but below) 0.2, all have
z < 0.1 and 201 (of the 221 with a redshift listed in Table have z < 0.05. We find a
median redshift of 0.0208 for the full sample, and for the 184 SNe with z > 0.01 (i.e., within
the Hubble flow) we find a median of 0.0230.

We show the distribution of average SNRs for the spectra in our dataset in the left
panel of Figure The median is 31.8 pixel ™! (with a mean of 38.3 pixel ™), and 574/626
spectra have SNR > 10 pixel!. By design (see Section |3.2.1)), we find a minimum SNR
of ~ 5 pixel™*. As shown in the centre panel of Figure we find the median (light-
curve-determined rest-frame) phase for the spectra with such information to be 19.4 days.
The spectrum with the earliest phase belongs to SN 2011fe at —17.2 days, followed by two
spectra of SN 2012cg with phases of —16.4 days and —15.4 days. The spectrum with the
latest phase belongs to SN 2013dy at 422 days, followed by one from SN 2011fe at 379 days.
Our dataset includes 15 spectra at phases of at least 160 days. We find that 168 of the 328
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Figure 3.5: Distributions of spectrum-level parameters, with the associated median (stan-
dard deviation) values included. The left panel shows the SNR, centre is the light-curve-
determined rest-frame phase, and right is the blue and red wavelength limits.

spectra in our sample which have light-curve-determined phases correspond to earlier than
20 days in the post-maximum evolution of their SN. The distributions of the wavelengths of
the blue and red ends of our spectra are shown in the right panel of Figure [3.5] We find a
median blue (red) wavelength limit of 3450 A (10,500 A), and 592 of our spectra cover at
least 37009800 A.

3.4.2 Early-time Spectra

A number of prior SN Ia analyses (e.g., Riess et al.|[1997bj [Folatelli [2004; |[Foley et al.|2005a;
Branch et al.|2006; |(Garavini et al.||2007; [Wang et al. [2009; Blondin et al. [2012; Silverman
et al.[2012d; |[Folatelli et al.|2013; |(Childress et al.|2014; [Zhao et al.|2015)) have studied SN Ia
optical spectra in terms of multiple “features” — each typically a blend of many spectral
transitions, but distinctive enough to be considered in aggregate as a single major absorption
feature complex. Of principal interest are assessments of (i) the expansion velocities of such
features, and (ii) quantities that probe the relative strengths of the features, often assessed
through pseudo-equivalent width (pEW) measurements.

Providing a tracer of explosion kinetic energy, the expansion velocities of SN Ia ejecta
have been extensively studied — especially during the characteristic decline through the
near-maximum evolution (e.g., Benetti et al.|[2005; Wang et al.|[2009). [Silverman et al.
(2012d, henceforth S12b) find velocities within a few days of maximum brightness that are
consistent with the notion that SN Ia ejecta are layered — features of O1, Sitr, and S11 tend
to have lower velocities (and are thus found in the inner, more slowly expanding layers), while
those of Calrl have the highest velocities (and are therefore associated with the outer, more
rapidly expanding layers). These findings are consistent with our own (see Section .
Together with probes of feature strength (e.g., pEW measurements), expansion velocities
can be used to quantify the degree of homogeneity between spectra of different SNe Ia (and
hence SNe themselves) at similar epochs, as well as describe the expected temporal evolution
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Table 3.3: Spectral features.

66

Feature Rest Blue Red
Wavelength (A) Boundary (A) Boundary (A)

Ca1r H&K 3945.28 3400-3800 38004100
Sitr A4000 4129.73 3850-4000 4000-4150
Mg 11 A 4000-4150 4350-4700
Ferr L0 43504700 5050-5550
S1r “W” 5624.32 5100-5300 5450-5700
Si1r A5972 5971.85 5400-5700 5750-6000
Si1r A6355 6355.21 5750-6060 6200-6600
O1 triplet 7773.37 68007450 7600-8000
Ca1r near-IR triplet 8578.75 7500-8100 8200-8900

Note: Spectral features and boundaries, as adapted from S12b.

?A single reference wavelength is not useful for this feature because it is
a blend of too many spectral lines. Hence, we do not compute expansion
velocities for this feature.

of spectral features (Folatelli|2004). Feature-strength measurements from SN Ia spectra are
further prized for the prospect that they might correlate with luminosity (e.g., Nugent et al.
1995; [Silverman et al.|2012c).

Following S12b, we measure the expansion velocities, pEWs, and fluxes at the endpoints
of nine features in the spectra from our sample which have a light-curve-determined rest-
frame phase of < 20 dayqg'}] While some studies consider high-velocity and photospheric
components for certain features (typically by fitting a series of Gaussians to the absorption
profile; e.g., Silverman et al.|[2015; Pan et al. |2015b; Zhao et al.[2016)), we do not draw
such a distinction in the following analysis (so as to remain consistent with the methodology
of S12b). Our selected features, each labeled by the ion or spectral transition line most
dominant in the absorption, are listed in Table along with their rest wavelengths.

Because SN Ia spectra — and hence the aforementioned features — undergo tempo-
ral evolution for an individual SN Ia and exhibit variation over many SNe Ia (even when
comparing similar epochs), the endpoints of each feature must be determined on a spectrum-
by-spectrum basis. To this end we have developed respext{r_T], a Python package for auto-
mated SN Ia spectral feature analysis that is an object-oriented and extensively modified
refactorisation (or reduz) of the spextractor{T_g] package. Given an input spectrum, the

UTwo pairs of the selected features (Si1r A4000, Mgir; and S11 “W”, Si1r A5972) become significantly
blended at the late end of this range, so we therefore only measure these features for t;,c < 10 days.

2https://github.com/benstahl192/respext

3https://github.com/astrobarn/spextractor
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Figure 3.6: Spectrum of SN 2016coj at roughly 0.5 day before maximum brightness after
processing with respext. The Galactic reddening-corrected and deredshifted (but otherwise
unprocessed) original spectrum appears in grey, while the smoothed spectrum is in red. Large
black dots represent the identified feature boundaries which define the pseudo-continuum (in
blue). Smaller black circles indicate absorption minima and the pseudo-continuum fluxes at
their locations.

program smoothﬂ it using a Savitzky-Golay filter (Savitzky and Golay| [1964) and then
automatically (or if necessary, manually) selects absorption-feature boundaries, from which
pseudo-continua are derived. It then measures the pEWSs, expansion velocities, and bound-
aries of those features. Figure shows the result of this procedure when applied to a
spectrum of SN 2016coj near maximum brightness. In the following subsections, we describe
our measurement procedure in detail and present our results.

3.4.2.1 Pseudo-continua and Pseudo-equivalent Widths

After taking steps to standardiselﬂ an input spectrum, the first task is to determine the
edges of each of its features. We do this by means of a two-step process: (i) we compute
the derivative of the smoothed spectrum and identify the wavelengths corresponding to
where it changes from positive to negative (i.e., the wavelengths of local maxima); (ii) of

141n tests, we have found negligible difference between measurements conducted with and without smooth-
ing. Smoothing does, however, allow us to study spectra whose SNRs would otherwise make their measure-
ment unreliable.

15The steps performed to homogenise input spectra include correcting for Milky Way (MW) reddening
using the values given in Table and assuming the extinction law of |Cardelli et al.|(1989) as modified by
O’Donnell (1994)), deredshifting (again using values from Table , flux-normalising, and smoothing.
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Table 3.4: SN Ia spectral feature measurements near maximum brightness.

SN Feature tLc® F]f)’ F? pEW¢® v?

SN 2008hv Ca Il H&K 14.29 2.66 +0.17 4.04 £0.11 62.7 £ 5.2 —11.74+0.16
SN 2009D Ca Il H&K —5.61 6.67+0.74 7.29+0.50 120.1+6.3 —20.01 = 0.16
SN 2009Y Ca IT H&K 5.72 8.754+0.14 16.244+0.25 114.7+2.4 —17.87+0.16
SN 2009bv Ca Il H&K 1246 0.86+0.04 1.24+0.04 83.0+3.5 —12.14+0.16
SN 2009cz Ca Il H&K —-3.03 6.51+0.16 6.75+0.11 117.14+2.7 —19.59+0.16
SN 2009dc¢ Ca Il H&K —5.74 7.154+0.11 6.97+0.34 404+4.7 —16.16 = 0.16
SN 2009ds Ca IT H&K 8.62 12.714+0.42 15.66 £0.31 80.5+2.9 —12.61+0.16
SN 2009eu Ca Il H&K —4.80 0.42+0.02 0.58+0.02 100.5+3.5 —18.79 £ 0.16
SN 2009fw Ca IT H&K 5.30 0.31+0.11 0.43£0.09 68.5+14.5 —19.88 £ 0.16
SN 2009fw Ca I H&K 6.44 0.53+£0.05 1.26 £0.05 77.9+£54 —19.10 £ 0.16

Abridged table of SN Ia spectral feature measurements (the full table is available online at http:
//heracles.astro.berkeley.edu/sndb/info#DownloadDatasets (BSNIP,LOSS)).

%Phases are in rest-frame days as given in Table .
Fluxes at feature boundaries are in units of 10~ erg s=! ecm=2 A1,
¢Pseudo-equivalent widths are in units of A.

dExpansion velocities are in units of 10% km s~ and are blueshifts.

these identified wavelengths, the one corresponding to the maximum flux of the smoothed
spectrum within the blue (red) edge boundary (as given in Table [3.3]) is used to define
the blue (red) edge of the absorption feature. Owing to the fact that the blue end of the
O1 triplet rarely reaches a local maximum, we follow S12b by modifying our procedure to
identify where the derivative passes through —2.0 x 1078 erg s™' em=2 A2 (moving in the
positive direction). We visually inspect all feature boundaries derived from this procedure,
and infrequently override them by manually selecting boundary points when the original ones
are not correct. The uncertainty in the flux at the boundary points is assigned as the root-
mean-square error (RMSE) between the input and smoothed fluxes within a range identical
to the width of the smoothing window centred at the identified boundary wavelengths. We
list all measured feature-boundary fluxes (and their uncertainties) in Table [3.4]

If the blue and red boundaries of a feature are successfully determined, we define the
pseudo-continuum by connecting the boundary points with a line. The lower (upper) uncer-
tainty of the pseudo-continuum is derived by connecting a line between the boundary points,
with their fluxes reduced (increased) by their uncertainties. Once the pseudo-continuum is
determined, we calculate the pEW (e.g., |Garavini et al.[2007, S12b),

oo - 42).

where N is the number of pixels between the blue and red boundaries of the feature (which

(3.2)


http://heracles.astro.berkeley.edu/sndb/info#DownloadDatasets(BSNIP,LOSS)
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also define the pseudo-continuum as discussed above), A\; (A);) is the wavelength (width)
of the ith pixel, and f(\;) [f.(A;)] is the spectrum [pseudo-continuum] flux at A;. The
uncertainty in our measurement of the pEW is calculated using standard techniques of error
propagation using both the uncertainty of the pseudo-continuum (as described above) and
the uncertainty in the spectrum flux at each pixel (derived using the RMSE as done for
feature boundaries, also described above).

Table includes a column containing all measured pEWs, and we visualise their tem-
poral evolution in Figure In the same figure, we compare the aggregate pEW evolution
for each feature in our dataset to those derived from the dataset of S12b. Given that this
comparison is for measurements made between different (but similarly targeted, observed,
and reduced) spectra from different SNe Ia, we find the level of consistency satisfactory.
Indeed, the same evolutionary trends clearly manifest themselves in both datasets — we
mention some of the more noteworthy observations in the following paragraphs.

Both the Ca1r H&K feature and Call near-infrared (IR) triplet exhibit relatively large
pEWSs for t,c < —5 days, but while the former has a pEW that slowly declines through
its evolution beyond this point (with noticeably reducing scatter), the pEW of the latter
markedly grows. These features, together with the Feil complex (which seems to grow
quadratically for ¢, 2 —8 days), have the largest pEWs of all features measured (and are
thus in the last row of Figure [3.7).

The Mgi1 feature pEW measurements show a modestly increasing trend and have rela-
tively small scatter compared to those for the Sitr A6355 feature and OT triplet (all three
displayed in the central row of Figure owing to their similar range of values). The O1
triplet’s mean pEW evolution appears to consist of several distinct stages: there is an in-
crease for tyc < 5 days, at which point the evolution reaches a broad peak of ~ 120 A, and
then there is a stage of decrease. The mean pEW evolution of the S11 “W” feature follows a
similar trend, except that the peak of ~ 80 A occurs a few days earlier and is more sharply
defined.

Si1r A6355, the most characteristic spectral feature of SNe Ia near maximum brightness,
shows relatively flat pEW evolution (~ 100 A) for t1c < 10 days, after which our measure-
ments are consistent with a “hint of sharp upturn” as was noted by S12b, and which is likely
due to blending with Si1t Ab972 at such epochs. Similarly, the Si1r Ab972 feature exhibits
relatively constant (if slightly increasing) pEW evolution until ¢;,¢ ~ 5 days, at which phase
there is an uptick, likely due to blending with the Na1 D line (from the MW, and owing to
their low redshifts, possibly from the host galaxies of the SNe). The Sim A4000 feature has
the lowest aggregate pEWs in our sample (hence its position in the first row of Figure ,
along with the measurements for Si1t A5972 and S11 “W”), and shows evidence for a slight
trend of increasing pEW.

3.4.2.2 Expansion Velocities

With feature boundaries determined according to Section [3.4.2.1] we identify the absorption
minimum (wavelength and flux) in each feature by fitting the smoothed flux (within each
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Figure 3.7: Evolution of pEWs for the features noted in Table grouped by pEW magni-
tude. Grey circles are measured pEWSs for spectra belonging to SNe classified as “la-norm”
according to the prescription of Section 3.3 and grey squares are those for SNe classified as
“Ta” of any subtype (except “la-norm”) or “Ia” with no subtype determined. The red line
and filled region represent the mean and standard deviation (respectively) of all “Ia-norm”
measurements within four days of each half-day increment in the evolution, and the dashed
blue lines represent the corresponding descriptors derived from the dataset of S12b. The
feature and number of “la-norm” measurements for it are included in each panel.
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feature boundary) with a cubic spline and computing the minimum. We do this for all
features with identified boundaries except for Mgir and Fe11, which are composites of so
many blended lines that there is ambiguity when choosing a reference wavelength against
which to measure expansion velocities. The S11 “W?” feature has two broad absorptions,
so for consistency — both internally and with the results described by S12b — we always
measure the minimum of the redder of the two features (even if the bluer component has
a deeper absorption). As with measurements of feature boundaries, we perform a visual
inspection, and in cases where the spline fit does not accurately reflect the true lux minimum
we manually adjust the range over which the spline is fit in order to more faithfully capture
the signal. Following S12b, we impose a 2 A uncertainty on the wavelength of the feature
minimum (and do not explicitly account for systematic uncertainties due to the spectral
resolution).

To calculate the expansion velocity of a feature, v, we use the wavelength of its flux mini-
mum (as determined above) and the appropriate rest wavelength (as given in Table with
the relativistic Doppler equation. The uncertainty in the expansion velocity is obtained by
propagating the wavelength uncertainty (as described above). We present all of our velocity
measurements in Table 3.4, We emphasise that they are derived from blueshifted spectral
features (and hence appear as negative number in the table). All velocity measurements
are shown in Figure 3.8, and the aggregate results are compared to those derived from the
dataset of S12b. As with the pEW comparison, we find clear qualitative consistency in evo-
lutionary trends (especially given some allowance for biases due to low-number statistics at
the earliest epochs).

Similar to S12b, we find the highest expansion velocities from the two Calrl features we
investigated. The features exhibit similar evolution, with velocities in excess of 25,000 km
s7! (and as high as ~ 30,000 km s™!) for ¢ < —5 days, followed by a rapid decline to relative
constancy (slightly decreasing for Ca1r H&K) at ~ 12,000 km s™! for ¢ 2> 0 days.

All three features of Sill show a similar evolutionary track of modest decline, albeit with
different scales. The largest velocities are claimed by Siit A6355, followed by Siit A5972
(both of which converge to a steady velocity of ~ 11,000 km s™! for ¢ 2 0 days), and finally
Sitt AM000 (which continues to decline throughout the evolution). The velocity of the SiI
“W” feature shows a very similar evolution to that of Si1r A4000, but with a bit more scatter
and a slightly steeper decline.

The expansion velocities of the OT triplet cover a similar range of values to those of
the Sitt “W” feature, but with a significantly larger degree of scatter (especially for later
epochs). This is unsurprising: the OT1 triplet is a broad feature, and thus when it becomes
weak (as it does at later phases, as shown in Figure the exact location of the minimum
is more challenging to robustly determine. It is difficult to quantify the extent to which this
mechanism introduces scatter relative to what may be intrinsic, but after visually inspecting
the results, we find the derived minima to be reasonable.
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velocity scales, we reiterate that the velocities correspond to blueshifts.
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as Figure but for expansion velocities. Though we show positive
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3.4.3 Late-time Spectra

As a SN Ia reaches the so-called nebular phase in its evolution (starting ¢ 2 100 days after
maximum light, and fully for ¢ 2 160 days), the density of the ejecta diminishes to the point
of becoming optically thin, thereby allowing light from deep within the interior to escape.
This results in broad emission lines (due mostly to iron-group elements) in the late-time
optical spectra of SNe la, which may encode important physical and geometric details of
the explosion mechanism(s) (Maeda et al.|[2010b; Maguire et al.2018). In particular, many
studies of late-time SN Ia spectra have considered three broad emission features centred near
4701, 6155, and 7378 A, which are attributed to blends of various lines of [Fe111], [Fe11], and
[Ni11], respectively (Mazzali et al.|[1998; Maeda et al.|2010a; [Blondin et al.[2012; Silverman
et al.[2013; Maguire et al.|[2018]).

Of the spectra in our dataset having light-curve-determined phases, there are 15 (spanning
7 SNe Ia) for which ;¢ > 160 days. Though this is not a sufficiently large sample to perform
a stand-alone study (and because a subset of these spectra have already been considered in
other works; see the references listed in Table , we perform only a brief analysis focusing
on the velocity shift of the [Ferr] A4701 feature and the mean velocity shift of the two
remaining features (which, for consistency with the aforementioned studies, we refer to as
the “nebular velocity”). We describe our methodology and measurements in the following
subsections.

3.4.3.1 Methodology

We measure velocities of the listed features in our nebular spectra using tools from our
respext package. Again, we preprocess spectra by correcting for Galactic extinction and
then deredshifting, flux-normalising, and smoothing. Emission peaks are identified by eye
and then, following the approach described in Section [3.4.2.2] we fit a cubic spline to the
smoothed spectrum in the vicinity of the peak, allowing us to derive the wavelength at
which the flux is maximal. Consistent with our treatment of early-time spectra, we impose a
uniform 2 A uncertainty on all wavelengths determined by this method. The velocity of the
feature is then obtained using the relativistic Doppler equation. Our results are summarised

in Table 3.5

3.4.3.2 [Feiii] A4701 Velocities

We present our measurements of the velocity shifts of the [Fe1r] A4701 feature in the top
panel of Figure[3.9] Similar to [Silverman et al| (2013)), we find evidence for a slow decrease
in blueshift (i.e., a velocity increase) in the nebular-phase evolution. For the three SNe Ia
in our sample having multiple nebular-phase spectra with nonnegligible temporal separation
(SN 2011fe, SN 2011by, and SN 2014J), we find average velocity increase rates of 15, 11, and
5km s™! d7! (respectively).



CHAPTER 3. SPECTROSCOPY OF 247 SNe la 74

[ | | | | | | | | | | | | | | | | | _
L v SN 2011fe & SN 2014J o
2 T A ASASSN14lp B SN 2011by ~
~ 0
IU)
£
S
2 2
(@]
o
<
0
2
I | | | | | | | | | | | | | | | | | | i
180 240 300 360 420
tic (days)

Figure 3.9: Measured velocity shifts from the nebular spectra in our sample. The top panel
shows the velocity shifts for the [Fe1r] A4701 feature, while the bottom shows the nebular
velocities (as discussed in Section . SNe [a with multiple nebular spectra are marked
as indicated in the legend and connected by lines. The error bars, which do not account for
systematic uncertainties from the resolution of our spectra, are typically smaller than the
markers. For a typical resolution of ~ 10 A, the omitted systematic uncertainty amounts to
~ 500 km s~
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Table 3.5: Late-time SN Ia spectral feature measurements.

SN trc® Velocity® Velocity® Velocity®
Name [Fetrr] A4701  [Fe1r] A7155 [Ni11] A7378
SN 2009ig 160.3 —2474+0.13  0.83 £0.08 —1.36 £ 0.08
SN 2011by 206.7 —1.68+£0.13 —1.38£0.08 —1.73 +£0.08
SN 2011by 310.3 —-0.54+£0.13 —1.05£0.08 —1.154+0.08
SN 2011fe 1649 —2.64+0.13 —1.37+0.08
SN 2011fe 203.9 —1.54+0.13 —1.264+0.08 —1.12 +0.08
SN 2011fe 2248 —-1.17+£0.13 —-0.93£0.08 —1.09 +0.08
SN 2011fe 309.6 —0.63+£0.13 —1.22+£0.08 —0.94 +0.08
SN 2011fe 346.5 —0.32+£0.13 —0.76 £0.08 —0.89 +0.08
SN 2011fe 3785 0.20£0.13 —1.10£0.08 —0.90 + 0.08
SN 2013dy 4222 2.88+0.13  0.554+0.08 0.39 + 0.08
SN 2013gy 271.8 —0.56 £0.13 —0.29£0.08 —2.95+0.08
SN 2014J 264.6 —0.90£0.13  0.86£0.08 1.45+£0.08
SN 2014J 291.6 —-0.75£0.13  1.00£0.08 1.38 £0.08
ASASSN 14lp 170.1 —2.074+0.13  0.57 £ 0.08 0.53 +0.08
ASASSN 14lp 175.1 —2.23+0.13  0.44+0.08 0.19 +0.08

“Spectral phases are in rest-frame days as given in Table M

1)

Velocities are in units of 10® km s~'. Negative values are blueshifted.
Systematic uncertainties associated with the resolution of the spectra are
not included.

3.4.3.3 Nebular Velocities

As with Maeda et al.| (2010a)), Blondin et al.| (2012)), and Silverman et al.| (2013), we derive
nebular velocities as the arithmetic mean of the [Fer] A7155 and [Ni11] A7378 feature ve-
locities. Whereas previous studies have determined the uncertainty in the nebular velocity
as the difference between the constituent velocities (Maeda et al.|2010a)), or half of this dif-
ference (Silverman et al. [2013), we derive it from direct propagation of uncertainties. We
present our nebular velocity measurements in the bottom panel of Figure [3.9) In contrast
to the slow (but noticeable) increasing trend in the [Fe1r1] A4701 velocities, we find an even
weaker trend in nebular velocities. For the previously mentioned set of three SNe Ia with
multiple nebular spectra, we find average velocity increase rates of just 2, 4, and 1 km s!
d~! — consistent with the assertion made by Silverman et al. (2013) that a single measure-
ment of the nebular velocity of a given SN Ia is sufficient to describe that SN throughout its
nebular-phase evolution.
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3.5 Conclusion

In this paper we present 637 optical spectra collected by the Berkeley Supernova Ia Program
using the Kast double spectrograph at Lick Observatory and LRIS at the W. M. Keck Obser-
vatory between 2009 and 2018. Careful observation and processing techniques perfected over
the last 20+ years are employed to prepare the spectra in a manner that is (i) self-consistent
and (ii) consistent with earlier BSNIP spectral data releases (S12a).

We employ a robust automated spectral classification procedure that uses SNID to derive
the type, subtype, redshift, and rest-frame phase of the spectra in our dataset, achieving a
successful result in the majority of cases. Furthermore, we perform a study of the results
and conclude that failures preferentially occur for late-phase spectra (where the temporal
coverage of SNID is sparse) and for spectra with lower SNRs (and which are thus of lower
quality). Where independent measurements (i.e., host-galaxy redshifts, and light-curve-
derived rest-frame phases) are available, we compare them to SNID-based predictions. The
redshifts show negligible difference in aggregate and have relatively small scatter, while the
phases have a larger — but still reasonable — scatter (especially when a more temporally
restrictive subset is selected). After combining the classifications in cases where multiple
spectra are available for a given object, we address the several cases in which a selected
object was not classified as a SN Ta. Ultimately, we obtain a final sample of 626 spectra from
242 low-redshift SNe Ia.

We study the early-time and late-time properties of our dataset, with emphasis on mea-
surements of the most prominent features in SN Ia spectra at such phases. In particular, we
measure the expansion velocities, pEWs, and fluxes at the boundaries of nine absorption-
feature complexes from the subset of our spectra that were observed within 20 days of
maximum light. When we compare with the analogous set of measurements performed on
an earlier set of BSNIP spectra (S12b), we find clear evidence for the same evolutionary be-
haviours in the features. Similarly, we measure the velocity shifts of three emission features
from the subset of our spectra that were observed more than 160 days after maximum light.
With just 15 such nebular spectra, our sample is too small to merit a stand-alone study, but
we do find clear manifestations of the evolutionary behaviours noted by more comprehensive
studies.

When our dataset is combined with that described by S12a, the BSNIP low-redshift
SN Ia spectral dataset reaches nearly 2000 optical spectra, all of which have been handled
consistently through all phases of observing and processing. Further utility will be unlocked
by considering the aforementioned spectral dataset in conjunction with its companion pho-
tometric dataset of more than 250 SNe la from the Lick Observatory Supernova Search
follow-up program (see G10 and S19, for the photometric datasets covering 1998-2008 and
20092018, respectively). In a future study, we will leverage these datasets to explore the
extent to which photometrically derived parameters can be reconstructed from SN Ia spectra
(Stahl et al.|[2020a).
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3.6 Sample Information

Table 3.6: SN Ia information.

SN Discovery R.A. Decl.  znelio® E(B—V)uw?  SNID® # of First? Last? MJDS
Name Date (UT) «(2000) §(2000) (mag) (sub)type Spectra Epoch Epoch Reference
SN 2008hm 2008—11-25 51.7954 46.9443 0.0197 0.381 Ia 1 26.5 2
SN 2008hv 2008—-12—-02 136.8920 3.3923 0.0125 0.027 Ta-norm 1 14.3 2
SN 2008hy 2008—12—-06 56.2852 76.6654 0.0085 0.203 Ia 1 32.9 2
SN 2009D 2009—-01-02 58.5951 —19.1817 0.0250 0.046 Ta-norm 1 —5.6 1
SN 2009Y 2009—-02—-01 220.5990 —17.2468 0.0094 0.087 Ta-norm 3 5.7 62.9 2
SN 2009V 2009—02—02 153.2030 43.1832 0.09301(¢) 0.012 Ta-norm 1

SN 2009ae 2009—-02—15 249.8700 21.3154 0.0311 0.049 Ta-norm 1
SN 2009an 2009—-02—27 185.6980 65.8512 0.0092 0.016 Ta-norm 2 21.1  40.7 2
SN 2009bp 2009—-03—17 211.9570 36.6436 ... 0.004 Ia 1

SN 2009bs 2009—03—21 201.7340 52.7549 0.0298 0.011 Ia-91bg 2
SN 2009bv 2009—-03—27 196.8350 35.7844 0.0367 0.008 Ta-norm 1 12.5 2
SN 2009cz 2009—-04—-06 138.7500 29.7353 0.0211 0.022 Ia 1 —-3.0 4
SN 2009dc 2009—-04—-09 237.8010 25.7078 0.0214 0.060 Ta-norm 8 —5.7 109.5 1
SN 2009do 2009—-04—22 188.7430 50.8512 0.0397 0.013 Ta-norm 1 23.4 2
SN 2009ds 2009—-04—-28 177.2670 —9.7291 0.0193 0.033 Ta-norm 1 8.6 2
SN 2009en 2009—-05—08 221.5940 13.0242 0.0467 0.020 Ta-norm 2

SN 2009ep 2009—-05—11 208.0440 2.3242 0.0237 0.025 Ta-norm 2

SN 2009eq 2009—-05—11 280.0350 40.1268 0.0236 0.053 Ta* 3

SN 2009ew 2009—-05—16 249.7490 17.9828 ... 0.062 Ta-norm 2
SN 2009eu 2009—-05—21 247.1710 39.5535 0.0304 0.010 Ta-norm 1 —4.8 1
SN 2009ft 2009—-05—-23 216.0250 7.7695 0.0568 0.021 Ta-norm 1

SN 2009fx 2009—-05—29 253.2970 23.9653 0.0477 0.049 Ta-norm 1

SN 200911 2009—-05—30 246.2920 40.8891 0.0294 0.007 Ta-norm 2

SN 2009fu 2009—-06—01 33.0375 44.5653 0.0171 0.076 Ta-norm 1

SN 2009fy 2009—-06—01 351.0210 16.6641 0.0410 0.028 Ta-norm 2
SN 2009fv 2009—-06—02 247.4340 40.8116 0.0293 0.005 Ta-norm 3 3.8 164 1
SN 2009gq 2009—06—02 333.7200 17.5131 0.06707(®) 0.037 Ta-norm 1
SN 2009fw 2009—-06—06 308.0770 —19.7332 0.0282 0.050 Ta-norm 4 5.3 17.9 2
SN 2009gf 2009—-06—15 213.9050 14.2802 0.0185 0.022 Ta-norm 3

SN 2009gs 2009—-06—15 319.7060 —5.9530 ... 0.102 Ta-norm 3

SN 2009he 2009—-07-03 245.5510 57.2729 0.0306 0.008 Ta-91bg 1

SN 2009hi 2009—-07—10 350.9840 16.7749 0.0411 0.026 Ta-norm 3

SN 2009hk 2009—07—11 309.6560 —25.1156 0.01807() 0.038 Ia 1

SN 2009hl 2009—07—11 262.7920 36.4278 0.04947 (% 0.030 Ta-norm 2

SN 2009hn 2009—-07—24 38.0013 1.2482 0.0220 0.021 Ta-norm 1

SN 2009ho 2009—-07-25 37.1389 37.9511 ... 0.049 Ia 1

SN 2009hp 2009—-07—-26 44.5998 6.5931 0.0211 0.198 Ta-norm 1
SN 2009hs 2009—-07—-28 268.9620 62.5998 0.0275 0.035 Ia 1 8.6 1
SN 2009hr 2009—-07—-29 10.1422 3.5414 0.01707(®) 0.022 Ta-norm 1
PTF 09dlc 2009—-08—17 326.6250 6.4192 0.06727(®) 0.047 Ta-norm 2 —2.3 18.2 5
SN 2009jb 2009—08—17 260.9240 30.4971 0.02377(® 0.037 Ta-norm 3

PTF 09dnp 2009—08—18 229.8520 49.4990 0.03767(®) 0.016 Ta-norm 2
SN 2009ig 2009—-08—-20 39.5484 —1.3125 0.0088 0.028 Ta-norm 16 —13.8 160.3 1
SN 2009ih 2009—-08—-21 238.8790 41.9483 0.0329 0.015 Ia-91bg 1

SN 2009ix 2009—09—-08 49.4709 40.9589 ... 0.128 Ta-norm 2

SN 2009jg 2009—-09—-22 265.1430 18.7137 ... 0.062 Ta-norm 1
SN 2009jr 2009—-10-08 306.6080 2.9092 0.0165 0.116 Ia-99aa 2 —3.6 5.3 2
SN 2009jp 2009—10—09 349.4280 13.9569 0.05507(®) 0.040 Ia-norm 1
SN 2009kk 2009—-10—-15 57.4345 —3.2644 0.0129 0.118 Ta-norm 2 —0.4 19.4 2
SN 2009ko 2009—10—-28 120.4930 15.0596 0.0162 0.028 Ta-norm 2
SN 2009kq 2009—11-05 129.0630 28.0671 0.0117 0.035 Ta-norm 4 —9.2 284 1
SN 20091g 2009—11—-10 354.7080 28.2651 0.0580 0.165 Ta-norm 1
SN 20091le 2009—-11—-16 32.3214 —23.4124 0.0178 0.014 Ta-norm 1 17.5 2
SN 20091 2009—-11-16  5.7142 6.9699 0.0404 0.023 Ta-norm 1

SN 20091v 2009—-11-19 4.1107  22.4361 ... 0.059 Ta-norm 2

SN 20091u 2009—11-20 163.5870 —4.3442 0.0215 0.026 Ta-norm 1

SN 20091r 2009—11—-23 348.5600 —2.7533 ... 0.041 Ia 2

SN 2009me 2009—12—-03 182.4160 43.6750 ... 0.012 Ta-norm 2

SN 2009mj 2009—12—-10 103.3010 44.0713 0.0196 0.092 Tax 1

SN 2009mh 2009—-12—-12 175.9830 10.7820 0.0197 0.038 Ia 1

SN 2009mv 2009—12—-16 108.9160 35.2412 ... 0.053 Ta-norm 1
SN 2009nr 2009—-12—-22 197.7460 11.4915 0.0112 0.022 Ta-norm 3 11.6 129.3 6

Table 3.6 continued
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SN Discovery R.A. Decl.  zpelio® E(B— V)Mwb SNID® # of First? Last? MJD; ..
Name Date (UT) «(2000) §(2000) (mag) (sub)type Spectra Epoch Epoch Reference
SN 2009mz 2009—12—26 210.8530 —6.0587 0.0086 0.024 Ta-norm 2
SN 2009na 2009—12—26 161.7560 26.5439 0.0210 0.028 Ta-norm 3 3.0 39.4 2
SN 2009nq 2009—12—28 348.8210 19.0229 0.0158 0.125 Ia-norm 1

SN 2009nk 2009—12—29 212.7450  6.3633 0.0196 0.023 Ia-norm 2

SN 2010A 2010—01—04 38.1644  0.6195 0.0207 0.025 Ia-99aa 1

SN 2010B 2010—01—07 208.5370 60.6804 0.0102 0.011 Ta-norm 4

SN 2010N 2010—01—12 197.2720 17.0729 0.02107(®) 0.019 Ta-norm 2

SN 2010H 2010—01—16 121.6020  1.0359 0.0154 0.026 Ia-norm 3

SN 2010V 2010—02—04 217.1600 30.6360 0.01297(% 0.019 Ia-norm 3
SN 2010Y 2010—02—08 162.7660 65.7797 0.0109 0.011 Ia-norm 4 —6.4 22.3 2
SN 2010p1 2010—02—12 160.6750 58.8438 0.0313 0.007 Ia-norm 2
SN 2010ag 2010—03—05 255.9730 31.5017 0.0337 0.026 Ia 3 0.3 583 2
SN 2010ai 2010—03—08 194.8500 27.9964 0.0193T(%) 0.008 Ta-norm 1 —6.4 2
SN 2010an 2010—03—11 244.4190 35.0028 0.0295 0.020 Ta-norm 3

SN 2010au 2010—03—15 138.1520 34.8547 0.0615 0.018 Ia-norm 2

SN 2010ax 2010—03—15 220.4730 10.7504 0.0508 0.024 Ia-norm 1
SN 2010a0 2010—03—18 205.9210  3.9000 0.0228 0.023 Ta-norm 1 —11.1 1
SN 2010at 2010—03—19 181.2480 76.1312 0.0418 0.073 Ia 1

SN 2010ba 2010—03—21 179.5860 15.3363 ... 0.037 Ia-norm 3

SN 2010bn 2010—04—05 176.2320 —5.0789 0.05307() 0.019 Ia-norm 1

SN 2010bu 2010—04—09 235.7430  2.2813 0.03907(®) 0.064 Ia-norm 2

SN 2010cp 2010—05—09 195.1080 —15.2889 0.0164 0.049 Ia-91bg 1

SN 2010cs 2010—05—12 221.9820 19.0549 0.0419 0.029 Ia-norm 1
SN 2010cr 2010—05—15 202.3540 11.7962 0.0216 0.030 Ta-norm 2 8.2 15.0 2
SN 2010dl 2010—05—24 323.7540 —0.5133 0.0300 0.033 Ta-norm 1 18.1 2
SN 2010eb 2010—06—12 20.4074  5.2944 0.0076 0.026 Ia-norm 1

SN 2010gj 2010—07—10 327.7260 —17.7693 0.03707() 0.047 Ia 1

SN 2010gl 2010—07—18 247.9110 59.6239 0.0188 0.013 Ia-norm 2

SN 2010gv 2010—08—09 269.5940 50.7928 ... 0.040 Ia 1

SN 2010gz 2010—08—16 23.2128 —12.1893 0.0184 0.021 Ta-norm 1

SN 2010hh 2010—09—01 269.8270 45.8756 0.0190 0.033 Ia-91bg 1

SN 2010hz 2010—09—12 28.4249 29.9346 0.0255 0.047 Ia-norm 1

SN 2010ii 2010—09—30 339.5550 35.4917 0.0269 0.075 Ia-norm 2
SN 2010iw 2010—10—14 131.3130 27.8227 0.0215 0.047 Ta-norm 1 10.4 2
SN 2010ju 2010—11—14 85.4833 18.4975 0.0152 0.361 Ta-norm 2 6.1 19.9 1
SN 2010kg 2010—11—29 70.0350  7.3500 0.0166 0.134 Ia-norm 2 —13.0 0.8 2
SN 2011H 2011—01—04 35.7751 43.0423 0.0220 0.073 Ia-norm 1
SN 2011K 2011-01—13 71.3766 —7.3480 0.01457(d 0.088 Ia-norm 1 9.1 2
SN 2011U 2011—01—28 63.3914 27.5435 0.0134 0.593 Ia-norm 1
SN 2011ao 2011—03—03 178.4630 33.3628 0.0107 0.017 Ta-norm 3 —8.7 37.6 2
SN 2011ay 2011—03—18 105.6420 50.5903 0.0210 0.072 Tax 9
SN 2011by 2011—04—26 178.9400 55.3261 0.0028 0.012 Ia-norm 11 —11.1 310.3 1
SN 2011dm 2011—06—15 329.1730 73.2969 0.0049 0.519 Ia-norm 1

SN 2011dn 2011—06—21 299.6480  2.6045 0.0253 0.151 Ia-pec 1

SN 2011fg 2011—08—20 350.8360 16.7948 0.04507(1 0.023 Ia-norm 2
SN 2011fe 2011—08—24 210.7740 54.2737 0.0008 0.008 Ta-norm 17 —17.2 378.5 1
SN 2011fk 2011—-08—29 13.6753 36.7643 0.0201 0.048 Ia 1
SN 2011fs 2011—09—15 334.3310 35.5806 0.0209 0.101 Ia-99aa 3 —2.6 258 1
SN 2011gy 2011-10—22 52.3971 40.8676 0.0169T(1 0.166 Ia-norm 1

SN 2011hb 2011—10—24 351.9810  8.7794 0.02897(%) 0.051 Ia-norm 1

SN 2011iv 2011—12—02 54.7140 —35.5922 0.0065 0.010 Ta-norm 2

SN 2011jh 2011—12—22 191.8100 —10.0631 0.0078 0.032 Ta-norm 3

SN 2011jr 2011—12—25 106.6660 23.8936 0.0226 0.052 Ia-norm 2

SN 2011jn 2011—12—26 194.3120 —17.4001 0.04757 (D 0.059 Ia-norm 1

SN 2011jt 2011—12—31 223.3460  2.9620 0.02787(%) 0.039 Ia-norm 2

SN 2012B 2012—01—08 57.8938 37.0785 0.01737() 0.271 Ia-norm 1
SN 2012E 2012—01—14 38.3450  9.5849 0.0203 0.063 Ia-norm 1 —4.3 1
SN 20127 2012—01—29 50.5223 —15.3877 0.0071 0.034 Tax 4 —7.6 35.1 1
SN 2012c1 2012—03—27 166.3340 —1.8681 0.0908 0.047 Ta-csm 2
SN 2012cg 2012—05—17 186.8030  9.4203 0.0015 0.018 Ia-norm 10 —16.4 46.5 1
SN 2012cu 2012—06—14 193.3720  2.1608 0.0035 0.023 Ia-norm 3

SN 2012de 2012—06—25 333.7720 10.3035 ... 0.062 Ia-norm 1
SN 2012dn 2012—07—08 305.9010 —28.2787 0.0102(% 0.052 Ia-norm 2 —14.6 —9.6 1
SN 2012dv 2012—07—18 327.1260 —12.8392 0.0700 0.037 Ta-norm 1
SN 2012ea 2012—08—08 266.2930 18.1408 0.0102 0.055 Ia 2 —6.8  29.8 1
PTF 12ild 2012—09—06 338.2420 —0.2152 0.1723 0.051 Ia-norm 1

PTF 12irf 2012—09—15 30.5316  0.1838 0.1921 0.020 Ia 1

LSQ 12fhe 2012—10—02 323.0390 —5.7260 0.0275 0.062 Ia* 1
SN 2012fr 2012—10—27 53.4000 —36.1271 0.0055 0.018 Ta-norm 9 —6.1  92.1 7
SN 2012gl 2012—10—29 153.2100 12.6824 0.0094 0.036 Ta-norm 1

Table 3.6 continued
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SN Discovery R.A. Decl.  zpelio® E(B— V)Mwb SNID® # of First? Last? MJD; ..
Name Date (UT) «(2000) §(2000) (mag) (sub)type Spectra Epoch Epoch Reference
SN 2012gx 2012—11—18 9.5073 —13.8610 0.01407(D 0.019 Ta-norm 1
SN 2012ht 2012—12—18 163.3450 16.7764 0.0036 0.025 Ta-norm 13 1.9 128.2 8
SN 2012ij 2012—12—29 175.0660 17.4562 0.01107( 0.023 Ta-91bg 4

SN 2013E 2013—01—04 150.0230 —34.2337 0.0094 0.084 Ia-norm 5

SN 2013Q 2013—01—25 356.7830 29.4865 0.0172 0.085 Ia-norm 2

SN 20138 2013—01—25 53.8762 38.2832 0.01867(% 0.305 Ia-99aa 1
SN 2013gq 2013—03—25 124.4730 23.4696 0.0139 0.049 Ia-norm 4 1.1 16.7 1
SN 2013ct 2013—05—10 18.2288  0.9794 0.0038 0.024 Ia 1

SN 2013dj 2013—06—10 251.5080  6.4665 0.0253 0.063 Ta-91T 1
SN 2013dh 2013—06—12 232.5050 12.9869 0.0134 0.033 Ia 4 —5.7 19.1 1
SN 2013di 2013—06—12 339.1140 21.6151 0.0238 0.040 Ia-norm 2
SN 2013dy 2013—07—10 334.5730 40.5693 0.0039 0.132 Ia-norm 14 —11.7 422.2 1
SN 2013gh 2013—08—08 330.5910 —18.9168 0.0088 0.025 Ta* 3 —11.8 392.2 1
SN 2013fa 2013—08—25 310.9730 12.5144 0.0155 0.086 Ta-norm 1 2.0 1
SN 2013fw 2013—10—21 318.4370 13.5759 0.0170 0.067 Ia* 1 347.3 1
SN 2013gs 2013—11—29 142.7870 46.3848 0.0169 0.017 Ia-norm 1
SN 2013gy 2013—12—06 55.5703 —4.7218 0.0140 0.050 Ia-norm 3 5.6 271.8 1
PSN J03055989+0432382  2013—12—21 46.4995  4.5439 ... 0.146 Ta-norm 1

SN 2013hs 2013—12—25 29.7237  5.5904 0.0194 0.036 Ia-norm 1
SN 2014J 2014—01—21 148.9260 69.6739 0.0007 0.136 Ia-norm 10 33.9 291.6 1
SN 2014ag 2014—03—11 247.6690 44.5096 0.0317 0.011 Ia 1
SN 2014a0 2014—04—17 128.6390 —2.5434 0.0141 0.031 Ia-norm 1 10.3 1
ASASSN 14ar 2014—04—24 137.4240 37.6018 0.0230 0.017 Ta-norm 1

SN 2014ck 2014—06—29 341.4120 73.1619 0.00507 (D 0.394 Tax 2

SN 2014da 2014—08—07 7.3130  2.8660 0.01417(® 0.025 Ta-91bg 1

ASASSN 14gh 2014—08—28 258.7890 41.8109 0.0044(d 0.023 Ia-norm 1

SN 2014dg 2014—09—11 57.0824 70.1318 0.00407(¥ 0.628 Ia-norm 11

SN 2014dl 2014—09—25 247.4420  8.6418 0.0330 0.054 1a-91T 1

SN 2014dm 2014—09—27 62.0297 —8.8270 0.03307(%) 0.041 Ia-norm 1

SN 2014dt 2014—10—29 185.4900  4.4718 0.0052 0.019 Tax 13

PSN J03034759+0024146  2014—11—17 45.9483  0.4041 0.0430 0.073 Ta-norm 1

iPTF 14jfw 2014—11—23 137.5080 52.3157 ... 0.011 Ta-norm 1
ASASSN 14lp 2014—12—09 191.2880  0.4590 0.0052 0.014 Ia-norm 15 —0.8 175.1 9
Gaia 15aba 2015—02—06 240.8760 52.2607 0.04607(%) 0.015 Ia-norm 1

Gaia 15abu 2015—02—09 256.2090 41.0179 0.07507 (%) 0.024 Ia-norm 1

SNHunt 276 2015—02—10 177.4950 21.3172 0.0261 0.025 Ia-91bg 1

SN 2015H 2015—02—10 163.6760 —21.0705 0.0125 0.047 Tax 1

Gaia 15aby 2015—02—11 214.8040 10.7169 0.0790% (%) 0.026 Ta-norm 1

PSN J13471211-2422171  2015—02—12 206.8000 —24.3714 0.0190 0.064 Ia-norm 1

ASASSN 15db 2015—02—15 236.7450 17.8840 0.0113 0.029 Ia-norm 1
SNHunt 281 2015—03—16 226.3670  1.6350 0.0041 0.045 Ia-norm 3 —5.3 205 10
ASASSN 15fr 2015—03—24 140.0850 —7.6408 0.03347(%) 0.033 Ia-norm 1
ASASSN 15hy 2015—04—25 302.5100  0.7392 0.02507(%) 0.105 Ia-norm 12 —13.4 152.2 3
ASASSN 15jm 2015—05—19 260.2880 25.5821 ... 0.056 Ta-csm 1

iPTF 15awr 2015—05—25 225.3300 16.7800 ... 0.036 Ta-norm 1
ASASSN 15kx 2015—06—10 334.0490 37.4739 0.0182 0.141 Ia-norm 3 31.3 121.3 3
ASASSN 15lo 2015—06—19 343.3910 19.7084 ... 0.056 Ia-norm 1
ASASSN 15lu 2015—06—20 200.3040 40.2658 0.0350 0.014 Ia-norm 1 —2.2 3
ASASSN 15mc 2015—07—05 42.2482  3.1696 0.0138 0.052 Ta-norm 3
SN 2015N 2015—07—06 325.8200 43.5799 0.0149 0.456 Ta-norm 11 —5.3 822 1
ASASSN 15mi 2015—07—06 210.8160 41.6040 0.03447(%) 0.018 Ta-99aa 1 2.0 3
ASASSN 15mg 2015—07—09 233.0950 41.8499 0.04287(% 0.028 Ia-norm 8 —0.7 83.3 3
ASASSN 15mp 2015—07—17 