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Abstract

The initial chapters 1 and 2 introduce the physical background necessary to un-
derstand the scientific interest of this work. Chapter 1 discusses how the elemental
and isotopic abundances of the stable cosmic-ray proton-nuclear component provides
information on the mean amount of matter traversed by cosmic rays from their sources
to the Earth. Chapter 2 will deal in detail with discussing the role of the light stable
secondary isotopes deuterium and 3He. The peculiar feature of these secondary com-
ponents is that their interaction mean free path is considerably larger than the escape
mean free path from the Galaxy, so that they are ideal probe to study the cosmic-ray
propagation.

Most data concerning the composition and the energy spectra of cosmic rays are
collected below few g/cm? of residual atmosphere, by means of balloon-borne experi-
ments. As a consequence, the instruments detect also particles produced by the interac-
tions of cosmic rays with the air nuclei, which include also deuterons. The deuterium
atmospheric production is particularly significant below about 1 GeV/n, where the
fragmentation of air nuclei dominates. Therefore, accurate corrections are essential
in order to obtain reliable results from balloon-borne experiments measuring the low
energy deuterium abundance. Chapter 3 presents a calculation carried out in order to
evaluate the secondary deuterium energy and angular distributions, as a function of
the atmospheric depth.

The remaining chapters 4-7 are dedicated to the central argument of this work,
consisting in the measurement of the deuterium abundance in cosmic rays with the
CAPRICE98 experiment. In chapter 4 the different parts of the CAPRICE98 appa-
ratus are described: the time-of-flight system, the magnetic spectrometer, the Ring
Imaging CHerenkov (RICH) detector and the electromagnetic calorimeter. Chapter 5
presents the applied basic selection criteria, as well as their efficiencies. The deuterium
is identified among charge one particles by requiring no Cherenkov signal detected, for
rigidity values above the proton threshold for Cherenkov light emission. The resulting
sample of events contains a non-negligible component of protons. Since the deuterium
identification is possible only using the RICH detector information, the proton back-
ground contamination and the deuterium selection efficiency have been evaluated by
means of a simulation. In chapter 6 the analysis procedure developed to parameter-
ize the instrument response is described and the simulation results are discussed. At
the end of the chapter, the estimated number of protons and deuterons in the spec-
trometer is presented. In chapter 7 these numbers are corrected for the basic selection
efficiency and for the attenuation and secondary particle production in the material
above the tracking system, including the atmosphere. Finally, the deuterium flux and
the deuterium-to-helium ratio in the kinetic energy range from 13 GeV/n to 22 GeV/n
are presented. These results are compared with data from other experiments and
theoretical predictions, with reference to the arguments discussed in chapter 2.
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Chapter 1

Propagation of the proton-nuclear
component of cosmic rays in the
Galaxy

Cosmic rays are charged particles that hit the Earth’s atmosphere at a rate of about
1000 m~2s7t. About 98% of them are protons and nuclei and about 2% are electrons.
The study of chemical abundances of the cosmic rays provides important clues to their
origin and to the process of their propagation from the sources to Farth. The physical
background necessary to understand the scientific interest of this work concerns the
stable proton-nuclear component, within the kinetic energy range of some tens MeV/n
to about some hundreds GeV/n. The elemental and isotopic abundances of stable nuclei
give important information on the mean amount of matter traversed by the cosmic rays
from their sources to Earth, where they are observed.

In section 1.1 some basic observational data are reported. Section 1.2 introduces
the theory of cosmic-ray propagation, and the last section, 1.3, shows how the observed

secondary-to-primary ratios can be used to set constraints on propagation models.

1.1 The cosmic-ray proton-nuclear component as
observed on Earth

The cosmic-ray spectra span a very wide range of energy. The units usually used to
indicate the energy of cosmic rays refer to their kinetic energy per nucleon, which
is essentially a measure of the Lorentz factor v of the particles. Fig. 1.1 shows the
differential fluxes of protons, helium, and carbon nuclei from some tens of MeV/n up

to hundreds GeV/n. In this energy range the cosmic-ray flux is found to be isotropic.

1
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Figure 1.1: The differential energy spectra of cosmic-ray proton, helium and carbon as
measured on Farth at minimum solar modulation level.
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Figure 1.2: Comparison between the cosmic rays and the Solar System element com-
position, both given relative to carbon. Filled circles: cosmic rays. Open circles: Solar
System elements.

Above ~ 1 GeV/n the differential energy spectra of the various cosmic-ray components
is well represented by a power-law distribution whose spectral index lies in the range
2.5 — 2.7. At energies less than ~ 1 GeV/n the energy spectra of all the cosmic-ray
components show a pronounced attenuation, relative to the power-law observed at high
energy. The position of the peak and the intensity at low energy are strongly correlated
to the solar activity. In fact, the low energy flux attenuation is an effect of the diffusion
of cosmic rays from the interstellar space towards the Earth, through the out-flowing
Solar Wind [3]. This phenomenon is known as solar modulation of the flux of cosmic
rays: the higher the solar activity, the lower the cosmic-ray flux at low energy. The
data presented in fig. 1.1 refer to minimum solar modulation level. For a more complete

collection of data including also maximum solar modulation periods, see section 3.4.

An interesting feature of the proton-nuclear component of cosmic rays emerges from
the comparison of their composition with that of ordinary matter in the Galaxy. As an

example, fig. 1.2 shows the comparison between the cosmic-ray elemental composition



(filled circles) with that of the Solar System [1] (open circles), up to Z = 30. It is
evident that the overall distribution of elemental abundances in the cosmic rays is not
so different from that in typical Solar System matter; in both cases the abundances
show a peak at the elements C,N,O, and Fe, and the odd-even effect in the relative
stabilities of the nuclei. The most evident difference between the two compositions is

the overabundance in cosmic rays of Li,Be,B, and sub-Fe elements (Sc,Ti,V).

Such elements are usually thought to be formed by the nuclear interaction of cosmic
rays and interstellar medium nuclei, during the propagation of cosmic rays from their
sources to Earth. Within the energy range taken into consideration here, cosmic rays
are essentially of a Galactic origin, and are produced and accelerated during supernovae
explosions [3]. The spectroscopic data, the study of the composition of Solar System’s
and meteorites’ matter, and the calculated nuclear reactions in stars suggest a Galaxy’s
homogeneous elemental composition which thus represents the average cosmic-ray com-
position at their sources. The resulting effect of the fragmentation processes is that
the cosmic-ray abundances distribution as observed on Earth is smoother than at the
sources. That is an overall feature that emerges from fig. 1.2. Therefore an important
distinction is the one between the primaries cosmic-ray components which are accel-
erated in sources of high energy particles, and the secondaries cosmic-ray components
which are produced by nuclear fragmentation. The relative abundances of secondary
nuclei, with respect to their progenitors, give important information concerning the
origin and the propagation of cosmic rays. In particular, as will be discussed in detail
in section 1.3, the secondary-to-primary ratios suggest that, on average, cosmic rays
in the GeV/n range traverse ~ 6 g/cm? [5] of equivalent hydrogen between injection
and observation. When this value is compared with the amount of matter along a
line of sight through the disk of the Galaxy, which is ~ 1072 g/cm? [5], it is easy to
deduce that cosmic rays remain for a long time confined within a limited volume. The
confinement volume include part or all of the Galactic disk and possibly the Galactic

halo.

A second important experimental result, with implication for the cosmic-ray origin
and propagation, is the energy dependence of the relative abundances of secondaries
and primaries. Fig. 1.3 shows the ratio boron to carbon and the ratio sub-iron elements
to iron as functions of the kinetic energy, measured by the HEAO-3 experiment [67].

In section 1.3 this feature will be related to the cosmic-ray propagation mechanism.

4
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Figure 1.3: Energy dependence of the secondary-to-primary ratio. Left plot: B/C ratio.
Right plot: sub-Fe/Fe ratio.

In addition to the overall chemical abundances, of particular interest is the isotopic
composition of cosmic rays. The light stable elements, 'H, 2H, *He, and *He form a
special group of isotopes. The discussion on this subject is deferred to chapter 2, since
it is directly involved in the interpretation of the deuterium measurement performed
by the CAPRICE98 experiment, which is the central part of this work. A further
important aspect of the isotopic composition of cosmic rays is that some of the secon-
daries produced during the fragmentation processes are radioactive, so that they give
information about the time that cosmic rays spent to reach the Earth from their source

regions.

In the following will be discussed how the observational evidences concerning the
stable proton-nuclear component of cosmic rays can be accounted for by the propaga-

tion mechanism.



1.2 (General transport equations

A theory that explains the nature of the propagation of cosmic rays should take into
account the interaction mechanism of the charged particle with the interstellar medium,
where a decisive role is played by the galactic magnetic field. The details of the specific
physical mechanism that regulates the motion of cosmic rays is however still unclear,
mainly because of the lack of detailed information concerning the interstellar medium
and the magnetic field structures. To interpret the observations one generally uses
approximate semi empirical models, which anyway make it possible to correlate the
basic features of experimental data.

A sufficiently general set of transport equations to describe the proton-nuclei cosmic-

ray propagation through the Galaxy is the one presented by Ginzburg and Syrovatskii [2]:
ON;
ot

[b;N;] + Qi — piN; + ZNkpkm (1.1)

k>i

:V-(ﬁVNi)—V-uNi—a%
Eq. 1.1 describes the variation with time of the density N; = N;(F,r,t) of cosmic
rays nuclei of type ¢ at position r and with kinetic energy per nucleon between E and
E+dE.

The first and second terms on the right hand side represent the diffusion, where Dis
the diffusion tensor assumed to be independent on the kind of particle, and convection
with velocity u. The third term takes into account the continuous energy variations,
and can represent either energy loss by ionization or acceleration, depending on the
application. The function b; = dE/dt expresses the change in energy per unit of time
of a single nucleus of type ¢. For the following discussion it will be assumed that
the particles are not accelerated in the interstellar medium, but that they originate in
point-like sources whose intensity, spectrum, and space time distribution are described
by the functions Q; = Q;(E,r,t), where i denotes the nucleus type. The quantity Q;
expresses the number of particles injected in the interstellar medium, per time unit
and volume, in the energy range between E and E + dFE.

The fifth term represents the loss of nuclei of type ¢ by collision and decay, whose
probability per time unit is:

1
pi = nfeco; + —, (1.2)

VTi

where n = n(r) is the density of the interstellar gas, o; is the inelastic cross-section, and

7; is the nucleus lifetime with respect to the radioactive decay. The following discussion



will take into consideration an interstellar medium composed of hydrogen only, since
this simplifying assumption does not affect the conclusions. The last term describes
the production of nuclei of type ¢ from the interactions of nuclei of different type and
the summation is carried out over heavier nuclei. For the production probability px_,;
holds the same notation of eq. 1.2; in this case oj_,; is the inclusive cross-section for
the production of the nucleus ¢ from the breakup of a nucleus of type k, and 74_,; is
the lifetime of the nucleus k£ with respect to the nuclear decay channel that leads to
the production of the nucleus of type i. The production term can be written in the
simple form used in eq. 1.1 because in fragmentation reactions of relativistic nuclei the
kinetic energy per nucleon is nearly conserved. This process is known as spallation.

A complete solution of the problem requires the knowledge of shape and size of the
propagation regions of cosmic rays in the Galaxy, and the distribution of interstellar gas
and sources. Besides that, it will be assumed that all the fragmentation cross-sections
and the lifetimes for nuclear decay are known.

Once all this quantities are specified, the general approach is to get the parameters
of the theory from the observed secondary abundances. In fact, in this case the source
term is Q; = 0, so that the secondary cosmic-ray density is only related to the propa-
gation parameters. Once the parameters are known, one can infer the composition at

the sources from the observed primary abundances.

1.2.1 Solution of the equations for stable nuclei

The aim of this chapter is to discuss the role of the stable secondary cosmic rays as
tools to study the propagation mechanism within the Galaxy, in order to understand,
in particular, the scientific interest of the measurements of light isotopes abundances.
The discussion is therefore limited to stable nuclei, setting the decay term in eq. 1.2 to
Zero.

A stationary picture of the cosmic-ray propagation will be taken into consideration,
since several experimental data [3] suggest that cosmic-ray intensity did not change
significantly over the past hundred million years. As a consequence, the dependence
on time ¢ in eq. 1.1 can be ignored, and the left hand side of the equation can be set
equal to zero.

At a kinetic energy below ~ 1 GeV /n the cosmic-ray flux is affected by solar activity,

so that the interpretation of data at such energy values must take into account the solar

7



modulation effect. Since this is beyond the subject of this chapter, the discussion will be
restricted to an energy above several GeV/n. This simplifies the transport equations,
since ionization losses can be neglected.

With the above mentioned conditions eq. 1.1 simplifies as follows:
-V (ﬁVNi) + nfco;N; = Q; + Z nBcoy_y;i Ny (1.3)
k>i

Let the spatial distribution of sources be independent of the kind of nuclei, that is
Q,(r) = ¢;x(r) where ¢; are constants that determine the abundances of the various

nuclei at the sources. It can be demonstrated [4] that eq. 1.3 has a solution of the form:
Ni(r) = / N (2)G(x,2) dz (1.4)
0

where NZ-(U) and G, which are both function of the parameter x (expressed in g/cm?),

satisty the following equations:

0 R
mnﬁca—i —V-(DVG) =0 with mnfcG(r,0) = x(r), (1.5)
dNi(U) Oi nr(o Ok—i nr(o . 4
Sk TN = TN =0 with N7 (0) =, (1.6)
k>i

where m is the hydrogen mass. The function G should also satisfy the boundary
conditions for V;(r) related to the geometry of the containment volume.

By expressing the transport equation in this form, it is possible to separate the
strictly astrophysical aspects of the cosmic-ray propagation, related to the function G,
from the aspects concerning the fragmentation by nuclear interactions with the inter-
stellar medium, related to the function NZ-(U). In fact, given a specific composition ¢; at
the sources, the quantities NZ-(U) (x) represent the variation of the cosmic-ray composi-
tion due only to fragmentation processes after traversing an amount x of matter, and
they are related only to the nuclear cross-sections (o;, 0x—;). The quantity G(r,z) is
instead related only to the parameters of the considered propagation model: the diffu-
sion tensor (25), the geometry of the containment volume, the source and interstellar
medium distributions (n(r), x(r)).

The function G is usually called path-length distribution. The interpretation of
G(r,x) as path-length distribution is clear from eq. 1.4, which states that the cosmic-

ray density at the position r is obtained by averaging the composition expressed by



NZ-(U) (x) over the distribution of path lengths G(r, z) traveled by cosmic rays, from their
sources to the point r.

For any propagation model that satisfies the requirement Q;(r) = ¢;x(r) and can be
expressed by a set of transport equations of the kind 1.3, all the information concerning
the propagation processes is included in the function G(r,x). The following chapter
will show that the cosmic-ray secondary-to-primary ratio provides in principle direct
information on the path-length distribution and, as a consequence, on the cosmic-ray

propagation mechanism.

1.3 The secondary-to-primary ratio

In order to discuss the physical interest in the study of stable secondary cosmic rays
it is useful to introduce first the Leaky-Box Model (LBM). This is a very simple and
widely used model, which in spite of its simplicity gives a satisfactory interpretation
of observational data and includes the basic features of the cosmic-ray propagation in
the Galaxy. A specific description of some models, formulated within the framework
of the LBM , may be found in the next chapter, that deals with the discussion on the

light isotope cosmic-ray component.

1.3.1 The Leaky Box Model (LBM)

Within the framework of the LBM it is assumed that the density of the cosmic rays,
and the distribution of the interstellar medium and of the sources in the whole system
(the Galaxy), are constant and uniform. The diffusion term in eq. 1.3 is thus replaced
by assuming a finite escape probability 7., from the confinement volume:

V- (DVN;) — — Ni (1.7)

TBSC

In the picture generally associated to the LBM the Galaxy is described as a box
with a small leakage of particles; cosmic rays propagate freely inside the containment
volume undergoing many reflections at the boundaries before escaping. The LBM
set of transport equations which describes the propagation of stable nuclei is obtained

substituting the escape term in eq. 1.3 and dividing for mnfc :

Qi N; N N

mnﬁc )\z >\esc iy Ak—)i

=0. (1.8)



In eq. 1.8 we have introduced the interaction lengths A = m/o, where o is the cross-
section for the considered process. With these approximations the cosmic-ray propaga-
tion is described, for the various kinds of nuclei ¢, by a set of algebric equations which

can be solved analytically. In eq. 1.8 the only parameter of the model is expressed as
Aese = MNPC Tese (1.9)

which represents the mean amount of matter, in g/cm?, traversed by cosmic rays before
their escape from the confinement volume. This interpretation of A.,. is evident from
the LBM path-length distribution function. The solution of eq. 1.5, after replacement

of the diffusion term with the escape term, gives as a result:
Grpum(x) o e "o (1.10)

One of the main constraints on the LBM parameter A., comes from the ratio
of stable secondary to primary abundances. For simplicity’s sake, let be taken into
consideration a secondary nucleus of type S whose only parent nucleus is of type P.

In this case the set of transport equations is reduced to a system of two equations:

Qr Np Np
_ e — 0 1.11
mnﬁc >\P )‘esc ( )

Ns  Ng Np
_Ns s - 0 1.12
>\S >\esc )‘P—>S’ ( )

The solution of the above system gives the following expression for the secondary-to-
primary ratio:

& _ Aesc/AP—)S R >\esc
NP (]. + )\BSC/)\S) )\S>>Aesc )\P_)S ’

In eq. 1.13 it is clear that, in the extreme case of a secondary nucleus with a long

S/P = (1.13)

interaction mean free path, the secondary to primary ratio S/ P is directly proportional
to the escape mean free path of cosmic rays from the Galaxy.
The main results concerning the stable nuclear component of cosmic rays within

the framework of the LBM are summarized in the following.

e The observed abundances at a few GeV /n of the stable secondary nuclei Li,Be,B
and Sc,Ti,V,Cr, produced respectively by the spallation of the nuclei C,N,O and
Fe, are both well described by assuming an escape mean free path from the

confinement volume of:

Aese = 5 — 8 g/cm? (1.14)
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of equivalent hydrogen (see reference [4] for references concerning this result).
Besides Li,Be,B and sub-Fe nuclei, there are other secondary isotopes, among
which are included deuterium and 3He. Chapter 2 will show that the interpreta-
tion of the D and 3He abundances with the same escape mean free path obtained

from heavier secondary nuclei is still unclear.

From the observed dependence of the secondary-to-primary ratio on energy, it
is inferable that the mean amount of matter traversed by cosmic rays before
their escape from the Galaxy is energy dependent, and in particular it decreases
for increasing energy (see B/C and (Sr+Ti+V)/Fe in fig. 1.3). According to
several authors the composition of Z > 2 cosmic-ray nuclei can be interpreted
by assuming a rigidity' dependent escape mean free path which, at energy values
above some GV, is of the type Aese & R7°. Several parameterizations have
been proposed for the function Aese = Aese(R) obtained by fitting the observed
secondary-to-primary ratio, generally B/C ratio. The results of the fit depend
on the model adopted, in particular on the cross-section values used, and on the
composition of the interstellar medium, so that the resulting parameterizations
of Aese can differ by large amounts (see reference [11] for a collection of results).
Notice that if the energy dependence of the cross-sections is neglected, being A,
the only parameter of the theory, the energy dependence of the secondary-to-
primary ratio can be ascribed only to it. The rigidity dependence of \.s. can be

accounted for within the framework of more complex models [4].

1.3.2 Probing the path-length distribution function with dif-

ferent secondary nuclei

A conclusion reached in section 1.2 is that in a sufficiently general scenario of the

propagation of cosmic rays in the Galaxy all information concerning the propagation

mechanism, the geometry of the confinement volume, and the distribution of the sources

and of the interstellar medium are contained in the path-length distribution function

G(r,z). The LBM is a very simplified version of the general model expressed by the

set of transport equations 1.3. In this model the path-length distribution function is

described by one parameter only, the escape mean free path from the Galaxy ...

1See section 4.1.2 for the definition of rigidity.
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Within the framework of this model it is therefore sufficient to know the abundances
of just one secondary nuclear component and its progenitors, in order to determine the
parameter of the model. It has also been asserted that the observed abundances of
heavy secondary Li,Be,B and sub-Fe nuclei are consistent with a value of escape mean
free path of about 6 g/cm?, at energies in the GeV/n range.

This section shows, in an intuitive way, that the secondary-to-primary ratios not
only provide information on the mean amount of matter traversed by cosmic rays before
their escape from the Galaxy, but may in principle be used to reconstruct the whole
shape of the path-length distribution function, which could differ from the exponential
shape assumed within the framework of the LBM (see reference [4] for a rigorous
treatment of this argument).

Let be assumed that the true path-length distribution function is an unknown
function G(r,z). Let be taken into consideration a simple system of one secondary
nucleus of type S and one primary nucleus of type P. By solving the equations 1.6
for this system and using the eq. 1.4, for the secondary-to-primary ratio the following

general expression is obtained:

S/P (1.15)

s Ap

1 1 L [0 G(r, z)e s da
" Apos (L _ L) I3 G(r,x)e*/Ardx

The important feature of the above expression is that the path-length distribution G(x)
appears in the equation weighted by a factor e=#/*s.7. This means that the abundances
of secondary and primary nuclei of different kinds are sensitive to different regions of
the path-length distribution. In particular heavy nuclei, which have short interaction
mean free paths if compared with the escape mean free path, are sensitive to short
path lengths. In the extreme case of A\gp < (z), where () is the mean value of the

path-length distribution function G(r, ), eq. 1.15 gives the following:

As

S/P ~ :
/ )\PHS

(1.16)

so that the observed secondary-to-primary ratio is entirely determined by the fragmen-
tation cross-section, and any information on the propagation through the Galaxy is
lost. Light nuclei have instead a long interaction mean free path, so that they are sen-

sitive also to the remote tail of the path-length distribution function. In the extreme
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case of Agp > (x):

/P~ T (1.17)

)
P—S

that is, the observed secondary-to-primary ratio depends only on the mean amount of
traversed matter and is not sensitive to the specific shape of G(r, z).

By combining the observational data of different secondary nucleus abundances it
is possible, in principle, to reconstruct the whole shape of the path-length distribution
function. To this purpose, it is advisable to study cosmic-ray nuclei with a wide range
of cross-sections.

Actually the present experimental knowledge does not allow to determine much
more than the average thickness of matter traversed by cosmic rays in the Galaxy.
From the above discussion it follows that among all the secondary cosmic-ray nuclear
components, of particular interest are the light ones. In fact, having an interaction
mean free path considerably longer than the average thickness of matter traversed by
cosmic rays before their escape from the Galaxy, such light components give a complete
information on the propagation process, which is not the case for heavier nuclei.

Besides that, it is important to study different secondaries because their progenitors
could have a different propagation history, so that, for example, the conclusion drawn
by the study of the secondary nuclei Li,Be,B could hold for carbon, but not for helium
or hydrogen.
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Chapter 2

Deuterium in Cosmic Rays

Deuterium and 3He isotopes are present in cosmic rays as a result of nuclear inter-
actions mainly of primary *He with the interstellar medium. As a consequence, they
are part of a class of secondary stable nuclei that, as discussed in section 1.3, provide
information on the mean amount of matter traversed by cosmic rays before escaping
from the Galaxy. The peculiar feature of light secondary isotopes is that their inter-
action mean free path is considerably larger than the escape mean free path from the
Galazxy, so that they are ideal probes to study the cosmic rays propagation. In spite
of their scientific relevance, few experimental data exist, due to the difficulties of such
measurements.

In section 2.1 a collection of deuterium and 3He data is presented and the main
features discussed. In the next section 2.2 the experimental data are compared with the
results of some calculations. The cosmic rays deuterium and He physics is similar,
therefore the discussion involves both. However, since the central part of this work is
the measurement of the deuterium abundances, the presented collection of data and

theoretical calculations is exhaustive only for the deuterium, and not for 3He.

2.1 Deuterium as observed on Earth

Deuterium and 3He are very fragile isotopes, and they are destroyed, rather than
formed, in the stars. Their presence in cosmic rays is due to nuclear interactions with
the interstellar medium. The main production channel of both deuterium and 3He
is from the spallation of cosmic rays *He nuclei. For the deuterium there is also a
significant contribution from the resonant reaction p+p — D+m. The cross-section

for this process is well measured [35] and shows a pronounced peak at an incident
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Table 2.1: List of the available deuterium and ®He measurements above 100 MeV/n.
Column 2 indicates the year when each experiment was carried out. The symbol *
indicates the measurements performed during mazimum solar modulation level (see
fig. 3.4). The last column indicates the identification technique; n is the magnetic
deflection and R is the magnetic rigidity (see section 4.1.2).

‘ Reference ‘ Year Isotope Symbol ‘ Identification technique
Apparao [6] 1973 D O Cherenkov threshold counter
Webber & Yushak [101] | 1977  *He O dE/dX x E
Bogomolov et al. [7] 1979 D O Cherenkov threshold counter
Webber et al. [10] 1989 D,*He A dE/dX x n?

Papini [11] 1989 D v | dE/dX x i

Beatty et al. [15] 1989*  3He o B xR

Hatano et al. [17] 1989*  3He | Cherenkov threshold counter
Bogomolov et al. [8] 1990* D O Cherenkov threshold counter
Reimer et al. [16] 1992  3He O S xR

Finetti [12] 1994 D A |BxR

Lamanna [13] 1998 D O fXR

proton kinetic energy of ~ 0.6 GeV; since this is a two-body reaction, the energy of the
final state particles is fixed, so that the deuterium is produced mainly within a limited
energy range, ~ 80 to 250 MeV/n. This is an interesting feature of the cosmic rays
deuterium, since it is the only secondary particle, besides antiprotons positrons and
electrons, that is a product of the cosmic rays proton propagation in the interstellar
medium.

The most recent measurements of deuterium and *He abundances at a kinetic en-
ergy above 100 MeV /n are summarized in tab. 2.1, together with the year when each
experiment was carried out and the isotope identification technique employed. Fig. 2.1
shows the D/(*He+*He)! kinetic energy. If we exclude the result of Apparao [6], then
all the available measurements are below 2 GeV/n.

It is important to notice that all the deuterium measurements but [13] were per-
formed by means of balloon-borne instruments. These experiments fly under a few
g/cm? of residual atmosphere, so that the instruments detect also particles produced

by the interactions of cosmic rays with air nuclei, whose contribution must be sub-

'In references [7, 8, 10] data on D/*He ratio are presented, we thus have scaled them in order to
take into account the >He component. In reference [10] results on the *He/*He ratio are also reported,
from which a mean value of 0.11 has been estimated. In order to scale the results of references [7, 8],
a mean value of 3He/*He~ 0.17 has been instead assumed, obtained by averaging the 3He/*He data
at about 1 GeV/n.
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Figure 2.1: Measured D/(*He+"He) ratio. (see tab. 2.1 for references and footnote').

tracted in order to estimate the galactic component. As will be discussed in chapter 3,
the atmospheric production is particularly significant, below 1 GeV/n, in the case of
deuterium measurements, due to the large amount of deuterons produced during the
fragmentation of air target nuclei. This contribution, which increases at decreasing
energy, is difficult to estimate, so that the low energy balloon data are affected by
large uncertainties. This could partly explain the observed disagreement among data

in fig. 2.1.

As pointed out in section 1.1, at an energy below ~ 1 GeV/n the cosmic rays
propagation through the Solar System is affected by the solar activity, which results
in strong time variations on the cosmic rays flux observed on Earth. Even if the ratio
D/(®*He+*He) is less affected by the solar modulation than the single fluxes, a non
negligible effect still exists. The general trend is that to an higher solar modulation
level corresponds an higher value of the ratio D/He (compare the measurement year
in tab. 2.1 to the Climax neutron monitor flux shown in fig. 3.4). This is in agreement

with the predictions of Webber et al. [101], who calculated the low energy helium and
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hydrogen isotopes abundances for different levels of solar activity.

In general, there is a lack of experimental results above 2 GeV/n, where the infor-
mation concerning the cosmic rays propagation through the Galaxy is more significant.
In fact at high energy the solar modulation effect becomes negligible, so that the galac-
tic propagation models can be checked without assumptions on the modulation effect.
Besides this, it is above several GeV /n that deviations may be found from the standard
cosmic rays propagation scenario, which predicts a decrease at the energy of the escape

mean free path from the Galaxy (see section 1.3.1).

2.2 Theoretical predictions

Due to the large uncertainties on the measured deuterium and *He abundances, it is
generally not possible to determine the appropriate interstellar path length of their
progenitors at the same level of accuracy as for heavier nuclei. The general approach
is thus to extend to cosmic rays helium the same energy dependent escape mean free
path inferred from B/C ratio, which is measured with good accuracy over a wide energy

range (see fig. 1.3).

The assumption for helium to have the same propagation history of heavier nuclei
is however not so straightforward. Some alternative propagation models have been
proposed in the past, motivated by the observed large abundance of cosmic rays an-
tiprotons [7, 9]. These models require a large amount of matter to be traversed by
cosmic rays, so that most of the heavy nuclei are destroyed while the production of
light secondary nuclei is enhanced. As a consequence, deuterium and *He abundances

are ideal tools to test the reliability of these models [18, 19].

In this section the available deuterium and *He data are compared to some theo-
retical predictions, both within the framework of standard models (LBM) [19, 20, 21]
and of some non-standard models [19]. The collection of theoretical calculations here
includes all the results concerning the deuterium abundance up to at least 10 GeV/n.
For comparison also the predictions for the 3He abundance, presented by the same

authors, are shown.
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Table 2.2: Parameterizations used for LBM calculations whose results are shown in

fig. 2.2.
| LBM calculations
Reference — | Stephens [19] Mewaldt [20] Webber [21]
Cosmic rays
sources
Spectrum — x R%7 x (E(GeV') +0.5) 26 ox R™26
Composition — | p:a=100:5 p:a:(Z > 6)=100:6:1 p:a:C:0
=100:6.3:0.3:0.4
(other elements
with Solar System
abundances)
Cross-sections [35] [35] [52, 22]
Interstellar
medium
Composition — H 100% H 90% He 10% H 90% He 10%
ionized fraction 30%
Escape mean
free path
Aese(R) (g/ecm?) — | if R < 5.5 GV if R<55GV if R <4.7GV
then then then
8. 98.535.50-65 12.58
else else else
8[R/5.5] 06 28.58R 05 31.68R

2.2.1 Standard models

Fig. 2.2 shows the predicted D/(®He+*He) and *He/*He ratios from three different
calculations carried out within the framework of the LBM. 1t is evident that the
results, even if performed within the same propagation model, differ by large amounts.
This is due to different assumptions concerning the source spectrum and composition,
the fragmentation cross-sections, the interstellar medium and the energy dependence
for the escape mean free path. The parameterizations of these quantities used by
the three authors are shown for comparison in tab. 2.2. In fig. 2.3 we compare the
parameterizations of the escape mean free path as a function of the rigidity R, used by
the three authors.

The different shape of the secondary-to-primary ratio resulting from each calcula-

tion reflects essentially the parameterization of A.,.. The normalization of \.,. includes

the interstellar medium composition.
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Figure 2.2: Theoretical predictions for D/(*He+*He) and 3He/*He ratios, resulting
from three different calculations in the framework of the LBM. Symbols: experimen-
tal data (see tab. 2.1 for references). Solid curves: Stephens [19]. Dashed curves:
Webber [21]. Dotted-dashed curve: Mewaldt [20]. The Webber calculation assumes a
solar modulation proper for the IMAX data (0)[16]. The other calculations assume
minimum solar modulation level.

At low energy the differences between the calculation results are also related to the
solar modulation model adopted and to the solar activity level assumed . Both results
from references [19, 20] refer to minimum solar activity, whereas the calculation from
reference [21] has been carried out to interpret the IMAX ®He data [16], so that the
proper solar modulation level has been taken into account (see reference [21] for more
details). Above some GeV/n the solar modulation does not affect significantly the
secondary-to-primary ratio [101], so that the results of the calculation directly reflect
the galactic propagation model adopted.

The common feature of the three calculations is a broad peak in the secondary-to-
primary ratio around a kinetic energy value of a few GeV/n, above which the ratio
decreases. This is a direct consequence of the assumed energy dependence of the es-

cape mean free path \.s., which decreases following a power law for increasing rigidity
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values above ~ 5 GV (see fig. 2.3), as resulting from the fit of B/C data. It is there-
fore inferable that a more significant comparison of experimental data and theoretical

predictions is above ~ 1 GeV/n.

Comparison with experimental data

The few available high energy measurements (Bogomolov [7, 8] and Apparao [6]) of
the D/(*He+*He) ratio suggest an overabundance of deuterium with respect to the
standard model predictions. At a low energy, the solar minimum experimental data
(Lamanna [13] and Finetti [12]) are better reproduced by the Stephens calculation [19]
than the other two. Notice that the Finetti results are affected by large uncertainties
due to atmospheric corrections. However no definitive conclusions can be drawn, due to
the paucity of experimental results and an only partial agreement among the available
ones. Besides that, as previously described, the standard scenario is not definite, since
the presented calculations give different predictions.

The experimental scenario is more clear for *He data, which instead show a general
agreement with standard predictions. According to reference [101], the effect of the
solar modulation is lower for the 3He/*He ratio than for D/(3He+*He). If we exclud

the Webber [101] results, data are in better agreement with the Mewaldt [20] and
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Figure 2.4: Theoretical predictions for D/(*He+*He) and 3He/*He ratios from the
calculation of Stephens [19], on the basis of some non-standard models. Symbols: ex-
perimental data (see tab. 2.1 for references). Upper solid curve: CGM calculation.
Lower solid curve: TSM calculation. Dashed curve: NLBDM calculation. Dotted
curve: LBM calculation.

Webber [21] calculations, which assume a similar shape for A.;.. Even in this case,

however, only a few data [16, 17] extend above 2 GeV/n.

In general, for a clearer understanding of the light cosmic rays nuclei propagation

it is desirable to have experimental results at higher energy.

2.2.2 Non-standard models

Stephens [19] calculates the D/(*He+*He) and *He/*He ratios also using some non-
standard models. The models are described in the following and the predicted secondary-

to-primary ratios are compared with experimental data in fig. 2.4.
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Nested Leaky-Box Model

The Nested Leaky-Box Model (NLBM) is similar to the LBM. According to this model
[23, 24] there are two confinement regions for cosmic rays. The inner confinement region
surrounds the cosmic rays sources. Particles are confined inside the sources with an
energy dependent escape probability. A physical realization might be a supernova
inside a dense cloud. The Galaxy is treated as an outer volume inside which cosmic
rays are confined, after escaping from their sources, in an energy independent manner.
The energy dependence of the secondary-to-primary ratio is thus attributed to the

energy dependent leakage from the source regions.

The calculation of Stephens [19] assumes an escape mean free path from the sources
of A\ = 6.4(R/5.5)7%¢ g/cm? for R > 5.5 GV, the remaining \y = 6.4 g/cm? being
traversed in the Galaxy in an energy independent manner. The predicted D/(*He+*He)
and *He/*He ratios, shown in fig. 2.4 by dashed curves, are similar to those resulting
from the LBM (dotted curves). The main difference is at high energy, where the
secondary-to-primary ratio expected from NLBM is higher than that predicted by
LBM. This happens at kinetic energy values for which the LBM escape mean free
path is lower than the fixed value Ay = 6.4 g/cm? assumed in the NLBM.

Thick Source Model

The Thick Source Model (T'SM) [25] hypothesizes the existence of sources shrouded by
dense gas inside the Galaxy. Cosmic rays generated by these sources have to traverse
a fixed amount of matter (30 — 50 g/cm?) before being injected into the interstellar
medium. This model was formulated to explain the observed excess of antiprotons and
positrons. While the heavy nuclei are absorbed in the gas surrounding these sources,
the production of light secondary is enhanced, so that also an excess of deuterium and

3He is produced.

In the calculation of Stephens [19] 30% of cosmic-ray sources are assumed to be
thick. Cosmic rays originating from these sources are supposed to traverse 30 g/cm?
of pure hydrogen, and then they are propagated through the Galaxy according to the
LBM. The result is shown by lower solid curves in fig. 2.4. As expected, this model
gives a secondary-to-primary ratio considerably higher than the simple LBM.
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Closed Galazy Model

The Closed Galazy Model (CGM) [26] can be considered a variation of the NLBM
in which the inner volume is the local spiral arm of the Galaxy, inside which cosmic
rays are confined in an energy dependent manner. After escaping from the inner con-
tainment volume, they remain confined in an outer volume, assimilable to the galactic
halo, until they are destroyed by interaction or energy loss processes. As a result, the
cosmic rays observed on Earth are composed by a young component, just injected from
the sources into the interstellar medium and still confined in the inner volume, and
an old or degraded component, consisting essentially of stable particles with a large
amount of secondary nuclei. This model, as the T'SM, has been proposed to explain
the observed overabundances of antiprotons and positrons.

In the Stephens calculation [19] the young component is described by using the
NLBM. The two components are then added in the proportion of 50% and 50%.
The source composition is modified in order to reproduce the observed composition on

Earth. The result is shown by the upper solid curve in fig. 2.4.

Comparison with experimental data

If we exclude the measurements of Bogomolov [7, 8] and Apparao [6], that suggest an
overabundance of deuterium and are consistent with the CGM and T'SM predictions,
all the other D/(*He+*He) results are in better agreement with the LBM and the
NLBM. The *He data instead do not give any evidence supporting the CGM and
TSM.
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Chapter 3

Atmospheric deuterium production

Most experiments measuring the composition and the energy spectra of cosmic rays
are carried out with balloon-borne instruments. Data are collected below few g/cm?
of residual atmosphere, therefore, to determine the flux at the top of atmosphere, pri-
mary flux attenuation and secondary particle production have to be taken into account.
These corrections introduce systematic uncertainties in the final results, which play an
important role in the measurements of rare cosmic-ray components, such as deuterium.
Therefore, accurate atmospheric corrections are essential in order to obtain reliable

results and to take advantage of the improvements of the experimental techniques.

The atmospheric secondaries are produced by both the spallation of heavy cosmic-ray
nucler and as final products of air nucleus fragmentation due to nuclear interactions
with the incident cosmic radiation. Protons and neutrons are the major component
of the atmospheric secondary particles. Therefore, a correct estimate of the nucleon
fluxes is of primary importance to evaluate the energy spectra of the other secondary
particles. A detailed study of the atmospheric nucleon energy spectra was carried out
by Papini et al. [29, 11]. This work has been used as a starting point to evaluate the
atmospheric deuterium spectrum. Preliminary results were presented in reference [28].
In the present calculation [30] the secondary particle production by nuclei heavier than
helium has been included and new fragmentation cross-sections have been used. More-

over, this calculation provides the angular distribution of the secondary deuterium.

The deuterium production processes and the transport equations are described in
sections 3.1 and 3.2, respectively. The parameters defined in these sections are eval-
uated in section 3.3, where a compilation of nuclear cross-sections is presented. The

primary cosmic-ray fluxes at the top of atmosphere used as input for this calculation
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are described in section 3.4. In section 3.5 the final results are discussed.

3.1 Deuterium production in the atmosphere

By definition, the flux J is the number of particles per units of solid angle df2 and
energy dE' that pass per unit of time dt through a unit of surface dS perpendicular
to the direction of observation. Deuterium is produced in the atmosphere from the
interaction of cosmic rays with the air nuclei. Therefore, to evaluate the deuterium
flux Jp in the atmosphere several production processes have to be taken into account.
Each process is described by means of a production term defined as

ANy dp
" dQdEdtdSdl ~ dl

P(E, 1) (3.1)

which represents the increase of the deuterium flux per unit path length dl. The
quantity [/ is the amount of atmosphere in the direction of observation and it is expressed
in g/cm?. In a polar reference system with the axis in the zenith direction, assuming
a flat atmosphere, [ can be expressed as x/ cos#, where x is the atmospheric depth in
the vertical direction and # is the zenith angle.

The production term defined in eq. 3.1 has the following general expression:
J(E' 0'(0*, 0%), x)

AE") ’

P(E,0,2) = / i / 4 B(E'; B, 0°) (3.2)

where E and 6 are the energy and the direction of the outgoing deuterium, £’ and ¢’
are those of the projectile and #* is the emission angle of the deuterium referred to
the incidence direction of the incoming particle. In eq. 3.2 the last factor indicates
the number of interactions, per units of energy and time and per gram of atmosphere,
for the incident particle flux J(E',0',x) at a depth x; A(E’) is the interaction length
for each process leading to deuteron production and it is expressed in g/cm? (A\(E') =
Agir/Noo(E'") where o(E') is the cross-section?). The quantity ®(E’; E, 6*), where the
function @ is defined by the relation

(dgjm*> = o(E)O(E; B, 0%, (3.3)

'Here and in the following E denotes the kinetic energy per nucleon.
2The air has been described as composed of a single nuclear component with mass number A, =
14.4
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is the distribution of deuterons, as a function of the energy E and solid angle (2,
produced per single interaction by an incident particle of energy E’ with a scattering
angle *. The production term (eq. 3.2) is integrated over all energies E’ and over the
emission angles 0*,¢".

The production processes that we have considered can be grouped in three cate-

gories:

1. fragmentation of air target nuclei;
2. nuclear interaction of incident nucleons through the reactions p(n)+p(n)— D4;

3. spallation of incident nuclei.

In this section each production process listed above is discussed and the correspond-

ing production term is described (eq. 3.2).

3.1.1 Deuterium production from air nuclei

During a nucleus-nucleus inelastic interaction both projectile and target might undergo
fragmentation, resulting in the production of nucleons and lighter nuclei. The energy
distribution of the emitted fragments, in the rest system of the fragmenting nucleus,
ranges up to few hundred MeV.

A detailed discussion of nucleon production from air target nuclei is reported in
Papini et al. [29] and the results are applied by the authors to a calculation of the
secondary proton spectrum in the atmosphere. In this work the same approach for the
deuterium production has been used. The deuterium energy and angular distributions
have been obtained from data compiled by Powell et al. [27] on cosmic-ray proton
interaction in nuclear emulsions.

The angular and energy distribution of the emitted deuterons have been parame-

terized as it follows:
<I>(E'; E,0) = 0.85T(E)F(9*)w(E') , (3.4)

The function T'(E) represents the number of deuterons emitted per interaction and
unit energy; the scale factor 0.85 makes this function proper for air targets. By fitting
the experimental data [27] the following expression for T'(E) has been obtained:

0.14 E(GeV/n)~16 if £ <0.5GeV/n

T(E) = { 2.07 exp[—3.2 E(GeV/n)] otherwise. (3:5)
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The function F(6*) represents the normalized angular distribution of the emitted
deuterons. The weighting function w(E’) has been introduced to reproduce the ob-
served [27] increase of the number of emitted fragments for increasing projectile energy
up to ~ 1 GeV/n. Above this value the fragment distribution is approximately energy
independent. Because of the lack of data available in literature, both F'(6*) and w(E")
have been assumed to be the same used for the recoil nucleons by Papini et al. [29].
Both incoming nucleons and nuclei contribute to the production of deuterium from
the fragmentation of air target nuclei. As a consequence the last factor in eq. 3.2 can
be expressed as it follows:
J(E 0" x) _ J(E" 0 x) + Jo (£, 0, x) Z<N>iJi(E’,9’,x)
A(E") A (E) N(EY)

(3.6)

where the summation is extended to all the considered nuclear components, as will
be discussed afterwards in section 3.2. The factors (IN); have been introduced when
projectiles are nuclei and represent the mean number of participating nucleons during
an interaction of a nucleus of type i with an air nucleus. In eq. 3.6 A ;) (E') denotes

the total interaction length of nucleons (nuclei) in air.

3.1.2 Deuterium production from nucleons

Nucleons contribute to the deuterium production through the reaction p(n)+p(n)—
D+, occurring between incident nucleons and nucleons inside air nuclei. The cross-
section for this process is well measured and shows a pronounced peak at 0.6 GeV
[35, 32]. This process should be included in the deuterium production from target
fragmentation. However, the parameterization described in section 3.1.1 has been
obtained from data on nuclear emulsions averaged over the projectile energy. As a
consequence any structure in the deuterium spectrum due to the resonant reaction
p(n)+p(n)— D+ is lost. We thus included this reaction as a separate production
process.

The considered reaction has two particles in the final state, therefore, if the energy
of the projectile is known, the energy of the emitted deuterium in the center-of-mass
reference system (CMS) is univocally determined. The angular distribution of the

emitted deuterons is approximately given by [35]:

. 0.22 + cos® 0%,

(3.7)
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To obtain the angular and energy distribution in the laboratory system (LS) the prop-

erties of the invariant cross-section can be used:

do? do3
(_) - <_> , (38)
d°p ) s &p ) curs

where € is the total energy of the emitted deuterium in the corresponding system. From

the above equation and eq. 3.3 we obtain:

@(E;E,H):iMBEYBV)

where 3, and 7, are the velocity and the Lorentz factor of the deuterium in the center-

d(cosO* — cosby) , (3.9)

of-mass reference system, /5 and 7 are those of the center-of-mass in the laboratory
system and M is the deuterium mass. The delta function takes into account that,
when E’, E and 6* are given, the scattering angle in the laboratory reference system
is fixed.

Both protons and neutrons contribute to the deuterium production through this
reaction, therefore, the last factor on right hand side of eq. 3.2 is given by:

J(E' O, x)  J,(E ¢, x)+ J,(E", 0, )
)‘(El) - )‘pp%Dﬂ(E,) ,

where Ay, pr(E") is the interaction length for the process p+p—D+r in air.

(3.10)

3.1.3 Deuterium production from incident nuclei

Incident nuclei undergo fragmentation in the atmosphere, resulting in the production
of lighter particles. It will be shown afterwards that the deuterium production is
dominated by these processes at energies larger than ~ 1 GeV /n. Therefore, fragments
are assumed to be produced with the same kinetic energy and in the same direction of
the parent nucleus. As a consequence eq. 3.2 reduces to:

. Jz(Ea 9,£U)

where ¢ denotes the incident nucleus and j the produced fragment.

3.2 Transport equations

The deuterium production processes discussed in the previous section involve both
nucleons and nuclei. The knowledge of their fluxes at any atmospheric depth and in

any direction is thus required to determine the deuterium flux.
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In this calculation distinct equations have been introduced for deuterium, protons,
neutrons, *He, 3He, ®*H and HN (heavy nuclei). The fluxes of *He and *H have been
also evaluated because these isotopes are a product of *He spallation that can lead
to further deuteron production. Nuclei heavier than *He have been included in the
calculation in terms of an equivalent number of ?C. A nucleus of atomic weight A has
been considered equivalent to nic(A) = (A/12)%? of 2C nuclei. This scaling factor
expresses the ration between the geometrical cross-sections.

The deuterium transport equation and the set of equations for nucleons and nuclei
have been decoupled by including the deuterium in the nucleon equations as one free
proton and a neutron.

In the following the set of coupled equations for nucleons and nuclei as well as for
deuterium are described. The notation for the interaction lengths is the following:
A" denotes the total interaction length; A denotes the length for interactions with
large momentum transfer only; \;_,; denotes the interaction length for the inclusive

production of particle 7 from particle j.

3.2.1 Nucleons and nuclei

The transport equations for nucleons are those reported by Papini et al. [29] modified

here to include the considered nuclear components.

dE
J,(E,0,x) <—)
v a ),

+Z Ji(E, 0, ) (A;(IE)_Ai(lE)>+

+/;° s [BEE2 -0 HEED

+Z E’ 9' T(E',0,x)

0J,(E, 8, ) a
ol OF

Jy(E, 8, )
— W + (3.12)

+ PTeC(Eagax) + PBU(Evevx)

0J,(E, 0, x) Jo(E,0,x)
I St A 1
i N(E) (3:13)




+ /E N dE'®(E') {J”()\E;g,’) ) o+ J"()f;’g,l)’ 7) (1—a)+

+Z E’ 9' J(E0,z)

The first two terms in eq. 3.12 take into account the continuous energy losses due

+ Peo(E,0,x) + Py (E, 0, x)

to ionization and loss of particles through interactions respectively. The third term
describes the production of protons from the spallation of nuclei: in this process the
stripped protons have the same kinetic energy per nucleon of the parent nucleus. The
fourth term takes care of inelastic interactions involving large momentum transfer.
These interactions lead to: discrete energy losses, loss and gain of particles due to
charge exchange (with probability «) and nucleon production from incident nuclei.
The integration has been carried out from the threshold energy for pion production.
The last two terms represent the proton component produced through evaporation
and recoil from air nuclei. The transport equation for neutrons (eq. 3.13) is analogous
to that of protons with the exception of the ionization term, absent in the case of
neutrons. In the equations 3.12 and 3.13, the summations have been carried out over
the considered nuclear components (i="He,>He,>H,HN). The factors (p(n)); represent
the mean number of free protons (neutrons) produced per interaction of a nucleus of
type <. It has to be noticed that these factors also take into account the production of
deuterium, which has been included in the calculation as two free nucleons. For more
details on the nucleon propagation through the atmosphere see reference [29].
The transport equations for nuclei are the following:

8J3H,3H6(E797x) 0
ol oF

dE
J3H3H8(E 9 x) (W)
SH3He

J3H3H8E 01‘ Z E 937)
A

+ (3.14)

>\.{3H3He( i=AHe, HN z—)3H3He E)
0Jig(B,0,2) D dE
f J4H6(E, 9,1‘) JHN(E,H,QT)
—J4He ;
)\4H8(E) AIZC*)4H8(E)
8JHN(E,9,x) . 1 Z2 0 dE
T = 3< A> aE JHN( ,9,37) ﬁ g + (316)
f JHN(E, 9,1‘)
—fro —F—Fm"
Ao (E)
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The above set of equations takes into account energy losses due to ionization, loss
of nuclei due to interactions and light nucleus production from the fragmentation
of heavier nuclei. Only the spallation of heavier nuclei has been included since the
production of particles from the air nucleus fragmentation decreases significantly as
fragment mass increases. As a consequence, for the calculation of the atmospheric
deuterium flux, the nucleon production from air nucleus fragmentation (P,.. and P,,
in equations 3.12 and 3.13) has been taken into account, while the production of nuclei
heavier than deuterium has been neglected.

In equations 3.16 and 3.15 the interaction loss terms have been multiplied by the
factors fiy, and fi2¢, representing the actual fragmentation probability during an
inelastic collision of *He and '>C with an air nucleus. These parameters are evaluated
in section 3.3.1.

The ionization energy loss terms in equations 3.14-3.16 have been calculated on the

basis of the range (R) versus momentum (p) relation given by [31]:

M

R@:mm

Rp(p-m/M), (3.17)

where Z and M represent the charge and mass of the nucleus (*H, *He, *He or '2C), m
is the proton mass and R, is the proton range in air. The ionization term in eq. 3.16
has been multiplied by a factor that allows to take properly into account the effective
charge composition of HN. The quantity (Z?/A) denotes the average value calculated
on the basis of the composition at the top of the atmosphere and weighting each species
with the factor nizc. From the measured abundances [76] a value of (Z?/A) ~ 4.58

has been estimated.

3.2.2 Deuterium

The transport equation for the deuterium has the following expression:

0Jp(E,0,x) 0 dE Jp(E, 0, )
WolBbr) _ 0 [JD(Ee )<ﬁ> ]_7%@ TENCRES
Ji(E,0,x)
Z )‘z—)D

Pair(Ea 97 1‘) + Ppp—)D?T(Ea 97 1‘)

The first two terms on the right hand side of eq. 3.19 describe the deuterium energy

losses by ionization and the attenuation due to interaction with air nuclei. The third
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term represents the deuterium production from the spallation of heavier nuclei and
the summation is carried out over i =>H,*He,*He,NH. The fourth term describes the
production from air nuclei. The deuterium production through the resonant reaction

p(n)+p(n)— D+ is described by the last term.

3.2.3 The calculation

The transport equations have been solved using a 1th-order Runge-Kutta technique
with step size Az = 0.003 g/cm?. The calculation has been carried out, starting from
the top of the atmosphere, to an atmospheric depth of 80 g/cm? and up to § = 85°. The
deuterium flux has been evaluated in the energy range from 100 MeV /n to 100 GeV /n.
The step size has been properly chosen, in order to make the energy losses for low
energy carbon nuclei at large zenith angles negligible compared to their energy. The

parameters of the calculation are described in the following section.

3.3 Cross-sections

In this section details are given concerning the cross-section values for the processes
involving deuterium, 3H, 3He, *He and '2C as projectile. The nucleon cross-sections are
the same used by Papini et al. [29]. All the parameters related to the cross-sections
have been obtained from a compilation of data regarding particle interactions with
carbon as target. As a general rule, the cross-sections have been scaled to air target

by assuming a simple relation of the form
y
o x (A})/3 + AlT/a) : (3.19)

where Ap and A are the projectile and target mass numbers, while y is a parameter
that depends on the considered process. For mole details concerning the cross-section

compilation see appendix A.

3.3.1 Total interaction cross-sections

The total interaction cross-section, which is related to the total interaction length ),
has been introduced to describe both the processes of fragmentation of the air target
nuclei (eq. 3.6) as well as the flux attenuation in the atmosphere (equations 3.14-3.16

and 3.19). Fig. 3.1 shows all available data on total interaction cross-sections, above
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100 MeV /n of projectile kinetic energy, for deuterium, *He and '2C. It can be noticed
that measurements from different experiments show some disagreements. This can be
attributed to systematic errors and to some inconsistencies in the definition of the total
interaction cross-section. The general trend [37] is that the cross-sections obtained in
counter experiments (filled symbols) are greater than those obtained in track-chamber
experiments (open symbols). In the first case the total interaction cross-section is
obtained indirectly as the difference between the total and the elastic cross-sections; in
the second case only those inelastic processes leading to projectile fragmentation are
included.

The difference is not relevant for deuterium and '2C projectiles. Therefore, we have
assumed for the total interaction cross-sections a mean value above 1 GeV/n of 413 mb
and 823 mb, respectively. To scale the deuterium total interaction cross-section from
carbon to air target D+Be and D+C data [44] have been used, obtaining 481 mb. For
123 projectiles data are available in literature only on carbon as target; to estimate
the scaling factor from carbon to air target >C+C and *O+C data on total charge
changing cross section at 1.5 GeV/n [48] have been used. The obtained value is 909 mb.

The difference between the results from counter and track-chamber experiments is
significant for *He cross-section. As a consequence, the *He total interaction cross-
section has been estimated from counter experiments only, obtaining a mean value
above 1 GeV/n of 532 mb. To scale the cross-section to air target available data on
12C+He and '®*O+He [48] have been used, obtaining a value of 593 mb. To describe the
‘He flux attenuation in the atmosphere we are however interested only in that processes
leading to projectile fragmentation. Therefore, the fragmentation probability fiz, has
been introduced in eq. 3.15 and its value has been estimated from the the comparison
between counter and track-chamber measurements, obtaining fig, ~ 0.82.

There is only one available measurement of the He total interaction cross-section
with carbon target, at 790 MeV/n [46]. 3He and *He projectiles were used in this
experiment and the quoted total inelastic cross-sections are 550 +5 mb and 503 +£5 mb
respectively. It has to be noticed that the cross-section of *He is greater than that of
“He; this is reasonable since He is less bounded than *He and, as a consequence, it is
more easily destroyed. No data are available for *H projectile. The cross-section has
been assumed to be the same for *H and He projectiles, using a high energy value

of 563 mb. This value has been obtained from the measurement on carbon target
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Figure 3.1: Total interaction cross-sections for D,*He and '2C projectiles on carbon
target (see tab. A.1 for references). Symbols: experimental data. Dotted lines: high-
energy mean value.

assuming the same scaling factor found for *He.

No evidence of a significant energy dependence is shown by available data on total
interaction cross-section, therefore the average high energy value of the total interaction
cross-section has been used.

From the above estimated values of the total interaction cross-sections, the mean
number of nucleons (N); participating in the interaction (introduced in eq. 3.6) has

been evaluated using the relation [36]:

ol
(N;) = 4 P2 (3.20)
P;+ Air

where 0y, 4, and o'p, , 4;,. are the total interaction cross-sections for protons and for the
nuclear component i, respectively. The value obtained are (N)sysye ~ 1.5, (N)ap, ~
1.9 and <N>1zc ~ 3.8.

In eq. 3.16 the fragmentation probability fi2- for heavy nuclei has been introduced.
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The reason is that the collision of a heavy nucleus with an air nucleus may result in the
production of fragments heavier than helium, which are included in this calculation
in the flux of heavy nuclei. As a consequence, only those processes leading to the
spallation of the projectile nucleus with helium and/or lighter fragment production have
been considered. Fig. 3.2 shows (filled circles) the total charge changing cross-section
as a function of energy measured by Webber et al. [48] for '2C projectile colliding
with carbon target. Fig. 3.2 also shows (open circles) the fragmentation cross-section
values obtained from the total charge changing cross-section after subtracting the cross-
section for the production of the heavy Be and B fragments [49]. This quantity has been
assumed as the effective fragmentation cross-section for '2C nuclei. The scaling factor
from carbon to air target has been estimated separately for the total charge changing
cross-section and the cross-section for the production of B and Be at high energy. For
the total charge changing cross-section, the same scaling factor for the total inelastic
cross-section has been used. For the production of heavy fragments B and Be, 12C+C
and '2C+Al partial cross-sections [51] have been considered. The obtained values are
799 mb and 155 mb, respectively, resulting in an ”effective” fragmentation cross-section

in air of 644 mb. By comparing this value with the total interaction cross-section, we
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obtain a fragmentation probability at high energy of fiz¢ ~ 0.71.

The solid line in fig. 3.2 represents the parameterization [50] used to reproduce the
observed energy dependence of the effective fragmentation cross-section.

For the cross-sections related to collisions with large momentum transfer, introduced
in eq. 3.12, the same parameterization of Papini et al. [29] has been used, normalized

to the high energy value given by the relation:
o(mb) = 56.7 (A}* + AM® —1.25) (3.21)

where Ap and A are the projectile and target mass numbers. The calculated cross-
sections using eq. 3.21 are 435 mb for *He and 684 mb for 2C. To calculate the
cross-section of *He and *H eq. 3.21 has been modified to take into account that the
nuclear radius of *He (and *H) is [46] Rsp, ~ 1.1 Rape. A final value of 486 mb has

been obtained.

3.3.2 Partial fragmentation cross-sections

Few data are available in literature on the partial fragmentation cross-sections with
nuclear targets. Therefore, some assumptions have been made in order to determine
the partial fragmentation cross-sections needed for this calculation. In the following
some experimental data are presented, from which the inclusive cross-sections for the
light nucleus production and the mean number of free nucleons produced in the frag-
mentation of the projectiles have been evaluated.

Fig. 3.3 shows the measured partial fragmentation cross-sections as a function of
energy for the of *He projectiles, producing deuterium, *H and *He, on hydrogen target.
It can be noticed that, in case of the production of H and 3He, there is a general
agreement among different measurements and no evident energy dependence of the
cross-sections is shown. In case of deuterium production, the results presented by
Webber [52] appear to be not in agreement with other recent measurements [53, 54,
55, 56]. If we neglect the cross-sections measured by Webber, the deuterium data also
suggest an energy independent trend, as it is observed for >H and *He data. Therefore,
it has been assumed that the partial fragmentation cross-section is independent on
projectile energy above 100 MeV. The shaded bands in fig. 3.3 show the range where
the partial fragmentation cross-section measurement lie, over the energy range where

measurements are available. It can also be seen from fig. 3.3 that the average partial
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Figure 3.3: Partial fragmentation cross-section for *He projectile on hydrogen target
([52, 53, 54, 55, 56]).

fragmentation cross-section for the production of *He is same as that of 3H. This is a
reasonable expectation, since in both cases the reaction consists in the nucleon stripping
from a nucleus with the same number of protons and neutrons. Therefore, the partial
fragmentation cross-sections for the production of *H and *He have been assumed to be
the same; the mean value is shown in fig. 3.3 by the dotted line. The mean value of the
cross-section for deuterium has been obtained by excluding the Webber measurement.

The partial fragmentation cross-section trend for the collision of *He with hydrogen
target has been extended to *He on carbon target. Beside the work of Webber[52], only
one recent measurement is available for carbon target [57]. This measurement has been
used in this calculation to evaluate the energy independent partial fragmentation cross-
sections. These values, presented in the first row of tab. 3.1, show that the production
of deuterium is much larger than the production of H and *He for carbon target with
respect of hydrogen target. This behavior is not unreasonable, since the probability
of fragmentation is higher on carbon target than on hydrogen ta[57] rget, leading to

the production of a larger amount of lighter fragments. For the production of *H and
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Table 3.1: Measured partial fragmentation cross-sections (in mb) for *He and > C pro-
jectiles with 2 C as the target.

Reaction | Kinetic energy Fragment Reference
(GeV/n) “He SHe SH D
*He+12C 4.5 - 49+8  58+£9 91427
1204+12C 1.05 404436 13548 11847 292424 [51]
2.1 373+£33 1257 129+11 314+£28 [51]

3He a mean cross-section value of 53.5 mb has been used. We have scaled the partial
fragmentation cross-sections to air target, as described in section 3.3.1, using *He+Al
data [57].

Measurement of the deuterium production from the 3H and 3He fragmentation
are available for hydrogen target only [53]. The following two approaches have been

considered to estimate the cross-sections on air target:

1. using the same scaling factor for deuterium production cross-section from *He

projectile, from hydrogen target to air target;

2. using the same scaling factor for *H and *He production cross-sections from “He
projectile, since the production of deuterium from 3H and ®He involve the strip-

ping of one nucleon.

The obtained scaling factor values are 3 and 2.4. It may be pointed out that the
total interaction cross-section for 3He with hydrogen is 118.0 mb, while that of *He is

152.5 mb. The cross-section ratios

Pl HoDAX | ().995 (3.22)
O3Het+H
U4He/+H»D+X ~0.170 | (3.23)
O4He+H
OtHet H—3He+X T O4Het Hs3HAX
e AR ~0.312, (3.24)
O4He+H

suggest that the deuterium production from 3He, due to the stripping of one nucleon,
is analogous to the *H and ®*He production from *He. We thus followed the second

approach.
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To estimate the production of *He, *He, 3H and deuterium from heavy nuclei, the
partial fragmentation cross-sections of 2C projectiles with carbon target have been
used. Two measurements are available, at 1.05 GeV/n and 2.1 GeV /n respectively (see
tab. 3.1). Following the same approach used for *He spallation, we have assumed an
energy independent partial fragmentation cross-section, with a mean value of 388.5 mb
and 303 mb for *He and deuterium production respectively, and a mean value of 127 mb
for both 3He and *H. These values have been scaled to air target using '2C+Al data
[51].

All the values for partial fragmentation cross-sections used in the calculation are

summarized in tab. 3.2.

Table 3.2: Partial fragmentation cross-sections (in mb) scaled to air target used in the
calculation.

Reaction Fragment

‘He  *HeH D
L2C+air 404438 132+£9 323+£29
‘He+air - 57410  95+£30
SHe,3H+-air - - 83.5+14

In equations 3.12 and 3.13 we have introduced the mean number of free protons (p);
and neutrons (n); produced from the fragmentation of a nucleus of type 7. It is difficult
to find reliable data in literature on these parameters, due to some disagreements in
the definition of projectile fragmentation protons [57]. In nucleus-nucleus interactions
projectile fragments, consisting of two or more nucleons, are collimated in the forward
direction and they can be identified by their kinetic energy per nucleon, which is very
similar to that of the incident nucleus. On the contrary, it is extremely difficult, from
the energy and angular characteristics of interaction products, to distinguish among
protons coming from the projectile fragmentation and knock-on protons of the target

nucleus. The parameters (p); and (n); have thus been evaluated from the relation:

2

(p+n)i=A4—->) Ji;,_f , (3.25)
f

where o;_, f is the inclusive cross-section for the production of a fragment of type f from
the fragmentation of a nucleus of mass number A;. By using the inclusive cross-section

values presented in tab. 3.1 and by considering the deuterons as a free neutron and a
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Figure 3.4: Yearly averaged Climaz neutron monitor flux (Courtesy of the National
Science Fundation Grant ATM-9912341, University of Chicago). The shaded band
represents the root mean square around the mean value.

free proton, the estimated mean number of free nucleons produced per interaction is
3.3 and 6.7 for *He and '2C, respectively. We have assumed that the same number of

neutrons and protons are produced.

3.4 Flux of primaries

In order to solve the transport equations for nucleons and nuclei in the atmosphere
(eq. 3.12-3.16), the energy spectra of primary proton, helium and carbon cosmic rays

at the top of atmosphere have to be known as input data.

In this calculation different conditions of solar modulation have been considered,
deriving a set of simple analytic expressions for the primary fluxes from experimental

data.
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Figure 3.5: Cosmic-ray proton fluz. Symbols: results from several erperiments (see
tab. 3.3 for references). Solid curves: parameterization of the proton flux at minimum
(upper curve) and mazimum (lower curve) solar modulation level.
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3.4.1 Solar modulation

Figures 3.5-3.7 show the differential flux of protons, helium and carbon in the energy
range from few tens of MeV/n up to hundred GeV/n. The references corresponding
to given in tab. 3.3, while fig. 3.4 shows the Climax neutron monitor® data during the
period covered by the measurements taken into consideration here. The collection of
data includes all experiments carried out from the 1987 solar minimum for protons
and helium, and from the 1973 solar minimum for carbon. We also included older
measurements, down to the 1969 solar maximum, in order to determine the role of the
solar modulation on the low energy cosmic-ray fluxes. It can be noticed that data are
consistent with the solar activity indicated by the Climax neutron monitor.

The solid curves in fig. 3.5-3.7 represent the upper and lower extremes of solar

modulation obtained by interpolating experimental data with the following relation:
J(E)=A (E+ Be™P¥)77> B~ (m?ssrGeV/n)™". (3.26)

The obtained parameters are presented in tab. 3.4.
From the observed cosmic-ray abundances [76], it has been found that the flux of

HN is equivalent to ~ 3.80 times the carbon flux.

3.5 Results

Fig. 3.8 shows how different production processes (solid curves) contribute to the overall
deuterium energy flux at an atmospheric depth of 5 g/cm? in the vertical direction
and at solar minimum. At low energy the deuterium production is dominated by the
air nucleus fragmentation. The shape of the spectrum in this energy region reflects
essentially that of the emitted fragments (eq. 3.5). This process dominates up to
about ~ 1 GeV/n. Deuterium production from incident nucleons gives a non-negligible
contribution at very low energy only (up to about ~ 300 MeV/n). The structures

present in the spectrum resulting from this process are due to kinematic effects. In

3The purpose of the neutron monitor is to detect, deep within the atmosphere, variations of inten-
sity in the interplanetary cosmic-ray spectrum through the measurement of the intensity of secondary
particles produced by interaction with the air nuclei. Contrary to protons, atmospheric secondary
neutrons are not slowed by ionization loss, so that the interaction rate in the atmosphere is more re-
liably measured by detecting neutrons. Because of the decreasing of the cosmic-ray energy spectrum
the neutron intensity is more sensitive to the low energy range of the primary spectrum, so that these
data are useful to monitor the solar activity.
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Table 3.3: Cosmic-ray primary fluz reference list. Column 2 indicates the year when
each experiment was carried out. The symbol * indicates the measurements performed
during mazximum solar modulation level.

‘ Reference ‘ Year Flux Symbol ‘
Alcaraz J. et al. [58] 1998 p A
Sanuki T. et al. [59] 1997  p,He O
Boezio M. et al. [60] 1994  p,He O
Menn et al. [61] 1992  p,He A
Bellotti R. et al. [62] 1991*  p,He o
Buckley J. et al. [63] 1991* He,C O
Beatty J. J. et al. [64] 1989*  He v
Seo E. S. et al. [65] 1987  p,He O
Miiller D. et al. [66] 1985  C A
Engelmann J. J. et al. [67] 1980  C O
McDonald F. B. et al. [68] 1978  p,He O
von Rosenvinge T. T. et al. [69] | 1978  p,He O
Lezniak J. A. et al. [70] 1976 C A
Simon M. et al. [71] 1976 C [
Caldwell J. H. [72] 1973 C U
Garcia-Munoz M. et al. [73] 1973 C O
Mason G. M. et al. [74] 1969* He,C |
Hsieh K. C. et al. [75] 1969  p A

particular the peak at ~ 200 MeV/n corresponds to deuterium production in the
forward direction in the center-of-mass system (see eq. 3.7). At higher energy the
incident nucleus spallation process dominates. Deuterium is mainly produced by *He,
even if heavier nuclei play a significant role. Production from 3H and ?He is negligible
at small atmospheric depths. The dashed curves in fig. 3.8 show the attenuation terms.
It can be noticed that at low energy the main contribution comes from the energy loss
by ionization. The ionization energy loss becomes negligible for increasing energy and
above ~ 1 GeV/n the deuterium attenuation length is given by the interaction length
.

In fig. 3.9 the deuterium atmospheric growth curves (thick solide curves) in the
vertical direction are shown, for two values of the kinetic energy. In the same plots the
growth curves for the different production and attenuation processes are also shown.
About the production processes (solid curves), the relative contributions remain essen-

tially unchanged for increasing atmospheric depth up to 80 g/cm?. The only production
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Table 3.4: Parameters of the primary flux described by eq. 3.26, for minimum (min)
and mazimum (mazx) solar modulation level.

A B Q 6]
min max | min max
p 13500. | 1.09 1.83 | 0.72 0.90 | 0.065
He | 710. 0.79 1.10 ] 0.55 0.85 | 0.020

C | 25. 1.05 1.35|0.45 0.67 | 0.025
o 10 3errr——
< C Air X =5glcm® -
% 102; 9=OO ; . .
o = lon E Flgure 3.8:  Processes coﬁmbut—
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1 2 E tal fluxz. Solid lines: production
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10'3:”””\ o mmi actions (Int).
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process that gives an increasing relative contribution for increasing « is the *H and *He
spallation. The deuterium component produced by this process remains negligible at
low energy, while at high energy and large atmospheric depth becomes comparable
with the production from heavy nuclei. The attenuation terms (dashed curves) give a
contribution that increases for increasing atmospheric depth. When the absolute value
of the attenuation term equals the total production term, the flux begins to decrease.
At high energy, where the attenuation is determined by particle loss for interactions,
the deuterium flux starts to decrease at x ~ 50 g/cm?. At low energy the ionization
losses are comparable with the interaction process, so that the attenuation begins at

an atmospheric depth of ~ 40 g/cm?.
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Figure 3.9: Deuterium atmospheric growth curves at different energies in the vertical
direction at minimum solar modulation level. The contributions from different produc-
tion and attenuation processes are also shown, using the same notation of fig. 3.8.

Fig. 3.10 shows the deuterium energy spectrum in the vertical direction, up to
40 g/cm?, at minimum and maximum solar modulation level. As expected, the solar
modulation affects the secondary deuterium flux mainly at low energy, resulting in a
lower flux for greater solar activity. The flux has been multiplied by E? in order to
better show the structures in the deuterium spectrum due to the different dominant
production processes as a function of the energy.

Fig. 3.11 shows the deuterium flux as a function of the zenith angle, normalized
to the flux in the vertical direction. At high energy (right plot), where the spallation
process dominates, the deuterium is essentially produced in the forward direction. It
follows that, for a given atmospheric depth and direction, the deuterium flux is approx-
imately proportional to the path length, [ = x sec 6, of nuclei through the atmosphere.
This proportionality does not hold any more when the deuterium or the incident nuclei
begin to attenuate. Since deuterium is mainly produced by * He and both have nearly
the same interaction length, this occurs when [ ~ 50 g/cm?, that is, for example at
an atmospheric depth of about 5 g/cm?, when secf ~ 10. For increasing depths the

maximum of the flux moves toward lower zenith angles, up to a depth z ~ 50 g/cm?.
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Starting from this depth the flux, if compared with the value in the vertical direction,

decreases for increasing zenith angles.

At lower energies (left figure) the production from air target nuclei dominates.
Deuterium is still mainly produced in the forward direction [29], therefore the same
arguments used for the high energy flux can approximately be applied. Notice that the
position of the maximum is determined by the attenuation length which is now affected
by ionization losses. For increasing zenith angles the flux does not decrease but flattens.
This is a consequence of the isotropic component in the production term [29], which

results in a fraction of the produced deuterium to be emitted in any direction.

Fig. 3.11 shows that the angular dependence of the secondary deuterium at low
energy depends on the solar modulation level. In particular, at a given depth x,
the ratio between the flux in the direction 6 and the flux in the vertical direction is
larger at solar maximum. This is due to the fact that at large angles there is only
the contribution from the isotropic component of the air target fragmentation. The
relative difference between the deuterium flux at the extremes of solar modulation is
related essentially to the relative difference between the integral primary flux above

1 GeV/n, because of the weighting factor w(E') in the air production term (eq. 3.5).
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Figure 3.11: Deuterium flux, normalized to the flux in the vertical direction, as a
function of the zenith angle, for two different energy values. Solid lines: minimum
solar modulation level. Dashed lines: mazimum solar modulation level.

In the vertical direction there is also a small contribution from the spallation of mainly
“He. In this case the amount of deuterium produced is related to the differential helium
flux at low energy that is much more affected by solar modulation with respect to the
integral flux above 1 GeV/n. As a result, the flux in the vertical direction suffers a

slightly larger variation than the flux at large angles, as it can be seen in fig. 3.11.

3.5.1 Conclusions

From the result of our calculation it is inferable that the dominant processes contribut-
ing to the deuterium atmospheric production are the spallation of cosmic-ray helium
and heavier nuclei, above 1 GeV/n, and the fragmentation of air target nuclei, below
1 GeV/n. In particular, the former process results in a large amount of deuterons,
which increases for decreasing kinetic energy. However, a reliable estimate of this low
energy contribution is difficult to carry out, because of the lack of experimental data
on the production of light target fragments in nucleon-nucleus and nucleus-nucleus re-

actions. Notice that the parameterization used for the angular distribution and the
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spectrum of the emitted deuterons is derived from old nuclear emultion data [27] and
it is subject to large uncertainties in the absolute normalization, which are difficult to
evaluate. The same limitation holds for the contribution from the spallation of cosmic-
ray helium. For this component the only high energy result of reference [57] has been
used.

In this work we have proposed a method to calculate the secondary deuterium flux
in the atmosphere, by taking into account all significant production and attenuation
processes. This method allows to determine both the spectrum and the angular dis-
tribution of the deuterons. Uncertainties on nuclear cross-sections presently available
constitute the main limitation for a correct estimate of the deuterium flux.

This calculation can be extended to heavier fragments such as *H and *He, and
different target materials, by taking into account the proper nuclear reactions. Possible
applications of this method, different from the atmospheric corrections for balloon-
borne experiments, might be the cosmic-ray propagation in shielding materials and

also in the interstellar medium.
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Chapter 4

The CAPRICE98 experiment

CAPRICE9S is a balloon-borne experiment whose main scientific objective has been the
study of cosmic-ray antiprotons. Beside this, the instrument configuration allows to
obtain other scientifically significant results. Among these, are included the deuterium
and 3 He abundance measurements at high energy. The present work is dedicated to the
deuterium analysis, while the ®He analysis will be pursued in the future, by extending
to it the procedure developed for the deuterium.

In this chapter the CAPRICE98 apparatus is described, giving more relevance to
those features directly involved in the deuterium analysis. In section 4.1 the instru-
ment working concept is introduced. In the following sections 4.2-4.4 the CAPRICFE98
detectors are described from the technical point of view and their basic performances
are shown. Given the relevance of the RICH detector for the deuterium analysis, this

instrument is discussed in greater detail.

4.1 Introduction

CAPRICE98 (Cosmic AntiParticle Ring Imaging Cherenkov Experiment, 1998) is the
latest balloon-borne experiment carried out by the WiZard collaboration, whose pri-
mary objective is to study the antimatter component in cosmic rays by means of
balloon and satellite-borne experiments. The balloon activity of the Wizard collabora-
tion started in 1989 with MASS89, motivated by the recent discovery of the antiproton
component in cosmic rays [9, 7]. This instrument was composed of a superconducting
magnet, spectrometer, a brass-streamer calorimeter and a gas Cherenkov detector. A
new flight was performed in 1991 (MASS91) with an improved version of the previous

telescope. In 1993 the Cherenkov detector and the calorimeter were replaced with a
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Transition Radiation Detector (TRD) and a silicon-tungsten calorimeter, respectively.
The aim of this new instrument (TS93) was to extend the positron search at high
energy. The first CAPRICE flight was performed in 1994. The instrument concept
was the same of TS93, with the difference that the TRD was replaced with a solid
Ring Imaging CHerenkov (RICH) detector and the calorimeter was modified in order
to increase the total radiation length.

CAPRICEOS is the evolution of CAPRICE94. In this new configuration the solid
RICH detector was replaced by a gas RICH one and the tracking system was modified.
The experiment flew from FT. Sumner, New Mexico, USA (34°N, 104°W) on 28th of
May, 1998 [77]. The balloon flew under a residual atmosphere of 5.5 g/cm? for about
20 hours, collecting more than 5 millions events. The effective vertical cutoff for this
location is ~ 4 GV, hence CAPRICE98 was able to collect cosmic particles with rigidity

above this value.

4.1.1 The CAPRICE98 science objectives

The main scientific objectives of the CAPRICE98 experiment have been:
e the measurement of the antiproton flux up to the energy of 50 GeV [78];
e the measurement of the positron component up to the energy of 30 GeV [80].

Antiprotons are present in the cosmic radiation as a product of interactions between the
cosmic rays and the interstellar matter. The study of their abundance thus provides
important information concerning the propagation mechanism of cosmic rays in the
Galaxy. Moreover, antiprotons can be produced by primary or exotic sources hypoth-
esized by several theories. Many other previous experiments studied the cosmic-ray
antiproton, the most of them at energies below 4 GeV. Beyond this energy only few
results exist, which differs by a large amount. A similar scenario holds for the positron
component. The CAPRICE98 instrument was designed with the specific aim to extend
the experimental knowledge on the positron and antiproton flux up to the less explored
high energy region.

Beside the antimatter study, the instrument configuration allows other science goals:

e the measurement of the primary proton and helium spectra up to energies ~

300 GeV/n [81];
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e the particle composition as a function of the atmospheric depth, with special

focus on muons [82].

An accurate knowledge of the spectral shape of primary cosmic rays provides useful
information to understand the mechanism of production and propagation of cosmic
rays in the Galaxy. Beside this, the absolute normalization of the cosmic-ray flux and
the spectrum of atmospheric muons, as a function of the atmospheric depth, are basic
parameter to get reliable predictions for the atmospheric neutrino flux.

As will be shown afterwards, a further scientific result that CAPRICE98 can provide

concerns
e the light isotopes D and ? He abundance measurement at high energy.

As discussed in chapter 2, light secondaries are powerful tools to test propagation
models, since their interaction length is considerably longer than the escape mean free
path of cosmic rays from the Galaxy. Moreover, the CAPRICE98 experiment can give

results in an energy range scarcely covered by previous experiments.

4.1.2 The CAPRICE98 apparatus

Since antimatter is a rare component in cosmic rays, a very good particle identification
capability is required, due to the presence of a large quantity of protons, electrons,
muons and pions which are the background in the antiproton and positron analysis.
For this reason the CAPRICE98 apparatus was designed to efficiently identify parti-
cles in a wide energy range, from few hundred MeV up to some hundred GeV. This
has been carried out by means of several detectors. Fig. 4.1 shows a schematic view
of the payload in the 1998 configuration. The apparatus included, from top to bot-
tom: a RICH detector, a Time-Of-Flight system (TOF), a superconducting magnet
spectrometer equipped with three drift chamber, and a silicon-tungsten calorimeter.
Before going through the technical description of each detector, it is useful to in-
troduce briefly the general working concept of the CAPRICE98 telescope. For each
recorded event, both the particle magnetic rigidity R, defined as R = pc/ | Ze |, and the
sign of the electric charge are obtained by reconstructing the track inside the spectrom-
eter. The absolute value of the charge Z is given by the measurement of the ionization
energy loss inside the TOF scintillators. Given R and Z, the detected particle can

be mass resolved by means of the independent measurement of another kinematical
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Figure 4.1: Schematic view of A

the CAPRICFE9S payload. On the
bottom left corner of the picture
15 indicated the payload reference
system, to which we will refer
here and in the following. The Gas RICH
outer shell was 4.3 m tall and detector

1.6 m wide. It contained, from
top to bottom, a gas Ring Imag-
ing CHerenkov (RICH) detec-
tor, a Time-Of-Flight (TOF) sys-
tem, a tracking system, equipped
with three drift chamber, and
a silicon-tungsten electromagnetic
calorimeter. On the left side of
the tracking system is placed a su-
perconducting magnet, which pro-
vided a magnetic field whose main
component 1s parallel to the vy
axis. We will thus refer, in the
following, to x as the bending
view and to y as the non-bending y
one.
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quantity. This is fulfilled essentially through the measurement of the particle velocity
(B), performed by using the TOF system and the gas RICH detector information, at
low and high energy respectively. The RICH detector can be used also as a threshold
device, giving a criterion to identify the particles. Further information for the identi-
fication is given by the imaging calorimeter, which, through the reconstruction of the
energy release path, is used to separate interacting from non interacting particles and,

among the interacting ones, electromagnetic particles from hadrons.

An essential feature of the CAPRICE98 apparatus is the redundancy of information
coming from the different detectors. First of all, this allows to measure the efficiency of
each detector by using directly flight data. This subject will be discussed in more detail
in chapter 5, where the selection criteria for the deuteron analysis are described and
the corresponding selection efficiencies are estimated. More generally, the redundancy
enables to study the performances of a given detector by cross-checking its response

with that one obtained independently by other detectors. As will be shown in chapter 6,
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part of the presented analysis is based on this feature. In particular, the independent
rigidity information given by the RICH detector has been used to parameterize the
spectrometer response. The advantage of such approach is that the obtained results
directly reflect the in-flight behavior of the instrument, so that these results can be
applied to data without any assumption on the working conditions of the detectors.
The following sections are dedicated to the description of the CAPRICE98 detec-
tors, from the point of view of both their technical characteristics and of their role in
the contest of the experiment. Greater relevance is given to those sections describing
the spectrometer and the RICH detector characteristics, since the deuterium analysis
is based on these detectors. The features, relevant to this purpose, are highlighted in
the following. In chapter 6 we will deal with a more exhaustive discussion on their

performances finalized to the deuterium analysis.

4.2 The TOF system

The CAPRICE98 TOF system consists of two scintillator planes, placed above and
below the tracking system, respectively (see fig. 4.1). Each plane is composed of two
25 x 50 cm? plastic scintillating paddles, each one viewed edge-on by two phototubes.
The distance from the two planes is 1.19 cm. The TOF time resolution is 230 ps.

The signal coming from the scintillators provides both time and energy loss infor-
mation. This signal was also used to generate the trigger for the data acquisition,
which started when a four-fold coincidence between the two photomultipliers in one of
the top and the bottom scintillator paddles occurred.

The amplitude of the signal, which is proportional to the energy loss inside the
scintillator, gives the absolute value of the electric charge of a traversing particle. The
time-of-flight information gives its direction and velocity (/). This provides both low

energy particle identification and albedo (up-going) particle rejection.

4.3 The magnetic spectrometer

The spectrometer plays a basic role for the experiment, since it provides information
on the particle rigidity. In order to study cosmic-ray flux up to energies of several tens
of GeV, a high magnetic field and a tracking system with a good spatial resolution are

required. The CAPRICE98 magnetic spectrometer is composed of three drift chambers
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in the high field region of a superconducting magnet [85], which was the same one used
in the previous experiments of the collaboration. The drift chambers were developed
for the IMAX balloon-borne experiment [84] and have been used by the WiZard col-
laboration since then. They were designed to achieve the required spatial resolution in
the presence of a strong magnetic field, while satisfying the mechanical constraints for

a balloon-borne experiment.

4.3.1 The instrument
The magnet

The magnetic field inside the tracking volume was provided by means of a supercon-
ducting magnet [85]. It consists of a single coil of 11161 turns of copper-clad Nb-Ti
wire, which has an inner and outer diameter of 36 cm and 61 cm, respectively, and
an axial thickness of 7.6 cm. The coil is placed in a dewar filled with liquid helium
surrounded by a vacuum jacket. The only thermal contact with the support structure
is through a second dewar filled with liquid nitrogen that, through the reduction of
the evaporation of liquid helium, permitted to reach a lifetime of the superconducting
state of ~ 100 hours. The operating current was 120 A, producing an inhomogeneous
field of approximately 4 T at the center of the coil. Inside the tracking volume the
magnetic field was lower. Its intensity varied from a highest value of about 1.8 T down
to a value of 0.1 T at the chamber corners furthest away from the magnet.

The strength of the field has been calculated and measured over all the apparatus
volume and a magnetic field map has been constructed [86]. In this way the track
reconstruction algorithm, described in section 4.3.2, can quickly calculate the field

strength in every part of the instrument.

The drift chambers

Each drift chamber box [86] is made of 1 cm thick epoxy-composite lateral plates
covered with two 0.7 mm thick mylar entrance windows on the top and bottom sides
respectively, for a total inner volume of 47 x 47 x 35 cm?®. The chambers are operating
with pure C'O; gas, chosen because the electron drift velocity is small compared to
that of common drift chamber gases. This minimizes the action of the Lorentz force
during the electron drift path, which could affect the spatial resolution. The effect of

the magnetic field is in fact the distortion of the electron drift path. Previous studies of
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Figure 4.2: Schematic view of a drift chamber module. The expanded view illustrates
the wire cell structure of each layer.

the drift chamber performances have shown that this instrument configuration allows
little or no loss of spatial resolution when it is operating in a strong inhomogeneous
field [86]. During the balloon flight the volume was flushed with the CO; gas, in order
to maintain a constant pressure inside the boxes. Each box contains 5 double layers
of sense-wires arranged in order to give 6 position measurements in the bending view
() and 4 in the non bending view (y) (see fig. 4.2). Each double layer is composed
of two adjacent arrays of 16 hexagonal drift cells, shifted of half a cell. In fig. 4.2
the hexagonal-close-packed structure of a layer is shown. A drift cell is composed of a
central anode wire surrounded by cathode and potential wires that are shared between
adjacent cells. With this arrangement the electric field lines and, as a consequence, the

lines of equal drift time are symmetric over most of the cell [86].

When a ionizing particle crosses a cell, the released electrons drift to the anode
wire under the influence of the applied electric field. The output signal of the detector
is the drift time. From this quantity the distance between the particle track and the
anode wire is calculated by means of the relation between the drift time and the drift
path, obtained from experimental data [84]. The achieved spatial resolution is shown
in fig. 4.3 as a function of the drift path. As can be seen, the overall performance is
quite good, being the spatial resolution better than 100 um over most of the possible

drift paths.
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4.3.2 The track fitting procedure

The physically significant parameter measured by the spectrometer is the particle rigid-
ity R. This parameter is determined by applying an iterative least squares procedure,
whose detailed description can be found in reference [87]. In the fitting procedure the

track is uniquely described by a state vector of five components, defined as follows:

o= (o (2),(2), )

The components of the state vector a express respectively the coordinates in the bottom
plane of the tracking system, the two directional tangents and the magnetic deflection
n, defined as n = 1/R. Given the state vector, the particle trajectory through the
tracking volume is calculated by a stepwise integration of the equations of motion,
performed using the magnetic field map. For each calculated trajectory, an estimate

of the state vector « is obtained by minimizing the corresponding 2, that has the
following expression:

N,

planes meas \ 2 meas \ 2
2 2 2 Ty — T, Yi — Y;
_ — Lo AN N . 4.2
X" =Xz T Xy ;:1 [( - ) +< - ) ] (4.2)
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meas
2

In eq.4.2, x; and y; are the calculated coordinates in each tracking plane, x and

meas

Y;

from an initial guess of the state vector, the procedure is repeated until the result

are the measured ones and o is the spatial resolution shown in fig. 4.3. Starting

stabilizes.

The fitting routine calculates for each event also the errors on the parameters (for
a description of how these quantities are computed see [87]). The most significant
parameter is the uncertainty on magnetic deflection. This quantity, o,, defines the
spectrometer resolution and it is related to the instrument characteristics through the

approximated expression [88]:

o 1

U"chBxdl VN ¥4

From eq.4.3 it follows that the deflection uncertainty does not depend on the particle

(4.3)

deflection!. The spectrometer resolution is limited by the spatial resolution (o) and
by the number of position measurements (IV), which are both characteristics of the
tracking system. Beside this, the deflection uncertainty depends on the magnetic field
strength along the particle trajectory. For a given tracking system, the stronger is the
magnetic field the greater is the track curvature, resulting in a greater sensibility to
deflection variations and, as a consequence, in a better resolution.

The deflection uncertainty o, together with y2 and XZ, enables to check the fitting
result on an event-by-event basis, which is useful in order to select a sample of reliable

tracks.

4.3.3 The spectrometer performances

Fig. 4.4 shows the distribution of the deflection uncertainty o, calculated event-by-
event by the fitting routine, for a large sample of particles from flight data, with
rigidity R > 10 GV. The considered sample contains positive singly charged particles
with a well reconstructed track in the tracking system. As can be seen, the deflection
uncertainty varies over a wide range of values, whose distribution reflects essentially
the variations of the magnetic field inside the tracking volume.

The error on the measured rigidity R is related to the deflection uncertainty through

!This is strictly true only at high energy. At low energy a dependence on the deflection value is
introduced by the multiple scattering effect. We will deal more in detail with this subject in chapter 6.
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From eq. 4.4 it follows that, assuming that o, does not depend on the deflection, the
relative error on the rigidity increases linearly with rigidity. In order to characterize the
spectrometer performance it is generally introduced the Maximum Detectable Rigidity
(M DR), defined as the rigidity value at which the relative error is 100%. From eq. 4.4
it follows that the relation between MDR and o, is:
MDR =L (4.5)
In
For the CAPRICE9S8 spectrometer, if we take the mean value of the distribution
shown in fig. 4.4, a M DR of about 179 GV is obtained. Some authors define the M DR
as the value corresponding to the maximum of the deflection uncertainty distribution:
according to this definition we have M DR ~ 400 GV. Notice that the value of MDR
obtained from the distribution of ¢, depends on the applied selection cuts.
The deflection uncertainty calculated in the fitting routine does not provide a com-

plete information concerning the spectrometer response. Since the uncertainty on the
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measured rigidity has a primary role in the deuterium measurement, an accurate knowl-
edge of the spectrometer response is necessary. For this reason most of this work is

dedicated to the parameterization of the spectrometer response (chapter 6).

4.4 The RICH detector

The CAPRICE98 apparatus was designed to perform particle identification in a wide
energy range, with the specific aim of studying cosmic-ray antiprotons. The RICH
detector was developed and built in order to fulfill this goal. It is composed of a gas
radiator and a photosensitive MultiWire Proportional Chamber (MWPC) with pad
read-out. The gas chosen as Cherenkov emitter was the one with the highest known
refractive index. This configuration has allowed to mass resolve the (anti)proton from
18 GV, which is the (anti)proton Cherenkov threshold rigidity value, up to 50 GV,
while below 18 GV it has acted as a threshold device [78].

The RICH detector has also a central role in the deuteron analysis, since the iden-
tification criterion is based on its response. Beside this, it is also involved in the
parameterization of the spectrometer response. For this reason we dedicate to the
RICH detector a large part of this chapter. In order to better understand the technical
characteristics of the instrument, we begin this section with a concise review of the

Cherenkov effect.

4.4.1 The Cherenkov effect

The Cherenkov effect is a consequence of the polarization of a medium traversed by
a charged particle. Normally this does not produce any detectable effect at large
distances from the particle trajectory. But, if the velocity of the particle is larger than
the local phase velocity of light, an electromagnetic wave front is generated which can
be detected far away from the trajectory.

Given a medium of refractive index n, the condition for Cherenkov light emission

The light emission angle from the particle trajectory is fixed and depends on the particle
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velocity through the relation:
6, = arccos(1//n). (4.7)

From eq. 4.7 it follows that the Cherenkov angle is zero for § = [, and increases
with velocity toward an asymptotic value of 6, ™** = arccos(1/n). Both the threshold
velocity and the maximum angle depend only on the refractive index of the medium.
The number of emitted Cherenkov photons per unit path length of a particle of charge
Ze and per unit wavelength interval of the photons is given by [88]:
dN _ 2 7%« <1 B #)
drd\ A2 B2n2(\) )’

where « is the fine structure constant (e?/2¢,hc = 1/137.05) and A is the wavelength.

(4.8)

In a Cherenkov counter photons are converted in photoelectrons and detected. To
obtain the number of detected photoelectrons (V) eq. 4.8 must be integrated along
the particle path length and over the wavelength interval where Sn(A) > 1, taking into

account the detector efficiency. The resulting expression for NN, is:

Ect)ll()‘)611l<215(>‘) (1 - 52%2()\)) % dA ) (49)

where L is the path length in the radiator, €.y () is the efficiency for collecting the

Nye = L 21 7%a /
Bn(A)>1

Cherenkov light and €ge:(A) is the quantum efficiency of the transducer. In typical
detectors the refractive index of the radiator is nearly constant over the useful range

of the transducer sensitivity, so that eq. 4.9 reduces to:
N,. ~ LN,Z?sin’0, (4.10)
where

1
N, = 270 / et Ve (N) 13 02 (4.11)
Bn(A)>1

The quantity N, is often called detector response parameter (given in cm™!) and char-
acterize the properties of the whole detector.

The simplest Cherenkov counters take advantage of the existence of a velocity
threshold for radiation. If the velocity of the particle is larger that the threshold
velocity [y, Cherenkov light is emitted and can be detected. If no Cherenkov light
is detected this probably means that the particle velocity is lower than its threshold
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value. This feature can be used to tag the particle enabling its identification. The
overall identification capability is limited by Poisson fluctuations in the number of
detected photoelectrons and by the d-ray emission.

A more interesting feature of the Cherenkov light is the dependence of the Cherenkov
angle on the particle velocity only. Detectors based on this property measure the
Cherenkov angle, from which the particle velocity is determined. The combination
of this information with, as an example, the measured momentum enables particle
identification.

RICH detectors belong to the latter class. In this kind of detectors the Cherenkov
light cone is generally focused on a projection plane by means of an optic system and
the single photons detected by a position sensitive device. If the number of collected
photons is high enough a ring-like image is formed from which the Cherenkov angle

can be reconstructed.

Notations

The main features of the Cherenkov effect to which we will refer in the following can

be expressed through the relation in eq. 4.12, obtained combining eq. 4.7 and 4.10.

Ny sin20, R\’
= =1 (== i 4.12
N sin2g, mex < R ( )

From eq. 4.12 we have that the number of detected photoelectrons N, is directly
proportional to the squared sine of the Cherenkov angle f.. Instead of expressing
the energy dependence as a function of the velocity 3, we have introduced the ratio
R/Ry,, where Ry, is the Cherenkov threshold rigidity. In terms of this variable all
the Cherenkov relations can be easily scaled to any particle by simply calculating the

proper threshold rigidity Ry, which is given by:

Ry, = —6(75)th ) (4-13)

where M is the particle mass.

4.4.2 The instrument

The CAPRICE98 RICH detector [91, 92, 93] is composed of a photosensitive MultiWire
Proportional Chamber (MWPC), a gas radiator and a spherical mirror located at the
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Figure 4.5: A schematic view of the CAPRICE98 RICH detector. The upper expanded
views illustrate how ionizing particles and photons are detected in the MWPC. See the
text for a detailed description of the instrument.
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bottom of the radiator box. Fig. 4.5 shows a schematic view of the detector and
illustrates its working concept. The picture shows a particle that enters the RICH
detector traversing the MWPC, then crosses the radiator and, being its rigidity greater
than the Cherenkov threshold rigidity, radiates creating a cone of light of half-angle
f.. The emitted light is reflected back and focused by the spherical mirror toward the
MWPC. The upper cathode plane of the MWPC is divided in pads, so that a ring-like

image is detected.

The radiator

The radiator consists of an airtight aluminum box placed above the tracking system
which upper plane holds the MWPC. The geometrical shape of the box was designed
to cover the geometrical acceptance of the spectrometer and is about 1 m tall.

The radiator volume is filled with perfluorobutane (C4F), also known as decaflu-
orobutane, which was chosen as Cherenkov light emitter because is the gas with the
highest known refractive index at room temperature. During the balloon flight the
measured mean value of the refractive index [92, 93] was n¢,p, ~ 1.001401, from

which we have
(By)wn ~ 18.88. (4.14)

The radiator box was equipped with a gas system which main purpose was to
separate and clean the C,Fy gas from all other gas and especially from oxygen. This
is particularly important since oxygen can absorb Cherenkov photons reducing the

overall efficiency of the detector.

The MWPC

The MWPC is composed by a frame with 128 anode wires placed between an upper
cathode plane with 4096 pads (each 8 x 8 mm? wide) and a lower cathode of 160
conductive strips evaporated on a quartz window (see fig. 4.5 ). Both the anode wire
plane and the pad plane are connected with the read-out electronics. The active area
is 480 x 480 mm?, which corresponds to the quartz window dimensions.

The MWPC is operated with pure ethane saturated with tetrakis-(dimethyl-amino)-
ethylene (TMAE) gas. The former acts as the sensitive gas while the latter acts as
photon converter. When a particle crosses the MWPC it ionizes the ethane gas. The
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produced electrons drift toward the anode wire, where an avalanche multiplication
occurs and a signal is induced. If Cherenkov photons are produced, they enter the
MWPC through the 5 mm thick quartz window and are converted into detectable
photoelectrons by the TMAE. Since the upper cathode plane has a two-dimensional
segmentation, both the impact position of the particle and the Cherenkov ring are

detected.

The detector response parameter

The quartz window is transparent for wavelengths longer than ~ 170 nm, while the
quantum efficiency of the TMAE drops to zero at ~ 220 nm. These two factors define
the RICH detector photon sensitivity region. From eq. 4.8 we estimate that a charge
one particle with § ~ 1 traveling over a distance of 1 m in a gas radiator with the
measured mean refractive index would produce ~ 172 photons. The resulting number
of detected photoelectrons is determined by the reflectivity of the mirror, the quantum
efficiency of the TMAE, the transmission factor of all the traversed materials and the
detection efficiency of the MWPC after the pedestal subtraction. By integrating all
these factors over the sensitivity region we obtain a rough estimate of the number
of detected photoelectron of about 14 [93]. The resulting response parameter of the
CAPRICE98 RICH detector is N, ~ 50 cm™!.

4.4.3 The Cherenkov angle reconstruction algorithm

The signal induced in the MWPC has different characteristics if due to photoelectrons,
ionizing particles or noise. Each photoelectron that reaches the MWPC gives a signal
that spreads over 3 — 5 pads. For an event where Cherenkov light has been emitted,
several photoelectrons are collected, which are distributed along a circle. Since the
number of detected photoelectrons is generally large, there is a high probability that one
pad would collect charge induced by two or more photoelectrons. A typical Cherenkov
event is thus characterized by the presence of a ring-like image in the pad plane,
resulting from the merging of the signals induced by each photoelectron. If the particle
crosses the MWPC, beside the Cherenkov ring, a ionization cluster is detected, which
total signal is about ten time larger than the signal induced by a photoelectron. The
noise results instead in random hits, which does not have any significant structure.

For each event, the particle track is reconstructed up to the MWPC level. This is
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done by using the information given by the spectrometer. If the track intersects the
MWPC, the pads laying inside the 9 x 7 area surrounding the intersection point are
excluded from the Cherenkov angle calculation?. For each one of the remaining hit
pads, the Cherenkov angle (#;) is calculated by minimizing the path traveled by the
light between the emission point and the position of the pad ([92, 93]). The position
of the emission point along the trajectory is not essential, since parallel light rays are
focused by the spherical mirror towards a single point in the focal plane, so that, for
simplicity, it is assumed to be at half-way between the MWPC and the mirror.

The Cherenkov angle of the whole event is calculated using the Gaussian potential
method [94]. It has been shown in a previous work on CAPRICE94 [96] that this
method gives the best results in the Cherenkov angle determination. According to this
method a weight w; is assigned to each pad following a Gaussian distribution around
the Cherenkov angle 6. of the event:

2
20;

—(6; — 0.)?

w; = exp [¥] : (4.15)
where ¢; is the single pad Cherenkov angle resolution. For the calculation a fixed value
of o; = 7.8 mrad was used, which is the measured value obtained from flight data [92].
The value of 6. is then obtained minimizing the function

f0) == wi, (4.16)
Npad
where the summation is performed over all the pads. Those pads with a Cherenkov
angle #; far from the expected value are rejected.
A useful quantity provided by the reconstruction routine is
(5w
anad w7,2

In the ideal case of Gaussian distributed 6;, the expectation value of the above quantity

Nojs = (4.17)

is exactly mp,4. In the real case there are some spurious pad hits, due to e.g. electronic
noise or d-rays. Since these pads have generally a small weight, N.;s can be regarded
as the effective number of pads used in the Cherenkov angle calculation. This number
is closely related to the number of pad hits due to Cherenkov light and therefore to

the number of detected photoelectrons.

2The excluded area is not squared because the spatial resolution of the MWPC is not the same in
the z and y directions. This is due to the presence of the wires, which affect the signal collection in
the x direction resulting in a worse spatial resolution.
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4.4.4 The particle identification capability

As previously mentioned, the RICH detector provides the basic criterion for the deuteron
identification. In this subsection the general RICH detector identification capabilities

are discussed and its role in the deuteron selection specified.

Particle signatures

For a better understanding of the RICH detector performances it is useful to study the
particle signature in a graphical view. We discuss separately the particle signature in
the RICH detector, in order to highlight some basic features directly involved in the
deuterium measurement. At the end of this chapter (section 4.6) we will also show the
particle signature in the whole apparatus.

Fig. 4.6 shows the reconstructed signal of the RICH detector for different type of
events. Since the RICH MWPC does not cover the whole acceptance of the tracking
system, only a fraction of the events with a contained Cherenkov ring have the particle
trajectory crossing the detector. In fig. 4.6 only events belonging to this category are
shown, in order to better discuss the most important RICH detector features.

In fig. 4.6 each square correspond to one pad hit. The filled squares are those pads
used in the Cherenkov angle reconstruction. The circles refer to information coming
from the RICH data: the small circle is located at the position where the particle
crossed the MWPC, the big one is derived from the reconstructed Cherenkov angle.
The former information is obtained by means of a center of gravity calculation. Since
a charged particle that crosses the MWPC induces a signal that is typically ten times
larger than a signal induced by a photoelectron, the ionization area is unequivocally
identifiable as the area surrounding the pad with the maximum signal. The other
symbols represent information coming from the tracking system: the X indicates the
extrapolated particle coordinates, the 4 is the expected center of the circle and the 7
shows the direction of the incident particle.

In fig. 4.6 we can observe, for some typical events, the clean appearance of the
Cherenkov ring, if present, and of the ionization signal. Notice how spurious pad
hits are suppressed by the Gaussian potential method, which makes use of the tracking
system information about where in the pad plane the Cherenkov light should have been

detected. It acts both when the Cherenkov is reconstructed and when no Cherenkov
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Figure 4.6: The signature in the RICH detector pad plane from particles of different
kind. Upper left plot: electron of measured rigidity ~ 2 GV, . Upper right and lower left
plots: protons or deuterons of measured rigidity ~ 32 GV and ~ 39 GV respectively.
Lower right plot: helium nucleus of measured rigidity ~ 96 GV. See the text for the
symbol explanation.
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signal is detected.

The upper right plot in fig. 4.6 shows an event with N.ss = 0. Even if there are
some pad hits outside the ionization area, probably due to d-ray emission, they are
rejected, being far from the region where the Cherenkov signal is expected. Notice
also the low number of noise induced hits, which are anyway efficiently rejected by
the algorithm. This is important when the RICH is used as a threshold device. In
this cases the particle is identified by requiring no Cherenkov signal, if the measured
rigidity is below the particle threshold for Cherenkov light emission. A large number
of spurious hits would affect the selection efficiency.

The upper left plot in fig. 4.6 shows a relativistic electron and therefore both the
Cherenkov angle and the number of detected photoelectrons are at their maximum. For
the event shown in the lower left plot of fig. 4.6 the Cherenkov angle and the number
of detected photoelectrons are instead significantly smaller than their maximum value.
Nevertheless, even in this case the Cherenkov angle is well reconstructed. The lower
right plot shows a helium nucleus. In this case we have to notice the much larger

amount of detected Cherenkov light (see eq. 4.10).

Particle identification

Fig. 4.7 shows the reconstructed Cherenkov angle for a sample of singly charged par-
ticles selected from flight data. The curves superimposed to the plot represent the
theoretical expected values for different particles. We can notice that particles of dif-
ferent type distribute around the theoretical curves.

For what concerns the deuterium selection, the most difficult task is to separate
it from the most abundant protons. To this aim the RICH detector can, in principle,
both act as a threshold device and can be used to mass resolve particles by means of
a measured Cherenkov angle versus rigidity selection. The solid curves in fig. 4.7 show
the theoretical expected Cherenkov angle as a function of the rigidity, for both protons
and deuterons. The protons start to emit Cherenkov light at ~ 18 GV, while the
deuteron Cherenkov threshold rigidity is ~ 35 GV. This provide a first identification
criterion, since, between the two threshold rigidities, protons have a Cherenkov signal
while deuterons have not. We will see, partly in chapter 5 and definitively in chapter 6,
that this is not exactly true and the deuterium can actually be identified in the interval

~ 30 — 45 GV, due to both the spectrometer resolution and the rigidity dependent
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Figure 4.7: The measured Cherenkov angle as a function of the rigidity for a flight
sample of singly charged particles. Negative values of the rigidity refers to negatively
charged particles. The curves represents the theoretical expected values for particles of

different kind.

probability for Cherenkov light emission.

When both protons and deuterons emit Cherenkov light, the Cherenkov angle can
be reconstructed, and the result is shown in fig. 4.7. Experimental points are dis-
tributed around the theoretical curves with a spread which width is due to both the
Cherenkov angle resolution and the rigidity resolution. This latter effect increases for
increasing rigidity, according to eq. 4.4, and has a visible crucial role for deuterons
and protons. Due to the difference, for a given rigidity value, between the measured
Cherenkov angles, deuterons and protons can be in principle separated, starting from
the deuteron Cherenkov threshold rigidity up to where the two curves are still distin-
guishable. Actually, the small number of detected photoelectrons near the threshold

and the rigidity uncertainty reduce considerably this interval and make this analysis
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quite complex. As a consequence we did not use this information.

4.5 The calorimeter

The CAPRICE9S8 silicon-tungsten calorimeter [89, 90] was the same one used during
the 1994 CAPRICE flight.

The calorimeter role is antiproton (positron) detection out of the large electron
(proton) background. This task requires a high identification capability of electromag-
netic showers, which led to the choice of a tungsten absorber. The advantage of using
a high-Z absorber material is that it minimizes the radiation length (X, oc A/Z?% [95]),
thus maximizing the electromagnetic shower development, against the nuclear inter-
action length (A, oc A'/3 [95]). The design of instruments qualified for balloon flight
is subjected to severe constraints on weight and mechanical stability. This imposes
restrictions in the calorimeter depth, which determines the shower containment. The
study of several prototypes previously developed has shown that the limitations coming
from an insufficient shower containment can be compensated by a high granularity and

energy resolution. This led to the choice of strip silicon sensors as active layers.

4.5.1 The instrument

The instrument is composed of 8 silicon sensor planes interleaved with 7 layers of
tungsten absorber, 1 X, deep each. The total depth is 7.2 X, and 0.33 \,. Each
sensor layer is a matrix of 8 x 8 silicon modules having an active area of 6 x 6 cm?. A
single module is composed by two silicon sensors, 380 pum thick, divided in 16 strips,
3.6 mm wide. The silicon sensors are mounted back-to-back with perpendicular strips
to provide double coordinates read-out in the xy plane. The strips of each silicon sensor

are daisy-chained longitudinally to form one single strip 48 cm long.

4.5.2 The calorimeter performances

The CAPRICE calorimeter performances have been extensively studied by means of

simulations and experimental data. The simulation program is a Monte Carlo code
based on the GEANT library version 3.21, which was developed for the 1994 flight,

and the results of that study were presented in references [95, 96].
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The high segmentation of the silicon-tungsten calorimeter, both in the longitudinal
and transverse directions, combined with the energy loss in each silicon strip offers
several selection criteria to perform particle identification. These features allow a
good identification of electromagnetic showers against non-interacting particles and
interacting hadrons. This was of primary importance in the antiproton analysis, where
the estimated electron contamination was (0.6 £0.2)% [78, 79].

The calorimeter has only a marginal role in the present analysis. We have used it
to select muons from ground data, which have been used to study the RICH detector
response (section 6.2). This has been done by requiring non interacting paths in the
calorimeter. The calorimeter is also involved in the study of the detector efficiencies

(section 5.2). It has instead no role in the deuteron selection.
4.6 Particle signature in the CAPRICE98 appara-
tus

We conclude the description of the CAPRICE98 telescope by showing some typical
events in a graphic view (fig. 4.9-4.10), as was done in section 4.4.4 for the RICH
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detector. This is useful to visualize the geometry of the apparatus as a whole and

exemplify its identification power.

In each picture is shown the projection of the event on both the bending (left plot)
and non-bending (right plot) view (compare with fig. 4.1 to identify each detector).
The box in the middle represents the RICH detector pad plane, for which has been
used the same representation of fig. 4.6 reduced. The continuous curves crossing both
the views of the apparatus represent the two projections of the reconstructed track,
extrapolated up to the RICH MWPC. The signal in the drift chamber is represented
by small circles, which correspond to the wire hits. The radius of the circles represent
the distance between the particle track and the wire, which is in the center, determined
from the measured drift-time. The signal in the calorimeter is represented by small
boxes which position corresponds to the position of the each hit strip. The size of each

box is proportional to the collected charge.

Fig. 4.8 show a negative particle of measured rigidity ~ 2 GV. In the pad plane
the ionization cluster, where the track intersect the RICH MWPC, and the Cherenkov

ring are clearly visible . We have to notice the particle signature in the calorimeter,
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characterized by a narrow shower collimated in the direction of the incident particle.
This is the typical appearance of an electromagnetic shower, so that the particle is un-
ambiguously identified as an electron. Fig. 4.9 shows a Z = 1 particle whose measured
rigidity is ~ 31 GV. Even in this case there is a Cherenkov signal detected. From
the discussion of section 4.4.4 it follows that the recorded particle is most probably
a proton. We have to notice in this case the non-interacting path in the calorimeter,
which is generally characterized by only one strip hit for each plane. Finally, fig. 4.10
shows a Z = 1 particle with measured rigidity ~ 35 GV. In this case no Cherenkov
signal has been detected, so that only the ionization cluster in the MWPC is visible.
From section 4.4.4 it follows that the particle is most probably a deuteron. We have to
notice the particle signature in the calorimeter, which is typical of hadronic showers.

In this case the shower has a much larger lateral spread than an electromagnetic one.

4.7 The live time

In order to obtain flux result it is necessary to know the live time (7};,.) of the experi-

ment. To this purpose the payload was equipped with two scalers. One was counting
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during all the effective exposure time, when all the detectors were active. The other was
counting only when the acquisition system was not busy, that is when the apparatus
was able to accept a trigger from a particle event. The ratio between the two numbers
gives the fractional live time, which during the CAPRICE9S flight was (48.65+0.02)%.
Events were collected at float during a period of about 21.1 hours, resulting in a live

time of:

Thive = 32712+ 27 5 (4.18)
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Chapter 5

Selection of protons and deuterons

In order to obtain a reliable response from the instrument, the recorded event sam-
ple must be cleaned. This has been done by applying proper selection cuts on several
variables, which allow to select Z = 1 particles with a well reconstructed track in the
tracking system and a trajectory contained in the sensitive volume of the detectors. The
deuterons have then been selected among the surviving particle sample.

Sections 5.1 and 5.2 are dedicated to the description of all the basic cuts together
with their selection efficiencies. This is an essential information in order to give flux
results. Finally, in section 5.4 we describe the deuterium selection, which is based on

the information given by the RICH detector, used as a threshold device.

5.1 Basic selection criteria

The particle identification with the CAPRICE98 apparatus is based on the measure-
ment of the rigidity R and the charge Z, to which some further specific selection criteria
must be added. In the present work the deuterium has been selected, among positive
singly charged particles, by means of the RICH detector used as a threshold device. In
order to assure the reliable reconstruction of each event some basic conditions must be
imposed on data. First of all geometrical constraints are necessary, to ensure the con-
tainment of the selected events inside the sensitive volume of those detectors involved
in the particle identification. Of primary importance is also to check the track fitting
result, in order to ensure a good measurement of the particle rigidity. As will be shown
in chapter 6 the spectrometer resolution sets strong constraints on the rigidity interval
over which the deuteron is identifiable out of the large proton background. Last but

not least is the necessity of rejecting those events where the particle interacted in the
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payload material above the spectrometer, which are characterized by multiple tracks.

The present section is dedicated to the description of all the basic criteria for the
selection of Z = 1 particles with a well reconstructed path in the apparatus and a
reliable measurement of the rigidity R. The applied cuts are enumerated in tab. 5.1
and are discussed in the following. The deuterium has been selected out of the resulting

particle sample as described afterwards, in section 5.4.

Table 5.1: Basic criteria applied to select Z =1 downward-going particles with a well
reconstructed track in the spectrometer.

TOF selection
1 | no upward-going particles (5 > 0)

2 | only one pad hit in the top scintillator plane

3 | dE/dx < 1.8 mip in the top scintillator plane
Tracking system selection

4 |n>0

5 | Ny >11and N, > 7

6 | x2a<4andx, <8

7 | 0, <0.008 GV !

8 | containment of the track in the tracking volume

(0 < Tgity Ygit < 41.9 cm)

RICH detector selection
9 | no saturated pads outside the ionization area
10 | if the track intersect the pad plane, consistency between the extrapolated
trajectory in the MWPC and the center of gravity position of the ionization
cluster
11 | rejection of tracks going through the support frame of the RICH detector
12 | containment of the center of the expected Cherenkov ring inside
the pad plane, excluding an outer frame of ~ 5 cm

5.1.1 The TOF selection

The scintillator system provides two sets of information: a measurement of the particle
time-of-light and the energy loss by ionization in the top and bottom scintillators.
The time-of-light measurement has been used to reject albedo (upward-going) par-
ticles. This has been done by requiring that the measured velocity was § > 0 (cut
1). The TOF system resolution assures that no albedo contamination remains in the

sample.
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The scintillator amplitude signal has been instead used to both identify multipar-
ticle events and to perform charge selection. The segmentation of the scintillators
enables to partly reject multiparticle events by requiring only one pad hit on the top
scintillator (cut 2). Above 10 GV both deuterons and protons are minimum ionizing
particles (mip), so that the charge selection has been done by simply requiring that
the energy loss in the top scintilaltor was dE/dx < 1.8 mip (cut 3). The estimated
residual contamination of helium nuclei is ~ 0.2%. As shown in reference [95], this
cut maximizes the statistic while leaving a negligible contamination of double tracks,
which signal in the top scintillator have a peak at ~ 2 mip. The bottom scintillator
has not been used in the charge selection since it could collect signals from backscat-
tered particles produced in the calorimeter if an hadronic interaction occurred. This
would led to the rejection of good proton or deuteron events which interacted in the

calorimeter.

5.1.2 The tracking system selection

After the TOF charge selection (cut 3) the sample contains both positive and nega-
tive singly charged particles. The negative charge component has been excluded by
requiring a positive deflection (cut 4).

A reliable measurement of the particle rigidity is of main importance for the deuteron
analysis. Therefore, strict selection constraints on the quality of the fitted tracks have
been applied. The tracking selection criteria have been extensively studied in previ-
ous works related to the same experiment. The criteria applied here are based on
the gained experience. A minimum number of position measurements on both the
bending and non-bending view has been required (cut 5). The uncertainty on the mea-
sured deflection depends in fact on the number of points used in the track fitting (see
eq. 4.3). The quality of the fitted track is characterized by the resulting reduced x?.
As a consequence, constraints on this quantity have been applied in order to select well
reconstructed tracks (cut 6). To all the above conditions a constraint on the deflection
uncertainty, estimated analytically by the fitting routine for each event, has been added
(cut 7). From what discussed in section 4.3.2 it follows that an effect of this cut is the
rejection of those particles that traversed the tracking volume in low magnetic field
regions. For these particles the deflection measurement is intrinsically less accurate.

Since the field of view of the TOF system is larger than that of the spectrometer, not
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all the triggered particles had a track contained inside the tracking volume. Therefore,
some geometrical constraints have been applied by requiring that the fitted track was

contained in the spectrometer (cut 8).

5.1.3 The RICH detector selection

Beside a criterion for the deuteron identification against the bulk of protons, the RICH
detector provides other useful information. The RICH MWPC is in fact a tracking
detector and its information can be used to efficiently reject multiparticle events. A
ionizing particle induces a signal on the MWPC that is high enough so that at least one
pad signal, in the ionization cluster, generally saturates the electronics. This provide a
criterion to identify multiparticle events, which are rejected by requiring no saturated
pads outside the ionization area (cut 9). For those tracks traversing the MWPC, we
have also required that the center-of-gravity of the ionization cluster was consistent
with the intersection point position (cut 10).

The deuteron identification is based on the RICH detector information. It is thus
necessary that if the particle emitted Cherenkov light it could be detected, that means
that the possible Cherenkov ring must be contained in the pad plane. This has been
assured by requiring that the center of the Cherenkov ring, inferred by using the track-
ing information (see section 4.4.3), was contained inside an inner perimeter in the pad
plane (cut 11). The thickness of the excluded frame is ~ 5 cm, which corresponds to
about the radius of the maximum Cherenkov ring.

An additional geometrical constraint has been applied, in order to exclude those
particle traversing the support frame of the RICH detector. This frame is about 53 mm
thick, corresponding to almost one half of the interaction length. Since its thickness
is much larger than the total thickness of the whole materials above the spectrometer,
we have decided to exclude it, by requiring that the fitted track did not intersect it
(cut 12).

5.2 Selection efficiencies

In order to give flux results it is necessary to know the selection efficiencies, that is
the probability for a particle of a given type to pass the selection criteria of each

detector. The general procedure to estimate the efficiencies is to take a sample of
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Table 5.2: The detector selection efficiencies and the geometrical factor for the basic
selection criteria. In column 2 are summarized the conditions, listed in tab. 5.1, to
which the corresponding efficiency refers. All the geometrical conditions have been
included in the geometrical factor GF'.

‘ Condition ‘ Applied cuts ‘ Result ‘
Selection efficiency
TOF 123 eror = 0.9122 + 0.0043
Tracking system 4567 errr = 0.7739 £ 0.0086 + 0.0145
RICH detector 910 errcn = 0.8851 £ 0.0077
Geometrical factor
Geometry | 81112 |GF=1332cm’sr

particles of a given type and to apply the selection cuts for the detector under study.
The fraction of surviving events gives the efficiency of the detector. There are several
methods to obtain efficiency samples: with simulations, with beam tests or through
the analysis of flight data. As partly discussed in section 4.1.2, the general approach
for the CAPRICE98 analysis has been to study the efficiencies by using directly flight
data, which is possible thanks to the redundancy of information provided by the several
detectors. The efficiency samples have been obtained by selecting samples of particles,
as cleaner as possible, by using the information of all the detectors but that one under
study. This method has the advantage that the obtained results can be immediately
applied to flight data, while this is not so straightforward for the other two methods.
The procedure has anyway a drawback, since wrong assumptions or correlations among
selection cuts may bias the sample. As a consequence, the analysis requires extreme
caution and a good knowledge of the detectors.

The procedures to estimate the efficiency of the CAPRICE9S detectors have been
developed for the previous antiproton analysis [79] and are partly based on the experi-
ence gained during the analysis of data from similar experiments. The same procedures
have been applied, modified here to take into account the different selection param-
eters, in order to estimate the detector efficiencies for protons in the rigidity range
20 — 50 GV!. The cuts 8 and 11-12 express only geometrical conditions. Therefore,
their effect has been included in the geometrical factor calculation, described in sec-

tion 5.3. Given the geometrical constraints, the effect of all the other cuts has been

'We have assumed that the selection efficiencies for the basic cuts was the same for protons and
deuterons.
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included in the efficiency of each detector and estimated as briefly described in the
following. The results are summarized in tab. 5.2. For more details see reference [79]

and references therein.

The TOF efficiency

The efficiency of the TOF selection (cuts 1-3) has been estimated using a sample of
particles selected by applying all the basic tracking and RICH conditions (cuts 5-7
and 9-10) and the additional requirement that the signal in the first two layers of the
calorimeter was less than 3 mip, in order to reject helium and heavier nuclei. The TOF
efficiency (eror) has been found to be constant in the rigidity range 20 — 50 GV, and

its average value is shown in tab. 5.2.

The tracking system efficiency

In order to estimate the tracking system selection efficiency, an independent measure-
ment of the particle rigidity is necessary. This information can be obtained with two
different methods: the RICH method and the no-DC method [79].

The RICH method uses the rigidity value derived from the reconstructed Cherenkov
angle. The efficiency sample has been selected by applying both the TOF and the
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RICH detector basic conditions (cuts 1-3 and 9-10) and the additional requirements
of a well reconstructed Cherenkov ring and a non-interacting path in the calorimeter.
The Cherenkov angle has been calculated by applying the algorithm described in sec-
tion 4.4.3, modified in order to use an extrapolation of the track in the calorimeter,
instead that in the spectrometer. The reconstructed track in the calorimeter has also
been used to ensure the basic geometrical conditions (cuts 8 and 11-12). For each mea-
sured Cherenkov angle, the rigidity has been obtained by assuming a mass of a proton.
To the selected sample the basic tracking cuts 4-7 have then been applied, and the
surviving fraction of events is shown in fig. 5.1 by filled circles. This method provides
an estimate of the efficiency only above the proton rigidity threshold for Cherenkov
light emission Ry, ~ 18 GV. The solid line in fig. 5.1 is a straight-line fit to the data,
which result is 0.7739 £ 0.0086.

The no-DC method is based on the same track fitting routine used for the tracking
system, described in section 4.3.2, modified in order to use the position measurements
given by all the tracking detectors but the drift chambers. The tracking planes used for
the calculation are the RICH MWPC, the top scintillator and at least five calorimeter
layers in each view. The efficiency sample has been selected by applying both the
TOF and the RICH detector basic conditions (cuts 1-3 and 9-10) and by adding the
requirement, of no Cherenkov signal detected. Among the resulting particle sample,
protons have been selected by using the TOF § measurement. The resulting selection
efficiency for the tracking cuts 4-7 are shown in fig. 5.1 by open circles. The no-DC
method allows to check the tracking system efficiency only in the low rigidity range,

due to limitations in the achievable M DR.

The dashed line represents a fit to the data. It can be seen that the efficiency
increases for increasing rigidity up to a constant value of 0.7884+0.0057 above ~ 7 GV.

We have taken the value given by the RICH method as the best estimate of the
tracking selection efficiency (er). The difference between this value and that one
obtained from the no-DC method has been considered as a systematic uncertainty,

which is expressed by the one-sided error on er,; presented in tab. 5.2.

Events with backscattering into the tracking system were investigated for the CAPRICE94
and no evidence was found that they would affect the efficiency of the tracking system

[60].
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The RICH efficiency

The proton sample for the RICH detector selection efficiency study has been selected
by applying both the TOF and the tracking system basic conditions (cuts 1-3 and
4-7) and by adding some calorimeter requirements to select interacting hadrons. The
RICH detector conditions 9-10 have then been applied to the selected particle sample,

resulting in the efficiency value (egrcg) presented in tab. 5.2.

5.3 Geometrical factor

The geometrical factor for a particle telescope is defined as the proportionality constant
GF = C/J that relates the measured counting rate C' to an isotropic flux intensity .J,
and it is determined by the geometry of the detector and by any applied geometrical
constraints. The GF for the CAPRICE98 apparatus, with the geometrical conditions
8 and 11-12, has been evaluated with simulation techniques [97]. A reduced version
of the CAPRICE98 simulation code, which takes into account only the geometry of
the apparatus, has been used. Due to the presence of the magnetic field, which bends
the particle tracks, the G'F is in general rigidity dependent, but approaches a constant
value for rigidity values above ~ 1 GV, when the particle track is nearly straight. The
high rigidity value of G'F' is presented in tab. 5.2.

5.4 The deuteron identification

The task of the conditions listed in tab. 5.1 is the selection of Z = 1 particles with a well
reconstructed track. The open circles in fig. 5.2 show the rigidity distribution of the
events surviving all the basic cuts. This sample contains both protons and deuterons.

In order to identify the deuterons among the most abundant protons, the RICH de-
tector has been used as a threshold device (see section 4.1.2). Protons emit Cherenkov
light for rigidities above Ry, ~ 18 GV, while deuterons start to emit at Ry, ~ 35 GV.
Therefore, deuterons can be identified, above the proton threshold rigidity, by re-
quiring no Cherenkov signal detected. Fig. 5.2 shows the distribution (filled circles)
of the events, selected by applying the above condition, as a function of the rigid-
ity. The dashed lines indicate the position of the Cherenkov threshold rigidities for

both protons and deuterons. As expected, the number of selected events drops above

86



g !
UCJ B . —O—_o_:. 3
- . I N :
- - - —O0—
L . ! |
102} . E
S -+ | ]
i : ++ : i
L i _+_;, i
10 - 5 | =
i 'D
1 & threshold ' threshold =
20 30 40 50 60 70 80 90 100
R(GV)

Figure 5.2: Distributions of the selected events as a function of the measured rigidity.
Filled circles: events without a Cherenkov signal. Open circles: all selected events.
Dashed lines: proton and deuteron Cherenkov threshold rigidities.

the proton Cherenkov threshold rigidity, where the protons start to emit Cherenkov
light. For increasing rigidities, the distribution flattens while approaching the deuteron
Cherenkov threshold rigidity and drops again above it. The rigidity region where the
distribution flattens indicates the range where the deuteron component outnumbers
the proton background. The proton contamination level is however significant over the
whole rigidity interval, so that, in order to obtain the deuteron component, it must be

estimated and subtracted.

Unlike the basic selection criteria, the deuteron selection criterion cannot be cross-
checked by using the others devices, since the RICH detector is the only one whose
information can be used to identify the deuterons. Therefore, a simulation has been
used. This is the subject of the following chapter, where we will describe the instrument

response model developed to estimate both the proton contamination and the deuteron
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selection efficiency.

88



Chapter 6

Proton contamination and deuteron
selection efficiency

The deuterium is identified among charge one particles by requiring no Cherenkov signal
from the RICH detector, for rigidity values above the proton threshold for Cherenkov
light emission. Nevertheless, the resulting subsample of selected particles contains a
non-negligible component of protons, which must be estimated and subtracted. Since
the deuteron identification is possible only using the RICH detector information, the
background level has been determined by means of a simulation. The simulation has

been used also to evaluate the selection efficiency for the deuterium.

The followed approach has been to develop an empirical response model of the in-
strument based on characteristic quantities obtained from experimental data. The basic
functions needed to estimate the proton contamination and the deuteron selection ef-
ficiency are the spectrometer resolution function and the probability of zero detected
photoelectron in the RICH detector as a function of the rigidity. Both these quanti-
ties can be obtained by experimental data, but require a good understanding of both the
spectrometer and the RICH detector. In this chapter the analysis procedure developed

to parameterize the instrument response is described.

The basic concept of the analysis is introduced in section 6.1. Section 6.2 is dedicated
to the study of the RICH detector basic performances. In sections 6.3 and 6.4 the
results concerning the probability of zero detected photoelectrons and the spectrometer
resolution function are presented and discussed. In the final section 6.5 these two
functions are used as input for the simulation. At the end of the section the estimated

number of protons and deuterons in the spectrometer is presented.
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6.1 Introduction
The proton background origin

The presence of protons without a Cherenkov signal, with measured rigidity above the
threshold for Cherenkov light emission, is mainly due to the following two causes: the
probability of zero detected photoelectrons, that is different from zero even above the
rigidity threshold for Cherenkov light emission, and the uncertainty in the measured

deflection.

The Cherenkov light emission and detection is a statistical process. The number of
detected photoelectrons fluctuates around a mean value NV, which is a function of the
rigidity according to the relation 4.12. It follows that, even if the proton rigidity is above
the threshold for Cherenkov light emission, the number of detected photoelectrons
can be equal to zero, so that the criterion for deuteron selection is satisfied. The
overall effect is that the probability to have no Cherenkov signal decreases gradually for
increasing rigidity, starting from the Cherenkov rigidity threshold. The shape and the
value of this probability as a function of the ratio R/Ry, are an intrinsic characteristic
of the RICH detector. In the following we refer to the probability of no Cherenkov

signal detected using the notation Popp.

The detection of protons without a Cherenkov signal with a measured rigidity
greater than the Cherenkov threshold is also a consequence of the finite resolution of
the spectrometer. Its effect is the broadening of the distribution of protons without
a Cherenkov signal, so that, as an example, a proton which has a rigidity under the
Cherenkov threshold can be detected, due to the uncertainty in the measured deflection,
with a rigidity value greater than the threshold. Also in this case the proton satisfies the
criterion for the deuterium selection. The spectrometer response is characterized by the
so called spectrometer resolution function, defined as the probability distribution
function of the variable dgpec = 7Mspec — 1, Where 7 is the real deflection value!. The width
of this distribution is related to the deflection uncertainty o, and, as a consequence,
to the M DR parameter (see eq. 4.5). We refer to the spectrometer resolution function
using the notation fypec(7; dspec), Which expresses also its general dependence on the

deflection 7.

'In this chapter we refer to the measured deflection in the spectrometer using the notation 9spec,
to distinguish this value from that one obtained from the RICH detector (nrrc ).
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The distribution of background protons is related to Popp and fs,e. as follows:
dN ,bk e e
dnip = / Fy(n) Porr(n) Flyee(Nspec — ) dn = (FyPopr) * [l - (6.1)
spec
In eq. 6.1, N, is the number of background events, F), is the proton deflection spec-

trum and f7¢ (85,.c) denotes the high energy resolution function fpec(n — 0;dspec),

spec
he have been

which does not depends on the deflection. The functions Porr and fgr,.

parameterized and the parameters have been derived from data.

The probability Porr of no Cherenkov signal detected

In order to estimate the probability of no Cherenkov signal detected muons from ground
data have been used. The probability Porp is an intrinsic quantity of the RICH
detector and, as a consequence, it does not depend on the particle type when it is
expressed as a function of the variable R/Ry,, or equivalently n/n,, (see section 4.4).
The Cherenkov deflection threshold for muons is about 10 times greater than that of
protons (eq. 4.13). It follows that the probability Porp as a function of the deflection
varies for muons over a deflection range wider than for protons. As a consequence, the
spectrometer uncertainty, which is constant in deflection, has a smaller effect on the
distribution of muons without a Cherenkov signal than on the proton distribution.

If the deflection uncertainty is neglected, the probability Porpr can be directly
obtained from the distribution of muons without a Cherenkov signal, since the two

quantities are related through the equation:

dl\CJADI?F

a F.(m)Porr(n) - (6.2)

In eq. 6.2, N, orr is the number of muons without a Cherenkov signal and F), is the
muon deflection spectrum.

Nevertheless a non negligible effect results from the increase of the deflection uncer-
tainty at low energy due to the multiple scattering inside the spectrometer. This would
affect the estimate of the probability Pprpr obtained from eq. 6.2 and, as a consequence,
the final estimate of the proton background in the deuteron sample (eq. 6.1). Taking
into account the deflection uncertainty, the distribution of muons without a Cherenkov
signal can be expressed, using the same notation of eq. 6.1, as:

dN,oFF

= (F,P le 6.3
o (F.Porr) * (6.3)

spec
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where spec denotes the low energy spectrometer resolution function. therefore, the
probability Porpr can be inferred from the muons experimental distribution after the

unfolding of the spectrometer response. This procedure implies the knowledge of the

le

low energy spectrometer resolution function f¢, .

le

The low energy spectrometer resolution function fg’ .

There are two contributions to the deflection uncertainty. The first one is mainly related
to the finite spatial resolution of the tracking system (eq. 4.3) and can be regarded as
the intrinsic spectrometer uncertainty.

The second contribution comes from the multiple scattering effect. When a particle
crosses the tracking volume it undergoes nuclear and Coulomb interactions with the
medium nuclei. As a consequence, the particle deviates from its ideal trajectory. Since
the deflection is estimated by fitting the experimental points with a smooth trajectory,
obtained integrating the equations of motion (see section 4.3.2), this results in an error

on the reconstructed deflection which is approximately given by [88]:

mo 1 Z L (6.4)
*TBxdpp VX, ‘

where Z is the electric charge of the incident particle, p is the momentum, L is the
total track length and X, is the radiation length of the scattering medium.

From eq. 6.4 it follows that the multiple scattering contribution is negligible at high
energy and increases for decreasing energy. At low energy, the variable d,.. can be

expressed as the sum of the two contributions:

5spec _ 5ms + 6znt

spec spec

(6.5)
where 075 and 0%, refer respectively to the multiple scattering effect and the intrin-

sic spectrometer response. According to the definition of the spectrometer resolution

function, is the probability distribution function of d,,... Since at high energy the

spec

multiple scattering contribution is negligible, is the probability distribution func-

spec

tion of 427! , hence it can be regarded as the intrinsic spectrometer resolution function.

If it is assumed that the two contribution are independent, the resulting low energy

spectrometer resolution function can be expressed as:

sl;le)ec 777 SPCC / spec 777 s’;)eec(éspec - 6) do = spec * shpeec : (66)
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ms and therefore f' de-

Since the multiple scattering effect is energy dependent, f@° spec

pend on the deflection. The function fg’? is related only to the deviation of the particle

track from the ideal trajectory, due to the particle interactions with medium nuclei.

As a consequence it can be constructed without any assumption on the tracking sys-

he

spec 18 known, the low energy spectrometer resolution

tem response. Assuming that

function can be obtained as the convolution of the two functions.

he
spec

The high energy spectrometer resolution function

The high energy spectrometer resolution function has been estimated using protons
from flight data. For rigidity values greater than the proton rigidity threshold for
Cherenkov light emission the RICH provides an independent measurement of the par-
ticle deflection. This information is obtained from the reconstructed Cherenkov angle
assuming the mass of a proton. We refer to this value using the notation ngrcg.
Likewise the spectrometer, the RICH deflection resolution function (fricn) is de-
fined as the probability distribution function of the variable dgrcg = Nrrcg — 1. As
will be shown in sec. 6.2.2, the probability distribution function of the Cherenkov angle
is well represented by a Gaussian function with mean value Af, and width oy, where
both the parameters depend on the deflection. The RICH resolution function is related

to the above parameters through the relation:

i _ 1 ox (0.(0rrcm) — A6, (n))? df.
frica(n; OricH) = 7\/%00(77) p 200 () ] ‘

Given a sample of protons with a well reconstructed Cherenkov angle, for each event

(6.7)

d(SRI CH

the following quantity can be calculated:

§ = TNspec — NRICH = Ospec — ORICH - (6.8)

Since 7Ngpec and nrrep are independent, the proton distribution as a function of £ is
given by:
dN, - -
d—gp - NP,TOT/fRICH(5) fsfifec(fS —&)dd = Nygor - (fricn * fs};eec) ' (6.9)
where N/ is the total number of selected protons. The function fricn denotes the
mean RICH deflection resolution function for the considered particle sample and it is

related to frrom as follows:

fRICH(5):/ wﬁum{(ﬁ; 5) dn . (6-10)

p,TOT
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In eq. 6.10, F, is the proton spectrum and P denotes the selection efficiency for the

conditions applied to ensure a well reconstructed angle.

he
spec

Once frron is known, can be obtained from eq. 6.9 by applying an unfolding

procedure.

he

The general procedure to estimate Porr and [y,

he

spec Nave been inferred from experimental distributions, the

The quantities Porr and

former using ground muons and the latter using flight protons. By comparing the

he

spec irom data

basic equations, it emerges that the procedures to obtain Popp and
are not independent, because the experimental distributions are related to both. In
fact, from eq. 6.3 follows that the procedure to estimate Ppprpr implies the knowledge
of Sz,eec. Beside that, s};fec is related to Popp through the probability P introduced

in eq. 6.10 (this relation will be specified afterwards, in section 6.4). Therefore, an

iterative procedure has been applied, starting from a rough estimate of Popp using

he

specy Since this quantity

eq. 6.2. The results converged at the second estimate of

depends only weakly on Popp.

6.2 The RICH detector response

In order to study the RICH detector response, events from ground data have been used.
At the ground level the detected particles are mostly muons. This allows to select large
and clean samples of positive and negative muons, which are useful to study the RICH
detector performances without the complications arising from the presence of particles
of different kinds. Furthermore, as discussed in the previous section, when dealing with
quantities related to the Cherenkov effect, the effect of the spectrometer uncertainty
is smaller for light particles. If the spectrometer uncertainty is neglected?, all the
Cherenkov effect quantities derived from muons, expressed as a function of R/Ry,, are
only related to the RICH detector intrinsic behavior. From the experimental point
of view, another advantage of expressing the Cherenkov relations as a function of
R/ Ry, is that the effects of the rigidity threshold variations due to the refractive index

fluctuations are reduced.

2We have made this assumption for all the RICH detector quantities but Popp. In this case data
have been corrected by unfolding the spectrometer response (section 6.3).
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The ground muon sample

The ground data sample has been taken with the CAPRICE telescope in the same
configuration of the flight, immediately before the balloon launch. For this reason the
results obtained from ground data are applicable to flight data after only some small
corrections, which will be discussed afterwards.

The muon samples have been selected by first applying all the basic requirements
for the deuteron analysis, summarized in table 5.1, excluding the requirement for the
selection of Z > 0 particles (cut 4). The surviving events are essentially charge one
particles with a well reconstructed track in the spectrometer. Among these, events
having a non-interacting path in the calorimeter have been selected. This has been

done by applying the calorimeter conditions summarized in table 6.1. In the table,

Table 6.1: Criteria applied to select non-interacting particles in the calorimeter.

Calorimeter selection

1 Ele ng (i) > 3 and Z?:l ny(i) > 3
2 | not more than one plane with multiple hits
3 s=3" [n.(i) +ny,(i)] - i > 40

Na(y) (i) denotes the number of strip hits inside three Moliere radii around the particle
track, in the z(y) view of the i-th calorimeter plane. A minimum total number of hits
has been required (cut 1), but those events with more than one plane having multiple
hits have been excluded (cut 2). The quantity s, defined in the table, characterizes the
topological development of the particle path in the calorimeter [95]. A lower limit on
s has been required (cut 3), in order to reject low energy electrons that were absorbed
in the upper layers of the calorimeter. The applied conditions efficiently eliminates
the electron component, but the sample still contains a residual contamination of non-
interacting protons. Then, among the surviving particles, positive and negative muons

have been selected by requiring n > 0 or n < 0, respectively.

6.2.1 The maximum number of detected photoelectrons

The overall performances of the RICH detector are strictly connected to the number of
detected photoelectrons. The greater is this number the lower is the error on the mea-

sured Cherenkov angle. Furthermore, a large number of detected photoelectrons is also
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important if the RICH detector is used as a threshold device, since this identification
method is affected by Poisson fluctuations.

Data do not give a direct information on the number of detected photoelectrons.
The signal of each photoelectron, as discussed in section 6.2.2, spreads over several
pads and there is an high probability that one pad could collect charge induced by
several photoelectrons. Nevertheless an estimate can be obtained from the effective
number of pads Nss [93]. According to eq. 4.12, for relativistic particles the number of
detected photoelectrons has a constant mean value N;;**. The resulting mean effective
number of pads is also constant and equal to (Nss) = kN;2*". Since the number of
detected photoelectrons follows the Poisson statistic, the variance of N,zs is given by
var(Nesr) = kzNZ’,ﬁ“"". By combining the two relations it follows that the maximum
number of detected photoelectrons can be estimated as:

2

Npe™ = % : (6.11)
The above procedure has been applied to a sample of relativistic negative muons with a
measured rigidity R > 12R;;,, where Ry, is the Cherenkov threshold rigidity for muons.
The positive muons have been excluded since the residual proton contamination could
affect the final estimate of Nj2**. In fact, the positive charge sample contains also
protons for which the number of detected photoelectrons has not reached its maximum
value. The quantities (N,ss) and \/W have been estimated as the mean value
and the root mean square of Ny for the sample. The result is shown in the first row

of tab. 6.2.

Table 6.2: The maximum number of detected photoelectrons from flight and ground
data.

| | (Negp) RMS | Npe |
ground | 45.7+ 0.6 10.1+0.4 || 20.6 + 1.7
flight | 40.740.9 10.0 +0.7 || 16.6 4 2.3

6.2.2 The Cherenkov angle resolution

To study the angular resolution of the RICH detector both negative and positive muons
have been used. In this case the residual proton contamination does not affect signif-
icantly the result, so that the positive muons have been included in order to have a

larger statistic.
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Fig. 6.1 shows the distribution of the measured Cherenkov angle as a function of
R/ Ry, for the selected sample. The solid curve represents the theoretical value (92¢r)
calculated from eq. 4.12; the Cherenkov angle increases for increasing rigidity, up to
an asymptotic value of 07"** ~ 50.42 mrad.

Fig. 6.2 shows the distribution of the difference (6. — 0*°") between the measured
Cherenkov angle and its theoretical value, for a sample of relativistic muons. The
solid curve represents a Gaussian fit to the data, with reduced x? ~ 1.1. The width
of the Gaussian function, which is ~ 1.1 mrad, represents the RICH detector angular
resolution for relativistic particles, when both the number of detected photoelectrons
and the Cherenkov angle have their maximum value.

Fig. 6.3 (left plot) shows the measured angular resolution as a function of R/Ry,.
The plotted values have been obtained by dividing data in several rigidity bins and by
applying a Gaussian fit to the distributions of the variable §, — §?°" obtained for each
bin. One can see that the RICH angular resolution is rigidity dependent. Its value
increases for decreasing rigidity up to a value of ~ 3.2 mrad near the Cherenkov rigidity
threshold, following the decrease of the effective number of pads involved in the angle

reconstruction. In the right plot of fig. 6.3 the center of the fitted Gaussians is also
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shown as a function of R/Ry,. It can be noticed that there is a small systematic shift
of the measured Cherenkov angle towards values lower than the expected theoretical
one. We attributed the observed shift to an effect resulting from the discretization of
the signal due to the pad plane segmentation, which could have a crucial role at small
Cherenkov angles.

The dashed curves in fig. 6.3 show the given parameterizations for both the an-
gular resolution (0y) and the shift (A6,), obtained by fitting experimental data. The
expressions of the plotted functions are the following?:

—1.45

mrad (6.12)

R 2
oo(R/Ry,) = 1.07 [1— <0.84?fh)

th

AfO,(R/Ry,) = max {—1.11, —1.76 exp {—2.17 <R£)] } mrad,  (6.13)

which holds for R > 1.15R;;,. The parameterization below this value is not significant

for the present analysis.

3Here and in the following all the parameter values are presented without specifying the error but
expressing the number up to the last significant digit. The error values are reported only if they are
involved directly in the discussion.
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Figure 6.3: Left plot: the measured Cherenkov angle resolution as a function of R/ Ryy,.
Right plot: difference between the measured Cherenkov angle and the expected theoretical
value. Dashed curves: a fit to the data.

6.2.3 Performances during the flight

The RICH detector response has been parameterized by using ground data. In or-
der to make a comparison between the RICH detector response at ground and during
the flight, it is useful to refer to the plot of the effective number of pads N.ss as a
function of sin?@,. This is shown in fig. 6.4, where the filled circles refer to flight
data while the open circles refer to ground muons. The flight sample, which contains
mostly protons, has been selected by applying the basic cuts described in table 5.1,
plus the requirements of R > 10 GV and N.f¢r > 0. Since N is in first approxima-
tion proportional to the number of detected photoelectrons N, !, from eq. 4.12 and

4.10 it follows that the two variables N.;; and sin?f, are linearly dependent, with a

proportionality constant which is directly related to the detector response parameter

4The relation between Neyr and Np, is connected to the MWPC response. In this discussion it is
assumed that the MWPC behavior was the same at ground and during the flight. This point will be
further discussed in section 6.3.3 and in appendix B where it will be shown that this assumption is
reliable.
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N,. From fig. 6.4 it is inferable that the response parameter of the detector during
the flight was slightly lower than at ground. This was due to different pressure and
temperature conditions of the gas radiator during the flight, which affected both the
refractive index of the radiator and the photoelectron absorption length. The dotted

2097 obtained from relativistic

lines in fig. 6.4 represents the values of N;}%" and sin
ground muons as described in section 6.2.1 and 6.2.2 respectively. The same procedures
has been applied to flight data and the results are shown by dotted-dashed lines in the
same figure. The maximum number of detected photoelectrons in the flight conditions
has also been estimated® and the result is presented in tab. 6.2. The variation of the
gas radiator conditions during the flight resulted in an higher value of #7"**, which was
due to the increase of the refractive index. The parameter N is instead related also
to the photoelectron transmission factor of the radiator, which led to a lower number

of detected photoelectrons at float.

’During the flight there were refractive index fluctuations due to the gas pressure variations [92, 93].
This led also to fluctuations in the mean number of detected photoelectrons which could invalidate
the estimate of N,2* obtained from Ny as described in section 6.2.1. Nevertheless the uncertainty
due to this effect resulted to be negligible if compared with the statistical error.
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6.3 The probability Pprr of no Cherenkov signal
detected

According to the procedure described in section 6.1, the probability Porr has been
obtained by unfolding the muon data from the distortions due to the spectrometer

finite resolution. The unfolding procedure implies the knowledge of the low energy

le

spec> Which has been evaluated by means of a simu-

spectrometer resolution function

lation.

le

6.3.1 The low energy spectrometer resolution function f. .

The low energy spectrometer uncertainty is in first approximation given by two inde-
pendent contributions, which are due to the intrinsic spectrometer resolution function
and the multiple scattering effect, respectively. Under the independence hypothesis the
whole resolution function is given by the convolution of the resolution functions related
to the two contributions (eq. 6.6). The followed approach has been to construct the
low energy spectrometer resolution function on an event-by-event basis by means of a
simulation.

The CAPRICE98 simulation program has been used. The program includes the
code developed to study the calorimeter [95]; all the other detectors, but the scintil-
lators, are simulated only from the point of view of the geometry and the materials.
As a consequence, if we consider the simulation output relative to the spectrometer,
the only physical process included is the multiple scattering with the medium nuclei.
The reconstruction algorithm has been applied to the simulated tracks. The resulting
difference between the reconstructed deflection and the generated value is distributed

according to the probability distribution function fZ? ., defined in section 6.1. In order

int

to simulate the whole detector response, the intrinsic spectrometer contribution 0.7,

generated event-by-event according to fpeec, has been added to the deflection value

obtained from the fitting routine. Since the two contributions have been generated

le
spec

independently the probability distribution function of the resulting deflection is
as defined in eq. 6.6.

In order to check if the procedure reproduces the spectrometer resolution function
at an adequate approximation level, the result of the simulation has been compared

with experimental data obtained from a ground run with the magnet switched off. The
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Figure 6.5: The low energy spectrometer resolution function. Filled circles: experimen-
tal defiection distribution obtained from magnet-off ground data with the requirement of
a Cherenkov signal from the RICH detector. Solid line: the same distribution obtained
from the simulation, normalized to the total number of events. Dashed curve: the high
energy spectrometer resolution function (eq. 6.26). The same plot is shown in both
linear (left plot) and logarithmic (right plot) scale.

basic cuts listed in tab. 5.1 have been applied to the data. The sample has then been
cleaned from low energy electrons by applying the calorimeter conditions of tab. 6.1.
The resulting sample of events consists of straight tracks which have been analyzed as
if they were high rigidity events with magnet on. In this spectrometer configuration the
measured deflection distribution gives directly the spectrometer resolution function.
The low energy spectrometer uncertainty depends on both the particle energy and
the intensity of the magnetic field along the particle track (see equations 4.3 and 6.4).
The super-conducting magnet provides a large inhomogeneous field that results in a
dependence of the spectrometer uncertainty on the track position inside the tracking
volume. Since the observed resolution function is averaged over the full tracking volume
and over the muon spectrum, to get a reliable comparison between data and simulation

the input kinematic parameters of the simulated track sample must reproduce the

102



energy and spatial distributions of the real tracks.

A large sample of muons has been simulated with the magnetic field set to zero.
The muon rigidity has been generated according to the experimental ground spectrum
obtained from muons collected with the magnet switched on. Since the presence of the
magnetic field affects the geometrical factor below 1 GV, the rigidity distribution of
the particles entering the spectrometer is different if the magnet is on or off. For this
reason, to reproduce the magnet-off rigidity distribution, muons have been selected by
requiring the presence of a Cherenkov signal from the RICH detector. This condition
allows the selection of muons with rigidity greater than ~ 2 GV. Above this value GF
is constant. The starting input data of the tracks have been generated according to
the angular and spatial experimental distributions obtained from magnet-off data.

Fig. 6.5 shows the comparison between the simulated resolution function (solid
line) and the deflection distribution obtained from magnet-off data (filled circles). The
simulated distribution has been normalized to the total number of events. From the
quite good agreement between data and simulation it follows that the model reproduces

the main characteristics of the spectrometer response at low energy. For comparison,

he

spec 18 also shown by dashed curve.

the high energy spectrometer resolution function

The observed differences between the distributions shown in fig. 6.5 are probably
due to two main reasons. The first one lies on the assumption that the whole deflection
uncertainty is given by two independent contributions. In principle this could be a
good approximation if the magnetic field was uniform. Since this is not the case, the
multiple scattering and the intrinsic contributions are correlated. This means, as an
example, that if a particle crosses the tracking volume in a low field region, both the
contributions to the deflection error are most probably greater than their averaged
value. These events contribute to the tails of the experimental deflection distribution
shown in fig. 6.5.

There is a second assumption that can account for the disagreement between data
and simulation. In order to simulate the intrinsic response of the spectrometer, the
high energy resolution function obtained from flight data has been used. The magnet
off data came instead from a ground run taken some weeks before the flight (9 April).
Between this run and the flight there was a further launch that failed, which has
led to slight mechanical distortion of the payload structure. As a consequence, the

spectrometer performance during the magnet-off run could be slightly different than
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during the flight, resulting in a different intrinsic resolution function. The magnet on
data come instead from a run taken only some days before the flight (24 May). During
the acquisition of these data the instrument was in the flight configuration, so that the

assumption is expected to be more reliable.

6.3.2 The unfolding result

The probability of zero detected photoelectrons has been obtained using negative muons
from ground data. The positive sample has been excluded because of the residual
contamination of protons, which around the muon Cherenkov rigidity threshold do not
emit Cherenkov light and could invalidate the resulting estimate of the probability
Popp. In fig. 6.6 the number of muons without a Cherenkov signal (N, orr) is shown
(shaded area) as a function of R/Ry,. In the same plot the total number of muons
(N,) is also shown (solid line).

The probability Popr has been obtained by unfolding the low energy resolution
function fl, from the distribution of muons without a Cherenkov signal (see eq. 6.3).

The developed unfolding procedure is based on the Bayesian unfolding method de-
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Figure 6.7: Probability Porpr of no Cherenkov signal detected estimated according to
eq. 6.16. Solid line: simulated data, by taking into account the spectrometer uncertainty.
Dashed line: simulate data, without taking into account the spectrometer uncertainty.
Filled circles: experimental data.

scribed in reference [98]. This method was chosen since it can easily take into account
any kind of detector response. The basic input of the method is the probability for an

event occurring in the i-th bin to be recorded, due to the finite instrument resolution, in

le
spec?

the j-th bin. In this case this probability is related to which is rigidity-dependent,
and has been constructed by simulation as described in section 6.3.1. The crosses in

fig. 6.6 represent the result of the unfolding procedure®.

In order to obtain Popp the total muon distribution has been parameterized with

6The error bars shown in the picture refer to the square root of the variance obtained propagating
the statistical errors on experimental data. The unfolded points have also some degree of correlation
that we did not take into account in the fitting procedure.
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a power law as follows:

AN,(R/Rup) = 42.6 <R%>0'62 | (6.14)

The function 6.14 has been obtained by fitting experimental data and is indicated by
dotted line in figure 6.6. The probability Porpr has then been derived by fitting the

unfolded distribution with the function:

R 0.62
ANy orr(R/Ry) = 42.6 <R—h> Porr (R/Ru) , (6.15)
t

where Pppp is a parametric function of the variable R/ Ry, which expression is specified
and discussed in section 6.3.3. The result of the fit is shown in fig. 6.6 by dashed curve.

The effect of the unfolding procedure is difficult to evaluate from fig. 6.6. In order
to visualize it, the probability Porpr resulting from the fit of the unfolded data has
been used to simulate a sample of muons. Fig. 6.7 shows the comparison between the
probability Pprpr obtained as

Nyorr+1

6.16
N, +2 (6.16)

Porr =

from the simulated data, by including (solid line) and without including (dashed line)
the deflection error. By comparing the solid and dashed lines it can be deduced that
the spectrometer uncertainty gives a small but not negligible effect. In fig. 6.7 it is
also shown for comparison the probability Porpr obtained according to eq. 6.16 from

experimental data (filled circles).

6.3.3 Parameterization of Porp

Theoretically the probability of no Cherenkov signal detected is expected to be de-
scribed by the Poisson probability P of zero detected photoelectrons, when the ex-

pected number is Np.:
Porr(R/Ry,) = P(0; N,o) = P, e v | (6.17)

where N, is rigidity dependent according to the relation (see eq. 4.12):

Nyo(R/Rip) = N7 [1 - (%)2 (6.18)
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Figure 6.8: The probability Popr
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In equations 6.17 and 6.18, both the parameters I, and N;2** can be determined inde-
pendently from the described procedure to estimate Porpr. P. is related to the proba-
bility to have a signal in the MWPC which is not induced by Cherenkov photoelectrons
but, as an example, by the instrument noise. This parameter has been determined us-
ing particles below the threshold for Cherenkov light emission. The value obtained
from ground muons is P, = 0.962 £ 0.006. The parameter N2*" represents the max-
imum number of detected photoelectrons. Its value has been estimated as described
in section 6.2.1 and the result obtained from ground data is Nj2** = 20.6 £ 1.7 (tab.
6.2).

In fig. 6.8 the function 6.17 (dotted curve), with N, obtained from eq. 6.18, is
compared with the probability Pprp obtained from experimental data according to eq.
6.16 (open circles). It can be seen that the two quantities differ of a large amount.
This is true even after the unfolding of the spectrometer resolution function. In fact,
as a result of the procedure described in the previous section (eq. 6.15), the unfolded

data are well described using for Popp the eq. 6.17 with N, given by the following
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function:

K(R/Ry,) , (6.19)

R\’
N (R ) = N3 [1 (%)

where K (R/Ry;,) has the parametric expression:

1.149 — R/Ry \ 17"
0.088 ‘

This is the expression of the solid curve shown in fig. 6.8. In the same figure it is

K(R/Ry,) = {1 +exp < (6.20)

shown, for comparison, this same function (dashed curve) with parameters obtained
by fitting data without the spectrometer correction. Eq. 6.19 differs from eq. 6.18
for the rigidity dependent factor K(R/Ry,) that multiplies the expected number of
detected photoelectrons. The RICH detector behaves as if the photon detection effi-
ciency increases for increasing particle rigidity, starting from the rigidity threshold up
to an asymptotic value which results in N;;%* detected photoelectrons. An effect of
this kind can be accounted by some technical features of the RICH MWPC, which are
discussed in appendix B. In the following the discussion of the instrument response
model is continued, taking as the best estimate of Porp the equations 6.17 and 6.19
with the the empirical correction factor K(R/Ry,) obtained by fitting the unfolded
experimental data (eq. 6.20).

6.3.4 Scaling from ground to flight conditions

The described parameterization of the probability Pprpr reproduces the RICH detector
response at ground. Since the detector conditions during the flight were different, the
parameters which define Pprr must be properly scaled in order to reproduce the flight
performances.

The probability Porr has been described by four parameters: P,, N2 and the two
parameters that define the correction factor K(R/Ry,). The parameter P, is mainly
related to the MWPC noise. Its value during the flight has been estimated as the
fraction of particles without a Cherenkov signal below the proton rigidity threshold for
Cherenkov light emission, obtaining a value consistent with the ground value, within
the experimental errors. The correction factor K(R/Ry,) is related, according to our
interpretation, to the characteristics of the MWPC, which did not changed significantly
at float (see appendix B). The above considerations suggest that both P, and K (R/Ry,)
were unchanged during the flight.
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On the contrary, as discussed in section 6.2.3, the gas radiator conditions changed
from ground to the flight. This resulted in a different number of detected photoelec-
trons. It has been found that in flight N2%* = 16.6 £+ 2.3 (see tab. 6.2).

In conclusion, The probability Porr has been parameterized according to equations
6.17 and 6.19, with N2 scaled to the flight value. therefore, the resulting expression

of Porr used to reproduce the flight performances has been:
Porr(R/Ry,) = 0.962 e~ Vo | (6.21)

with N,. given by:

Nye (R/Ruy) = 16.6 [1 _ <% )2

1.149 — R/Ry, \1 "
[1+exp< 0088/ th)] : (6.22)

6.3.5 Systematic effects

The whole procedure to estimate the probability Popp at float lays on several assump-
tions. The resulting uncertainties have a systematic effect on the determination of the
proton background distribution. For this reason any significant source of indetermina-
tion has been investigated and their relative contributions have been evaluated. The

main ones are summarized in the following list.
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1. The procedure to construct the low energy spectrometer resolution function f, ..

On this procedure is based the correction of the distribution of muons without a

Cherenkov signal for the spectrometer resolution at low energy (section 6.3.1).

2. The statistical errors on the parameters that define the correction factor K (R/Ry,),

obtained by fitting the unfolded ground muon distribution (section 6.3.2).

3. The interpretation of the parameterization used to reproduce the observed shape
of Popp for ground muons (appendix B). The criterion applied to scale from
ground muons to flight protons are based on the assumption that the correction
factor K(R/Ry,) and the parameter P, depend only on the MWPC response
which did not change (section 6.3.4).

4. The statistical error on the parameter P,, which has been estimated from muons
with rigidity under the threshold rigidity for Cherenkov light emission (sec-
tion 6.3.3).

5. The statistical error on the parameter N;;**, which has been obtained from rel-

ativistic flight protons (section 6.2.3).

The item 1 has been discussed partially in section 6.3.1, where the procedure to

construct fle

spec 1as been checked by comparing the result with magnet-off muon data.

From the comparison it emerged that the experimental low energy resolution function
is slightly wider than the simulated one. If the observed disagreement is attributed
entirely to the low energy spectrometer model, this should affect the estimate of Poprp.
In order to evaluate the resulting effect, the spectrometer response function in the
unfolding routine has been modified according to the relative difference of the two
distributions shown in fig. 6.57. The difference on the correction factor K(R/Ry,)
obtained by fitting the new unfolded distribution has been found to be of the same
order of magnitude of the errors on the parameters (item 2).

The item 3 is discussed in appendix B, where it is shown that the interpretation of
K(R/Ry,) is plausible. Under this hypothesis, all the examined data suggest that the
MWPC performances did not change during the flight. As a consequence, the item 3
is expected to not affect significantly the final estimate of the probability Porp.

"This is not a rigorous procedure, since the resolution function estimated from magnet-off data
is averaged over the muon the energy. Therefore, this correction procedure has been used only to
evaluate its systematic effect on the estimate of the proton background.
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In fig. 6.9 the upper and lower bounds (dashed curves) of Popp derived from the
statistical error on N2%® (item 5) are compared with the bounds set by the errors
on the fitted parameters (item 2). From the comparison it follows that, above the
Cherenkov threshold, the dominant contribution comes from the error on Nj;**. The
error on P, (item 4) determines the uncertainty on Popp below the Cherenkov threshold
rigidity. Above the threshold it gives a contribution which is instead of the same order

of magnitude of that coming from the item 2.

6.4 The high energy spectrometer resolution func-
he

spec

tion

The high energy spectrometer resolution function has been estimated from flight pro-
tons by using the deflection information given by the RICH detector. The value of
nrricu has been obtained from the measured Cherenkov angle assuming a mass of a
proton. In fig. 6.10 this quantity is plotted as a function of the deflection 7y, measured
with the spectrometer, for a sample of particles selected by applying all the basic selec-
tion criteria of tab. 5.1 plus the requirement N.s; > 10. This latter condition has been

required to reduce the contamination of events having a signal in the RICH detector
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due to noise. For these events the reconstructed value of ngrcg is meaningless and
their presence would affect the final result. In the same plot the expected shapes for
different particles are shown by dashed lines. One can notice that the sample contains

mostly protons, with a small fraction of deuterons and positive muons.

he

As described in section 6.1 the high energy spectrometer resolution function fgr,.

has been evaluated from the distribution of the variable & = nspec — nrrcm, by unfolding
the mean RICH deflection resolution function. In order to get a reliable result from

the unfolding procedure it is useful to minimize the RICH deflection uncertainty. This

he

reduces the systematic effect on the final estimate of fg7,.

due to the uncertainty in
the construction of the mean RICH deflection resolution function fRICH (eq. 6.10).
Therefore, a further cut has been applied, by requiring that the Cherenkov angle was
less than 40 mrad. In fig. 6.11 the theoretical error (dnz;cx) on the variable ng;op for
protons is plotted as a function of the rigidity and the range corresponding to the two
applied selection criteria is highlighted by shaded area. In the same figure this quantity
is compared with the mean spectrometer uncertainty given by the track fitting routine

for the sample (67spec = (0,)). The maximum value of the reconstructed Cherenkov

angle has been chosen in order to minimize the RICH deflection uncertainty while
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Figure 6.12: Differential distribution of the number of selected protons as a function
of the variable & = Nspec — Nrrcm. Solid curve: result of the fit, performed in the range
highlighted by the shaded area.

maintaining the statistic as larger as possible. The effect of the cut 6. < 40 mrad on
the sample can be seen in fig. 6.10, where it is represented by the horizontal dashed
line. The selected particles are those above this line. Notice that this cut also reduces
the muon contamination.

The differential distribution as a function £ for the particle sample satisfying all the

requirements is shown in fig. 6.12.

6.4.1 The mean RICH deflection resolution function

The procedure to determine the high energy resolution function, discussed in sec-
tion 6.1, implies the knowledge of the mean RICH deflection resolution function fRICH,
which is defined by eq. 6.10. This function has been constructed by means of a simu-

lation.
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A large sample of protons has been generated according to the following rigidity

spectrum:

R —5.11
F,(R) [R + 1.05exp (11 89)] R (6.23)

The above parameterization has been obtained from experimental data by fitting the

spectrum of the particles satisfying all the basic cuts (tab. 5.1).

For each generated rigidity value, the selection probability P, introduced in eq. 6.10,
has been simulated in two steps. The probability Pprr has been first used to tag those
particles giving a signal in the RICH detector. The second step has been to simulate
the probability to pass the selection requirement N.¢; > 10. This latter information
has been obtained from ground negative muons. Fig. 6.13 (filled circles) shows the
probability (Pyy) for a particle giving a signal in the RICH detector to be rejected by
the cut on the effective number of pad hits. In order to parameterize the probability
Py it has been assumed that the cut N.¢; > 10 was equivalent to require N, > 2. This
is only an approximation, since the effective number of pad hits for a photoelectrons

is not a fixed quantity. Following the same approach used to parameterize Pppp, the
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probability Py has been expressed as:

P(1; Npe) + P(2; Npe) N,?e N -1
_ _ e 1 24
Fro 1 —P(0; Nye) Npe + 57 ) (€ ) (6.24)

where N, is given by eq. 6.19, with the correction factor K (R/Ry,) given by:

1.03 — R/Rth>] - |

K(R/Ry) = [1 + exp ( i

(6.25)

Eq. 6.24 expresses the Poisson probability to have 1 or 2 detected photoelectrons when
at lest 1 photoelectron is detected and the expected number is N,.. Similarly to the
determination of Popp, the eq. 6.25 has been obtained by fitting experimental data®.
In eq. 6.25 the maximum number of detected photoelectrons has been set to the ground
value to fit the muon data and then scaled to the flight value. The results are shown
in fig. 6.13 by the solid and the dashed curve respectively.

The third step of the simulation has been to generate the reconstructed Cherenkov
angle. Given the rigidity, the theoretical angle has been calculated taking into ac-

count the threshold fluctuation of the Cherenkov threshold due to the refractive index

8The parameter values for the correction term K (R/Ry) are different from those obtained for
Porr. This is not unreasonable, since the arguments discussed in appendix B could have a different
effect on the two probabilities.
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Figure 6.15: Comparison between
the spectrometer resolution func-
tion obtained from the unfolding
and fitting procedure (solid curve)
with those one estimated from the
deflection uncertainty given by
the fitting routine (dashed curve).
In order to have a more clear
comparison of the functions the
deflection offset is set to zero.
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variation. This has been done by generating event-by-event the refractive index from
the experimental distribution. The RICH detector response has then been simulated
according to oy and A#f,, obtained from ground muons (see section 6.2.2). The an-
gular resolution is approximately proportional to the inverse of the square root of the
effective number of pads used in the Cherenkov angle fitting. Since this variable was
changed during the flight, the angular resolution oy was scaled by multiplying for a
factor 1.056, obtained from the square root of the ratio between the maximum effective

number of pads at ground and in flight.

Finally, the selection requirement on the measured angle has been applied. The
resulting mean RICH deflection resolution function is shown in fig. 6.14. Notice that the
distribution is not symmetric around the origin. The skewness is due to the non-linear
relation between the Cherenkov angle and the deflection. The shift toward positive

values is a consequence of the observed shift Af, in the reconstructed Cherenkov angle

(see fig. 6.3 and eq. 6.13).
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6.4.2 The unfolding result

In order to determine the spectrometer resolution function the experimental differential
distribution, shown in fig. 6.12, has been fitted with a function obtained convolving
the mean RICH resolution function with a Lorentzian function, which parameters have
been left free to vary. A variable binning has been chosen in order to have a fine
division around the peak, while maintaining enough statistic in every channel. Since
the Lorentzian parameters are strongly dependent on the tails of the distribution, where
the bins are larger, the data points have been centered using the method suggested
by Lafferty & Wyatt [99] . This has required an iteration of the fitting procedure.
Furthermore, in order to avoid that the deuteron component altered the result, the
left tail of the distribution has been excluded from the fit. The solid curve in fig 6.12
shows the result of the fit (x* ~ 1.1). The resulting best estimate of f7¢ _ is:

spec
2(5 — 0.3704 - 107\ ]
he 1 - : . 2

The center of the Lorentian function, which value resulted to be different from zero, has

the physical meaning of an offset in the measured deflection. However the estimated
offset value is significantly smaller than the M DR parameter.

Other procedures exists in literature to derive the spectrometer resolution function.
A common method [87] is to derive f,,.. making a superposition of Gaussians with
width given by the uncertainty in the measured deflection resulting from the track
fitting routine. In fig. 6.15 The function expressed by eq. 6.26 (solid curve) is com-
pared with the estimate obtained by applying the above mentioned method (dashed
curve). As can be seen, this method underestimates both the width and the tails of
the resolution function. This is mainly due to the Gaussian approximation.

Another approach to the problem is to obtain the resolution function using muons
from magnet-off data [78, 79]. In section 6.3.1 it has been shown that the resolution
function in this case is affected by the multiple scattering effect (see fig. 6.5), which
reduces the spectrometer resolution at low energy. Nevertheless, the high energy res-
olution function estimate can be improved by requiring a high value of the measured
Cherenkov angle in the RICH detector, so to select close to fully relativistic muons.
However, our approach has been to do not use this method since it provides an esti-

mate of f?¢ that could be still affected by the multiple scattering effect. Moreover,

spec
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as discussed in section 6.3.1, the spectrometer performances could have been changed

from the magnet-off ground run to the flight run.

6.4.3 Systematic effects

he

spec 1AVE a systematic

Likewise to Pporp, the resulting uncertainty on the estimate of
effect on the final proton background evaluation. The main sources of indetermination,

which affect the estimate of fhe

spec» are enumerated in the following list.

1. The parameterization of oy and A#,. These two quantities has been used to

construct the RICH deflection resolution function fricn (section 6.4.1).

2. The parameterization of Poppr and Pjg, obtained from ground muon data. These
two quantities, combined with the measured all-particle spectrum, have been
used to simulate the rigidity spectrum of the proton, from which the mean RICH

detector resolution function fRICH has been obtained.

3. The statistical errors on the parameters of the Lorentian function resulting from

the fit.

From fig. 6.11 it can be deduced that the uncertainty on ng;cy is significantly
smaller than the uncertainty on 7. From this it follows that any uncertainty on
the width of the mean RICH deflection resolution function fRICH has a reduced effect
on the width of the resulting spectrometer resolution function. The width of fRICH is
related first of all to oy. Beside that, it depends on the rigidity spectrum of the proton
sample. Since the uncertainty on ngr;cp is nearly constant over the considered rigidity
range (fig. 6.11), any deviation of the simulated proton spectrum from the real one
does not affect significantly the determination of fR[CH- From these considerations,
the sources of indetermination summarized by items 1 and 2 are expected to have a
limited effect on the estimate of the width of fl< .

The last point left is the effect of the uncertainty on the measured shift Af, of the
reconstructed Cherenkov angle. This directly affect the mean value of fricy and, as
a consequence, the resulting estimate of the offset on the deflection measured with the

spectrometer. This systematic effects could explain the small but non negligible offset

obtained by fitting the experimental data (see eq. 6.26).
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Figure 6.16: The deuteron selection efficiency (left plot) and the proton contamination
(right plot) resulting from the simulation. Dashed lines: proton and deuteron thresholds
for Cherenkov light emission.

6.5 The deuteron selection and proton background
simulation

The proton background distribution has been estimated, according to eq. 6.1, with

he
spec

Porr and set to the expressions previously presented (equations 6.21-6.21 and 6.26),
by means of a simulation. A large sample of protons, with a rigidity spectrum given
by eq. 6.23, has been generated. For each generated rigidity value, the probability
of zero detected photoelectrons has been calculated according to Popp and this in-
formation has been used to determine if the simulated event had a Cherenkov signal
detected. The uncertainty contribution, distributed according to f2¢ ., has then been

added to the generated value. The refractive index variations have been also simulated,

by generating the value of n event-by-event from the experimental distribution.

In section 6.1 the instrument response model has been described, limiting the dis-

cussion to the necessity of estimating the proton contamination in the deuteron sample.
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Nevertheless, the same effects that causes the presence of background protons deter-
mines the deuteron selection efficiency. A large sample of deuterons has been also
generated, following the same procedure applied for protons, but scaling the probabil-

ity Porp to the deuteron Cherenkov threshold rigidity.

6.5.1 Selection efficiency and contamination

The fraction of deuterons without a Cherenkov signal in the total deuteron sample
gives the selection efficiency (es). This quantity is shown in fig. 6.16 (left plot) as a
function of the measured rigidity. The same ratio calculated for the generated proton
sample gives the contamination level (¢ ), which is also shown in 6.16 (right plot).
In order to quantify the deuteron selection capability of the instrument, it is useful
to calculate the rejection factor (rs), defined as the ratio between the contamination
and the efficiency®. This quantity is plotted in fig. 6.17 as a function of the measured
rigidity. Starting from the proton threshold, the rejection factor decreases for increasing
rigidity following the trend of the contamination. It reach a minimum around the

deuteron threshold, after which it increases again because of the efficiency decrease.

9Some authors define the rejection factor as the reciprocal of this value.
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Figure 6.18: Distributions of the selected events as a function of the measured rigidity
compared with the simulated background distribution. The simulated distribution has
been normalized to data as described in appendiz C. Filled circles: events without a
Cherenkov signal. Open circles: all selected events. Dashed lines: proton and deuteron
Cherenkov threshold rigidities. Shaded area: simulated background distribution.

The meaning of the rejection factor is that, given a deuteron to proton ratio equal to
D/p, when rs = D/p the selected sample contains a 50% of background event. Since
the minimum value of the rejection factor is rg; ~ 0.012, if a contamination level of
50% is accepted, the result of the simulation is that CAPRICE9S is able to identify

the deuteron component down to a ratio D/p ~ 1.2%.

6.5.2 The proton and deuteron components

The selection criterion applied to identify the deuterons requires no signal from the
RICH detector, above the proton rigidity threshold for Cherenkov light emission (see
section 5.4). Given Nror events satisfying all the basic cuts, after the further require-

ment of no Cherenkov signal detected the surviving subsample of events N contains

121



Table 6.3: The deuteron and proton components, Np and N,, in Nror selected events
determined bin-by-bin from the observed number Nopp of events without a Cherenkov
signal. In column 4 the estimated number N,y of proton background events is shown
for comparison with Nopr. The quoted errors are only statistical.

Rigidity bin | Selected events

(GV) Nror Norr Np,bk = Csele Np Np
26.7 — 29.1 813 39 16.67 = 0.60 | 788.9 £28.4 | 24.1 £6.6
29.1 — 31.9 765 33 9.79 £+ 0.36 738.5£274 | 26.5+£64
31.9—-354 715 20 6.45 + 0.25 697.24+26.7 | 17.8 £5.8
35.4 — 39.7 597 17 4.00 £ 0.17 574.0£24.6 | 23.0£7.2
39.7 —45.1 082 7 3.15+0.14 571.0£24.9 | 11.0£ 7.6

both protons and deuterons. Fig. 6.18 shows Nror (open markers) and Nopp (solid
markers) as a function of the rigidity over a wide rigidity range. In the same plot the
estimated background content is also shown (shaded area).

The comparison shows that the proton background dominates the sample up to
~ 23 GV. For increasing rigidity the deuteron component emerges from the background,
resulting in a flattening of the selected event distribution, up to the deuteron rigidity
threshold for Cherenkov light emission. Above this value the deuterons radiates too,
so that the number of selected events drops again.

The observed quantities Nyor and Nopp are related to the total proton and
deuteron components (NN, and Np) as follows:

NTOT - Np + ND
Norr = Csele + €5 Np

(6.27)
The values of N, and Np in each rigidity bin have been estimated by solving the linear
system 6.27 with cs; and €g set to the values obtained from the simulation. The
results for the significant rigidity bins of the shown distribution (fig. 6.18) are reported
in tab. 6.3 (columns 5 and 6) together with the number of selected events (columns 2
and 3).

In column 4 of the same table the calculated proton background content is shown for
comparison. A background level of less than 50% of the number of selected events has
been accepted, setting the lower rigidity bound for the deuteron selection to 26.7 GV.
The rigidity bins above ~ 45 GV have been rejected since the probability for a deuteron

to emit Cherenkov light is lower than ~ 103.

In order to reduce the statistical uncertainty on the final result, Nyor and Nopp
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have been grouped in larger bin and the corresponding values of Np and N, have been
calculated by applying the described procedure. The estimated deuteron component

is reported in tab. 6.4 together with the deuteron-to-proton ratio.

The muon contamination

The sample of particles satisfying the basic selection cuts in tab. 5.1 contains, besides
protons and deuterons, also relativistic positive muons. The muon-to-proton ratio at
balloon altitude is about ~ 0.3 - 1072, at 20 GeV of kinetic energy [100]. At this
energy the probability of zero detected photoelectrons is Popp(R > Ry,) ~ 0.6 - 1077
(equations 6.21 and 6.22). Thus it follows that the positive muon contamination is

negligible.
The helium contamination

The charge selection (cut 3 in tab. 5.1) gives also a residual contamination of helium
nuclei. If this component is taken into account, the equations 6.27 have to be modified

as follows:

{ NTOT:Np+ND+SNHe (628)

Norr = CselNp + €set(Np + sNye)
where Npg. is the number of helium nuclei satisfying all the basic cuts, but cut 3,
and s is the charge selection contamination for the helium. From eq. 4.13 it follows
that deuterium and helium have nearly the same rigidity threshold for Cherenkov light
emission, so that the selection efficiency for the requirement of no Cherenkov signal
detected can be assumed to be €, for both. By comparing the linear system in eq. 6.28
with eq. 6.27, it follows that the calculated number of deuterons Np, presented in
tables 6.3 and 6.4, contains an amount s/Ng, of helium nuclei. The parameterization of

the cosmic-ray flux given in section 3.4 gives an helium-to-proton ratio, in the rigidity

Table 6.4: The estimated number of selected deuterons with the final binning. Both the
statistical and the systematic errors are quoted, respectively.

Rigidity bin Number of Deuteron-to-proton
(GV) selected deuterons ratio
Np D/P (%)
26.7—31.9 | 50.4+£927%° 3.30 £ 0.61 7017
31.9—45.1 | 53.1+11.57%8 2.89 + 0.64 F5-13
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range taken into consideration, of ~ 0.17. Being the charge selection contamination
for helium s ~ 0.2% (section 5.2), it can be concluded that also the residual helium

contamination is negligible.

Statistical uncertainties

In order to estimate the statistical errors of IV, and Np it has been assumed that the
joint probability of the number of events s without a Cherenkov signal in a sample of

t selected events was given by
p(s,t) = P(t; Nror)B(s; t, Norr/Nror) , (6.29)

where P expresses the Poisson probability of ¢ events when the expected number is
Nror and B expresses the Binomial probability of s selected events given ¢ trials with
probability Nopr/Nror of success. The errors on ¢y and €4, are instead negligible.
The variance-covariance matrix of IV, and Np has been obtained from the variance-
covariance matrix of s and ¢. In tables 6.3 and 6.4 only the square root of the variance
is quoted. N, and Np have also a non-negligible degree of correlation that has been

taken into account in the deuteron-to-proton ratio uncertainty calculation.

Systematic uncertainties

The estimated components of deuterons and protons are also affected by systematic

he

spec- All these uncertainties, in-

errors due to the uncertainties on both Porpr and
cluded the statistical ones, have been considered as sources of systematic errors in the
estimate of the deuteron component. From the comparison of the listed sources of
indetermination (sections 6.3.5 and 6.4.3) it has resulted that the simulation output is
mainly affected by the uncertainty on the parameters P, and N,;**. It has been found
that all the other sources of indetermination do not affect significantly the results.

In order to evaluate the systematic effect on the estimate of the proton and deuteron
component, the simulation code has been run by setting the values of both P, and Njg**
to +10 around their best estimate. For each simulated sample, the values of ¢, and
€se; have been calculated and a new estimate of IV, and Np has been obtained. The
systematic errors quoted in table 6.4 have been calculated as the difference between

the new values and the previous ones'?.

10The systematic errors related to P, and N;’;‘” have been added.
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Figure 6.19: Comparison between the observed distribution of events without a
Cherenkov signal and the simulated one obtained including the systematic uncertain-
ties. The simulated distribution has been normalized to data as described in appendiz C.
The same distribution is shown both in logarithmic and linear scale (inner plot). Filled
markers: experimental data. Shaded rectangles: upper and lower systematic bounds
of the simulation. Dashed lines: proton and deuteron rigidity threshold for Cherenkov
light emission.
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In order to check the reliability of the simulation, the observed distribution of Nopp
as a function of the rigidity is compared in fig. 6.19 with the simulation lower and
upper bounds obtained by including the systematic uncertainties. The filled markers
represent the experimental data, while the shaded rectangles represents the bounds of
the simulation output set by the systematic errors. The good agreement between data
and simulation indicates that the instrument response model reproduces properly the
performances of the detectors. Beside that, the comparison shows that the systematic
uncertainties affect the deuteron component estimate by an amount which is anyway

lower than the statistical error.
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Chapter 7

The deuterium spectrum and the
deuterium-to-helium ratio

The aim of the described measurement is to estimate the deuteron component at the top
of atmosphere. The results presented at the end of the previous chapter refer instead
to the estimated number of deuterons detected in the spectrometer. In order to get the
final result these numbers must be corrected for the selection efficiency of the various
detectors and for the attenuation and the secondary production due to interactions in
the material above the tracking system, including the residual atmosphere. This has
been done by solving analytically the deuterium transport equations.

In section 7.1 the corrections necessary to obtain the number of particles at the top
of the atmosphere are described. From this quantity both the deuterium flux and the
deuterium-to-helium ratio have been obtained. In section 7.2 the results are discussed

in comparison with the data from other experiments and theoretical predictions.

7.1 The deuterium at the top of atmosphere

7.1.1 The deuterons in the spectrometer

The first correction to be considered is the detection efficiency. In chapter 5 all the
applied selection criteria have been described and the selection efficiencies for each
detector estimated. The overall mean selection efficiency in the rigidity range from
20 to 50 GV is € = 0.625 4+ 0.009 + 0.012, where the first error is statistical and the
second one comes from the systematic uncertainty on the tracking efficiency (see section
5.2). The number of deuterons corrected for the detection efficiency are presented

in tab. 7.1, together with the statistical and systematic errors, including the one-
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sided bound coming from the tracking system systematic uncertainty'. The number of
selected deuterons, after the correction for the detection efficiency, gives the number
of deuterons entering the spectrometer (Nf,p) and satisfying the applied geometrical

conditions.

Table 7.1: Number of deuterons entering the spectrometer. The presented uncertainties
are respectively the statistical error, the systematic error from the simulation and the
systematic error from the tracking efficiency.

Rigidity bin Number
(GV) of deuterons
N

26.7—31.9 [80.7£148 735 — 15
29.1 —45.1 | 85.0+18.5132 - 1.6

7.1.2 Secondary production and attenuation corrections

To reach the tracking system the particles had to go through the residual atmosphere
above the payload and through the payload material above the spectrometer. This
resulted in particle losses and productions due to interactions, which have to be taken
into account in order to estimate the number of deuterons at the top of atmosphere.
Such effects have been accounted for by solving analytically a simplified version of the

transport, equation for deuterons (eq. 3.19).

The simplified transport equations

From the discussion about the atmospheric deuteron production in section 3.2.2, it
follows that at high energy both the ionization energy loss and the secondary production
due to the air nuclei fragmentation are negligible. The main secondary production
contribution comes from the spallation of He and HN, which leads to the production
of fragments mainly in the forward direction and with the same energy per nucleon of
the projectiles. As a consequence, eq. 3.19 simplifies as follows:
0Jp(E,0,x) Jp(E,0,z)  Ju.(E,0,x) Jgn(E,0,x)
ol Ay (E) Mesn(BE) | Agnop(E)

!The systematic uncertainties have been treated as lower and upper bounds on the estimated
number of deuterons Np. In order to propagate them, all the described corrections have been applied
to the extreme values of Np, set by the systematic errors. The presented systematic uncertainties
represent the difference between the obtained values and the best estimate.

(7.1)
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where J;, with :+ =D,He,HN are the deuteron, helium and heavy nuclei fluxes as a
function of the kinetic energy per nucleon. Similar equations hold for He and HN,
with the differences that the HN equation includes only the attenuation term and the
He equation has also a production term, describing the spallation of HN. The system
of equations can be solved analytically and the solution for the deuterium flux, as a

function of the depth z, is:

Jp(E,0,2) = JLAE)e *peo? 4 (7.2)
_ﬁ PPV f:osé‘
Z JZ’OA(E) OnD [6 : 6/ D ] ‘
O — O,
n=He , HN D n

In eq. 7.2 JI°4 (i = D, He, HN) is the isotropic flux at the top of atmosphere (primary
flux). The first term on the right hand side of eq. 7.2 describes the attenuation of the
primary deuterium flux. The second term describe the secondary deuteron production
from the spallation of He and HN; these terms are proportional to the corresponding
fragmentation cross-section and to a further term, between squared brackets, which

takes into account the fluxes attenuation. The deuterium flux at the top of the payload

is given by:
THP(E,0) = JHAE) e W+ (7.3)
0 On—D _An_ _Ap
Z Jg; A(E) ﬁ @ cosf — @ cos@
n=He,HN D n
where
Lair .
A= 1=D,He,HN. (7.4)

,air

i
©,a8T

In eq. 7.4 x4, is the atmospheric depth and A is the total interaction length, so
that A; expresses the thickness of traversed atmosphere in units of interaction lengths
for the nucleus of type i. From eq. 7.3 the deuterium flux at the top of the payload is
derived, taking into account both the secondary deuterium production and the primary
deuterium attenuation.

In order to reach the spectrometer, the deuterium had to further traverse the mate-
rial layers above the tracking system. It has been assumed that all the particles which

had interacted above the tracking system were rejected by the selection criteria. As a

consequence, from the top of the payload down to the tracking system, the variation of
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the deuterium flux is described by the attenuation term only. The flux in the spectrom-
eter (J2F) is given by eq. 7.3 multiplied by the attenuation factor exp[—x/(Np 4ircos0)],

so that we have:

I(E,0) = JLAR) e Tt 4 (7.5)
Z JTOA Un—)D |:67 M,Z)ngn —e M?otﬁD ,
n=He,HN UD ~ On
where
:L‘ .
Mp=3 (7.6)
i TP

In eq. 7.6, where the notation is the same one used in eq. 7.4, the summation is
carried out over all the traversed layers of different materials in the payload above the
spectrometer, so that Mp represents the total thickness of material that the deuterons
had to go through, in units of interaction length. Notice that, while J5°4 is isotropic,
Jf;p depends on the azimuth angle 6. This is a consequence of the different amount of
material traversed by the particles in any direction.

To obtain the number of deuterons entering the spectrometer N;F(E)dE, in a
kinetic energy range between E and E + dFE, eq. 7.5 has to be integrated over the
detector field of view. If a simple geometry is assumed, given by a detector surface S,
with an angular aperture corresponding to a solid angle €, (so that GF ~ S,(,), we

have:
NP(E)dE = S, < / J(E, 9)dQ> dE . (7.7)
If we take into account the fact that
NLYE)dE = 27S,(1 — cos 6,) J5°A(F)dE , (7.8)
from eq. 7.5 it follows:

NToA(E) 0o _Mptap
N?(E) = D V7 cos 0do .
5(E) (1_60590)/ —UBED G adl + (7.9)

s M) ou [ / G _e—Meo::D)smade].
0

! !
N (1 —cosb,) o — ol

Equations 7.8 and 7.9 have been obtained by expressing the angular aperture of the

detector in a polar reference system with the axis in the zenith direction, so that
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Table 7.2: Material that a particle had to go through to reach the tracking system.

Material Atomic | Thickness
weight | (g/cm?)

Atmosphere | N5(80%) O2(20%) | 14.4 5.5
Dome Al 26.98 0.81
Gondola gas No 14.01 0.03
RICH cover Al 26.98 0.14
Pad plane G10 17.75 1.02
Window Quartz 21.65 1.16
Radiator CyFp 17.59 1.02
Mirror Quartz 21.65 1.39
RICH box Al 26.98 0.42
Scintillator Plastic 11.16 1.05

Q, = 27(1 — cosf,). The integral in eq. 7.9 has an analytical solution which can be
found in the integral tables. Equations similar to eq. 7.9 hold for He and HN.

The result of the calculation described above is that, if data are expressed in bins
of kinetic energy per nucleon, the number of particles NiSp entering the spectrometer
is related to the number of particles NI°4 at the top of atmosphere through a system
of linear equations. In particular, only three nuclear components (i = D, He, HN)
are necessary to describe the deuterium propagation, resulting in a system of three
equations. The coefficients of the system depend on the amount of traversed material,
included the residual atmosphere, on the geometrical acceptance of the detector and on
the cross-sections. Once the coefficients are known, the unknown number of particles
at the top of atmosphere NI°4 can be expressed as a function of the observed number

of particles entering the spectrometer NiSp .

Corrections for the CAPRICE98 configuration

2
)

The CAPRICE98 experiment was performed at an average atmospheric depth of 5.5 g cm™
which correspond to Ap ~ 0.111 interaction lengths. The needed partial cross-section
values are those given in section 3.3.2 and appendix A.

The material above the tracking system in the CAPRICEO9S8 configuration is sum-
marized in table 7.2, where both the mean atomic weight and the thickness in g/cm?
of each layer are reported. The traversed material included the aluminum shell of the

payload , the whole RICH detector and the top scintillator of the TOF system. The
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probability of an interaction in the drift chamber material has been considered neg-
ligible. The corresponding interaction lengths have been estimated by scaling to the
proper atomic weight, as described in section 3.3.1 and appendix A. The resulting
total thickness in units of interaction length is Mp ~ 0.137.

The field of view of the apparatus is essentially determined by the geometrical
condition for the containment of the Cherenkov ring inside the pad plane (cut 12 in
tab. 5.1), which limits the arrival direction of the detectable particles to a maximum
zenith angle of 6, ~ 12°.

The heavy nuclei contribution has been treated by assuming N7 = f N4, where
f has been estimated, for each kinetic energy bin, from the flux parameterizations
described in section 3.4, as the ratio between the HN and the He fluxes. The system
of equations has then been solved and the unknown quantities N5°4 and N%°4 have
been expressed as a function of the observed quantities ng and Ng’; for each kinetic

energy bin?.

Table 7.3: Variation of the number of deuterons and helium nuclei from the top of the
atmosphere down to the spectrometer. The atmospheric contributions are divided in
primary (p) and secondary (s).

Kinetic Particles Particles at the top Particles
energy in the of the payload at the top of

bin spectrometer atmosphere
(GeV/n) NpP Nie"

NP Ngp [ p s(He) s(HN) p  s(HN) | N4 NjoA
12.47 — 15.06 | 80.7 385.5 | 78.9 9.6 4.2 434.1 5.2 88.2  486.2
15.06 — 21.63 | 8.0 490.7 | 80.0 12.2 5.4 552.5 6.7 89.5 618.8

The estimated number of particles at the top of the atmosphere is presented in
tab. 7.3. In the same table the number of particles at the top of the payload is also
shown. For a given particle type, both the primary (denoted with p) and the sec-
ondary component (denoted with s), resulting from the spallation of heavier nuclei,
are indicated. These values were obtained by propagating the number of particles from
the top of the atmosphere. From the results presented in tab. 7.3 it follows that the

number of deuterons increases for increasing atmospheric depth: after traversing the

2The helium has been selected by applying the analysis procedure described in [81]. The number of

helium nuclei Ng’; entering the spectrometer has been estimated by scaling to the geometrical factor
for the deuteron selection.
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Figure 7.1: The cosmic-ray deuterium flux. Filled circles: CAPRICE9S result. Other
symbols: results from other experiments (see tab. 7.6 for references). Solid and dashed
curves: primary helium fluz at minimum and maximum solar modulation level, respec-
tively.

residual atmosphere the number of secondaries is about 20% of the attenuated primary
component. The overall correction on the number of deuterons in the spectrometer
amounts to about 7%.

The resulting estimates of N4 and N4 are presented also in tab. 7.4, together

with the uncertainties.

Table 7.4: Estimated number of deuterons and helium nuclei at the top of atmosphere.

Kinetic energy bin Number Number
(GeV/n) of deuterons of helium nuclei
NgoA NgoA

12.47 — 15.06 88.2+19.0 75— 1.9  486.2+31.6
15.06 —21.63 | 89.5+23.8%33 —2.0  618.8+35.6
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7.1.3 The deuterium-to-helium ratio and the deuterium flux

The deuterium-to-helium ratio at the top of the atmosphere has been obtained from
the ratio between the values of N5°4 and N}5°4 presented in tab. 7.4. The results are
shown in column 2 of tab. 7.5.

The deuterium flux has been calculated according to:

NgoA
" Tiwe - GF - AE’

Fp*(E) (7.10)

where T}, is the live time of the experiment (see eq. 4.18), GF is the geometrical
factor (see tab. 5.2) and AFE is the width of kinetic energy bin. The resulting values
are presented in column 3 of tab. 7.5. In column 1 of tab. 7.5 we reported the center

of each kinetic energy bin, calculated as the center-of-gravity of the bin.

Table 7.5: D/He ratio and deuterium flux at the top of the atmosphere.

Mean kinetic Deuterium-to-helium Deuterium flux
energy ratio FloA
(GeV/n) D/He (m? s st GeV/n)~!
13.66 0.18140.036 7001 —0.004 | (7.8 £ 1.6 05 —0.2) x 1072
17.80 0.145 4 0.034 2928 — 0.008 | (3.13 £ 0.83 7012 — 0.07) x 102
‘ Reference ‘ Year Symbol ‘

Apparao [6] 1973 O Table 7.6: Deuterium measure-
Bogomolov et al.[7] | 1979 0 ment reference list. Column 2 in-
Webber et al. [10] | 1989* A dicates the year when each exper-
Papini [11] 1989* v iment was carried out. The sym-
Bogomolov et al.[8] | 1990* O bol * indicates the measurements
Finetti [12] 1994 A performed during maximum solar
Lamanna [13] 1998 O modulation level.

7.2 Comparison between theoretical and experimen-
tal data

Fig. 7.1 shows the deuterium flux measured by CAPRICE98?, compared with the re-

sults given by other experiments (see section 2.1). The reference list for the reported

3The presented error bars have been obtained by adding the systematic uncertainties to the sta-
tistical errors.
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Figure 7.2: D/He ratio. Filled circles: CAPRICEYS result. Other symbols: results
from other experiments (see tab. 7.6 for references).

data is presented in tab. 7.6, together with the year when each experiment was carried
out. In the same plot the helium flux, both at minimum (solid curve) and maximum
(dashed curve) solar modulation level, is also shown for comparison, as resulting from
the parameterization given in section 3.4. One can notice that the CAPRICE98 mea-
surement represents the first result on the deuterium flux obtained at energies above
2 GeV/n. All the other published results cover an energy range which is affected
by solar modulation. The observed differences among the measurements are in fact
consistent with the solar activity indicated by the Climax neutron monitor (fig. 3.4).
As discussed in chapter 2, at high energy the deuterium is mainly a product of
the nuclear interactions of primary cosmic-ray helium in the interstellar medium. The
deuterium-to-helium ratio (D/He) is thus a meaningful quantity to study the inter-
stellar propagation mechanism. Fig. 7.2 shows the CAPRICE9S result, compared with
those given by other experiments. Only one measurement exists above 2 GeV/n, which
is consistent, within the experimental errors, with the CAPRICE98 result. The whole
data suggest that the D/He ratio does not depend significantly on the energy, over the
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Figure 7.3: Theoretical pre-
dictions for the D/He ratio,
resulting from three different
calculations within the frame-
work of the LBM. Filled
circles: CAPRICE98 result.
Other symbols:  results from
other erperiments (see tab. 7.6
for references).  Solid curves:
Stephens [19].  Dashed curves:
Webber [21]. Dotted-dashed
curve: Mewaldt [20].
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energy range from 100 MeV/n to several tens of GeV/n.

To interpret the experimental observations below ~ 1 GeV/n, assumptions on both
the solar modulation and the interstellar propagation are necessary. Since the two
effects are not clearly separable, low energy data provide limited informations concern-
ing the propagation mechanisms through the interstellar medium. Above ~ 1 GeV/n
the solar modulation effects are instead small, so that measurements of the secondary

abundances above this energy are useful tools to test propagation models.

In fig. 7.3 the high energy measurements of the D/He ratio are compared with
the theoretical predictions, obtained on the basis of some standard models formulated
within the framework of the Leaky-Box Model (LBM). The details of these models have
been discussed in section 2.2.1. The general agreement is that cosmic-ray hydrogen and
helium have the same propagation history of heavier cosmic-ray nuclei. The standard
propagation models for H and He assumes in fact the same amount of matter traversed
within the Galaxy as deduced from the study of the most abundant heavier secondary
cosmic-ray nuclei. According to this assumption the secondary-to-primary ratio should
decrease at high energy, following the observed decrease with energy of the escape mean

free path from the Galaxy. However, from fig. 7.3 it is inferable that, even within the
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Figure 7.4: Theoretical predic-
tions for the D/He ratio from
the calculation of Stephens [19],
on the basis of some mnon-
T standard models. Filled circles:
CAPRICE9S result. Other sym-
bols: results from other experi-
ments (see tab. 7.6 for the ref-
erences). Upper solid curve:
CGM calculation.  Lower solid
curve: TSM calculation. Dashed
curve: NLBM calculation. Dot-
10 2 L] ted curve: LBM calculation.
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same standard scenario, different calculations give results that differ by large amounts.
The experimental data suggest a better agreement with the Mewaldt [20] (dotted-
dashed curve) result, which predicts a ratio D/He at 10 GeV/n which is about a factor
2 grater than the value predicted by the calculation of Stephens [19] (solid curve).

In reference [19] the author presents also results concerning some non-standard
models: the Nested Leaky Box Model (NLBM), the Closed Galary Model (CGM)
and the Thick Source Model (T'SM), described in section 2.2.2. The comparison with
these theoretical predictions is shown in fig. 7.4. The NLBM predicts a deuterium-
to-helium ratio similar to that obtained from the LBM. The CGM and the T'SM
assume a large amount of matter to be traversed by cosmic rays before the escape
from the Galaxy, which results in a larger abundances of light secondaries, if compared
with that predicted by standard models. By comparing data with the Stephens [19]
predictions, the CGM and the T'SM are better supported than standard models.

7.2.1 Conclusions

From the discussion above one can conclude that the scenario is still unclear. This is due

both to the paucity of results concerning the light isotope abundances at high energy
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and to the uncertainties on propagation parameters, which lead to disagreements even
within the same model. Notice however that, as discussed in section 1.3, the light nuclei
abundances provide more significant informations, about the propagation mechanism
through the Galaxy, than the heavier nuclei, being their interaction mean free path
considerably longer than the escape mean free path. The new results given by the
CAPRICE9S experiment, concerning both the deuterium flux and the ratio D/He,
provide useful tools to test propagation models for the cosmic-ray helium. We thus
aim to stimulate new theoretical studies and experimental measurements concerning

this important subject.

138



Appendix A

Cross-section compilation

Total interaction cross-sections

The present compilation of total interaction cross-sections includes the available data
for deuterium, *He, “He and '2C projectiles on carbon target, above 100 MeV /n of
projectile kinetic energy. Tab. A.1 shows the collected cross-section values, together
with the corresponding references. These same values are plotted in fig. 3.1 as a

function of the projectile energy.

Table A.1: Total interaction cross-section reference list, for carbon target. Open sym-
bols refer to results from track-chamber experiments, while filled symbols refer to counter
experiment [37].

Reference Kinetic energy o'(mb)
and (GeV/n)
symbol D projectile | “He projectile | "C projectile

[47] & 0.08 - - 965 + 30
[47) & 0.20 i i 864 + 45
[47) & 0.25 i i 873 + 60
[47) & 0.30 i i 858 + 60
[46] O 0.79 i 503 + 5 :

[42] @ 0.87 411 + 21 527 + 26 939 + 49
[44] O 1. 459 + 19 i :

[43] O 1. 425 + 21 ; ;

[41) v 2.1 i ; 826 + 23
[42] @ 2.1 126+£22 | 535+£27 888 = 50
[37] A 3.4 380 £ 20 440 + 20 790 £ 50
[38] O 3.7 - 450 £+ 20 780 + 30
[39] O 3.7 ; 410 + 25 ]

[40] m 3.7 ; 529 + 11 i

[45) ¢ 4.2 400420 | 450 £ 20 830 = 50
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Figure A.1: Total interaction cross-sections for deuterium, 3He, * He and ' C projectiles
as a function of the target mass number. Symbols: experimental data (see reference list
in tab. A.1). Dashed lines: estimated total interaction cross-sections for air target.
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Some authors, included in the compilation, present also results for target nuclei
different from carbon. Fig. A.1 shows the total interaction cross-section for deuterium,
3He, “*He and '2C projectiles as a function of the target mass number. For those works
presenting results at different projectile energies the average value has been plotted. In
the same figure the estimated cross-section values for air target are shown by horizontal
dashed lines. The general rule applied to to scale the cross-sections to air target has
been to consider the cross-section values, from the same references, for two different
reactions, as similar as possible to that one with air nuclei, and evaluate the parameter

y in eq. 3.19 from the ration between the corresponding cross-sections.

Partial fragmentation cross-sections

The present compilation of partial fragmentation cross-sections includes the available
data for *He projectile on hydrogen target, as well as *He and '2C projectiles on carbon
target, above 100 MeV /n of projectile kinetic energy.

Tab. A.2 shows the inclusive cross-sections for the production of deuterium, *H
and *He from the fragmentation of *He projectile on hydrogen target, together with
the corresponding references. These values are those shown in fig. 3.3 as a function of

the projectile kinetic energy.

Table A.2: Partial fragmentation cross-sections reference list, for *He projectile on
hydrogen target.

Reference Kinetic energy O4He-sfragment (mb)
and (GeV/n)

symbol D fragment ‘ *H fragment ‘ SHe fragment
[52] O 0.15 24.0+2 20+ 3 -
[54] A 0.22 30.2+1.0 20.7+0.7 346+ 1.1
[52] O 0.20 13.6 £1 283+3 283+3
[52] O 0.38 12.6 £2 26.3+3 26.3+3
[52] O 0.52 - - 264+ 3
[55] & 0.63 321+1.1 209+0.8 23.5+0.8
[56] ¥ L. - 24.1+£1.9 -
53] @ 1.41 31.35+£0.3 | 28594+0.3 | 24.87+0.3
53] @ 2.59 25.954+0.1 | 23.89£0.3 | 23.66=£0.3

The partial fragmentation cross-sections for *He and 2C projectiles on carbon target

have been obtained from references [57, 51], respectively (see tab. 3.1). These same
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Figure A.2: Partial fragmentation cross-sections for *He and 2 C projectiles as a func-
tion of the target mass number. Stars: experimental data for 12C projectiles. Circles:
experimental data for * He projectiles. Open and filled symbols in the central frame: > H
and 3He fragment results respectively. Dashed lines: estimated partial fragmentation
cross-sections for air target.

authors present results for target nuclei different from carbon. Fig. A.2 shows the
inclusive cross-sections for the production of deuterium, 3H, *He and “He fragments,
from *He (circles) and '2C (stars), as a function of the target mass number. The results
from reference [51] have been averaged over the energy. The *H and 3He results are
shown in the same frame by open and filled symbols respectively. Notice that the
inclusive cross-section is the same for *H and 3He fragment production, within the
experimental errors. These data have been used to scale the cross-section values from
carbon to air target, as discussed above. The obtained values are presented in tab. 3.2

and are shown by horizontal dashed lines in fig. A.2.
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Appendix B

The RICH MWPC detection
efficiency

The probability of zero detected photoelectron has been evaluated using ground muons,
selected requiring Nesr = 0 (see section 6.3). Theoretically we would expect this
probability to be described by the Poisson probability of zero detected photoelectrons

when the expected number is V,:
Porr(R/Ry) = P, e Nre(R/Bm) (B.1)

where N, is rigidity dependent according to eq. 4.12, which is obtained within the
framework of the Cherenkov theory. However, in section 6.3.3, we have pointed out
that eq. B.1 is not adequate to describe data. Instead they are well reproduced through

the relation:
POFF(R/Rth) = P, Q*NIJE(R/Rth)K(R/Rth) , (BQ)

where K(R/Ry,) (eq. 6.20) is an empirical factor, obtained by fitting experimental
data, that increases for increasing rigidity up to an asymptotic value of 1. The em-
pirical factor K can be interpreted as if the photoelectron detection efficiency near
the Cherenkov threshold rigidity is lower than the efficiency for relativistic particles,
when the Cherenkov angle reach its maximum value. The resulting effect is that the
probability of zero detected photoelectron, near the Cherenkov threshold rigidity, is
greater than the value expected from eq. B.1.

The only process, starting from the emission of the Cherenkov light to the pro-
duction of a detectable signal, that can account for this behavior is the photoelectron

detection in the MWPC. A characteristic of the MWPC working which could justify
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what we observe is a non uniform response of the detector. In fact, let be assumed that
the MWPC efficiency is not homogeneous but there are some regions where it is lower
than the average value. Let be considered a particle with rigidity greater than the
rigidity threshold for Cherenkov light emission, and let be supposed that some photons
are converted in the MWPC. The probability to detect a Cherenkov signal for the event
is related to the MWPC efficiency along the Cherenkov ring. If the diameter of the
minimum detectable ring is greater than the spatial dimensions over which the detector
response varies, an effective efficiency can be defined as the MWPC efficiency averaged
over the sensor plane, which results in N detected photoelectrons for relativistic
particles. This value does not depends neither on the ring size nor on its position
inside the pad plane, so that the probability Porpr can be described by eq. B.1. If
instead the ring diameter is of the same order of magnitude of the mentioned struc-
tures or lower, the situation is more complicate. For example, it can happen that the
Cherenkov ring is entirely contained inside a region of low (or of high) efficiency. In
this case eq. B.1 is no more adequate to describe the resulting overall probability of no

Cherenkov signal detected.

In order to understand how this effect can account for an increase of the probability
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Porr in comparison with the value expected from eq. B.1, it is useful to refer to a simple
model. Let be supposed that the sensor plane is divided into regions of two kinds only,
whose photoelectron detection efficiencies are ¢; (low efficiency) and €, (high efficiency)
respectively. Furthermore, let be supposed that the relative extensions of the two
regions are r; and 7, (r;+r, = 1), and d is the spatial dimension of the structures. The
mean effective efficiency (€) of the detector is obtained by averaging over the sensor
plane: € = e, + €. It is useful to introduce the quantities s;, = €, /€, which, by
definition, are connected through the relation r;s; + r;s, = 1. When the Cherenkov
ring diameter is d. < d, so that the ring can be entirely contained within one of the

two regions, the probability of zero detected photoelectron is given by:
(POFF)chd ~ Po(rle—Slee + The—Sthe) ~ Po(rle—Slee + (1 _ Tl)e—Npe/(l—Tl)) , (BS)

where N, is rigidity dependent according to eq. 6.18. The right hand side of eq. B.3
has been obtained by assuming for simplicity that r;s; ~ 0. Eq. B.3 expresses the
probability of zero detected photoelectrons averaged over the sensor plane. The ratio
between the probability (Popr)4.<q4 and the probability Popp calculated from eq. B.1
is thus given by:

Forr)a.<d = rell=sNee 4 (1 — Tl)ef(liilrz)Npe . (B.4)

Porr

In order to evaluate eq. B.4 as a function of s; we need an estimate of the parameters
d and r;, which are the dimension of the low efficiency structures and their relative
extension.

It is not easy to study the spatial structures of the MWPC detection efficiency for
the single photoelectron. This is due to the fact that it is difficult to associate each
pad having a Cherenkov signal to a specific photoelectron. Therefore, the amplitude
of the signal induced by ionizing particles has been studied. A sample of muons has
been selected by requiring that the particle tracks intersected the MWPC and for each
event the pad with the greatest signal has been considered. Since the signal induced by
a ionizing particle is ten time larger than the signal induced by a photoelectron, this
pad most probably belongs to the ionization cluster. Fig. B.1 shows the distribution
of the greatest signals as a function of the pad number along the x direction. The plot
has been obtained by selecting a restricted region of the pad plane, and by projecting

the resulting distribution over the x axis. The fixed value of 1023 refers to those
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pads where the collected signal saturated the ADC. In this case the pedestal is not
subtracted. From fig. B.1 it can be noticed that the mean pad signal is not uniform
and that it shows two main structures. The pads are grouped in structures of 4 pads,
which are related to the groups of 4 x 4 pads read out from the same front-end chip.
Those pads connected to the same chip shows nearly the same behavior, while the
mean signal varies for different chips in the range between 800 and 980 ADC channels.
The pads are further grouped in structures of 16 pads each, which are related to groups
of channels read out through the same multiplexer. This larger structure is nearly the

same for all the multiplexers.

The observed variation of the pad signal is a well known effect and it is connected to
a temporization feature of the read-out electronics. In fig. B.2 (filled circles) the mean
signals of each front-end chip connected to the same multiplexer is plotted according
to the read-out sequence. As can be seen, the signal amplitude decreases following the

read-out order.

Similar structures are expected to be present also in the case of the signal induced
by a photoelectron. Since the threshold for the signal detection was set to a fixed

number of channels above the pedestal, this should result in a detection efficiency not
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uniform over the pad plane.

From the above considerations, referring to eq. B.4, we can assume that the spatial
dimensions of the structure are d ~ 3 cm, which is the size of the front-end chips,
and that the relative extension of the low efficiency region is r; ~ 0.25, which has been
estimated from fig. B.1. From the maximum measured Cherenkov angle value it follows
that the condition d, = d is satisfied when R/Ry, ~ 1.05 and consequently N, ~ 2
(from eq. 6.18). The resulting value of eq. B.4 is equal to 1 when s; ~ 0.5 and increase
for decreasing s; up to a value ~ 2.2 when s, = 0.

This simple model shows that the give interpretation of the observed probability
Porr is plausible. In order to reproduce the observations also quantitatively, a more
complex model is required. Nevertheless, our approach has been to take as the best es-
timate of Popp the eq. B.2, with the the empirical correction factor K (R/Ry,) obtained
by fitting experimental data (eq. 6.20).

In order to check if the same effect was present during the flight, the mean signal
induced by the ionizing particles at ground has been compared with that during the
flight. As an example, in fig. B.2 the flight data (open circles) are shown together with
ground data (filled circles) for the channels read-out through a same multiplexer. From
the comparison it follows that there were no significant variation of the RICH MWPC
behavior during the flight.
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Appendix C

Normalization of the simulation

In order to estimate the content of protons and deuterons (NN, and Np) in the total
sample of selected Z = 1 particles (Nror) two methods have been considered. The
first one is based on the normalization of the simulation output to data, over a proper
rigidity interval. The second consists in the estimate of N, and Np performed bin-by-
bin as described in section 6.5.2.

In order to normalize the simulation the total distribution of generated particles
N, as a function of the measured rigidity has been normalized to the total number of
selected Z = 1 events in the rigidity range 10—100 GV. The distribution of background

protons N, has then been obtained as:

1
Nope =N, [ ——— ) ey C.1
Pok (D/p+1>c l (C1)

where D/p is the estimated deuteron-to-proton ratio in the rigidity range 26.7 —
45.1 GV. The corresponding number of deuterons can be derived from the selected
sample of events without a Cherenkov signal (Norp) as Np = (Norr — Nppk)/€sel-
The underline hypothesis of the above method is that both protons and deuterons
have the same rigidity spectrum or, equivalently, that the deuteron-to-proton ratio is
constant over the whole range. However, we preferred to estimated Np bin-by-bin, us-
ing cge; and €4 obtained from the simulation (section 6.5.1). Even this method depends
on the assumption for both protons and deuterons to have the same rigidity spectrum.
But, since ¢, and €, depend on the spectrum shape only locally, we expect that the
effect on the final result is lower than that one resulting from the global normalization.

The first method is useful to check the reliability of the instrument response model,

by comparing the simulation output with data over a wide rigidity range, which extends
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up to rigidities where the proton background outnumbers the deuteron component. The
simulated background distributions shown in fig. 6.18 (shaded area) has been obtained
from eq. C.1. The same method has been used to normalize the distribution of events
without a Cherenkov signal shown in fig. 6.19. In this case the number of selected
deuterons without a Cherenkov signal has been first calculated as:

D/p
N =Ny | ——— ) €01 - 2
D,OFF (D/p—l—l)e l (C )

The number of selected events has then been obtained as Norr = Np orr + Nppi-
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