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Introduction

In this thesis we treat the equivariant theory of Lie groupoids and try to describe aspects
of it using the non-commutative geometry of the convolution algebra. The main goal is
to present a general theory spanning two extremes:

e The treatment of geometry, locally and globally, on manifolds via differential forms,
vector fields and deRham-cohomology. This leads to a framework in which a variety
of disciplines in physics, for instance classical mechanics and electromagnetism, can
be described. Mathematically more involved results, like the Atiyah-Singer Index
Theorem, then help to obtain qualitative information about the physical systems
described. As it turns out, this can be fully describing using algebraic properties
of the algebra of smooth functions of the underlying manifold.

e The theory surrounding the convolution algebra of a Lie group, in particular the
connections between the convolution algebra, the representation theory of the
group, the adjoint representation and linear Poisson manifolds.

We first give a gentle introduction into the worlds of Lie groupoids and non-commutative
geometry.

Symmetries and Lie groupoids

Classically, a symmetry on a space M is encoded by letting a Lie group G act on M.
Symmetries are common in physics, where the presence of symmetries eases the treat-
ment of the physical system by replacing the relevant tensors by those that are invariant
under the action. Similar to how vector fields, differential forms and cohomology can
be pulled out of the algebra of smooth functions by algebraic means, we shall see their
siblings that are invariant under the action can be pulled algebraically out of the convo-
lution algebra, which combines structure of the algebra of smooth functions on M and
the convolution algebra of G.



2 Introduction

Lie groupoids are a way to describe symmetries on a space which in some sense
are point-dependent in nature, i.e. not globally defined. Heuristically, a Lie groupoid
is a combination of two manifolds G and M, called the space of affows and the base
respectively, with maps

e s.t: G — M called the source and target,
e u: M — G called the unit,
e i: G — G called the inversion,

e m: {(g9,h) € G*: s(g) = t(h)} — G, called the multiplication, defined when the
second arrow begins where the first arrow ends’.

These maps should satisfy group-like properties and should be smooth. The structure
maps should be used to see elements of G as ‘local symmetries’ on M in the following
sense:

e An arrow g € G should be seen as a symmetry from s(g) to ¢(g);
e The symmetry u(z) should be thought of as the trivial symmetry from z to itself;
e For g € G, the arrow i(g) represents reversing the symmetry that g described;

e For g, h € G such that s(g) = t(h) the arrow m(g, h) represents the symmetry that
first applies h and then g.

The two extremes we alluded to in the beginning are present in this framework: any
manifold can be interpreted as a Lie groupoid where G = M with all the structure maps
the identity, while a Lie group is the same thing as a Lie groupoid with M consisting of
only one point.

On top of this, the classical notion of a symmetry is contained in this framework: a
manifold M with an action by a Lie group G can be encoded by a Lie groupoid M x G
over M, where the arrow (x, g) should be thought of as going from x to xg.

In this, it becomes clear why Lie groupoids encode a more general notion of symmetry:
while in the case of a global symmetry the ‘collection of symmetries out of a point z’
is independent, of the point z, in a groupoid these can vary from point to point. A
very down to earth slogan: ‘Solving a Rubiks Cube is a group, solving a 15 Puzzle is a
groupoid’.

As we shall see, Lie groupoids also have a convolution algebra attached to them, with
the product being defined by

(1 * 2)(0) = / Fi(9) falgn).

m(g1,92)=9

'Remark that composition is read from right to left in this context.



Here the elements fi, fo of the convolution algebra are tensors which are like smooth
functions, but can be canonically integrated. Details will be treated thoroughly in the
text.

The notion of equivariant theory of Lie groupoids now tmakes sense, namely it is
describing the geometry of M invariant under the point-dependent symmetries that G
describe. The overarching philosophy, inspired by the noted examples, that we will try
to convey in this thesis is that the equivariant theory of a Lie groupoid can be describing
using the convolution algebra, in particular using the tools of non-commutative geometry.

Geometry beyond spaces

Non-commutative geometry, due to Connes [Co94], is the machinery that allows us to
interpret statements in the world of algebras in ‘geometrical’ terms. It is what enables to
distinguish between the real line R and the circle S* using only their algebras of smooth
functions, which are the smooth functions C*(R) and the 1-periodic smooth functions
Coe(R) respectively.

To wit, we look at the following maps

C™(R?) L C™(R?) & C®(R)
where
(bF)(Tvy) = F(T7?3,y) - F(m,y,y) + F('/I">1 ?',E)
and
(BF)(z,y) = F(y).
One checks that
C®(R?)/b(C>(R?)) = C=(R)

via a map that takes F' € C*°(R?) to the map x — Dy(F)(z, x). In this way, the map B
factors to the quotient C*°(R?)/b(C>(R3)) to be simply the derivative

C(R) <& C%(R).

Using the Fundamental Theorem of Calculus, we know that this map is surjective, so

that
C>(R?)

dim (b((Jw(Rm T B(Om(R))) -0

Doing this for the circle, we can write down a similar collection of maps

c (R L 0 (R?) &£ c2(R)

per per per

where periodicity in higher dimensions means 1-periodic in every entry. The formulas
for b and B are the same as before. The first step is now similar:

Crer(R?)/0(Co, (RY)) = C2,(R)

per per per
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with C% (R) £ o (R) becoming the derivative. However, in the periodic case this

per per
map is not surjective, but has a 1-dimensional cokernel. In particular, we have

| 022 (R?) B
dim (b(coo ®) + B(Cx <R>)> =

per per

What we have calculated here very roughly, is the cyclic homology (in degree 1) of these
two algebras, and their difference can be thought of as a reformulation of the fact that

dim(H}(R)) = 0 and dim(H}z (1)) = 1.
This is the central idea of non-commutative geometry, and we will discuss the proper
interpretation.
One of the main tools in non-commutative geometry is to associate chain complexes

to an associative algebra A, that have specific meaning when we plug in A = C*°(M)
for M a manifold. For instance, the Hochschild complex CY(A, A) is defined by

CI:Ioch(A7 A) — A@(w‘rl)
with differential bt CEoM (Al A) — CHOS(A, A) set by
n—1
b(a0®...®an) ::Z(_l)ia()@...®aiai+1®...®an
i=0
+ (_l)nanao ® ay R ® Ap—1-
By work of, among others, Connes [C094], Feigin-Tsygan [FT87], Hochschild-Kostant-
Rosenberg [HKR62] and Rinehart [Ri63], we obtain the following dictionary between

algebraic invariants of an associative algebra, and geometric quantities associated to a
manifold:

‘ Algebra A ‘ Manifold M ‘
Hochschild homology HH.(A, A) Differential forms °*(M)
Hochschild cohomology HH, (A, A) Multivector fields A*X(M)

(Periodic) cyclic homology HC,(A), HP,(A) | deRham cohomology H3y (M)
(Periodic) cyclic cohomology HC®(A), HP*(A) | deRham homologhy HI®(M).

This is the central idea of non-commutative geometry: the geometry of a space M is
contained in in its algebra of smooth functions C*°(M) by using the algebraic properties
of this algebra. Applying this to arbitrary (non-commutative) algebras, we obtain a rich
theory whose properties closely resembles geometric considerations for manifolds.

If we do this for the non-commutative algebra made out of a Lie groupoid, we end up
with what we are looking for: a fair description of the quotient, even when this quotient
is not a nice space. All together we end up with a coherent philosophy on how to deal
with symmetries described by Lie groupoids: we calculate the algebraic properties of
our non-commutative algebra and interpret them as equivariant geometric information
on the base of the groupoid.
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Contents of the text
In technical terms, the overarching philosophy can be summarized by saying that:

e The (cyclic (co)homology of the) convolution algebra of a Lie groupoid G is closely
related to the equivariant theory of the groupoid, in particular to the geometry
of the classifying space BG (for the case of an action groupoid we discuss this in
Chapter 3).

e The symmetric powers of the adjoint representation, interpreted as higher order
deformation elements, calculate the Hochschild cohomology of the relevant induced
algebras, both locally and globally:

— For a Lie groupoid, the symmetric powers of the adjoint are closely related
to the Hochschild cohomology of the convolution algebra (Chapter 2);

— For a Lie-Rinehart algebra, the symmetric powers of the adjoint calculate the
Hochschild cohomology of the universal enveloping algebra (Chapter 4).

To expand the general philosophy into actual mathematics, this text covers three
parts:

e The relation between the deformation theory of a Lie groupoid, the adjoint rep-
resentation and the Hochschild cohomology of the convolution algebra, following
[KP21].

e Equivariant characteristic classes for manifolds with a group action, and their
relationship to the convolution algebra of the action groupoid, following [KP22].

e The relationship between the universal enveloping algebra of a Lie-Rinehart al-
gebra, the symmetric powers of its adjoint representation, and inroads to under-
standing pseudodifferential calculus on Lie algebroids, following [KP23].

We now give a detailed overview of the text:

Chapter 1: [Setting the stage

We start in Chapter 1 by properly defining the framework in whi ill work. In par-
ticular, in Section 1.1 we define the main tools of non—commutaﬁﬁgﬁiﬁ Hochschild
(co)homology, and (periodic) cyclic (co)homology, and discuss their general properties,
and relations to differential geometry. Then, in Section 1.2 we describe our main objects

of interest: Lie groupoids. We discuss examples, their local equivalents in Lie algebroids
and their algebraic counterparts in Lie-Rinehart algebras.
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Chapter 2: Lie groupoid deformations and convolution algebras

Chapter 2 is devoted to treating the results of [KP21]. The goal is to relate the defor-
mation theory of a Lie groupoid with the deformation theory of its convolution algebra
Ag. Such a relation is not surprising heuristically, as changing the structure of a Lie
groupoid in turn changes the structure of the convolution algebra. The deformation the-
ory of a Lie groupoid G is governed the deformation complex C3.(G) of Crainic, Mestre
and Struchiner [CrMS20], while the deformation theory of the convolution algebra is
governed by the Hochschild complex Cy, ., (Ag, Ag).
We will describe this connection between the two via a cochain map

: C(.ief(g) - C;{och(Aga Ag)

from the deformation complex of a Lie groupeid-G-tg the Hochschild complex of its
convolution algebra Ag.
This chain map links into the known theory in the following ways:

e The deformation complex C§(G) consists of certain classes of vector fields on
the nerve G of the groupoid, with the differential incorporating the group-like
properties of the groupoid. This is mirrored by the complex C§z(G) computing
differential cohomology, which is given by smooth functions on the nerve. Work of
Pflaum, Posthuma and Tang [PPT15] relate the differentialble cohomology H%4(G)
with the cyclic cohomology HCy, ., (Ag), and we show that our map @ is compatible
with this connection, in a way generalizing from ‘smooth functions on the nerve’
to 'vector fields on the nerve’.

e The deformation complex CJ.(G) is shown by Crainic, Mestre and Struchiner
[CrMS20] to canonically incorporate source-constant deformations of the Lie groupoid
G, i.e. a smooth family of division maps ., by associating to such a deformation
the element ¢ € C3(G) given by

£(g,h) = d

m(gh, h).
7 me(gh, h)

e=0

By deforming the convolution product, we also obtain a Hochschild cochain g €
C%—Ioch(Agv Ag) given by

d
ai, as : a1(me(g, h))as(h).
Blanao) = g [ oo mjea

:$7

We will show that our chain map links these deformation elements:
() = 5.

e There is a localization procedure linking the deformation theory of a Lie groupoid
G to that of its algebroid A(G). In the case of a Lie group G with Lie algebra g,



this was extensively studied by van Est [vE53a, vE53b], and for the groupoid case
the results were generalized by Crainic, Mestre and Struchiner [CrMS20] to obtain
a van Est-map

V: Cil(9) = Cier(A(G))-

The manifold underlying the vector bundle A(G)* is canonically a linear Poisson
manifold, and the complex C§.(A(G)) can canonically be interpreted as the linear
Poisson complex of this Poisson manifold. Parallel to this, we can view the con-
volution algebra Ag as a strict deformation quantization of the Poisson manifold
A(G)* in the sense of Landsman and Ramazan [LRO1] via quantization maps

s Se(A(9)7) = Ag.

We show that the van Est-map V can be interpreted as a classical limit of our
chain map ®:

V(C)(.f17 ) fk) = F,u (15% (Z (_1)0 (it;k,1¢(c)(qt(.fa(l))7 ) qt(fd(k)))))

gESk

where ¢ € Ck (G) and we see V(c) as a Poisson cochain on A(G)* in which we plug
in f17 R3] fk € &(‘4(9)*)

Representation theory of Lie groupoids isn’t as well-serving to the needs of the
theory of Lie groupoids as the representation theory of Lie groups is well-serving
to the needs of the theory of Lie groups. In particular, there is no proper definition
of an adjoint representation for a Lie groupoid G. This is solved by Abad and
Crainic [AC13] by defining representations up to homotopy and in particular the
adjoint representation up to homotopy for a Lie groupoid G, which fulfils the same
that the adjoint representation of a Lie group does. However, a priori the adjoint
representation up to homotopy needs the choice of a connection on the Lie algebroid
to be defined. Parallel to this, there are the symmetric powers of the adjoint
representation up to homotopy, which was defined by Abad and Crainic [AC13]
as a way to calculate the cohomology of the classifying space BG, generalizing the
Chern-Weil construction for Lie groups to the Lie groupoid setting.

The deformation complex C§.¢(G) is a way to give an intrinsic model of the adjoint
representation up to homotopy, in that it does not need a choice of connection
to be defined, but is isomorphic to the adjoint representation up to homotopy
under the choice of a connection. We discuss in Chapter 2 how extending from
smooth functions and vector fields to differential operators might be a way to
combine our chain map ®, the Gerstenhaber structure on the Hochschild complex
Choen(Ag, Ag) and the deformation complex C3.4(G) to obtain an intrinsic model
for the symmetric powers of the adjoint representation up to homotopy.
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8 Introduction

The chapter starts in Section 2.1 by defining the convolution algebra of Lie groupoid as
introdpced by Connes [Co94], and seeing how it reduces to known algebras in specific ex-
amplection 2.2 we recall work bym, Mestre and Struchiner [CrMS20]
and treat the deformation complex of a Lie groupoid. In Section 2.3 we then define our

chain map and discuss its properties, while in Section 2.4 we discuss what it means to
take its classical limit and how it relat{f?;_eé:he van Est-map. Lastly—in Section 2.5 we
Wi

disme ideas on how to prljﬂ_l ese resulﬁﬂe context of the symmetric
po he adjoint.
]

Chapter 3: Action groupoids and equivariant characteristic classes

In Chapter 3 we discuss the results [KP22], in particular we study orientable manifolds M
with an action of a unimodular group G and the relation between the convolution algebra
of the underlying groupoid M x G = M and the equivariant cohomology Hg(M). We
generalize work of Connes [Co94], Gorokhovsky [Go99], Block-Gétzler [BG94], Getzler
[Ge94], Getzler-Jones [GJ93] and Ponge [Pol8].

The equivariant cohomology Hg(M) is defined [Tu20] to be

He,(M) = H*((EG x M)/G)

i.e. the cohomology of the homotopy quotient. If the action of G on M is free and
proper this calculates the cohomology of the quotient M /G, and generally if the group
G is compact it is calculated by the Cartan model [Ca50], which is given by the complex

((Sym®(g*) ® Q*(M))“, diy)
where the equivariant differential d$; is given by
dip()(X) = dar(a(X)) = tx,, (a(X)).

For the non-compact case, the equivariant cohomology presents a way to understand the
‘smooth geometry of the quotient’ even if the quotient is not a manifold. As such, it is
the natural place where characteristic classes of equivariant vector bundles over M live,
with the classical equivariant Chern character

ChGZ VeCtg(M) — Hg(M)

defined by

Cha(E) = Ch((pr" E) /),
where pr: EG x M — M is the (equivariant) projection and (pr*E)/G is the resulting
(topological) vector bundle over the homotopy quotient.

The main goal of the chapter is to relate the equivariant cohomology Hg,(M) with the
periodic cyclic cohomology HP*(G x C°(M)) of the convolution algebra and describe
the resulting Chern character with values in HP®*(G x C°(M)) in phrely algebraic terms
internal to the convolution algebra. This was already done in the case where the group
G is discrete by Connes [Co94] and Gorokhovsky [Go99]. We do this in the following
steps:



e The theory of (generalized) cycles, which was defined by Connes [Co94] and re-
fined by Gorokhovsky [Go99], is a way to generlize the connection between (pe-
riodic) cyclic cohomology of C°(M), deRham currents, differential forms on M
and deRham-cohomology Hy (M) to obtain for any algebra A cyclic cohomology
classes in HC®(A). This is done by embedding A into via a map p: 4 — QO into
a differential graded algebra 2 with a closed graded trace f: Q" — K and the
resulting generalization of a deRham current is a cyclic n-cochain given by

(a0 o 1) ]‘ plao)d(p(ar)) - d(p(an).

We exploit a version of this procedure involving curvature to associate to an equiv-
ariant vector bundle £ — M with a connection a (curved) DGA Qg which is given
by

Qp = CX(G, Sym(g*) ® Q.(M,End(E))).

with curvature related to the curvature_of the connection, and_differential given
by a combination of the Cartan diﬁere@d a term measu@e defect of
the connection té be Grinvariant. The resulting cyclic class is invariant of the
connection and hence we obtain a Chern character

Chg: Vectg(M) — HPI™M(G x 02(M)).

e Following work of Brylinski [Br87a] and Ponge [Po18] we use the Eilenberg-Zilber
Theorem [EZ53] and its cyclic version due to Khalkali and Rangipour [KR04] to
calculate the cyclic homology of G'x C°(M) by a double complex C, o(G, M) given
by

Cpg(G, M) = C(GXTH) x A<t

with the structure in one direction given by a G-twisted variant of the Hochschild
complex of C°(M) and the structure in the other direction given by the group
homology complex for the G-module C2° (M *#+1)).

Using an equivariant HKR-map as defined by Block and Getzler [BG94], we refine
this double complex to a double complex C, o(G,$4(M)) defined by

Cpg(G, Q(M)) = CZ (G, C™(g, (M),
which serves as our model for cyclic homology of tolution algebra.

e A generalization of the Cartan model for equivariant cohomology to the non-
compact case was defined by Getzler [Ge94]. Replacing G-invariants by the whole
group cohomology complex, Getzler’s model is a double complex C**(G, 4(M))
given by

CPUG, Qg (M) = C=(G™, Sym(g") @ Q1(M)).
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Combining integration of functions G*9 and the pairing between Q.(M) and Q(M)
we obtain a pairing

CPUG, Qg(M)) @ Caim(ar)—p,g(G, Qg(M)) — R.

e Apart from writing down his model for equivariant cohomology, Getzler also writes
down an explicit cochain in his model representating the equivariant Chern char-
acter of an equivariant vector bundle F with connection V. Plugging this into the
pairing we defined, we obtain a diagram relating the equivariant vector bundles,
equivariant cohomology and periodic cyclic cohomology of the convolution algebra

Vectg(M) ———  HE (M)
— | —
1 deim(M)(G [X

We show that this diagram commutml of chains for m;tm_‘[rl
actions, and discuss ideas to prove its commutativity colomotogy
for arbitrary orientation-preserving actions of unimod -

The chapter starts with Section 3.1 where we discuss Connes’ [Co94] and Gorokhovsky’s
[Go99] theory of generlized cycles. Then in Section 3.2 we write down our model for the
cyclic homology of the convolution algebra using the Eilenberg-Zilber Theorem. We pair
with equivariant cohomology in Section 3.3 and show in Section 3.4 that the resulting
diagram (as drawn above) is commutative. In Section 3.5 we discuss how this procedure

is a colmmon generdlization of known ‘equivariant Chern characters’ in severpl specific

cases.

Chapter 4: Hochschild cohomology of Lie-Rinehart algebras

In Chapter 4 we discuss local analogues to the ideas from Chapter 2, taking place in
the context of Lie algebroids and their algebraic analogues Lie-Rinehart algebras. In
particular, we discuss modules over Lie-Rinehart algebras (L, R), discuss th ology
associated to those in the form of Hochschild cohomology of modules over iversal
enveloping algebra U (L, R) and derive ways to link this concept from the world of algebra
to cohomology theories more akin to the Lie algebra-like nature of Lie-Rinehart algebras.

The central point of discussion is a result by Blom [B117] that relates Hochschild
cohomology of the universal enveloping algebra U(I'(A), C*>°(M)) and the linear Poisson
cohomology of the Poisson manifold A* for a Lie algebroid A — M:

HH.(U(F<A)7 COO(M))7U(F<A)7 COO(M))) = l.z‘ois,poly(A*)'

The result stems from using the Poincare-Birkhoff-Witt Theorem of Rinehart [Ri63] to
induce a Poisson structure on I'(SymA) from the commutator bracket of the universal
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enveloping algebra, which coincides with the Poisson bracket of fibrewise polynomial
functions on the Poisson manifold A*. This observation allows for a spectral sequence to
be written down which has the Poisson cohomology Hp . 1, (A*) on its second page and
which converges to the Hochschild cohomology HH®*(U(T'(A), C=(M)),U(T(A), C=(M))).
Using Kontsevitch’ formality for the Poisson manifold A* Blom shows that this spectral
sequence collapses and in turn establishes the isomorphism.

Perpendicular to this is a fully algebraic consideration of this phenomenon for a Lie
algebra g, where using the fact that the Poincare-Birkhoff-Witt map pbw: Sym(g) —
U(g) is an intertwiner of g-representations one writes down an explicit chain map

C;{och(u(g)u(g)) - CEE(g7 Sym(g))

given by a combination of restriction to g, composition with pbw and antisymmetriza-
tion. An argument with a filtration and the associated graded quotient complexes (or
equivalently, with the induced spectral sequence) then shows this map to be a quasi-
isomorphism.

Recognizing that the Lie algebra cohomology complex Cy(g, Sym(g)) is isomorphic
to the polynomial Poisson complex of the Poisson manifold g*, and more generally the
polynomial Poisson complex associated to the dual of a Lie algebroid A is an intrinsic
model for the symmetric powers of the adjoint representation up to homotopy of the
algebroid of Abad and Crainic [AC12|, we will in this chapter use the ideas of the Lie
algebra-case to generalize the results of Blom to the Lie-Rinehart algebra-case, circum-
venting explicit arguments with the spectral sequence by establishing explicit chain maps
calculating an isomorphism

HH*(U(L, R),U(L, R)) = H*(L, Sym(ad))

for the case where R is a smooth algebra and L is projective as an R-module.
We proceed in the following steps:

e Following Kordon-Lambre [KL21] and Lambre-le Meur [LLM18] we recognize that
the functor (—)“(L, R) that takes a U(L, R)-bimodule and returns its U(L, R)-
invariants is a composition of functors, first taking the R-invariants of the under-
lying R-bimodule, and then inside the R-invariants taking the invariants of the
diagonal Lie algebra-representation of L. In turn, it is argued by Kordon and
Lambre that for a ¢/ (L, R)-bimodule M there is a spectral sequence

Eb? >~ HYo (L, HHY, (R, M)) = HH""™(U(L, R), M)

which converges to the desired Hochschild cohomology.
Using this as a starting point we write down a double complex Cys (L, R; M) given
by

CPE(L, R; M) := Hom(A” L, Hom(R®?, M))
with the vertical differential given by the Hochschild differential of the complex
Hom(R®*, M) and the horizontal differential given by the Lie algebra differential
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associated to a certain L-representation on Hom(R®?, M). In the case where the
anchor of (L, R) vanishes, this is a natural complex to consider in this context, with
Hom(APL, —) replaced by Homg(APL, —). However, in the general case, the L-
representation of Hom(R®4, M) is not R-linear. Writing down explicit homotopies
which measure the defect of R-linearity, we write down a ‘non-linear’ Chevalley-
Eilenberg complex C?(L, R; M) incorporating a ‘symbol equation’ relating the
defect of the cochains to be R-linear and the homotopy. We show by exhibiting an
explicit chain map

s: Choan(U(L, R), M) — Tot*(Crr(L, R; M))
that the this non-linear complex is quasi-isomorphic tchschild complex
HH*(U(L,R), M) 2 H? (L, R; M)

nl

in the case where R is a smooth algebra and L is projective over R. I

e Using the Poincaré-Birkhoff-Witt Theorem of Rinehart in the Lie-Rinehart set-
ting, we can see U(L, R) as a quantization of SymzL and in turn induce a Pois-
son bracket on SympL using the commutator bracket of U(L, R). The resulting
Poisson complex due to Huebschmann [Hu90] can be used as an intrinsic model
for the symmetric powers of the adjoint representation up to homotopy of the Lie-
Rinehart algebra (L, R) following Abad and Crainic [AC12], resulting in a complex
Clr(L, Sym(ad)).

With the Lie algebra-case in mind, we can write down a chain map

®: Cof(L, Sym(ad)) — Tot*(Crr(L, R;U(L, R)))

which is in essence given by composition with pbw" : Sym L — U(L, R) under the
choice of a connection. By making an argument with a filtration and the resulting
graded quotient complexes, we obtain an isomorphism

H*(L,Sym(ad)) = H, (L, R;U(L, R)),
and in turn an isomorphism
:| HH*(U(L, R),U(L,R)) = H*(L, Sym(ad))
in the case when R is a smooth algebra and L is projective ov

In Section 4.1 we discuss the work of Kordon, Lambre and le Meur an how to use
its ideas to define the non-linear complex C:,(L, R; M) calculating the Hochschild ¢
homology HH®*(U(L, R), M) of a U(L, R)-bimodule. Section 4.2 treats the relationsh£:|
between the non-linear complex C} (L, R;U(L, R)) with the symmetric powers of the
adjoint representation of (L, R). The chapter has an appendix in Section 4.3 in which
we discuss proofs of several Lemmata in the chapter whose proofs, while necessary to
discuss, are of such high density of calculations that they would break up the pace of
the text.
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Appendix A: Constructions in homological algebra

In Appendix A we discuss the general machinery underlying most of the homological:
algebra we use in the text:

e Mixed complexes (Appendix A.1); | |

e Homological Pertubation Theory (Appendix A.2);

e Chain complexes and mixed complexes induced by simplicial and cyclic vector
spaces (Appendix A.3);

e Cylindrical spaces and their induces mixed double complexes (Appendix A.4);

e The Eilenberg-Zilber Theorem relating the homology of a bisimplicial vector space
and the homology of its simplicial diagonal (Appendix A.5).






Chapter 1

Setting the stage

This chapter is meant to give a concise introduction to the objects we will be working
with. As such, this chapter is fully a review of known work. This chapter has two parts:

e Using the techniques described in the Appendix, we define the main notions in
non-commutative geometry we are interested in. In particular, we discuss the
simplicial and cyclic vector spaces that induce the complexes calculating Hochschild
(co)homology and cyclic (co)homology.

e Then, we discuss the general theory of Lie groupoids and Lie algebroids: their
definitions, classes of examples and going from groupoids to algebroids. We also
describe the algebraic counterpart to Lie algebroids that are Lie-Rinehart algebras,
and the universal enveloping algebra induced by such a Lie-Rinehart algebra.

1.1 Non-commutative geometry

Non-commutative geometry is the study of the ‘geometry’ of (possibly non-commutative)
algebras. The general philosophy is that we describe ‘geometry’ of an algebra using
algebraic invariants, strengthened by results which relate these very natural constructions
to geometric quantities if we plug in the smooth functions on a manifold. We outline
the concepts that we will use in this dissertation: Hochschild homology, Hochschild
cohomology, cyclic homology and cyclic cohomology, which in the framework described
correspond to differential forms, njulfijvector fields, deRham cohomology and deRham
homology, respectively. The main resources for this section are Connes [C094], Loday
[Lo98] and Nest-Tsygan [NT].

15
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1.1.1 Hochschild (co)homology
Hochschild homology

Let K be a field of characteristic zero!, and let A be an associative K-algebra. Let M
be a bimodule over A. Unless otherwise stated, in what follows the tensor product is
simply the algebraic tensor product of K-vector spaces.

Definition 1.1.1 (Hochschild homology) We define a complex CH"(A, M) by
CEOCh(A,M) — M ®A®k
with differential b: CJ°®(A, M) — CH°S*(A, M) given by
bm®Ra @ Qag) =ma; @as @ -+ Q ay
k-1
+ —1)° @i R R ay
i=1
+ (—Dfayym ®@a; @ - ® ap_1.

We define Hochschild homology to be the homology of this complex:
HH, (A, M == H,(CH°"(A, M))

Remark 1.1.2 This complex originates from the machinery of simplicial vector spaces
that we describe in detail in Appendix A. In particular, V; = M ® A®* has face maps
given by

do(m®@ a1 @ - ®ag) =mag Q®ay ® -+ Q a,
diimR@a1 Q@ - Qay) =mRa ®+ ® a;a;1 Q-+ Q ay, 0<i<k)
G(mRa @ - Qap) =am@a -+ Q agp_1,

which make it into a semi-simplicial vector space.
If A is unital, there are also degeneracy maps given by

s$iMa; @ ®ap) =M Q- Qa; @1 a4 ® - ® ay,

such that the semi-simplicial vector space M ® A®* is simplicial.

From the discussion in the Appendix, this means that for a unital A we can also write
down a normalized Hochschild-complex, quasi-isomorphic to the complex we wrote down
above, where the chains in degree k are given by M @ (A/K)®*.

Remark 1.1.3 The Hochschild complex, and by extension Hochschild homology is func-
torial in two ways. First, if A and B are K-algebras, M is a B-bimodule and ¢p: A — B
is a morphism of K-algebras, M can canonically be considered a A-bimodule, and ¢
induces a chain map C®(A, M) — CI®(B, M). Second, if A is a K-algebra, M and
N are A-bimodules and f: M — N is a morphism of A-bimodules, we obtain a chain
map CHON(A, M) — CHoh (A N).

'In practice this means K = C or K = R.
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Remark 1.1.4 Define A° to be opposite algebra of A and A = A ® A° to be the
envelopping algebra. An A-bimodule is then the same thing as a left A°-module. If A is
unital, one can identify HH,(A, M) = Torl" (M, A). Indeed, to compute Tor one needs
to write down a projective resolution of A as an A°-module, and the bar resolution is
such a resolution. The bar-resolution is given by

L A9AAL AAS A0
with differentials given by

ol

~1
dlay @ -+ ®ay) = (- ®@ -+ ® aai41 @ -+ @ ag.
1

2

Using the unit of A, we can write down a contraction s: A%* — A®F -+ of this resolution
by
s(a®@ - ®a)=1Ra® @ a.
With this resolution, one checks that M ®4. A®2F+t) = M ® A®F with the induced
differential given precisely by the Hochschild differential b.
In general, the bar-resolution may be acyclic even if there is not a unit, and in that
case the algebra is called H-unital (cf. [Wo89)).

Example 1.1.5 We can interpret K as a K-algebra. If A is any K-algebra, and M is a
bimodule over A, we can view M as a K-bimodule. In this case

CHoch (R, M) = M,
with the differential under this isomorphism given by

0 if kis odd

b: CINK, M) — CPP (K, M) = {id if k is even

and we conclude that
M iftk=0
HH;(K, M) = { 0 else

Remark 1.1.6 If A is not unital, we can adjoin a unit to obtain a unital K-algebra
At = A @ K with product
(a1, A1) (a2, A2) = (a1as + Aag + Asar, A1 As).

Any A-bimodule M can be canonically seen as a AT-bimodule by letting the K-factor
acting by scalar multiplication. There is a canonical short exact sequence of algebras

0—-A—-AT5K—=0

that takes a to (a,0) and (a, A) to A. Using this short exact sequence, one checks that
the Hochschild homology can be recovered from the Hochschild homologies of the two
unital algebras AT and K by

HH, (A, M) = ker(HH, (A", M) — HH, (K, M)).
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We study Hochschild homology because of its connection to differential forms in the
commutative case. So for now let A be a commutative K-algebra. In this situation we
can define objects akin to differential forms in the following way:

Definition 1.1.7 (Kéhler differentials) We define Q} y to be the quotient of A ® A
where we identify fo ® (fif2) with (fofe) @ f1 + (fof1) ® fo. We write fodf; for the
element induced by fo ® fi. In higher degree we define Q2% sk to be the exterior algebra
defined by QL/K

QIZ&/K = AIZXQ}LI/K'
There is a canonical surjective map A®*+1 — Q’Z/K sending fo®- - -® fr to fodfiA- - -Adfy.

If we now look at the Hochschild complex CHo®(A, A) we observe two things in
degree 1. First, all elements are closed, since the differential out of degree 1 is just the
commutator in this case. Second, the exact elements are spanned by elements of the
form fofi ® fo — fo ® fifo + fofo ® fi. Together we see that there is an immediate
isomorphism

HH, (A, A) = Q) .

The important result from the 60’s due to Hochschild, Kostant and Rosenberg [HKR62]
then fully identifies the Hochschild ﬂ)mology with the Kéahler differentials.

Theorem 1.1.8 (Hochschild-Kostant-Rosenberg) If A is smooth, the canonical
map A®KE+D Q’j‘/K induces an isomorphism HHy (A4, A) = Qf .

Note that for A = C°°(M) the seemingly ‘obvious’ identification Q¢ d=QNM)
is not true, since Kéhler differentials only behave well with polynomial relations, not
with any smooth functions?. In particular, for M = R we have that d(e*) does not equal
e’dx in Qlcoo(lR)/lR-

To counteract this, we can play the Hochschild-game with topological vector spaces
and topological tensor products. As described by Connes [Co85] and Pflaum [Pf98], if
E — M is a vector bundle we can endow I'(E — M) with a Fréchet topology using the
family of seminorms induced by partial derivatives over compact domains. Using the
inductive tensor product ® we then have the isomorphism

INE - M)QT(E' — M) =2T(ERE — M x M),
in particular we have the isomorphism
C™(M)®C™(N) = C=(M x N).

With this, we can set up the bar-resolution of C*°(M) with this new tensor product,
and in turn obtain a continuous Hochschild complex

co s OF(M3) = C°(M*?) — C®(M) =0

2This is why these kind of algebraic constructions work so well in algebraic geometry, where every-
thing is polynomial or rational.
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Within this framework the canonical map A%t — Q¢ /K oW takes the form of a map

oo (M 0y BB ok

which, as an example, for k = 1 is given by

HKR(/.() = |

[ ~(1)).
The HKR-theorem now takes the following form:

Theorem 1.1.9 (Continuous HKR) [P{98, Thm 3.3] The continuous Hochschild com-
plex CHecheont (oo (V) C°°(M)) defined using the topological tensor product has homol-

ogy
Hi(CHoheon (€ (M), (M) = OH(M).

Hochschild cohomology

Dual to Hochschild homology, there is Hochschild cohomology. We return to the general
case where A is a K-algebra which is assumed to be neither nor commutative and M is
an A-bimodule.
Definition 1.1.10 Define the Hochschild cohomology complex Chy (A, M) by
Cloen(A, M) == Homg (A®*, M),
with differential b: Cfy, ., (A, M) — CiFL (A, M) given by
(bf) (a1, ..., apr1) = a1 f(az, ..., ags1)
k
+ Z(—l)if(al, cey Qg 1y oeey Oy 1)
+ (=D f(ay, ..., ap)apps
and we define the Hochschild cohomology of A with coefficients in M by
HH*(A, M) == H*(Cpo (A, M)).

Remark 1.1.11 Similar to the dual case, the Hochschild cochain complex, and in turn
Hochschild cohomology, are functorial in both A and M. However, the functoriality in
A is reversed, since an algebra map A — B induces a map Cj,, (B, M) = Chomn (4, M).

Remark 1.1.12 Dually to writing Hochschild homology as Tor’s, we can use the bar-
resolution to obtain natural isomorphisms HH®(A, M) = Ext%.(A, M).
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In a certain sense, the cochain complex we have just written down comes from a
‘cosimplicial vector space’, a sequence of vector spaces with face maps increasing the
degree and degenaracy maps decreasing the degree. Indeed, this structure is just the
dual structure to the one for the Hochschild homology complex. In particular, also here
we can normalize and find a quasi-isomorphic subcomplex, consisting of those maps
f: A®F — M that satisfy f(ai,...,ax) = 0 whenever 1 € {ay, ..., ax}.

Example 1.1.13 Starting with A and M, we can see M as a K-bimodule and then
CF oo (K, M) = M for every k with the differential given under this isomorphism by

0 if kis even

Lk k+1 _
b: Chioen (K, M) = Cioq, (K, M) = {id if £ is odd

and so we obtain the following calculation for the Hochschild cohomology

M k=0
0 else

HH*(K, M) = {

Remark 1.1.14 If M is some A-bimodule, then M* = Homg(M,K) is also naturally
an A-bimodule, where the structure is given by

(a1 fag)(m) = f(agmay).

From this, it is clear that the Hochschild cochain complex Cjp, (4, M*) is naturally
isomorphic to the dual complex of CE"(A, M).

Let us now look at the case where A is a bimodule over itself. In this case we can
quite easily describe the closed and exact elements in degrees 0 and 1. In degree 0 we
have that cochains are just elements of A with differential ba = [—, a], so that

HH"(A, A) = Z(A),

the center of A.

In turn, the image of b: Cfj (A, A) = Ciom(A, A) is by definition all the maps
A — A which are defined as commutating with a given element of A. These maps called
inner derivations, and written as Inn(A).

The closed elements of degree 1 are those maps f: A — A such that

a1 f(az) — flaras) + f(ar)az =0
which by definition is the same thing as f being a derivation. In the end this gives us
HH'(A, A) = Der(A)/Inn(A).

When A is commutative, the center Z(A) is the whole algebra itself, and there are no non-
trivial inner derivations, so that in this case HH’(A4, A) = A and HH'(A, A) = Der(A). In



1.1. Non-commutative geometry 21

that case, we can actually go further. Indeed we can embed A% Der(A) into Cfy, (4, A),
by seeing the wedge product of Dy, ..., Dy € Der(A) as a k-cochain by the formula

(Dl/\'~/\Dk)(a1,..., = ' Z Dl ag(l ) Dk(ag )

T oeS),

One then checks that Dy A --- A Dy-is always a closed cochain. The dual version of the
HKR-theorem is then

Theorem 1.1.15 (HKR) If A is commutative and smooth, the map A%Der(A4) —
Choen (4, A) induces an isomorphism

A% Der(A) = HH*(A, A).

Similar to before, we can play the same game for A = C*°(M) with the topological
tensor product, and we obtain the multi-vector fields as the (continuous) Hochschild
cohomology of C*(M) [P{98, Thm 3.3].

We can also calculate Hochschild cohomology of C'*°(M) with coefficients in the dual
C>°(M)* and this turns out to consist of deRham-currents on M, i.e. the linear dual

Q*(M) [Co85, p.310].

Deformation theory side of Hochschild cohomology

Apart from the relations of Hochschild cohomology to differential geometry, the Hochschild
cohomology also has plays a central role in deformation theory of associative algebras.

To wit, let A be a topological vector space with a continuous product *. Suppose we
have a continuous deformation of A, that is the datum of a continuous map

IxXAxXxA—A
(€,a1,a2) = ay *c ag,
where I C R is an open interval containing 0, that satisfies

e For every € € I, the map *. defines an associative product on the underlying vector
space of A;

e At e =0 we have %o = x;

e For every ap,as € A the following limit is defined as an element of A

d

- a1 *¢ Ag.

de|,_, ¢
e=

From this data we can construct a 2-cochain & € Cjy, 4, (A, A) in the (algebraic) Hochschild

complex by the formula

d

f(a17a2) = @

a1 *¢ A9.
e=0
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Lemma 1.1.16 The 2-cochain ¢ is closed.

Proof. Writing out the explicit differential, we have

(b8) (a1, a, az) =a1§(ag, az) — §(aray, az) + &(ay, azaz) — (a1, az)as
d d

= — *k * —_ —
de ay 0(a2 €a3) de ,

e=0 €=
4
d

((11 *0 a2) *e 3

(al *e a2) *0 a3
e=0

+ ar *¢ (ag %o az) —

de|
d
" de
d
" de

d
Qg *¢ (az *e a3) - df (CL1 *e CL2) *e A3
e=0 € e=0
Ass(x) (a1, az, az).
e=0

Here in the last line, for amap f: A® A — A, the associator Ass(f) measures the defect
of f to be associative:

Ass(f)(ar,az,a3) = f(ay, f(az,a3)) — f(f(a1,az),a3).

Then since *, is assumed to be an associative product for all €, we see that Ass(x.) =0
for every €, and so £ is closed. O

Even more specific, a deformation A, of A is trivial if A, = A as associative algebras
for € close enough to 0. This means that there is a linear automorphism ¢.: A — A
such that *, = ¢! o x. o (. ® ¢.). In this Hochschild-setting, trivial deformations are
cohomologically trivial:

Lemma 1.1.17 If A, is a trivial deformation described by a family of automorphisms
©e. Then € = b€’ with

d
=1 e
€ =0
Proof. Doing the explicit calculation we have
d d d
(b€) (a1, az) = @ " *pelaz) — — B pelar xaz) + . @e(ar) * a
d d
iy o Pe(ar) * pe(az) — e o Pe(ar * az)
L e ) * o))
= 5 ela ela
de| _, Pe (Pellr) * Pela2
d *
= - @ *e A2
de|,_,
= f(alv (12)

which completes the proof. O
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In the end the resulting philosophy is that HH?(A, A) measures the non-trivial defor-
mations of A as an associative algebra, as we see from this discussion that it calculates
deformations modulo trivial deformations.

More algebraic structure on Hochschild cochains

An important point in later discussion is the existence of graded product and graded Lie
algebra structures on the Hochschild cochain complex Cp, ., (A, A).
To wit, consider the operation U: Ch_, (A, A) @ CY_ (A, A) — CEH (A, A) given by

(fUg)(ar, ..., aprq) = fla1, ...y ap)g(api1, ..., ag).

This is obviously associative and is compatible with b in the sense that

b(fUg) = (bfUg)+ (=1)P(fUbg).

On top of this, there is a generalization of composition in the form of an operation
0: Ol (A, A) @ Co (A A) — ChF (A, A) given by
p—1
(fog)ar,...;apig1) = Z(_l)q(p“_l)f(al: oo @y o Qi) s ooy A1)

i=1

Even though it is not associative, we can construct from this operation the Gerstenhaber
bracket [—, —]: Cho o (A, A) @ Chp (A, A) — CHET (A, A) by setting

[f9]:=Fog+ (-1) g0 f.
Again, this is compatible with b in the sense that
b([f,9]) = [bf, 9] £ [f, bgl.

In particular both U and [—, —] descend down to Hochschild cohomology:
Proposition 1.1.18 On HH*(A, A) the operations U and [—, —| satisfy

e aUb=(-1)PHUa,

o [a,b] = (=1)*" V@ D[b, a],

o (=)@ YV, [b,cf] + (=1 DI, [e, al] + (-1)0 D De, [a, B] = 0,

e [a,bUc] = [a,b] Uc+ (=1)PVp[a, c].

In particular we see that HH®(A, A) exhibits the structure of a graded associative ring
and[a (shifted) graded Lie algebra, so that the Lie bracket is (graded) Poisson over the
product. This structure is called a Gerstenhaber algebra, introduced by Gerstenhaber
[Ge63].
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1.1.2 Cyclic and periodic cyclic (co)homology
Cyclic homology

If we think about Hochschild homology as differential forms, we want a way to add the
exterior differential into the picture. This is what cyclic homology will do for us. So we
start with A an associative K-algebra, for simplicity we assume that A is unital, and
introduce an extra differential on the Hochschild complex CHo™®(A, A):

Definition 1.1.19 (Connes’ cyclic differential) We define the map B: CHo" (A4, A) —
Closh (A, A) to be

B(ao®"‘®an):Z(*l)ml®an—i+1®"'®an®ao®"‘®an—i
=0

) (D), 1 @1Qa i ® - ®a, ®ag D ® .

[

With the cyclic map ¢: CJ°"(A, A) — CJ(A4, A) defined by
t(a0®---®ak) =ap®ay® - Q ap_q

one recognizes that, together with the simplicial maps d and s from Remark 1.1.2,
(CHoh (A A),d, s,t) is a cyclic vector space, with B the second differential obtain via
Proposition A.3.6, so that we obtain:

Proposition 1.1.20 The maps

B: O (4, A) = Gl (4, 4)
and

b CHoh (4, A) = Cloth(4, A)
together make (CHo"(A, A), b, B) into a mixed chain complex.

Remark 1.1.21 Note that we can also write down the induced B on the normalized
Hochschild complex A ® (A/K)®® where it is given by

B(a0®"'®an):Z(_l)in:l@aan»l®"'®an®a70®"'®an—i

=0
where for ag € A, @y € A/K is the induced element in the quotient.

Definition 1.1.22 If A is unital, we define HC,(A) to be the homology of the complex
(CCHoh (A, A), b+ B) induced by the mixed complex (CE(A, A), b, B).

Remark 1.1.23 Since the cyclic map ¢ is natural in A, and the simplicial vector space
(CHoh (A A), d, s) was already seen to be natural in A, we conclude that the association
A — HC,(A) is functorial in A.
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Example 1.1.24 If we see K as an algebra over itself, we obtain

K n even

HC(K) = {0 nodd

Definition 1.1.25 If A is any associative K-algebra, we define HC,(A) to be the kernel
of the induced map HC,(A") — HC,(K). If A was unital to begin with this is consistent
with the definition above.

If we now restrict ourselves to the case where A is commutative, we can easily see
that the map CL°"(A, A) — QY sk fits into a commutative diagram

CHomh(A A) CHOLh(A A)

p+1

U e Byl
where d is the map sending fodfi A - --df, to dfo A -+ A dfy,.

In particular, we can upgrade the statement of the HKR Theorem to say that the
map CHoh(A4 A) — Q:VK as described is a quasi-isomorphism between the two with
respect to b on the domain and 0 on the codomain, as well as with respect to B on the
domain and d on the codomain.

Looking at the structure of the mixed complex (2% /H@O,d) we can conclude the
following cyclic version of the HKR~theorem.

Corollary 1.1.26 [Lo98, Thm 3.4.12] If A is unital, commutative and smooth, then
5]
HCn(A) g QA/K)cl @Hn 2i QA/]Kv )

Doing this for A = C*°(M) with the topological tensor product ® one can also calcu-
late the cyclic homology of the topological Hochschild complex, to obtain HCS™ (C>°(M))
which is then calculated ([Co85, Thm 46]) to be:

3]
KO (C() = (a0 © | €D Hi™ ()

Cyclic cohomology

We can dualize the discussion from above to obtain the notion of cyclic cohomology. So
for a unital algebra A, we start with the Hochschild complex C§;, 4, (A4, A*), which under
the adjunction between tensor products and duals we see as

(A, AY) = Hom(A®" D K)
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so that the Hochschild differential becomes
(bf)(a[h ceey CLn+1) = Z(il)lf(a(% ey A4, ey an+l)
i=0
+ (=1)"f(ans1a0, a1, ..., ay).

and we can define the cyclic differential B: Cf (A, A*) — Ciok (A, A¥) to be

n

(Bf) (a0, s an-1) =Y _(=1)"™F(L, Gnis1, .. G, g, ey )

=0

i+1)n
+ E ( f anfialvanfiﬂa~~~aan7a07w7an7i71)~

Since the resulting structure is obviously the dual to the mixed complex (C°® (A, A), b, B),
it is itself a mixed cochain complex (Chy ., (A, A*), b, B).

Definition 1.1.27 We define HC*(A) to be the cohomology of (CCf, (A4, A*), b+ B).

We can now in essence dualize the whole discussion we did for cyclic homology.
First, note that HC®(A) is also calculated by the cyclic subcomplex C3(A) of (Choqn (A4, A*), )
consisting of those maps f: A®**! — K that satisfy

f(a'k7a0a “'7ak71) = (_1)kf(a‘07 ey (Lk)

Second, we note that in the normalized case we obtain a quasi-isomorphic subcomplex
given by chose maps f: A2*1) — K such that f(ag,...,a,) = 0if 1 € {ay,...,a,}. The
B-differential reduces to

(Bf)(a1, van) = (1) f(1,Gn_is1, ., G, g, -oos B

i=0

and using Lemma A.1.14 we also know that HC®(A) is calculated by the cyclic complex
coming out of the normalized complex.

Third, it is clear that a map A — B of K-algebras induces a map Cy,,(B, B*) —

Hoen (A, A*) that intertwines both the Hochschild and cyclic differentials, and we obtain

a map HC*(B) — HC*(A).

From this we can also define cyclic cohomology for non-unital algebras by setting
HC*®(A) to be the cokernel of the map HC*(K) — HC*(A™).

Lastly, if we do the whole construction for A = C*°(M) together with the topological
tensor product and the continuous Hom-functor, we obtain continuous cyclic cohomology
HC;, . (C>(M)) which, similarly to the case for cyclic homology before, can be calculated

cont

to be

HC:OIlt(COO(M)) = ( ]VI Cl D @Hn 24
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where Q4 (M) is the coalgebra of deRham-currents on M, i.e. Q(M) = (QF(M))*, en-
dowed with the dual d* of the deRham-differential d: Q°*(M) — Q*™' (M) as homological
differential, leading to the notion of deRham-homology HI® (M) of M.

Periodic cyclic homology and cohomology

For a unital algebra A, starting with the mixed complexes (CH°®(A, A),b + B) and
(Clioen (4, A*),b + B), we can also write down the induced periodic cyclic complexes
(CP4(A),b+ B) and (CP*(A),b+ B) respectively, leading to the definition of HP,(A)
and HP*(A).

We will not fully repeat the whole discussion, but we will give the relevant calculations
when for the commutative case.

When A is commutative and smooth we have

where ¢ ranges such that n + 2¢ > 0.
Similarly, when A = C*°(M), using the topological tensor products we obtain

HPcont Coo ]\/[ @Hn+2z

HP?, (C*(M)) = Ga HOR, (M)

i

1.2 Lie groupoids and Lie algebroids

As is now mentioned a few times, Lie groupoids form are at the center of attention of
this text. Groupoids and algebroids play an important role in the mathematical side of
physics, as outlined by Landsman [La06]. We will now thoroughly discuss their definition,
the definition of Lie algebroids and the procedure of going from a Lie groupoid td a Lie
algeproid—We will also describe—Tig-Rinehart algebras and the universal enveloping
algebra of a Lie-Rinehart algebra. Reterences for the parts about Lie groupoids and Lie
algebroids are Mackenzie [Mack87, Mack05] and Moerdijk-Mréun [MMO3]. References
for the parts about Lie-Rinehart algebras are Huebschmann [Hu04], Moerdijk-Mréun
[MM10] and Rinehart [Ri63].

1.2.1 Lie groupoids

We start this section with the definition of a Lie groupoid.
Definition 1.2.1 A Lie groupoid G = M is given by:

e Two smooth manifolds G, M;
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e Two smooth submersions s,t: G — M;

e A smooth map m: G®: ={(g,h) € G; x G :s(9) =t(h)} = G;
e A smooth map i: G — G;

e A smooth map u: M — G.

These are compatible in the following way

o s(m(g, h)) = s(h), o m(i(g), 9) = u(s(g)),
e t(m(g,h)) =t(g), o s(u(z)) =z,

o s(i(g)) = t(g), o t(u(z)) =z,

e t(i(9)) = s(g), o m(u(t(g)),9) = g,

e m(g,i(g)) = u(t(g)), o m(g,u(s(g))) = g-

for any g, h € G such that s(g) = t(h) and any z € M.

Remark 1.2.2 The compatibility conditions in the previous definition is the same as
saying that (G, M) has the structure of a category with M as objects and G as arrows,
where every arrow is an isomorphism. Here s and ¢ encode source and target, so that we
see g € G as an arrow t(g) < s(g), m encodes the composition of arrows, so that gh is

the composed arrow t(g) < s(g) = t(h) Y2 s(h), i encodes inverses and u encodes units.

Remark 1.2.3 We ask for s and ¢ to be submersions so that we are able to require m
to be smooth. Indeed the fact that G® is an embedded submanifold of G*2 follows from
the fact that s and ¢t are smooth submersions.

Example 1.2.4 (Trivial groupoids) For any manifold M, we can define the trivial
groupoid over M, M = M. Here s, t, u and i are the identity, M is just the diagonal
in M x M and we define m: M® — M to be the map sending (z,z) to x.

Example 1.2.5 (Etale groupoids) A special class of Lie groupoids is that of groupoids
where the dimension of G and M agree, or equivalently either (and then both) of s or ¢
are local diffeomorphisms: those groupoids are called étale.

Example 1.2.6 (Fundamental groupoid) A generalization of the fundamental group,
the fundamental groupoid II(M) = M of a manifold M extends fundamental groups by
going from loops to paths. The arrows of this groupoid are homotopy classes of paths
in M, were source and target are the start and end points of paths, multiplication is
concatenation, units are constants paths and inversion is given by tracing a path in the
opposite direction. This set of arrows can be topologized and given the structure of a
smooth manifold in the following way: given a homotopy class [y] of a path from z to y
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and let U,, U, be contractible open neighbourhoods of x and y respectively. Then there
is an injective map from U, x U, to II;(M) which takes a point 2’ € U, and y' € U, and
sends this to the homotopy class of the path that is the concaternation of the (homotopy
unique) path through U, from 2’ to z, the path v and the (homotopy unique) path in U,
from y to 3/, and we can declare this map to a diffeomorphism onto an open submanifold.

Example 1.2.7 (Groupoids associated to foliations) Slightly altering the example
of homotopy groupoids sketched above, let M be a manifold with F a foliation on M.
Then we can define a groupoid called the monodromy groupoid of the folation, denoted by
Mon(M, F) of which the arrows are homotopy classes of paths parallel to the foliation.
Again, source and target are the start and end points of paths and multiplication is
concatenation. Note that the homotopy groupoid of a manifold M is just the monodromy
of the folation F = TM, while the trivial groupoid over M is the monodromy of the
foliation F = 0.

Example 1.2.8 (Lie groups) A Lie group is easily seen to the same thing as a Lie
groupoid where M = {pt}.

Example 1.2.9 (Action groupoids) When M is a manifold that is acted upon (from
the left) by a Lie group G, there is a groupoid G x M = M, called the action groupoid,
that encodes this action. The structure maps are given by

* s(g,x)=u o m((h,gz),(g,7)) = (gh,x)

o u(x) = (e, 1)

* t(g.2) =gz * i(g,2) = (97" g7)
For right actions we can either transform it into a left action by setting g-x = z-g~!,
or we can write down a slightly twisted variant of the construction above by giving a

groupoid structure on M x G = M.
Example 1.2.10 (Pair groupoids) When M is any manifold, we see M x M as a Lie
groupoid over M. Here, we set the structure maps by
o s(z,y)=y o m((z,9),(y,2)) = (x,2)
o i(z,y) = (y,2)
o tay) =2 o u(@) = (z,2)

In particular, one has to think as (z,y) as the unique arrow x M .
Example 1.2.11 (Groupoids associated to a submersion) When f: M — N is any
submersion, we can define a variant on the pair groupoid. Writing M f xf M = {(z,y) €
M x M : f(x) = f(y)} we can define the groupoid associated to f, M x/ M = M
with the structure maps
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e s(z,y) =y o m((z,y),(y,2)) = (x,2)
b Z(‘/Lvy) = (y,x)
o tz,y)=u o u(z) = (z,7)

Note that the pair groupoid is this construction applied to the trivial map M — {pt},
while the trivial groupoid over M is this construction applied to the identity M — M.

In full generality the relevant observation is that M/ x/ M can be written as
(f, £)71(A) and hence is the pre-image of a submanifold under a submersion, and hence
itself is a submanifold. Its tangent space can be described as

TloyyM ¥ xI M = {(v,w0) € T,M x T,M : df (v) = df (w)},

from which it is immediately clear that s and ¢ are submersions, since their derivatives
are given by (v,w) — w and (v, w) — v respectively.

Example 1.2.12 (Bundle of Lie groups) If G = M is a groupoid such that the source
and target maps agree, every source fiber s7!(z) is a Lie group, and the groupoid is then
nothing more than a family of Lie groups, parametrized by M. The easiest example of
this is taking the constant fibre M x G = M, but to see that the fibres can be different,
we consider the G = ST x (R\{0}) UR x {0}. We can topologize this set and give it a
smooth structure if we require that S* x (R\{0}) is an open submanifold, and that the
map

{(z,t) eR:42? < t*} = G
(,0) = (z,0)
(z,1) = (#7,8) (t #0)

is a diffeomorphism onto an open submanifold.

We can groupoid G = R by taking the source and target to be the
projection onto the second factor, with multiplication given by m((z,0), (y,0)) = (x +
y,0) and m((z,1t), (w,t)) = (2w, t). Clearly we see that the source fibres outside of t = 0
are isomorphic to S', while at ¢t = 0 the fibre is isomorphic to R.

In Chapter 2 we will discuss the adiabatic groupoid associated to a groupoid. The
example here is the adiabatic groupoid associated to the Lie group S*.

Example 1.2.13 (Vector bundles) As a special case of the previous example, any
vector bundle 7: £ — M can canonically be made into a Lie groupoid £ = M, in the
following way: We set the source and target maps to be s = ¢ = m, the multiplication
will be fibrewise addition in E, taking inverses will be multiplying with —1 and the units
consist of the zero-section.

Example 1.2.14 (Tangent groupoid) As a kind of meta-example, we can make a
new Lie groupoid out of a given Lie groupoid G = M, called the tangent groupoid. It is
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given by TG = T M, with the all the structure maps replaced by their derivatives. We
remark that this works since as submanifolds of 7G*? the following are equal

TG® = {(v,w) € TG** : ds(v) = dt(w)}.

Representations of Lie groupoids

A representation of a Lie group is the group acting linearly on a vector space. If we want
to define an equivalent concept for a Lie groupoid G = M, we need to replace a vector
space with a collection of vector spaces indexed by M: a vector bundle.

Definition 1.2.15 A representation of a Lie groupoid G = M is a vector bundle £ —
M, together with for every g € G a linear isomorphism Ay: Ey4) — Ey4 such that

o Ayw) =idg,,
o AJA, = Ay,
We denote the set of G-representations by Rep(G).

Definition 1.2.16 From a representation F € Rep(G) we can define groupoid cohomol-
ogy with coefficients in E via the complex Cl;3(G, E) which is set by

CY4(G, E) =T(E — M)

and for n > 1 by
n+(G E) =T{tE— g")

where t: G — M is given in terms of the target map ¢ of G by (g, ..., gn) = t(g1).
The differential is given by

(de)(g) = Ag(c(s(g)) — c(t(9))
for ¢ € CY4(G, E) and

(dC) (glv () gn+1) ::Agl (0(927 ey gn,+1))
+ Z(—l)ic(gh ey GiGit 15 o5 Gng1)
i=1

+(=1)" (g1, -, gn)
for ¢ € C4(G, E) where n > 1.

Example 1.2.17 For any Lie groupoid G = M, the trivial bundle R — M can be

canonically given the structure of a representation of G by setting A, = idg for any

g € G. We denote the resulting Lie groupoid cohomology complex by C§4(G) and call

it the differentiable cohomology of G. Notice that on the level of chains it is given by
dn(G) = C=(GM).
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Example 1.2.18 For a Lie group G, seen as a groupoid G = {pt}, a representation
is the same thing as a Lie group representation: a vector space V and a Lie group
morphism G — GL(V).

Example 1.2.19 If M is a manifold acted upon by a Lie group G, a representation of
the action groupoid is the same thing as a G—equi\mbundle over M.

Example 1.2.20 For the pair groupoid M x M = M, the only representations are the
trivial vector bundles. Indeed, fixing a base point y € M the isomorphism E,, — E,
induced by the arrow (y, o) induces an isomorphism between E and the trivial vector
bundle with fibre E,,.

Remark 1.2.21 As seen by the previous example, in general a Lie groupoid does not
have many representations. In particular, there is no analogue of the adjoint represen-
tation. We will discuss this further in Section 2.5.

Example 1.2.22 If § = M is an étale groupoid, we can make TM — M into a
representation of G by setting Ag: Ty M — Tyg)M to be

A,y =dty o (ds,) ™"

The fact that this is indeed is a representation follows from looking at composable pair
of arrows (g, h), a vector v € TyyM and noticing that

dsy(((dsy) ™ o dty, o (dsp)™")(v)) = dtn((dsp) ™ (v))
so that
dmg ) (((dsg) ™" o dty o (dsp) ") (v), (dsp) " (v)) € TynG

is defined. Using the fact relations between the source-, target- and multiplication-maps,
we have that

dtgr,(dmgn)(((dsg) ™" o dty, o (dsn) ™) (v), (dsn) ™ (v))) = (dtg o (dsg) ™" o dty o (dsy) ™) (v)

and
dsgn(dmgn) (((dsg) ™" o dty o (dsp) ™) (v), (dsp) " (v))) = v.

All in all we see that

Agn(v) = dtgn((ds) gy (v)
= dtgn(dmgn(((dsy) " o dty o (dsn)™")(v), (ds) ™' (v)))
= (dtg o (dsy)™" o dty, o (dsp) ") (v)
= Ag(An(v)).
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1.2.2 Lie algebroids

Definition 1.2.23 A Lie algebroid is a vector bundle A — M together with the following
two points of data:

e A Lie bracket [—,—] on I'(A)
e A vector bundle map p: A - TM

that are compatible in the sense that p encodes how [—, —] fails to be C*°(A)-linear,
ie. for o, € I'(A) and f € C*°(M) it holds that

The main class of examples consists of Lie algebroids induced by Lie groupoids,
following a procedure similar to how a Lie group induces a Lie algebra.

Proposition 1.2.24 Let § = M be a Lie groupoid and let A(G) be the vector bundle
given by ker ds|yy — M. Write X(G )iy for the space of right-invariant vector fields on G:
vector fields X € X(G) which are tangent to the s-fibres and satisfy dR (X (h)) = X (hg).

1. A section o € T(A(G)) can be extended to a right-invariant vector field @ €
Xiny(G) by the formula @ (g) = dR,(a(t(g)),

2. The map o — @ is a linear isomorphism between I'(A(G)) and Xy (G),
3. The Lie bracket of two right-invariant vector fields on G is right-invariant,

4. The vector bundle A(G) together with the bracket induced by the previous points
and p = dt is a Lie algebroid.

Remark 1.2.25 For Lie groups and algebras, Lie’'s Third Theorem states that every
finite dimensional Lie algebra is induced by some Lie group. As discussed in [CF03] the
equivalent statement is false for Lie groupoids and Lie algebroids.

Using the Lie algebroid associated to a Lie groupoid, we can write down a Lie
groupoid dual to the tangent groupoid.

Example 1.2.26 (Cotangent groupoid) Given a Lie groupoid G = M, we have
the cotangent groupoid TG = A(G)*. Its source map takes §{ € T;G and maps it to
s(€) € A(G)y,) siven by the formula

5(€)(v) = =&(d(Lg © L)u(s(g))V)

where v € ker(ds)(s(g)). Similarly, the target ¢(£) € A(G)}, is given by

t(&)(w) = a(d(Ry)ug(g)w)-
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The multiplication of two composable elements { € T;G and ¢ € T;G, is given by
m(§,¢) € T,,G determined by the formula

m(i%,m (v, w)) = &(v) + ((w).

The fact that this is well-defined, i.e. &§(v) = —((w) whenever dmy (v, w) = 0 is
precisely the fact that s(&) = ¢({).

Next, the unit associated to an element v € A(G); is given by u(a) € 171G given
by the formula

u(a)(v) = alv —d(u o s)v).

Lastly, the inversion is given by ¢(§) = t*¢.

Using Proposition 1.2.24, we can take the examples of the previous section to produce
examples of Lie algebroids.

Example 1.2.27 (Trivial algebroids) The trivial vector bundle 0 — M canonically
has the structure of a Lie algebroid with the zero bracket and the zero map 0 — TM as
anchor. This example is the Lie algebroid associated to any étale groupoid over M, in
particular trivial groupoids.

Example 1.2.28 (Action algebroids) When ¢: g — T'M is any Lie algebra-morphism
(i.e. a Lie algebra action), we can induce the structure of a Lie algebroid on the trivial
vector bundle M x g — M. Sections of this vector bundle are smooth functions from M
to g and elements of that are finite sums of functions of the form fe, for f € C>®°(M)
and v € g, where by this notation we mean (f¢,)(xz) = f(«)v. The bracket on C*(M, g)
is then given by

[fcv: gcw] = fgc[v,w] + fg(v)(g)cw - g&(w)(f)cw

If M is a manifold with a smooth left G-action, then we can induce an action on M by
the Lie algebra g = Lie(G) of G by the formula

€)= 5| (@ a).

t=0

The action algebroid associated to this action is then the Lie algebroid associated to the
original action groupoid.

Example 1.2.29 (Tangent bundle) When M is any manifold, the tangent bundle
TM — M canonically exhibits the structure of a Lie algebroid, with the bracket given
by the Lie bracket of vector fields, and the anchor TM — T'M given by the identity.

This is the Lie algebroid associated to both the pair groupoid M x M = M and the
homotopy groupoid I (M) = M.
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Example 1.2.30 (Foliation algebroids) A foliation F on M is the same thing as a
Lie algebroid on M with injective anchor, since both can be described as a vector sub-
bundle of TM whose sections are closed under the Lie bracket of vector fields. Foliation
algebroids have been studied extensively by Winkelnkemper [Wi83].

In general, this algebroid is the algebroid associated to the monodromy groupoid of
the foliation. If the foliation is given by the fibres of a submersion, then the algebroid
associated to the submersion-groupoid is also the algebroid associated to the foliation.
This is the generalization of the fact that the pair groupoid and the fundamental groupoid
have the same algebroid associated to them.

Example 1.2.31 (Bundle of Lie algebras) If A — M is a Lie algebroid such that the
anchor A — T'M is zero, the Lie bracket is C°°(M)-bilinear. In particular, using bump-
functions we can localize it to any fibre to obtain fibrewise Lie brackets. This presents Lie
algebroids with vanishing anchor as bundles of Lie algebras, i.e. vector bundles A — M
with a smooth family of Lie brackets [—, —], on A, for x € M with the bracket of I'(A)
given by
[, B](z) = la(z), B(z)]-

If G = M is a bundle of Lie groups, the algebroid associated to it is simply the bundle
of corresponding Lie algebras.

In particular, looking at the case where all the brackets themselves also vanish, we
have a commuting triangle where a vector bundle £ — M induces a Lie groupoid
E = M, and Lie algebroid £ — M with vanishing bracket and anchor, and the Lie
algebroid associated to the Lie groupoid F = M is precisely the Lie algebroid £ — M
with vanishing bracket and anchor.

Apart from the examples coming from Lie groupoids, there are also examples which
are internal to the theory of Lie algebroids.

Example 1.2.32 (Poisson manifolds) Let M be a manifold with a Poisson bivector
7 € A*T'M. Then there is a Lie algebroid structure on T*M due to Coste, Dazord
and Weinstein [CDW87] in the following way: the anchor is given by the induced map
7t T*M — TM and the bracket is given for a, 8 € Q'(M) by

[av /3] = Eﬂ'ﬁa(ﬁ) - ‘Cﬂ'tﬁ(a) - d(ﬂ—(av /6))

1.2.3 Lie-Rinehart algebras

There is a way to lift the definition of a Lie algebroid from the world of geometry to the
world of algebra, replacing a vector bundle with an associative algebra, leading to the
definition of a Lie-Rinehart algebra.

Definition 1.2.33 A Lie-Rinehart algebra is the combination of a commutative algebra
R, a Lie algebra L, a R-module structure on the underlying vector space of L and a Lie
algebra map p: L — Der(R) such that

[, f8] = fla, B] + p(e) ()
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for a, 0 € L and f € R.

Remark 1.2.34 If R = C*°(M) and L is a finitely generated R-module, the Serre-Swan
Theorem states that there is a vector bundle A — M such that L = T'(A), and the rest
of the structure can be translated in such a way that we recover the definition of a Lie
algebroid over M.

Apart from this there are certain examples which will come back later in our consid-
eration.

Example 1.2.35-For any associative algebra R, the space of derivations Der(R), to-
gether witlthecommutator bracket as Lie bracket and the identity as anchor, describes
a Lie-Rinehart algebra.

Example 1.2.36 If M is any R-module, we may see (M, R) as a Lie-Rinehart algebra
by setting the bracket and anchor to 0.

There are also examples which are explicitly associated to physics-phenomena, for
instance there is a Lie-Rinehart algebra constructed by Blohmann, Schiavina and Wein-
stein [BSW22], relating to constraints of initial value problems in General Relativity.

1.2.4 The universal enveloping algebra of a Lie-Rinehart alge-
bra

Let (L, R) be a Lie-Rinehart algebra. Out of it, we can create a Lie algebra-structure
on L & R, where we define the bracket by

(e, 1), (B, 9)] = (lev, B], pla) () — p(B)(9))-

Then, from this Lie algebra, we can make the universal enveloping algebra U(L @ R),
and from this we can make the universal enveloping algebra of the Lie-Rinehart algebra.

Definition 1.2.37 The universal enveloping algebra is defined by

the quotient of the universal enveloping algebra of the Lie algebra L & R by the ideal
generated by the elements fX — f- X and fg— f-gfor f,g € Rand X € L.

Remark 1.2.38 The universal enveloping algebra U(L, R) is the algebra linearly gen-
erated by L and R, with the relations

fX=f X, XY —YX =[X,Y],
Xf—fX=pX)f, fo=1-g

As such, it is the universal algebra with respect to having maps tg: R — Aand ¢y: L —
A to an algebra A such that
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e .y is a algebra map,

e (7 is a Lie algebra map with respect to the commutator bracket on A,
o 11 (fX)=1r(f)en(X) for f€ Rand X € L,

o 1 (X)er(f) = er(f)er(X) = tr(p(X)[) for f € Rand X € L.

The main example to have in mind when taking the universal enveloping algebra is
for the case of vector fields over a manifold:

Example 1.2.39 For the Lie-Rinehart algebra coming from the algebroid TM — M we
have U(X(M), C>*(M)) = Diff(M), the algebra of differential operators on M.

Example 1.2.40 More generally, for a Lie algebroid A(G) — M associated to a Lie
groupoid, there is a canonical identification between the universal enveloping algebra
UT(A(G)),C>=(M)) and right-invariant differential operators on G.

In general the universal enveloping algebra is not commutative, but it admits the
structure of an almost commutative algebra.

Definition 1.2.41 An almost commutative algebra A is an associative filtered algebra,
where the filtration satisfies that if a; € ASF and ay € AS! then ajay — asa; € ASFH-1,

Lemma 1.2.42 The filtration on U(L, R) defined by setting that R lives in filtered
degree 0 and L lives in filtered degree L makes U(L, R) into an almost commutative
algebra.

Proof. Investigating the commutation relations of the generators R and L, and seeing
that for X,Y € L and f,g € R we have

XY —-YX = [X,Y] € U(L,R)<",
Xf—fX=pX)f €U(L,R)=",
fg—gf=0€U(L,R)="".

Which shows that U(L, R) is an almost commutative algebra. O

Since the algebra is almost commutative, the graded quotient is commutative, and
so since the filtered quotient is a commutative graded algebra generated on R in degree
0 and L on degree 1, it is quite immediate to try and relate U(L,R) to Symp(L).
Indeed, this is also what one does in the case of a Lie algebra, where the Poincaré-
Birkhoff-Witt theorem stipulates that the symmetrization map Sym(g) — U(g) is a
linear isomorphism of filtered vector spaces, whose induced map between the graded
quotients is an isomorphism of graded commutative algebras.

For a general Lie-Rinehart algebra, the symmetrization map will not make sense as
a map SympL — U(L, R). Indeed, already in degree 2 the map L*? — U(L, R) given
by

(X,Y) > %(XY +YX)
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is not R-bilinear. To see this, we look at the images of (X, fY) and (fX,Y) in U(L, R)
and see that

(X.fY) o S(XFY 4 YY),

(FXY) s XY 4 YFX) = LY 4 fYX = p(X)(Y + p(¥)()X).

However, we see that the deficiency is in lower order terms. By work of Laurent-
Gengoux, Stiénon and Xu [LSX21], the deficiency can be resolved using a connection on
L.

Definition 1.2.43 If (L, R) is a Lie-Rinehart algebra, an L-connection on L is an K-
bilinear map V: L x L — L satisfying

VixY = fVyY
Vx(fY) = fVxY +p(X)(f)Y

forall XY € L and f € R.

Remark 1.2.44 If L is projective as an R-module, then it admits an L-connection (see
[AF74]).

Using a connection V, we can write down a variant of the PBW-map, following
Laurent-Gengoux, Stiénon and Xu [LSX21].

Definition 1.2.45 Under the choice of an L-connection V on L, the PBW-map
pbw": SymypL — U(L, R)
is recursively defined by
pbw¥ (f) = f, (feR)
pbwV(X) = X, (X el)
and for Xi,..., X,, € L by
pbw¥ (X, ® - ® X,,) :%iXipva(Xl @---Z-“@Xn)

i=1

1 —
n S opbwY (Vi X0 X1 0 XX 0 X,).

1<i#j<n

We remark that this is indeed well-defined, and also R-linear. To see this, we note
that it is clearly symmetric and K-multilinear, so that we only need to see what happens
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when we replace X7 by fXi, and we get

P ((FX1) © X2+ X) = (X pbwT (X @+ X,) (@
+igxipbwv((le)®X2®"'E"'®Xn) (b)
—TllZn;pbWV(VleXj®X2®"'3(\j"'®Xn) (c)

=
— :LG;pbwv(vxi(le)@Xz@~--)?j-~-®Xn) (d)
L S bWV (Va X0 (fX1) 0 X ® - XX 0 Xy)
2<iZj<n

Now we can use the commutation relations in U (L, R), the properties of the connection,
and the inductive assumption that pbw" is well-defined and R-linear when restricted to
Sym3"L to work the f forward, and we obtain

() = F(Xapbw™ (X, © -+ © X))

Zf pbw¥ (X, O X O X))
+”Zp (f)pbw¥ (X, & X, © X,) (+)

=13 (VX 0 X0 B0 )

Jj=2

I —~

=2

(e) :_E Z bW (Vi X, 0 X, 0 XX, - © X,,)
2<i#j<n
We see that () and (#x) cancel each other, and the remaining terms precisely reconstruct

fpbw¥(X1®---®X,,)). Sé we can indeed conclude that pbw" is a well-defined R-linear
map SympL — U(L, R). The important result is then:

Theorem 1.2.46 [LSX21, Thm 2.2] For any connection V, the map pbw" : SympL —
U(L, R) is an isomorphism of filtered R-modules and induces an isomorphism of R-
algebras between SympzL and the graded quotient of U(L, R).






Chapter 2

Lie groupoid deformations and convolution
algebras

In this chapter we discuss the results obtained [KP21]. Apart from the last section of
this chapter, most is a transcription of this paper, with some extra remarks or exposition
which were deemed appropriate for this text.

The main results of this chapter are a relationship between the deformation theory of
a Lie groupoid and the deformation theory of its convolutiemaigebra, and showing that
a localization principle in connection with the deformation theory of the-Lie-algebroid
can be interpreted as a ‘classical limit’ of our connection with the convolutiomalgebra.

The deformation complex C§.4(G) for a Lie groupoid § = M was introduced by
Crainic, Mestre and Struchiner [CrMS20] to encode the deformation theory of the Lie
groupoid. We link it to the Hochschild complex Cyy ., (Ag, Ag) of the groupoid. The con-
volution algebra, introduced first by Renault [Re80] using counterparts to Haar measures
and defined intrinsically using half-densities by Connes [Co82], forms the main algebra
encoding the group-like properties of the groupoid. Slightly changing the construction of
Connes to make it more digestible in connection to the deformation complex, we define
the convolution algebra using s-fibred densities. This allows us to properly define the
convolution product by the formula

(@ as)(o) = [ ar(gh™)as(h).

hes=1(s(g))

In the end, we define a cochain map
D: C(.ief(g) - C;Ioch(Ag7 Ag)

roughly by exhibiting deformation elements as vector fields (with parameters) and then
interpreting those as Hochschild cochains by applying a Lie-derivative-like procedure.
We will show that one of the main properties this chain map possesses is that it links
groupoid deformations to their induced algebra deformations. Following [CrMS20], we

41
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encounter a class of deformations of a Lie groupoid G which deform the division map m
on G *x* G to a family 7, of division maps, inducing an element ¢ € C3.+(G) by

£(g,h) = i

d€ mf(gh7h’)7

e=0

and also a deformation element 8 € C%_, (Ag, Ag) describing the induced deformation
of the convolution product

Bl @)o) = 5

[ amdo )
e=0 J hes~1(s(g))
We will show that our chain map & satisfies

&) =4

establishing the map ® as a key connection between the deformation theory of the Lie
groupoid and the deformation theory of the convolution algebra.,

Furthermore, there is a localization procedure to relate the deformation theory of G
and that of its algebroid A(G). In the case where G is a Lie group G, this goes back
to the work of van Est [vE53a, vE53b], and in the general context]of this deformation
complex the van Est map

V: Cier(G) = Caur(A(9))

was defined by Crainic, Mestre and Struchiner [CrMS20]. By seeing the convolution
algebra Ag as a deformation quantization of the Poisson manifold A(G)* induced by the
algebroid, following Landsman and Ramazan [LRO1], we will show that we can see the
convolution algebra Ag as a kind of deformation quantization of the Poisson manifold
A(G)* by quantization maps

gi: S(AG)") = Ag.

We will use this to show that the van Est-map can be interpreted as a ‘classical limit’
of our map ®:

V(C)(fl, ey fk) = ]:u (1% (Z (_1)0(”)%@(0)(%(]00(1))’ B '7Qt(fa(k)))>>

€Sk

where ¢ € C54(G), f1, ..., fr € S(A(G)*) and F, is a Fourier transform.

Lastly, we discuss the relationship the deformation complex has with the adjoint
representation up to homotopy as defined by Abad and Crainic [AC13], and sketch ideas
on how to use our chain map, the Gerstenhaber structure on the Hochschild complex
and differential operators to obtain intrinsic models for the tensor powers of this repre-
sentation.
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2.1 The convolution algebra of a groupoid

Convolution algebras form a central tool for the study of the structure of given groups,
as they are in some sense the ‘easiest’ associative algebras encoding the group structure.
However, between certain classes of groups, there are many variants on the precise, or
common, definition of the convolution algebra, as we see in the following examples.

Example 2.1.1 (Finite groups) For a finite group G the space of all maps f: G — C
constitutes the convolution algebra, spanned as a linear space by the functions d, for
g € G which are 1 at g and 0 elsewhere. The product is then simply given by 6,%05, = dgp,
or, if one writes it internal to the definition with functions, as

(fix f2)(9) =Y filgh™) fo(h).

heG@

It is a classical result of Webberburn [St12, Thm 5.5.6] that the convolution algebra
Ag ={f: G — C} contains all the information about the irreducible representations of
G:

Ac = P End(V,).

776@

Example 2.1.2 (Compact Lie groups) When G is a compact Lie group, the group
algebra does not convey the right information, indeed one loses the information about G
being a manifold, indeed here is it more natural to consider smooth functions C*(G, C).
Then the sum from the previous example needs to be replaced by an integral. To do
this, we choose a Haar measure d\ and define the convolution product * by

(fi % fo)(g) = /G F(gh ™) fo(h)dA(h).

Square integrating against d)\ induces a space of L2-functions on G with a convolution
product, and similar to the finite case the Peter-Weyl Theorem [Kn86, Thm 1.12] in
essence states that all the relevant information about the group is contained in the
convolution algebra

I2(G) = @WeéEnd(Vﬂ).

Restricting this to smooth functions, Fourier inversion exhibits the smooth convolution
algebra as a subalgebra of the right hand side above, consisting of those functions which
are rapidly decreasing in a suitable fashion (see [NN90] for details).

However, even though Haar measures are well-defined up to a constant, picking a
Haar measure still involves making a choice. To counteract this, we need objects that are
canonically integrable, and this what densities do. To see how this makes the convolution
algebra of a Lie group a canonical object, and also how they help define the convolution
algebra of a Lie groupoid, we discuss densities along the fibres of a submersion.
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2.1.1 Densities along the fibres of a submersion

Definition 2.1.3 Let V' be an n-dimensional vector space. A density on V is a map
a: A"V — R such that for every invertible linear map A € GL(n,R) it holds that

a(Avy, ..., Av,) = | det(A)]a(v, ..., vn).
Remark 2.1.4 The collection of densities on V' forms a linear space that is 1-dimensional.

More generally, from a vector bundle £ — M, one constructs a line bundle of den-
sities Dg — M. Then if one has a vector bundle isomorphism ¥: F — E covering a
diffeomorphism ®: M — M, one obtains an action on the sections of D, defined by

(U"a)p (V1 s Un) = Qa(a) (P01, ..., Tuyp).

Remark 2.1.5 If E — M is arank n vector bundle and Uy, Uy C M are opens over which
E trivializes with transition function ¢: U3 N Uy — GL(n,R), then Dy also trivializes
over U; and U, with transition function |det| o ¢: Uy N Uy — R*. As such, we can
always find a cover of local trivializations for Dg such that all the transition functions
are positive, so that we can conclude that for every vector bundle E — M the density
bundle D — M admits a nowhere-vanishing section.

Remark 2.1.6 There is a clear connection between the bundle of densities of £ and
the bundle of top forms A*PE* most canonically obtained by the absolute-linear map
sending a form w to its absolute value |w|.

Importantly, over domains where A*PE* trivializes, i.e. domains over which F is
oriented, there is an isomorphism between both bundles, canonical after choosing an
orientation. In this case one sends a top-form to its absolute value if it is positively
oriented and to minus its absolute value if it is negatively oriented.

Example 2.1.7 The case E = T'M is of particular interest, because for a compactly
supported section a of Dry the integral [ 1 @ is canonically defined. Indeed, differential
top-forms transform like the determinant, while coordinate transformations of the Lesbe-
gue integral introduce a factor of the absolute value of the determinant of the Jacobian.
To make integral of a top-form well-defined this results in the need of an atlas where all
determinants of the all Jacobians are positive, i.e. an orientation of M. Since we define
a density to transform with the absolute value of the determinant, this problem does not
arise, and hence integrals are canonically defined, even for non-orientable manifolds.

Further in the case £ = T'M, one obtains an action of a vector field X € X(M) on
the densities on T'M, namely:

Xa=—| (P%)"a, (2.1)

t=0

where ®% denotes the flow of X.
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We will be mostly interested in densities along the fibers of a submersion. For this,
let f: M — N be a submersion, and denote by D; the bundle of densities of the vector
bundle kerdf C T'M. In this case, by doing the density-integration along every f-fiber
J7Y(x) for x € N the fiber integral

/; (M, D;) — C>(N)
!

is canonically defined. Now for a vector field to act on Dy in a canonical way, we need
to make sure that the flow of the vector field preserves the distribution ker(df).

Definition 2.1.8 Let f: ]VEN be a submersion. A vector field X € X(M) is called
f-projectable if there is a vector field o(X) € X(N) such that df o X = o(X) o f. We
denote the space of f-projectable vector fields by X;(M). The projection o(X) (which
is unique if X is f-projectable) will also be called the symbol of X.

Lemma 2.1.9 Let X € X;(M) be a complete vector field, the following hold:
e The flow of X preserves the fibres of f, and in turn ﬁdistribution ker(df).

e The formula (2.1) induces a well defined action of X on I'(Dy).

Proof. The first item is directly checked by noting that ®4 o f = f o CI)Z(X)’ and in turn
we see that if y: R — M maps into a single fibre of f, so does ®% o~ and hence d®,
preserves ker(df) for every t.

The second item is then immediate since (2.1) is well-defined in this case, as (P4 )*
is well-defined as an operator on I'(Dy) for all ¢t € R. O

Remark 2.1.10 We can extend the action of complete vector fields to that of non-
complete vector fields. Indeed, while (®%)*a may not be globally defined on any open
neighbourhood of ¢ = 0, fixing a point p € M, ((®%)*a), can be defined on an open
neighbourhood of ¢t = 0.

In the next Lemma, we describe the locality of the action of projectable vector fields
on densities along the fibres. This is essentially the same statement and proof as the
properties of the Lie-derivative on differential forms.

Lemma 2.1.11 Let a € I'(Dy), y € N and = € f~'(y), and let X € X;(M) be an
f-projective vector field. If X vanishes on an open neighbourhood of x in f~1(y), then
(Xa), =0.

Proof. Let U C f~1(y) be an open neighbourhood of z such that X (p) = 0 for all p € U.
Then ®% (p) = p for all p € U. This means that for all v € ker(df), we have d®% (v) = v
so that for all ¢ it holds that ((®%)*a), = a., so that (Xa), = 0. O

Remark 2.1.12 The previous Lemma allows us to define (Xa), for z € f7'(y), a €
I'(Dy) and X € X(M)|s-1(). Indeed, we can choose Y € X(M) to be an extension of
X to a global vector field and define (Xa), = (Ya),. The previous Lemma then implies
that this definition is independent of the choice of Y.



46 Chapter 2. Lie groupoid deformations and convolution algebras

2.1.2 The convolution algebra

Let G = M be a Lie groupoid. Heuristically, we want to write down a convolution
product which looks like

(f1* f2)(g9) :/ fi(g1) f2(g2)

9192=9

where f1, fo are objects which are like functions G — C. Since not all arrows in G can
be multiplied, the rewriting to an integral over a single explicit variable changes a bit,
into the following
(@)= [ Al )
hes=1(s(9))

From this heuristic picture we see that to define such a product, we need to have objects
which can be integrated along source fibres. This is precisely why we discussed densities
before, and so we set the underlying space of the convolution algebra to be compactly
supported smooth densities along the source fibres of the groupoid.

To define the convolution product, we first note that there is a canonical isomor-
phism between ker ds and t*A(G) using right translations. In particular, for ¢ € G the
differential of the map dRy: s™(t(g)) — s *(s(g)) at the unit u(t(g)) induces an isomor-
phism between ker(ds), ) = Ayg) and ker(ds),. Using this identification, we define
the convolution product for two compactly supported densities a1, as € T'.(Ds) by

(a1 * ag)g(v1, ..., vp) = / (a1)gh-1(V1, ..o; ) (@2) -
hes=1(s(g))

In this notation v1, ..., v, € Ayg) = Aygn—1) so that the product in the integrand yields a
well-defined compactly supported density along s~!(s(g)) that can be integrated. Col-
loquially this product will be written as:

(a1 % a)(g) = / ar (grparfom) = / ax(gh™")yas(h)
9192=9 hes—1(s(g))

We define the convolution algebra Ag of G to be Ag = (I'o(D;), *). This definition of
the convolution algebra differs slightly (but is isomorphic as a complex algebra) from
the more usual one in e.g. [Co82] using 1/2-densities along source and target fibres.
The usage of half-densities has the advantage that it allows for a C*-algebra to be made
out of a completion of the convolution algebra, with the differential of the inverse map
t: G — G inducing the involution. We do not need a C*-structure in the discussion that
follows, so we stick to the construction using source-fibred densities.

2.1.3 Haar systems

If we want to align our convolution algebra more with known examples, where the
underlying space of the algebra is the space of smooth functions, we can backtrack the
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path we took in the example of compact Lie groups (2.1.2). In particular we can replace
integrating tensor-like objects with integrating functions against a measure. This leads
to the notion of (right) Haar-systems.

Definition 2.1.13 A right Haar-system on a groupoid G = M is a collection of measures
{)*}penm, where A% is a Borel measure on s~!(z), that satisfies three properties:

e (Positivity) For every z € M and every non-empty open subset U C s~!(z) it
holds that A*(U) > 0;

¢ (Right-invariance) For every g € G and every f € C°(G) it holds that

/ £ (hg)aN@ (h) = / F(R)AN) (h);
s~ 1(t(g)) s71(s(9))

e (Smoothness) For every f € C°(G) it holds that the function A(f) on M defined
by

NH@) = [ fwaxn)

Js71(x)
is smooth.

Remark 2.1.14 The second property is essentially the same as asking for the right
translation by g to be a measure preserving diffeomorphism

Ryt (s (t(9)), N'9) — (s7'(s(g)), A*9)).

If we have chosen a Haar system we can define a convolution product on the space
of compactly supported functions C°(G) by

By = [ | Al

Now given a positive section a € D,, we can cook up a collection of Borel measures on
the source fibres by setting

) = | alo

With this definition, the last property of a Haar system is automatic since a is a smooth
section. The first property is taken care of if the section a has no zeroes. The second
property is taken care of by this Lemma of which the proof is clear:

Lemma 2.1.15 Given a € I'(D;), the collection of measures A, is right-invariant if and
only if a(h) depends only on ¢(h) under the right trivialization ker(ds) = t*A(G), i.e. is
determined by a section of Dy — M.
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This process can essentially be reversed, so that given a Haar system A we find
a density a inducing it. It is then clear that the map f — fa is an isomorphism
between C°(G) with the A-convolution product and I'.(Ds) with the intrinsic convolution
product.

Note however, that this isomorphism does not preserve the action of s-projectable
vector fields, since for any X € X,(G), f € C(G) and a € I'(D;) we have

X(fa)=X(f)a+ fXa.

In the end we see that any nowhere vanishing section of D4y — M induces a Haar
system. As any density bundle has a nowhere vanishing section, we obtain the following
result, originally due to Westman [We67].

Proposition 2.1.16 Any Lie groupoid G = M admits a right Haar system.

2.1.4 Examples
We discuss some examples.

Example 2.1.17 (Trivial groupoids) For a trivial groupoid M = M, the source map
is a diffeomorphism, so ker(ds) is the zero bundle. By convention A’V = R for any
vector space V, and so D; is a trivializable line bundle, with canonical trivialization
given by the section that sends every point to the identity R — R. This trivialization
induces an isomorphism (D) = C°(M). Under this isomorphism, the convolution
product becomes simply the commutative product

(fi* fa)(z) = fi(2) fo().

Note that a Haar system on this groupoid is a collection of non-zero measures on the
point spaces {z}, that ‘vary smoothly’ with x, i.e. nothing more than a strictly positive
smooth map on M. Consequently, we see that the isomorphism above is the same as
the isomorphism induced by the Haar system that is constant equal to 1.

Example 2.1.18 (Etale groupoids) Let G = M be an étale groupoid. Similar to
the example above, the source-fibres density bundle canonically trivializes, and so again
I'.(Ds) = C(G), with the convolution product in this case given by

(hixf)g)= > flgh™)fa(h)

hes=1(s(g))

where the integral is replaced by a sum because source fibres are discrete, and furthermore
this sum is finite since f; and fo have compact support (and hence finite support along
every source or target fibre).

Similar to the example above, we can identify Haar systems with strictly positive
continuous functions on G that are right invariant, and the canonical isomorphism is
associated to the function that is constant equal to 1.
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Example 2.1.19 (Lie groups) Since for a Lie group G the source map is the trivial
map, the source-fibred densities are simply the densities of G as a manifold.

As for the convolution product the discussion is generally the same as for compact
Lie groups discussed previously. Here, the choice of a Haar system is nothing but a Haar
measure, which is equivalent to a left-invariant section of the density bundle. The con-
volution algebra is in this case normally represented by compactly supported functions
under the choice of a Haar measure \ with convolution product

(% f2)(g) = /G J1(gh™ ) fo(R)dA(R).

Example 2.1.20 (Action groupoids) For the action groupoid M x G = M of a
manifold M with a right G-action, it holds that ker(ds), 4 = T,G, and so source-fibred
densities are simply densities on G, parametrized by M.

For this case, Haar systems are simply choices of measures \* on G for every x € M
such that \*9 = \* . g. Of course, simply choosing A* = A for A some Haar measure on
G suffices, and we get a quasi-canonical isomorphism between the convolution algebra
Apxg of M x G and C®(M x G) where the convolution product is then given by

(1 # f2) (2. g) = /G £ 1) foleh, h™g)dA(R).

Example 2.1.21 (Pair groupoids) For a pair groupoid M x M = M we have that
ker(ds) sy = T M so that T'(Ds) = D.(M)®RC2(M). Now to calculate the convolution
product we pick a1, ay € D.(M) and fi, fo € C°(M) and see that

(a1 @ f1) * (a2 ® fo))(,y)(v1, oy 00) = /M ar()(v1, -, va) f1(2)a2(2) f2(y)dz

which simplifies to saying that

(a1 ® f1) x (a2 ® fo) = (/M f1a2> (a1 ® fa).

By the Schwarz Kernel Theorem, we can see elements of this convolution algebra as
kernels of the smoothing operators on M. Under this identification the convolution
product is precisely given by composition of smoothing operators, see also [vVEY19].

2.2 The deformation complex of a Lie groupoid

The deformation complex of a groupoid, as defined by - 20], is the model for defining
cohomology classes associated to deformation problems. We discuss a slightly altered
variant of this complex (c.f. Remark 2.2.2 below) that fits into the picture we are
sketching between deformations of groupoids and that of convolution algebras.
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Definition 2.2.1 For k > 1 define C%((G) to be the set of sections of the vector bundle
priTG over G¥) | that are s-projectable in the sense that there is a section s of the vector
bundle t*T'M over G*~ satisfying

dS(C(gl, 7gk)) = 36(927 ceey gk)
The differential §: C% (G) — CEEY(G) is defined by setting:

(6c)(g1, s Gry1) = — dmi(c(g192, 93, -+ Grs1)s (G2 o, 1))
k
+ 3 (=1 (g, s gighre e aind) + (~1)e(gn, s g1).
=2

The deformation complex is defined by the graded vector space

(.ief(g) = @ Cgef(g)

E>1

equipped with the differential ¢, its cohomology is denoted by H.¢(G).
Remark 2.2.2 It is possible, as in [CrMS20], to extend the deformation complex in de-
gree zero by putting C5.;(G) = I'(M, A(G)) with differential defined for a € I'(M, A(G))
by

(0a)(g) = (dRy)(a(t(g)) + (d(lg o 1)) (a(s(g))
We exclude these elements in degree 0 because, as we will see, these elements cannot
correspond to Hochschild 0-cochains.

Remark 2.2.3 The fact that the differential is well-defined (i.e. that dc also has a
symbol), follows from the fact that one immediately checks that the following describes
a symbol for dc:

85c(g2s -y Ger1) = — dt(c(ga, s Grt1))
k

+ Y Doy, o GiGists o Gh1)
i—2
+ (—1)’““36(92, ey Ok)-

Remark 2.2.4 It is shown in [CrMS20, Lem 2.2] that the map g isindeed a differential,
i.e. 62 = 0, by using the associativity of the multiplication.

Remark 2.2.5 It follows from the definition above that the closed elements in degree 1
are exactly the multiplicative vector fields, c.f. [CrMS20, §4.3]. These are vector fields
X € X(G) that are s and t-projectable to the same image in X(M), satisfying the
following equation:

dm(g,h) (X(g)’ X(h)) = X(gh)7

where we used that the tangent space to the nerve G is given by

TienG? = {(v,w) € T,G x T),G : ds(v) = dt(w)}.
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For certain purposes, most importantly applying the Van Est map, it is often nec-
essary to impose more strict relations on elements ¢ € C% (G) and their symbol s.. To
this end we also introduce the normalized deformation complex:

Definition 2.2.6 The normalized deformation complex is the subcomplex Ggef(g) of
C%.;(G) consisting of those_elementsle € CX (G) which satisfy

0(117927 ,gk) = du(56<g27 7gk))

and
8c(92, L) 117 >gk) = 07

where the unit is put in any of the k — 1 slots.

It is shown in [CrMS20, Prop 11.8] that the inclusion of the normalized deformation
complex into the whole deformation complex is a quasi-isomorphism.

2.2.1 Examples

Example 2.2.7 (Trivial groupoids) For a trivial groupoid G = M = M, the k-
nerve G*) is always canonically diffeomorphic to M (indeed there are only identities,
so every chain of composable arrows is a chain of identities). From this it follows that
priTG — G is simply TM — M with every section having a symbol (namely itself).
We conclude that

Ciet(G) = X(M)

for all £ > 1.
As for the differential we have that dm(v,v) = v for every v € Tg, so that the
differential §: Ck (G) — Ch1(G) is given by

0 k even

5= {1d k odd

and we conclude that the deformation cohomology of M = M is concentrated in degree
1 where it is given by X(M).

Example 2.2.8 (Etale groupoids) More generally for étale groupoids, every chain in
the deformation complex is uniquely determined by its symbol, since

‘9(917 ey gk) = (d591)71(56(927 cey gk))

As such, for an étale groupoid G = M we have an equivalent description of the
deformation complex as

Chy(G) = T(t*TM — G*~)
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where t*TM — G© means TM — M. The formula for the differential in this description
follows from the formula for the symbol of the differential in the general deformation

complex and is given for a € T(#*TM — G*=V) by I:l
(6a)(g17 7gk) = dtf]l((d891)_1(a(92> ) gk))
k-1
- Z(il)la’(glv cs GiGit 1 ey gk)

— (=D*a(g1, ..., gr-1),

so we see that -up to a sign in the differential and a shift of 1 in degrees- the deformation

complex of G is given by the g jd cohomology of G with coefficients in TM — M,
where T'M is the representatior s given in Example 1.2.22, with g acting Ty M —
Ty M by

g-v=dty(dss-1(v)).
In particular we have
5e(9) = Hig' (G, TM).

We also note that for this and the previous example, the not-considered degree 0 part
mentioned in Remark 2.2.3 is trivial since the Lie algebroid is trivial.

Example 2.2.9 (Lie groups) For Lie groups, we note that the symbol-property is
void, since ds = 0, so the deformation complex consists of all sections of the bundle
priTG — G*. Using the right-trivialization of TG, we again rewrite the complex to
something that we already know

Chet(G) = C=(G™, )
with differential given by

(6f)(g1s - Grs1) :Adgl(f(g27 o Ght1))
k
+ Z(_l)if(gb ooy GiGit 1y s Gy 1)
i=1

+ (—1)k+1f(gl, vy gk)

and so we see that the deformation complex is nothing more than the group cohomology
complex with values in the adjoint representation, in particular

3 (G) = (G, Ad).

Example 2.2.10 (Action groupoids) For the action groupoid G = G x M = M of
a manifold M with a left G-action, we have natural inverse diffeomorphisms between
G* x M and G®) given by

(91, o Gi ) (gl...gkxwgz...gw%...egkxmx)7
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( <(m—l Ty = Tp M l’k) = (g1, e Ghy The)-

Using this description, and using the right-trivializations of the previous example, the
fibre of the bundle pr; TG — G® over (gi, ..., gr, ¥) is given by g®T,..5,.» M. The symbol-
property now means that the T'M-factor is only dependent on (ga, ..., g, ), while the
g-factor is completely free. In the end we have the description of the deformation complex

Cher(9) = C=(G*,C*(M, g)) & C(G*1, X(M)),

where for F; € C®(G*,C>®(M,qg)), F» € C>®°(G*1,X(M)), the deformation element
c(Fy, Fy) associated to it is given by

c(Fy, F2)(g1s s s ) = (dRgy (F1(g1s -0 G )5 Fal G2, oy Gy ) (g2 - g1))

as elements of T, G @ Ty,...q. M.
Then we have
5(F17 FQ) = (61’1F1, (51’2F1 + 52’2F2)

where the parts of the differential are given by
(0" F1) (g1, - gk1) =01 - F1(92>~ o Gkt1)
+Z gla' '7gigi+l7“'agk+1)

+ (‘UHIF(gh ceer Gk)5
(8"2F1)(g1s s Ghs T) =ERy (g1, 00) () (),

(52’2F2)(g],...,gk) — g1 F(g27‘ 7gk)
k—1
+Z ’L+1F2 917' 'agigi+17"'7gk)

1=

1
+ (_1)k+1F2(gla “‘agk71)~

So we see that the deformation complex in this case inherits a lot of structure from the
group cohomology of G with coefficients in both X(M) and C*°(M, g).

Example 2.2.11 (Pair groupoids) Next we consider a pair groupoid G = M xM = M
with s(x,y) = y. In this case the k-nerve G is canonically isomorphic to M **+1) and
we may write a section of pri7TG — G*)

c(@r, oy Tpyr) = (Xo(wr, ooy Tpg1), Xo(21, o0, Tpy1))

with X (21, ..., xpq1) € Ty M and Xo(21, ..., Tpy1) € Ty M.
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The symbol-propery in this case translates to X5 not depending on x;, and so we
can write the deformation complex as

Ck(G) = T(priTM — M* D) @ D(priTM — M*¥)
and using this description, the differential becomes

k+2

6(X1,X2)($1,.. ka+2 (Z( 1)1+1X1 ‘Lllw“//\ .’L'k+2)

=2
k+2

z+1 o~
XI(IQ,.....I]H_Q + E X2 I27...xi...,xk+2)> .

One checks that if (X7, X5) € Ch(G) then §(X1, Xs) = 0 if and only if X;(z,y) only
depends on z and Xy(z) = X (z,y). Furthermore, if (X1, Xy) € Ck+(G) for k > 1 with
0(X1, X2) =0, then (X7, X2) = 6(X>,0). In particular

EROET

0 else

2.2.2 Deformations of groupoids

We briefly discuss the results of Crainic, Mestre and Struchiner relating actual deforma-
tions of groupoids to elements of the deformation complex we have just written down.

As written in [Mel6, Prop 5.67], the structure of a Lie groupoid on a pair of spaces
(G, M) can also be seen as a tuple (s,7) of a smooth submersion s: G — M and a
smooth map m: G *x®* G — G taking the rdle of source and division, satisfying the
obvious relations.

Definition 2.2.12 An s-constant deformation of a groupoid (G, M, s,m) is a family of
division maps (7)ces for I an open interval containing 0 that is smooth in the sense
that the induced map G *x*G x I — G x I is smooth, such that (s,77.) defines a groupoid
structure for every e € I, and such that my = m.

The relevant result of [Mel6, Lem 5.31] is then

Proposition 2.2.13 For an s-constant deformation (7,).cs, the element ¢ € C34(G)
given by

d
g(Qa h) = & me(gha h)
e=0

defines a closed element of C3.(G), whose cohomology class [¢] € H3.(G) only depends
on the equivalence class of the deformation.

Remark 2.2.14 There is a way to assign deformation classes to deformations of the
groupoid that are not s-constant, as is done in [Mel6, Prop 5.38]. The construction
there uses certain choices to reduce to the s-constant case in a way that is invariant
under choices after passing to cohomology.
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2.3 From deformation elements to Hochschild chains

As we saw in the last section, the deformation complex of a groupoid G = M indeed
encodes deformations of a Lie groupoid. On the other hand, the Hochschild complex

Hoen (Ag, Ag) essentially encodes the deformation theory of the associative algebra that
is the convolution algebra of said Lie groupoid.

Now, an s-constant deformation of a Lie groupoid is nothing more than a deforma-
tion of the division map, and in turn quite canonically induces a deformation of the
convolution product (indeed, the fact that the deformation is s-constant means that the
underlying vector space I'.(D;) does not change).

This suggests a close connection between both complexes, and in this section we
make this precise by defining a cochain map from the deformation complex of G to the
Hochschild complex of the convolution algebra Ag.

As a first hint that the correspondence is indeed encod@ap7 we make
the following observation:

Proposition 2.3.1 Let G = M be a Lie groupoid. Multiplicative vector fields on G act
as derivations on the convolution algebra.

Proof. Recall the definition of a multiplicative vector field from Remark 2.2.5. Since
a multiplicative vector field on G is by definition s-projectable to M, its action on an
s-density is well-defined by the discussion in Section 2.1.1, c.f. equation (2.1).

The key ingredient in the proof is the observation that the flow of a multiplicative
vector field is a groupoid map, that is if X € X(G) is a multiplicative vector field then
Ol (gh™t) = ®L (g)®% (h)~! whenever defined. A simple calculation when X is complete
then shows

X(ay x ay)(g) = % By (ay * a) (Dl g)
d g ) »
- dt|, /hE.Sl( “@he) a1((®xg)h™ " )as(h)
- % t=0 /herl g)(q)t h)” )a2(q)txh)
B % O/,E gy (B 9R 1)as(®4h)
B %f O/hegl 1@ (gh™"))as(h)

/ ay(gh™Hay (% h)
dt 1=0 J hes=1(s(g))

= (Xay * a)(g) + (a1 * Xaz)(g)

which proves the proposition.
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Note that since we take the derivative at ¢ = 0 and since as has compact support we
may pretend that X is complete along the source fibers (note that if G is not source-
proper this may fail). Indeed, fixing g, we first find € so that ®%(g) is defined for
all —e < t < e. Then let K be the compact set which is the support of as along
st (s(@&?e’ﬁ] (g9)) (this is the intersection of a compact with a closed and hence compact).
Next fix € < e such that ®% is defined on K for all —¢’ < ¢ < € (this is possible since
K is compact). Then, in the second line of the calculation above, for every t € [—¢', €]
the only h that contribute to the integral are h inside K, for which ®% is defined, and
hence we may change variables. From this point on the calculation is well-defined and
the abuse of notation is resolved. O

2.3.1 Defining a chain map

In the following we write Cfy,,(Ag, Ag) for the Hochschild complex of the convolution
algebra Ag with values in the bimodule Ag with differential bygoe,. Even though the
theory below is well-defined for the algebraic Hochschild complex (using algebraic tensor
products and Hom), it is more natural to consider Ag as an inductive limit of Fréchet
spaces and use completed tensor products and continuous homomorphism to define the
continuous version of the Hochschild cochain complex. We refer to [NPPTO06] for more
details, the cochain map below naturally extends to this topological Hochschild complex.
We now describe the cochain map C3.(G) — Chou(Ag, Ag)-

Definition 2.3.2 The map ®: C54(G) — Cfioan(Ag, Ag) is defined for ¢ € C4(G) by

(@e)(ar, ..., ar)(g) 1:/'“ ) (c(—=, g2, -+ gr)a1)(g1)az(g2) - - - ar(ge)- I:|

This formula should be read as an inductive convolution (first over g1go = hy, then over
higs = ha, et cetera).

Remark 2.3.3 The formula for ® above is justified by Lemma 2.1.11: ¢ € Ck ((G) is s-
projectable and therefore, if we keep (ga, ..., gr) € G¥~Y fixed, the action of ¢(—, go, ..., gk)

on g s (t(g2)) is well-defined. In particular (c(—, g, ..., gx)a)(g1) is a well-
de at gy for (g1, ..., gr) € G®.

Showing that ® is a chain map is done by a calculation similar to the one in Theo-
rem 2.3.1. In particular we need to deal with the term ®% (g)(®% (h))~! for divisible ¢
and h when t goes to 0. In the mulitplicative case this is precisely ®% (gh~!), but for
general deformation elements we need a more general description.

Streamlining this, we introduce the notation mic for ¢ € C(G) for the term involving
dm in the formula for dc. That is, we set:

(Me) (915 s Grr1) = dM(c(G1G25 -5 Ght1), (G2, oy Ght1))-
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We notice that this formula also makes sense along s-fibres. In particular, if X €
X5(G)s-1(x) is an s-projectable vector field along a single s-fibre, the formula

(MX)(91,92) = dm(X (g192), X (92))

defines an s-projectable vector field defined along {(g1,92) € G® : s(g2) = 2}. With
this in mind, we have the following relation:

m(c(—=, g3 s Grr1)) (91, 92) = (M) (g1, s G1),

which makes sure that for dealing with 7c, we only need to deal with the first two entries
g1 and go as variables, while the other entries gs, ..., gr can be seen as parameters.

The key Lemma is then as follows:

Lemma 2.3.4 Let x € M, X € X,(G)|s-1() and ay,as € Ag. Then for all h € s~ '(x)
we have mX (—, h) € X,(G)|s-1(1(n)) and for g € s7*(x) we have

X(ar x az)(g) = (a1 * Xaz)(g) + / ((MX (=, h))ar)(gh™")as(h).

hes—1(z)
Proof. By definition we have:
mX(gh™, h) = dm(X(g), X(h)) € TG

with s-projection

ds(mX (gh™*, h)) = dt(X (h))

so indeed MX (—, h) € X,(G)|s-1((n))-
Next we assume that X is a globally defined s-projectable vector field (otherwise, we
choose an extension at this point). Then we know that mX (—,h) is generated by the

path ®; through s-fibres preserving diffeomorphisms of G, which along s~1(¢(h)) looks
like

Dy (gh™") = % (9) (D (h) ",
so that we see that:

_ B L
/hEsl(x)((mX(—,h))al)(gh Yas(h) = 2

=0 /he =1( >al(q)g((g)(@g((h))il)az(h).
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Using this we calculate X (a3 * as)(g):

d
X(al * Clz)(g) = % (Gl * a2)(¢§(g)
t=0
d
~al (@9 as(h)
t],—o Jhes—1(s(@ 9))
d _
=gl [ at@ko@in e o)
t=0J hes—1(x)
d
_4 / ar (@ g)(h) as(h)
dt{,_o Jhes1(x)
o e
L4 / a1 (gh=Das(@ 1)
dt{,_o Jhes1 (@)

:-/he —1( )((mX(_’h))al)(ghil)ag(h)
+ (a1 * Xas)(9),

wh shes the proof.

Note that we run into the same problem as in Theorem 2.3.1 as before, namely that
% need not be defined on the whole s-fiber. However, we use change of variables using
®’ on an integral where one of the terms is az(h). Furthermore, we are only interested
in the behaviour for small £, so we only need a find an € > 0 such that for all —e <t <€
we have that @ (h) is defined whenever £ is in the support of ay. Similar to Proposition
2.3.1, since the support of as is compact, such an € can be found, and we may carry the
abuse of notation with ®% as if it is globally defined. O

Proposition 2.3.5 The map ®: C3.4(G) — Choam(Ag, Ag) is a morphism of cochain
complexes.

Proof. This proof is essentially writing out all the parts of the Hochschild differential

and applying some bookkeeping. We start with ¢ € Ck ((G) for k > 1, and write down
the definition of the various parts of byeen(Pc).

(ay * (®c)(ag, ..., ars1))(9) =

- / gps1= ar(g1)(c(=, g3, -+ Gra1)a2) (92)as(gs) - - ars1(grs), (%)

— (®c)(ay * az, as, ..., ax11)(g) =

:‘/ (e 5 G101 (0 @2)) (W) as(05) - i (gar), (4)
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k

> (=1)(@e)(ay, ..., i * aigr, .. arg)(g) =

=2

k
= Z/ (=1)"(e(=, g2, s GiGis1s - Gr1)a1) (g1)az(g2) - - - ars1(grs1),
—92 Y 91 9k+1=9

(=DM (®c)(ay, ..., ap) * ar1)(g) =

— [ el g e (o0)ea(s2) - na(ges)

[ ]

The latter two terms we recognize from the differential of the deformation complex, while
the first two terms can be rewritten to:

(%) 4 (%) = / ((ar * (c(—, g3, s Grs1)az) — c(—=, g3, -, Gry1) (a1 * ag)) (h)

hgs-gr+1=9
az(gs) - - arr1(gr+1)-
Then by Lemma 2.3.4 we can rewrite this to
D+ == [ (O g g )on) (1)l ks (g0
g1 9gk+1=9

Putting this all together we conclude that:

(bHOCh((I)C))(ah B ak+1)(g) = ((b((sc))(alv R3S ak+1)(g)7

so we see that @ is indeed a chain-map. O

2.3.2 Properties of the chain map
Comparing deformation classes

As we described before, an s-constant deformation 7. of a Lie groupoid G induces a
closed deformation element ¢ € C2_,(G) given by

d
&g, h) = . me(gh, h).
As mentioned, such a family of division maps also induces a deformation of the convo-
lution product. Indeed, for every ¢ we have that m, is a division map to the original
s, so that the convolution algebra of groupoid G. has the same underlying vector space
['.(Ds). The deformation of the product then naturally takes its form as a Hochschild
2-cycle for Ag given by

paad@ =g [ amemen

de| _
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So out of one s-constant deformation of our groupoid, we end up with canonical closed
elements of the domain and codomain of our chain map respectively. They are related
as follows:

Proposition 2.3.6 The chain map ® sends ¢ to 3.
Proof. This follows from the observation that if s(h) = s(g), then

cohtgy =L mgn).

de e=0

With this we see that
Blai, a2)(g) = / (&(=, h)ar)(gh™)az(h) = ®(&)(a1, as)(g),
Jhes(s(g))

exactly as needed. O

Remark 2.3.7 In [CrMS20, Prop 5.12] a deformation cocycle ¢ € C3.(G) is assigned to
any deformation (in particular those who are not s-constant), such that the cohomology
class is canonical. Then ®(&) induces a Hochschild cohomology class of degree 2, which
is not immediately linked to a deformation of the convolution product, since if the source
map changes the underlying space of the convolution algebra also changes as it consists
of densities along the s-fibers. Indeed, in [CrMS20] the authors need an auxillary choice
of a vector field on the larger deformation space to define the cocycle. This choice of
an auxillary vector field is precisely what is needed to compare the various convolution
algebras when the source map varies, and in this way ® maps [¢] € H3,4(G) to the

Hochschild class of the deformation of the convolution product thus defined. |

The case k=0

For the chain map between C34(G) and Cj,, (Ag, Ag) we have just defined, a natural
question is whether it can be extended to degree k = 0, c.f. Theorem 2.2.2. For this,
one must find a a map ®°: I'(A) — Ag which extends the chain map ®. This is only
possible if ®(d(a)) € Der(Ag) is an inner derivation for every a € T'(A).

Intuitively it is clear that is should not be always possible, since the derivation
®(6(«)) includes taking derivatives, while an inner derivation dy(a) only includes inte-
grations. The following example presents a concrete counterexample:

Example 2.3.8 Consider the pair groupoid R x R = R. For this groupoid, a bundle
of densities is trivialized by |dz|, so that every compactly supported density is of the

form f|dz| for a compactly supported smooth function f. Furthermore, a section of the
algebroid is simply a vector field X € ¥(R) and for this example we take X = %. We

have

O(X)(z,y) = (X(2), X(y))
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so that in this case 6(X) = £ + 6%. This vector field has flow

Dy (2, ) = (x + 1,y +1).

Next we consider ¢ ((5 (8%)), so we look at the action of %—i—a% on a density f(z,y)|dz| €
Aryr. We see

(Ps00)" (f(,y)lda]) = f(z +t,y +t)ld(x +t)] = flz +t,y +1)|dz],

so that: of o

20O lae) = (5 + 5 ) a,
Now suppose that there is some g|dz| € Agrxg, such that ®(6(X)) = du(g|dz|). Then
since always g (g|dz|)(g|dz|) = 0, we see that:

dg 0
ng(J

Ox Byo

so that
gz +ty+t)=g(z,y).

Since g has to be compactly supported, the only possibility is that ¢ = 0, which is
obviously not a solution to ®(6(X)) = du(gldz|). We conclude that ®(§(X)) is not an
inner derivation.

In fact, using the fact that Lie derivatives preserve support, we can deduce that ®(X)
can never be an inner derivation for any X € X,(G).

Proposition 2.3.9 Let D € Hom(Ag, Ag) be a non-zero Hochschild-1-cochain. If D
satisfies supp(Da) C supp(a), then there is no b € Ag such that D = [—,b].

Proof. Suppose by contrary that there is a b such that D = [— b]. Let g € G and let
a € Ag be supported arbitrarily close to g. For h € t7!(s(g)) outside of the isotropy of
s(g) we obtain:

(axb)(gh) = /ka(gk_l)b(kh)

which, using that is chosen to be supported arbitrarily close to g behaves like a(g)b(h).
where we use that a is only non-zero close enough to g. For the other part of the
commutator we have

(b* a)(gh) = / b(gh~V)a(kh),

which is 0, since there is no way to let kh come arbitrarily close to g since h is not in
the isotropy of s(g).

Since supp(Da) C supp(a) we see that (a*b)(gh) also has to be supported arbitrarily
close to g, so that b is identically zero outside of the isotropy of G.
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If we look at an isotropy element h of G we see that the second term acts like
b(ghg Y)a(g), so that we see that b is invariant under conjugation. However, if b is
invariant under conjugation we conclude that b € Z(Ag), which is in contradiction to
the fact that D is non-zero. We conclude that there is no b that solves D = [—,b]. O

Corollary 2.3.10 If X € C}(G) is non-zero, then ®(X) can never be an inner deriva-
tion.

Proof. This follows from the previous proposition by the observation that ®(X) is local
since it involves taking derivatives and the fact that ® is easily observed to be injective.
O
Compatibility with the characteristic map to cyclic cohomology
Recall the differentiable cohomology complex (C;s(G),d) of the groupoid G given by
Cke(G) == C=(GW) with differential
6@(917 e 7gk+1) :gp(g27 cee 7gk+l)
k
+ Z(_l)iW(Qh s Gilitts - -5 OK)
i=1

+ (=1 (g1, .-, gr)-

We can turn this cochain complex into a DGA by introducing the product U: Ckia(G) x
Clig(G)—€5EHG) given by

(CU)(g1,- - gkr) = @91, G ) (Gists - - -5 Grtt)-

In [CrMS20] it is shown that by replacing ¢-by a deformation MQ) in

the above formula, C3.(G) becomes a right moduleover C3,4(G). On the other hand,
in [PPT15], the smooth groupoid cohomology was used to construct cyclic cocycles. In
this section we shall see that these two structures are compatible with each other under
the cochain map ® to Hochschild cohomology of Section 2.3.1. We start by rewriting
the map to cyclic cohomology of [PPT15] in the way described below.

First recall that the Hochschild cochain complex C*(Ag, Ag) can be given a DGA
structure by introducing the product U: CF(Ag, Ag) x C(Ag, Ag) — CF(Ag, Ag)

(DUE)(ay,...,ak+1) = D(ay,...,ax) * E(ags1, .., apr).

Construct a map ®y: C;4(G) — C*(Ag, Ag) by
B a0 = [ gl ). @22)
g1--9k=9

Lemma 2.3.11 The map ®y: (C3g(G), 6, U) = (C*(Ag, Ag), buoen, U) is a morphism of
DGA’s.
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Proof. This is a straightforward computation. O

mgnma we can also equip the Hochschild complex C*(Ag, Ag) with a mod-
ule structure over C3,4(G) by using the cup product on Hochschild cochains. Explicitly,
this module structure is given by

D@ :=DUDy(p).
We then have:

Proposition 2.3.12 The cochain map ®: C3(G) — Chou(Ag, Ag) defined in Theo-
rem 2.3.2 is a morphism of Cj;;(G)-modules.

Proof. Let us start with the following case: For ¢ € C (G) and f € C®(G) = CLx(G)
we have

O(cU f)(ay,...,ax1) = D(c)(ay, ...,ar) * (f - agr1)-

The claim follows by carefully writing out the definition

®(cU f)(ar, ..., art1)(g) = / ((cU F) (=1 g2, s grv1)ar)(g1)az(gz) - - - art1(grr1)

- / (F(ghs)e(= G2 s g1)a1) (91)2(95) - a1 (gks1)

[ mmaomo) -

- ar(gk) (f(Gre1)@rs1(gre1))

/h / h( (_1927---7gk)a1)(gl)a2(g2)"'
ar(gr) (f (grs1)ars1(gri1))

[ a0 a0 (gsrorsonn)
(@)@ a) # (- a1 ().

Hence by induction we obtain
P(cU(fr @ @ fi))ar, .., aryr) = D(c)(ar, ., ar) * (fi - aper) -+ (fi - arp)-
Writing fa = ®o(f)(a), we can rewrite this as

PcU(fi®--®f1) =P(c) UDo(f1)U...UDo(f)-

From this the general statement of the proposition for ¢ € Ckq(G) = C>®(G®) follows.
U
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Now, analogous to the action of vector fields on differential forms in geometry, the
Hochschild cochains act on Hochschild chains by contraction [NT, Sec 2.5]

C*(Ag, Ag) x Ci(Ag) — Ci_r(Ag), (D, a) — ipa,
given explicitly by
tp(ap ® ... Q@ a) = apD(ar,...,ar) @ a1 ... qy.
This action satisfies the properties
LD O lEg = lDUE
[b,tp] = tsp-

Furthermore we can define a “Lie derivative” using the analogue of the Cartan formula:
Lp:=Bouwp+ipoB.
Dualizing, we obtain a contraction of cochains

CH(Ag, Ag) x C7F(Ag) = C'(Ag), (D, ) = oy
given explicitly by

(tpp)(ag, ..y ar) = @(agD(ar, ..., g), Gy -y ). (2.3)

Next, recall from [PPT15] that when G is unimodular we can define a trace on the
convolution algebra Ag by
T(a) = / afl,
M

with on the right hand-side-2-a G-invariant section of the bundle Dy- ® Drys, and we
use the duality Dy X Dar — R together with the isomorphism Dy = Dy, to obtain
a density on M that can be integrated. With this trace (a degree 0 cyclic cocycle), the
cochain map

\IJT: ( alff(g)7(s) — (C.(Ag), bHoch)7 (24)
constructed in [PPT15] is simply given by W.(c) = oy 7-

Corollary 2.3.13 Let ¢ € C4(G) and ¢ € C4(G). Then the following identity is true:

Lo (cup)T = L@(C)\IJT((P)' I:l

With this Corollary, we can construct new cyclic cocycles on the convolution alge-
bra. First of all, if we start with a smooth groupoid cocycle ¢ € Ckq(G), we obtain
a Hochschild cocycle by applying ¥, as in (2.4). A small computation shows that this
cocycle is closed under the B-differential, i.e., BU.(p) = 0, when ¢ is cyclic:

e(g1, - 91) = (=DFe((g1+ - 96) " g1, -+ Gie1)

We can work out similar conditions for an element ¢ € C%(G) to satisfy B(®(c)) = 0,
but they are more involved. For example, for k = 2 we find

(d)(c(g,97") = —clg™", 9)-
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2.3.3 Examples

In this section we discuss how the chain map ¢ links the deformation cohomology of G
and the Hochschild cohomology of Ag in certain examples, referring back to the examples
of both sides of the equation we gave before.

Example 2.3.14 (Trivial groupoid) We consider the trivial groupoid G = M =
M. On the density side we simply have (Ag, *) = (CX(M),-), with H}y ,,(Ag, Ag) =
A*X(M). At the side of the deformation complex we note that the k-nerve of the trivial
groupoid is M for every k and s-projectability is a void property, so that for k£ > 0 we
have Ck(G) = X(M), with differential alternating between the identity and the zero
map:

Ciul@) = [0 (M) & %(M) 2 % (M) -
So the deformation cohomology equals:

X X(M) ifk=1
Hir(G) 2{ (O ) else

The chain map ®: C3.4(G) = Chou(Ag, Ag) simply becomes:

(I)(X)(fL 7fk) = (Xfl) “fa fre

and we see that under the isomorphism HH*(C>(M), C>(M)) = X(M) provided by the
Hochschild-Kostant—Rosenberg Theorem, we have

H (@) = {id ifk=1

0 else

We should also remark for this example that using, the classical Hochschild-Kostant—
Rosenberg theorem, we see that taking exterior powers of deformation elements we re-
trieve the whole Hochschild cohomology of C2°(M).

Example 2.3.15 (Etale groupoids) In the case of an étale groupoid G =% M, we have
Ag = C(G), since the distribution ker(ds) is the trivial distribution. The convolution
product in this case is commonly written as

(fi* f2)(9) = Z f1(g1) fa(g2)-

9192=9

In this case the action of vector fields on densities is just the normal action of vector
fields on functions, and the map ® reduces to

O)(frs s fi)9) = D (clgrses g 1) - folg2) -+ filge)-

919k=9
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In the case that we have a proper étale groupoid (over a connected base M) we can
calculate the cohomologies in both sides of the equation. On the side of the deformation
complex we use [CrMS20, Thm 6.1] to obtain:

Haer(G) = {0}
Hier(G) 2= X (M )iny
Hi(9) = {0} (k>2)

1

For the Hochschild cohomology of the convolution algebra we refer to [NPPT06, Thm
3.11] to obtain

Hk(Ag,Ag) ~ @ Finv(Akfcodim(O)To)
O€Sec(G)

where the sum is over the sectors O of G. The action of the chain map ® on the
cohomology of degree 1 is the inclusion of X(M )i,y into this sum as the term for the
sector O = M.

2.4 Relationship to deformation quantization and
the van Est-map

Classically, the theory of Lie group deformations is only one half of the coin, and the
theory of Lie algebra deformations completes this picture. As we saw in Example 2.2.9,
the deformation cohomology of a Lie group is calculated by the group cohomology with
coefficients in the adjoint representation. To recall in general, if V' is a representation of
G, then the group cohomology complex with coefficients in V' is given by

CHG, V) = C®(G*", V)
with differential

OF)(g1, s get1) =01 - f(92, -, Grt1)
k

+ Z(_l)lf(gh wy 9i9i+1, "'7gk'+1)

=1
+ (_1)k+1f(gl7 () gk)

d tX

Local to this, we can see V' as a g-representation by setting X -v = 7| _ € - v, and

write down the Lie algebra cohomology complex

Cr(g,V) = Ag oV
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with differential

k+1

GF) (X1, s X1 ::Z(— DX (X, ooy Xy ooy Xir1)

+Z Z+]f X7/7X} Xlu"'vk\hk\jw”?Xk‘I»l)-

i<j

There are clear connections between these two cohomology theories. For instance, in
degree 0 we have that the group cohomology equals

H(G, V)=V ={d &V qul=vVg € G}
the invariants under the action, while in the algebra case we have
H(g,V)=Ve={veV: Xv=0VX € g}.

It is clear from the definition of the g-action on V' that H(G,V) C H%(g,V) and if the
group G is connected, this is even an equality.

The work of van Est [vE53a, vE53b] then gives a precise connection between these
two theories. First we ‘normalize’ the group cohomology complex by requiring chains
f € CHG,V) to satisfy f(1,ga,...,g¢) = 0, and we obtain a subcomplex CF (G, V),
which one can show to be quasi-isomorphic. Van Est then writes down a chain map

V:Ck (G, V) = CF(g,V), nowadays called the van Est-map, as
d
V() (X, (1) s | fler Ko e Kow),
G%JS/C dq e1=0 dEk €=0

and the importance of this map is the following result, known as the van Est-theorem

Theorem 2.4.1 [vE53b] If G is g-connected then V induces isomorphisms
HY(G.V) = H(g,V)
for0 <k <q.

If one plugs in V' = R, this is a statement about differentiable cohomology of G, while
for V' = g with the adjoint action, this relates deformation cohomology of G with that
of g. There is a similar story for Lie groupoids-and-Lie algebroids, in the differentiable
case given by a generalization of the van Est-mrapby Weinstein and Xu [WX91] and in
the deformation case with a generalization to a van Est-map V: Cuu(G) = Coer(A(G))
as defined for Lie groupoids by [CrMS20], which have much the same properties as
the classical van Est map under assumptions on the connectivity of the s-fibres. Here
Ciet(A(G)), defined below, can be thought of as the linear Poisson complex of the linear
Poisson manifold A(G)*.
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The aim of this section is to weave our map ® from Definition 2.3.2 into this story
by exhibiting the van Est map V as a ‘classical limit’ of our map ®. The final result

in Theorem 2.4.23 is the following equation, which holds for £ > 1, ¢ € (Ajﬁef(g) and
frooo o fr € Se(AY):

3 <—1)"W%<D(c><qt<fm>>, . 7qt<fg<k>>>))

€Sk

VO )=, (131 (

Here F,,: Z(A(G)) — S.(A(G)*) is the Fourier transform with respect to some Haar
system i, the maps ¢: Sc(A(G)*) — C°(G) are a certain deformation quantization of
the Poisson manifold A(G)*, and the limit is some kind of normal derivative. All of this
will be properly treated in this section, starting with Lie algebroid deformations.

2.4.1 Lie algebroid deformations

Let A — M be a Lie algebroid. Following [CMO08] we define the deformation com-

plex C5(A) of A, by setting Ck(A) to be those antisymmetric R-multilinear maps

D: T'(A)*F — T'(A) that have a symbol, i.e. a map op: I'(A)**~D — TM such that
D(an, oy a1, fag) = fD(au, ..o ar) + oplan, .., ag—1) (f) o

for f € C*°(M). The differential is then set by

k+1

(6D) (v, ..., gyt —2(71)”1[@“0(@17 ey @y ey )]

Z+ ~ ~
+ E ]D (12,01]} Ay ... ,ai7aj,~~~7()4k+1)~

i<j

We note that this complex is a form of Poisson cohomology. Recall that for a Poisson
manifold (M, ), the Poisson complex Cp (M, ) is given by

CPOlb( ) = F(AkTA4)
Note that we can see multivector fields as maps

D: A°C®(M) — C*(M)
that have a symbol

op: A*TIO® (M) — X(M).
The differential on this complex is given by taking the Schouten-Nijenhuis bracket with
the Poisson bivector 7, or, if we write it using the (D, op)-notation, we have

k+1

D) fin) = 2T {F Dl T i)}
Z )H’JD {fl f]} f17" 7ﬁ7fj7"'7fk+1)

1<j
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where {—, —} is the Poisson bracket on C*°(M) induced by 7.

Also recall that A* is canonically a Poisson manifold, with the Poisson bracket on
C>(A*) determined by what is does with functions that are constant on fibres, and those
that are fibrewise linear. Setting notation, we write p: A — M for the projection, and
for a € T'(A) we denote by @ € C*(A*) the induced smooth map. The Poisson bracket
is now determined by setting

{r'f,p'g9} =0,
{a,pf} =p*/(\p(a)f),
{@,b} = [a,b].

Using this description we see that the deformation complex of a Lie algebroid is the
linear Poisson complex, i.e. the subcomplex that consists of those multivector fields that
preserve fibrewise linear smooth functions. To see this equivalence, note that fibrewise
linear functions on A* are the same thing as sections of A. In that way, if we have an
element D € Ck ;. (A*) of the Poisson complex that preserves fibrewise linear functions,
we can induce a map D: AFT(A) — T'(A) by the requirement that

—

.D(C/l\l7 ceey d;c) = ﬁ(&l, ...76Lk).

Notice that D has a symbol, precisely since D has one. So we obtain an element De
Caer(A).

Conversely, if we have an element D € C% (A) of the Lie algebroid deformation
complex, we can induce an element D € Cp . (A*) by reversing this process. First, by
reversing the previous equation, we can define D on fibrewise linear functions. Then us-
ing the fact that D should be a multivector field, and hence have derivational properties,
we can define its values for any fibrewise polynomial function. By a Taylor approxima-
tion argument, the value on any function on A* is now fixed. Notice that by construction,
D preserves fibrewise linear functions.

To see that the isomorphisms Cp i i, (A*) <> Cie(A) are isomorphisms of cochain
complexes, we note that the differentials get intertwined precisely because

{@,0} = [a.b]

for a,b € T'(A).

So we see that the Lie algebroid deformation complex is a kind of Poisson cohomol-
ogy complex. This is not surprising, since the Poisson cohomology complex encodes
deformations of the Poisson bivector, with linear Poisson cohomology encoding linear
deformations of the linear Poisson bivector, and since linear Poisson bivectors on A* are
equivalent to Lie algebroid structures on A, the connection is clear.



70 Chapter 2. Lie groupoid deformations and convolution algebras

2.4.2 The van Est-map
Next, we recall the van Est-map for Lie groupoids as defined by [CrMS20]. First, we

restrict ourselves to the normalized deformation complex Gljef(g) of Definition 2.2.6'.
Given a section « € T'(A(G)) we define maps R, : éﬁcf(g) — éﬁ;l(g) for k > 1 given by

-1 4

dE C<g17"'7gk—17®%(8(gk—1))_1)

e=0

(Rale)(g1, s gr1) = (=1)

and a map R, : Gsef(g) — T'(A(G)) given by
Ra(c) = e, a>HM
The van Est-map is now a map V: @;ef(g) — C3.(A(G)) given by

Ve)(ar, o an) = 3 (1) (Rayy 0 -+ © Rayn))(c),

€Sk
and the important generalization of the classical van Est Theorem is then:

Theorem 2.4.2 [CrMS20, Thm 10.1] The van Est-map is a chain map V: Ggef(g) —
C*(A(G)) with the property that if G has k-connected s-fibres, the van Est-map induces
isomorphisms

HA(9) = HEL(A(9))
for0 <k <gq.

2.4.3 Deformation quantization

We want to see the van Est map as some kind of ‘classical limit’ of our chain map, in the
following sense. We note that the van Est map takes values in the Poisson cohomology
complex of A* (in particular in the linear Poisson complex), so we can also think of V(c)
as something that eats functions on A* and spits out a function on A*. Suppose now
that f is a smooth function on A*(G) and we have a family {¢:(f) € Ag}ier {0} that has
f as their limit is some sense. We may want then to look at the limiting behaviour of

D) (f1)s s ae(fn)

as t approaches 0. The consideration of this kind of behaviour is what the idea of a
‘classical limit’ is.
To make this precise, we take a step into the world of deformation quantization.

Definition 2.4.3 Let (A, -) be a commutative K-algebra with a unit e. A %-product on
A is a product x on the power series ring A[[A]] satisfying

With the (k = 0)-part attached!
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e It is bilinear over K[[#]].
e [t is associative.

e For a,b € A, writing
axb=>_ B,(a,b)h"
n=0

for bilinear maps B,,: A x A — A, we have By(a,b) =a - b.
e It has ¢ as a unit.

Remark 2.4.4 If A has any kind of topology, we can assign a numerical value to A and
see whether the induced power series defining a x b converges in A. If it does, we may
think of the x-product as proper deformation of the product -, by a family of products
*. obtained by setting A = €. Even if the power series does not converge, or if A indeed
has no topology, we may still think of the x-product as a ‘formal deformation’.

From a *-product we can extract certain pieces of information, describing pieces of
‘geometry’ of A.

e Using the associativity bf x we find that |

I—GTBT@T%?_BP(CMGL as) + Bl(ah a2(13) - Bl(ala 02)a3 =0

as this is the order-fi-term of the associator of x. In particular B; is a closed
element of C%_ (A, A). This is similar in spirit, although different in origin, to the
construction of Theorem 1.1.16, since if we assign a value € to i to obtain a formal
product x. on A we see that B; is the deformation element *. we described
in Theorem 1.1.16.

il
dt le=0

e We can induce a Poisson bracket on A out of a x-product by the formula

axb—bxa

{a,b} = By(a,b) — By(b,a) = ;LI_I)% -

That this is indeed a Poisson bracket on A, follows similar to the previous point
from the associativity of .

From these constructions, the following definition arises.

Definition 2.4.5 If (4, -, {—, —}) is a Poisson algebra, then a formal deformation quan-
tization of A is a x-product on A whose induced Poisson bracket is {—, —}.

In particular we can ponder on ffhe question whether for a Poisson manifold (M, ),
there is a deformation quantization of (C(M),-,{—, —}:). The question is answered
positively by Kontsevich [Ko03] for the formal case.
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This formalism, even though it is well-studied and gives the heuristic picture of
what we’re trying to achieve, does not cover the philosophy that we want to see Ag
as deformation of the Poisson manifold A(G)*. For this we want to have a notion of
deformations where the underlying space changes with the time parameter. To this end,
we make the following definition, which is due to Landsman [LRO1, Def 4.3] and Rieffel

[Ri90].

Definition 2.4.6 A strict deformation quantization of a Poisson algebra (4, -, {—,—})
consists of

e An interval I C R containing 0
e A continuous field A; of C*-algebras with evaluations (A;)ic; where Ay = A.
e A linear map q: A — A; with evaluations ¢;: A — A; such that gy = id,4, and

— limyo(@(a1)q(az) — qi(ay - az)) = 0 for every aj,as € A
— limy_o %([qt(al), gi(az)] — ¢({ar,a2})) = 0 for every ay,as € A.

Remark 2.4.7 The notion of a continuous field of C*-algebras more or less means that
an element of A; can be thought of as a collection {a(t) € A;}ic;r that is continuous in
a certain sense. Saying that lim;_,oa(t) = ap then means that setting a(0) := ao makes
sure that {a(t)}ser is an element of A;.

The idea is now to define such a strict deformation quantization of the Poisson
manifold A(G)* using A, = Ag for every ¢ # 0. In such a setting we can make sense
of a classical limit of derivations on Ag. For instance,suppose we have a family D; of
derivations of A; such that for every a € A we have that lim,_o D;(g:(a)) is defined. We
then see that

Dy(a) = 15% Dy(qi(a))

satisfies
Do({ar,a2}) = {a1, Do(az) } + {Do(a1), az}

by taking the limit of £ ((bD;)(q:(a1), @ (a2)) — (bDy)(qi(az), q:(a1))) = 0 as t — 0.

2.4.4 The adiabatic groupoid

In the theory of deformation quantizations and applications thereof, there is an inherent
place for replacing a groupoid with its adiabatic groupoid, as first described in [Co94].
Furthermore, in the context of deformation quantization as discussed in the last part, the
adiabatic groupoid allows us to define a notion of taking limits that is especially suited to
treatment of the van Est-map. In this subsection we review the theory of the adiabatic
groupoid in a way tailored to our construction of the cochain map in the previous section.
We therefore start by describing the adiabatic groupoid using the division map:
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Definition 2.4.8 Let G = M be a Lie groupoid, with Lie algebroid A = M. We define
the adiabatic groupoid G.q — M x R by:

Gaa = Ax {0}UG xR*

The source and target are defined by:

Then we define the inversion map by

1(v,0) = (—v,0),
ug,7) = ((g), 7).

Lastly, to define the division map, we note that pairs of divisible arrows come in 2 shapes,
namely pairs (v,0) and (w,0) with 7(v) = m(w), and pairs (g, 7) and (h, 7) where g and
h are divisible. We then define the division map by:

m((v» 0)7 (w7 O)) = (U —w, 0)7
m((g,7), (h, 7)) = (Mg, h), 7).
This is just the set-theoretical description, but the remarkable feature is that the
adiabatic groupoid can be given a smooth structure. Here we briefly recall this smooth
structure and show how to extend normalized deformation elements to deformation el-

ements of the adiabatic groupoid. Both will be done in the context of the procedure
known as the deformation to the normal cone.

Deformation to the normal cone

The part of the discussion below concerning the smooth structure and the smooth maps
on the deformation to the normal cone is after [Hil0, §4] and [DS17, §1.1].

Definition 2.4.9 Let S — M be a submanifold with normal bundle N — S. The
deformation to the normal cone N(M,S) is the manifold defined by:

N(M,S) =N x {0} UM x R*.

The deformation to the normal cone can be given a topology and smooth structure
in two ways, leading to the same result. Either it is characterized by the fact that the
following two types of maps are smooth:

e The map N(M,S) — M x R that sends (x,7) for 7 # 0 to (z,7) and sends (v, 0)
with v € N, to (z,0).
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e For every f € C°(M) such that f|s =0, the map §f: N(M,S) — R defined by

6= wem sz

(0f)(v,0) = dpf(v) (vEN).

Here by d,,f we mean the smooth map on N that for v € TM|g sends [v] to df (v). This
map is well-defined since f|s = 0.

Equivalently, one uses an exponential map, that is a map 6: U — M from an open
neighbourhood U C N of the zero-section, with the property that for all p € S and
v € N, it holds that

d

6(0,) = p, —|  O(rv) =v mod T,S.
dr =0
The smooth structure on N(M,S) can then also be characterized by the fact that the
maps
i1: M xR* - N(M,S): (z,7)— (x,7)

- . . (0,7) = (0(1v),7)
io: U ={(v,T) e NxR:m7w e U} - N(M,S): W0) = (0,0)
are smooth open embeddings.

We remark that deformations to normal cones have the action of R*, given on

N(M,S) by:
A (z,7) = (2, A7),

v
A 70 = (77 0) )
w0 =5
where \,7 € R*, x € M and v € N.
Using this smooth structure, we have the following functoriality result.

Lemma 2.4.10 Let (M7, S1) and (Ma, S3) be two pairs of a manifold with a submanifold,
with normal bundles Ny and Ny. If F': (M, S1) — (Ms, S2) is a smooth map, the map
NF: N(M,S) — N(M,, S;) defined by

NF(z,7) = (F(x),7) (x € M, 7 #0),
NF(v,0) = (d,F(v),0) (veN)

is smooth. Here d,F': Ny — Ny is the normal derivative, which is well-defined since

F(Sl) C Ss.

We will describe how to extend a vector field on M that is parallel to S to a vector
field on N (M, S) that is invariant under the R*-action.

This will be done by writing down a vector field on the normal bundle and combining
it with a vector field over M x (R\{0}) to a discrete vector field on N(M, S), and using
an explicit description of the smooth functions on N(M,S) to show that this is in fact
a smooth vector field.
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Definition 2.4.11 [Hil0] Let X be a set and let F = {f, : X — V,} be a family of
functions from X into smooth manifolds. We say that a function f: X — R is smoothly
composed from the family F if there is a finite collection (fa,, ., fa,) € F*" and a
smooth map h: V,, x --- x V, — R such that

f(,t) = h(f01($)> R fan(x))'

The smooth structure of N(M,.S) then means that all smooth functions on N (M, S)
are smoothly composed of type of functions as described after Theorem 2.4.9. If we then
apply Taylors theorem we conclude the following.

Lemma 2.4.12 A discrete vector field X on N (M, S) is smooth if and only if for every
f e C®(M) with f|g = 0 and every g € C°(M xR) the maps 6 f and g € C®°(N (M, S))
defined by:

glx,7) =g(z,7)  (1#0)
.?j(va 0) = g(x, O) (U € NT)

satisty that X (df), X(q) € C®(N(M,5)).

We start with writing down the vector field over N. This is the linearization, as also
described in [AZ14, §4.1], that we describe in detail below:

Proposition 2.4.13 Let S < M be a submanifold with normal bundle 7: N — S and
X € X(M) a vector field that is parallel to S. Then:

a) The map that sends a smooth function f € C°(M) satisfying f|s = 0 to the map
d,f € C2(N) is a surjection onto C(N).
b) If f € C°(M) satisfies f|s =0 and d,,f = 0, then X f satisfies d,,(X f) = 0.
¢) The maps (Xn)in: CR2(N) = C®(N) and (Xn)est: C(S) — C°°(N) defined by
(XN )iin(dn f) = da(X f)

(XN)est(9) = X]s(g) o7
define a smooth vector field Xy € X(N).

Proof. Working down the list:

a) By using a partition of unity this reduces to the local case M = R™ x R" with
S = R™ x {0}. In this local case there is a canonical diffeomorphism between
M and N and pushing a linear map on NN through this canonical diffeomorphism
yields a smooth map on M whose normal derivative equals the linear map on N
we started with.
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This is again a computation in the local case M = R™ x R™ with S = R™ x {0}.
Write .

:Zaz(x (x7y)ai
i=1
The fact that X is parallel to S means that §;(z,0) = 0 for all j = 1,...,n. The
fact that d,f = 0 is equivalent to the fact g—j(m,O) =0 forall j =1,....,n. Then
we have
Xf= i
so that for k=1, ..., n we have
Oy Of B Of 0*f
a Z p) Z Z B Z Bj :
Y Y Oz = aykax Oyx y; = 9uk0y;
Then since respectively we have 2L (z,0) = 0 (since f(z,0) = 0), 8yk8w (x,0) =
(;jl%) (z,0) = 0 (since %(x,O) = 0), gj (x,0) = 0 (by assumption) and
B;(z,0) = 0 (by assumption), we see that
I(X/S)
0)=0
ayk (x7 )

which implies that d, (X f) = 0.
First note that (by restriction) a smooth vector field Y € X(E) on a vector

bundle 7: E — M is the same as a pair of maps Yj,: C2(E) — C*(E) and
Yot : C°(M) — C*®(E) such that for all f,g € C*°(M) and h € C2(E) it holds
that

cht(fg) = (f © ﬂ—) : YZ?st(g) + (g © 7T) : Yc@t(f)

Yin((fom) - h) = (fom) Yin(h) +h- Yes(f)
We show that these properties hold for the maps (Xy)est and (Xn)iin.

First we note that (Xx)u, is well-defined by parts a) and b). To show that they
define a smooth vector field we see for f, g € C*(S) that

(Xn)est(f9) = (X[s(fg)) om = (f - Xls(g) +g- X|s(f)) o7
=(fom)  (Xls(g)om) + (gom) - (X[s(f)om)
= (fom)Xest(g) + (g 0 ™) Xest ().
Secondly let f € C*(S) and h € C{2(N) given by h = d,g with g € C*(M) such

that g|ls = 0. Then first we need to find ¢’ € C*°(M) with ¢'|s = 0 such that
fh = dn(g"). This can be done by choosing an extension of f which is ‘constant
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in the normal direction’, which is only well-defined locally or if we choose an
exponential map.

We resort to the local case M = R™ x R™ with S = R™ x {0}. Then the map
' (z,y) = f(z)g(z,y) clearly satisfies that d,g’ = fh. Then writing X in coordi-

nates as
m

X = Z ozz + Z BJ a0,
we have

(Xg')( Zaz .9) 5 ()9(x,9) + f(2)(Xg)(,9)

so that we see

d(Xg') O 99
o (2,0) = ; o (,0) T, (z) Tur (z,0)+

n Z %% 2,0 2L ()g(a,0) + 1) 22

(z,0)

Notice that g(x,0) = 0 so that the middle term vanishes. Then by recognizing the
relevant terms, we obtain

AX3 e () = X)) ). () +060) - XN ()

so that globally we have
(Xn)in((f 07) - dng) = (Xn)in(dng')
= dn(Xg)
= (X|s(f) o m)dng + (f o m)d(Xg)
= (XN)est(f)dng + (f o ™) (X in(dng),

so we see that we obtain a smooth vector field Xy € X(N).

—

This completes the proof. O

We are now ready to define the R*-invariant extension of the vector field X.

Proposition 2.4.14 Let S <— M be a submanifold with normal bundle N — S. Let
X € X(M) be a vector field that is parallel to S. Then the discrete vector field Xj,, on
N(M, S) defined by

Xinv(l,uT) :X(I)7 (T#O)
XinV|N><{0} = XN

is a smooth vector field X;,, € X(N(M,.S)), which is the unique vector field on N (M, S)
which equals X on M x R\{0} and the unique R*-invariant vector field on N(M,S)
which equals X along M x {1}.



78 Chapter 2. Lie groupoid deformations and convolution algebras

Proof. The invariance and uniqueness is clear once we know that Xj,, is smooth. To
show that it is smooth, by Theorem 2.4.12 the only thing we have to check is that
Xinw(6f) and Xy (g) are smooth for f € C*(M) with f|ls = 0 and g € C*(M x R).
The definition of Xy makes sure that

Xinv(éf) = 5(Xf)7
Xinv(g) = Xg7

where in the second equation X acts on C*°(M x R) as the vector field X (z,7) = X ()
on M x R. By definition §(X f) and X g are smooth and so the result follows. O

The adiabaticgroupoid asradeformation to the normal cone

We can now apply this to the case M < G with normal bundle A = kerds|,,, and
we obtain the underlying set of the adiabatic groupoid G.q from Definition 2.4.8. The
fact that the source, target and division maps are smooth, follows from the fact that
away from 7 = 0 they are just the respective maps of the original groupoid, while along
7 = 0 they are the normal derivatives of the respective maps. By Lemma 2.4.10 they are
smooth. We note that an exponential map can be obtained by choosing a connection on
A, see [NWX99] and [La98].

Next we want to describe the nerve of the adiabatic groupoid. As a set it equals
(Gaa)® = G x R* U A®F x {0}. From the viewpoint of trying to define vector fields on
the nerve of the adiabatic groupoid, this set-theoretic description leads to searching for
a connection between A®* and the normal bundle of M inside G*) seen as the diagonal
of units.

Lemma 2.4.15 Let G = M be a Lie groupoid with A: M — G® the diagonal inclusion
via the units. The vector bundle map v: A®* — A*TG® given by

v(vg, . vg) = <v1 + Z du(dt(v;)), ve + Z du(dt(vy)), ..., vg—1 + du(dt(vg)), vk>

i=2 i—3
induces an isomorphism between A®* and the normal bundle of M inside G,

Proof. First one checks that v indeed maps into the tangent space of G®) < G*¥,
which is a simple calculation. Next to show that it induces an isomorphism to the
normal bundle to A, we first use the decomposition 77,G = A, & T, M to see that if
v(vy,...,vx) € Tu.M C TA@)Q(’C) then (vy,...,v;) = 0, so that the map into the normal
bundle is injective. A simple case of dimension counting then implies that it the induced
map is an isomorphism. O

Corollary 2.4.16 There is a natural isomorphism between N(G® M) and gfj? which
away from 7 = 0 links ((g1, ..., gx), 7) and ((g1,7), .., (gx, T))-
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Haar systems on the adiabatic groupoid

We intend to link deformation quantizations of the Poisson manifold A* with the Van
Est map V: G;ef(g) — Ciet(A). To make the syntax line up, we need the convolution
algebra to be given in terms of functions, not densities. Hence as discussed before, we
need to use Haar systems. We therefore briefly discuss Haar systems on the adiabatic
groupoid.

In particular, we describe how to make a Haar system on G,q out of a Haar system
A on G. We do this by fixing a section a € I'(Ds) of the density bundle inducing the
Haar system A. From this we make a section of the the density bundle of G.q. For this
we write down the canonical identifications of the distribution ker(ds) — Gaq:

ker(ds) (g, = ker(ds), (7 #0)
ker(ds)(w,0) = ker(ds)u(r(v))

where m: A(G) — M is the projection.
Using this identification, we have a definition of a Haar system A\ on G,q due to
Landsman [LRO1, p.19], induced by the density @ on G.q given by the formula

a(g,7) = Irl%alg) (v #0),
a(v,0) = a(x(v)),

where d is the dimension of the s-fibres of G.

Note that in particular we obtain a Haar system on the vector bundle A — M, seen
as a groupoid in the canonical way.

We can also write down the convolution product on the adiabatic groupoid under the
isomorphism given by this Haar system. If we have two compactly supported functions
f1, f2 on G.q we obtain:

s~ (s(9))

(e o) = [ flah b A ) (£ 0)

(f1 # f2)(0,0) = / £1(0 = 10,0) fo(w, 0) Ay (10).

A

7 (v)
At this point we notice that the convolution at 7 = 0 does not require the functions
to be compactly supported on A,, being Schwartz is enough (c.f. the[usual theory of
Fourier transform in R™). This allows us, in the case of G,q, to enlarge the type of
functions/densities on which we let the deformation complex act.

To this end we refer to the work of Carrillo-Rouse [C-R08], where a Fréchet algebra
S:(Gaa) is constructed with evaluations

S.(A) t=0
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Here S.(A) denotes the space of functions that are Schwartz along the fibers of the Lie
algebroid and have compact support along M. This Schwartz type algebra is roughly
defined as consisting of those functions f € C°°(G,q) that have the property that

e f(—,0) is a Schwartz function on A(G);
e For every t # 0, f(—,t) has compact support on G;
e The behaviour of f in the R-direction of G,q is of Schwartz type.

It is topologized using the usual seminorms to obtain a Fréchet topology and, as such,
it should be thought of as a dense subalgebra of the reduced C*-algebra C*(Gaq).

By the discussion above, the convolution product is perfectly well-defined on S.(Gaq)
and we can extend our viewpoint of the map ®: CJ.(Gaa) — Choen(Ag.,) to let @(c)
(for ¢ € Ck 4(Gaa)) act on functions in S.(Gaq). At this point it should be remarked that
the isomorphism between functions and densities induced by a Haar system does not
preserve the action of vector fields (indeed on the level of densities one also needs to
compare Lx A with A!). So really we should introduce in parallel to .7,.(G.q) the notion
of densities with are of Schwartz-type along 7 = 0, but for the sake of not being overly
pedantic we will not do this and just be careful when writing down the action of ®(c).

This algebra also allows us to define the suitable notion of a limit of a family of
compactly supported functions on G.

Definition 2.4.17 A smooth family {fi};z0 of compactly supported functions on G
converges to [’ € S.(A), with notation

lim f; = f/ (2.5)
t—0
if the function F': G,q — R given by

F(g,t) = fi(9)

F(v,0) = f'(v)

is an element of S.(Gaq).

Remark 2.4.18 The limit as defined above has the very desirable property that if it
exists, it is unique. Indeed, if F' € C*°(G.q) is such that F(g,t) = 0 for every g € G and
t # 0, it follows that F(v,0) = 0 for every v € A(G).

2.4.5 Fourier transform on vector bundles

We briefly discuss thelnotion of Fourier transform on a vector bundle £ — M under
the choice of a Haar system on E. This discussion follows the results of Landsman
and Ramazan [LRO1, §7]. Recall that a vector bundle 7: E — M can be seen as a
groupoid over M where both the source and the target map are the projection 7 and the
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multiplication is the fiberwise addition. Since ker(dr) = 7*E a choice of a Haar system
is at every v € E a choice of a density on Er(, that is invariant, where invariance in
this case means that the choice is constant along the fiber.

If we choose such a Haar system { i, }zenr, in [LRO1] the Fourier transform F,: S(E) —
S(E*) was defined by

(Fuf)(&) = . f(U)e_i<£m’v>dﬂz<U)'

Furthermore, it was shown that this map is a linear isomorphism which intertwines
the p-convolution product on E and the pointwise product on E*, and when (z,v) are
coordinates on E induced by a frame with dual coordinates (x, ), we have for f € S(E),
g € S(E*) and a € C*°(M) that

Fullaom)f) = (aom)Fu(f),
O, (30 () ) 5,

8Ij (91‘]' (%j
OF.(f) _ . ‘
85] - Z]::u(vjf)7
OF ) .,
Ton, iF, (§9)-

Note that after the choice of a Haar system p we obtain an isomorphism between the
algebra of functions C°(E) with the u-convolution product and the convolution algebra
Apg of densities with the (intrinsic) convolution product. In particular if X € X(F), we
can see ®(X) as defined on functions (which is, again, not equal to the usual action of
vector fields on functions), and we can extend the action to Schwartz functions.

Now using the Fourier transform, we can transport the action on the convolution
algebra of E to an action on the usual algebra with the pointwise product on E*.

Proposition 2.4.19 Let X be a linear vector field on E. Then the map X : S(E*) —
SUELafon by

X(f) = Fu(@X)(F (D))
defines a linear vector field on E*. Here ® is the natural chain map from Definition
2.4.8, applied to the vector bundle E seen as a groupoid.

Proof. First we show that X is indeed a vector field, i.e. a derivation with respect to
the pointwise product. Since X is the conjugation of ®(X) with an isomorphism which
intertwines the convolution product on S(E) and the pointwise product on S(E*) this
is equivalent to showing that ®(X) is a derivation for the convolution product. When
we see £ — M as a groupoid, this is equivalent to showing that X is a multiplicative
vector field, and it is easy to see that on a vector bundle the multiplicative vector fields
are precisely the linear vector fields.
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To see that X is a linear vector field we do a local computation on a trivial vector
bundle £ = R x R? — R™ with Haar system f(z)dv; A--- A dv,. Using the properties
of the Fourier transform stated before it follows that if

ZX(r +ZZ ch’)v

j=1 k=1
then m n n
R, = Yol = 30D Ve
i=1 7=1 k=1
which indeed shows that X is a linear vector field. O

Recall that a linear vector field X € X(E) is the same as a linear map X : I'(E*) —
['(E*) with a symbol sx € X(M) such that

X(fa) = fX(a) +sx(fla (f € C¥(M), a € T(E)).

Furthermore, recall the canonical pairing (—, —): I'(E*) x I'(E) — C*(M). Then for
a linear vector field X, the local calculation from the proof above generalizes to the
following.

Proposition 2.4.20 Let X € X(E) be a linear vector field, then the linear vector field
X € X(E*) is uniquely determined by the fact that for 8 € T'(E*) and « € T'(E)

(8, X(0)) + (X(B),0) = sx((8,a)).

We can play a similar game, albeit slightly more involved in notation, for higher

~k
order deformation elements of the vector bundle. So consider an element X € Cy(E)
in the normalized deformation complex given by

,X'(’Ul7 ...,’Un) = Xl(vl)<,32,’l}2> e <ﬁk,’l)k>

where X, is a linear vector field on E and S, ..., B € T'(E*). One immediately checks
that this is a closed element of C% ((E), so that the Fourier transform

X(fto oo fir) = Ful®(X)(F (1), Fi (i)

is a closed element of the Hochschild complex of C*°(E*). From the specific form of X
it is easy to see that

O(X)(ar, -, ax) = B(X1)(ar) * (Faaz) * - - * (Brax)

where we see the a; as fiberwise linear maps on E*. In particular we see that

X=Xk 05
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-~

where for § € T'(E*), 8 is the vector field on E* given by
B = FulBF(1)).

A local computation shows that E is identically zero on fiberwise constant maps and
that for the map induced by a section o € I'(E) we have

In particular, we see that if we anti-symmetrize, we obtain the linear multivectorfield
Xl/\62/\"'/\6k on E*.

2.4:6—Deformation quantization of A* and thevan Est-map

In this section we apply the theory we recalled above to show that the Van Est map is
in some sense a classical limit of the chain map we defined in the previous chapter. This
also allows us to give an alternative proof that the van Est-map itself is a chain map.
Now, fix a choice of a Haar system of G, which by the discussion above induces a
Haar system on G.q and a Haar system g on A — M. The last one makes sure that
we can talk about a Fourier transform F,: S(4) — S(A*). Using the construction of
[LRO1] in the context of the Schwartz algebra of [C-R08], we obtain the following result.

Pr@ion 2.4.21 The maps ¢;: S.(A*) — C°(G), t # 0 given by

a(f)(9) = x(9)F, ' (f) ((1exp1(g)> :

*

make S.(G,q) into a strict deformation quantization of A(G)* in the sense of Definition

2.4.6. In particular

tim(a (1) — () % ai()) =0, (). ()] — £ 1) =0, (26)

In the formula for ¢; here x € C2°(G) is a cut-off functiomthat equals 1 in a neighborhood
of M C G with support inside an open neighbourhood of the units onto which the
exponential map is a diffeomorphism.

Proof. The bulk of this is in done in [LRO1] in a slightly different setting, but for the
parts that are relevant to our consideration the proofs can still be applied. Explicitely,
one of the differences with the results of [LRO1] is that we do not need the property
a@(f*) = q(f)* for which the Weyl exponential map exp"W is used, and instead we can
use the normal exponential map. Secondly, we do not need to restrict to Paley-Wiener
functions, as we allow for Schwarz-type functions at ¢t = 0 and use the cut-off function
on the level of G instead of A, the deviation vanishing as t approaches 0. Lastly, as the
relevant calculations on the local forms in A and A* are valid for all Schwarz functions
and not just Paley-Wiener functions, the relevant propositions in [LR01] still hold in
this situation. O
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Remark 2.4.22 The variety of quantizations by using different types of exponential
maps is also reflected on the more algebraic level in [NW09] by using different orderings
in the Fedosov construction of formal deformation quantizations of A*.

Using this strict deformation quantization of A(G)*, the relation between the van
Est- 1d our chain map ®: C3,(G) = Choan(Ag, Ag) is now as follows:

K
Theorem 2.4.23 Let k > 1 and ¢ € Cy4(G) and suppose we have chosen a Haar system
on G inducing a Haar system g on the algebroid A. Given fi,..., fi € S.(A*), the
following equality is true:

V(c)(fh ceey fk) = ]:u (hm (Z (71)0 (Z't)lk—l (I)<C)(Qt(fa(l))7 cee 7Qt(fa(k)))>> .

t—0
€Sk

Remark 2.4.24 The limit in the above equation is the limit as defined in Definition
2.4.17. In particular, if it exists, the limit is a Schwartz function on A, and its Fourier
transform is a Schwartz function on A*. The proof of the Theorem shows that the
function made out of the content of the RHS, with the LHS at ¢t = 0, is an element of
S:(Gaa), and hence the limit exists and is equal to the LHS.

Proof. We start with the case k = 1. First note that for f € S.(A*) the map ¢(f): Gaa —
R giveT by

q(f)(g,t) = a:(f)(g)
q(f)(v,0) = F, (f)(v)

is an element of S;(Gaq). Then note that the family {c}+4 is a family of vector fields on
G which can be extended to a vector field on G,q, namely to the vector field ¢;,, obtained

by Theorem 2.4.14. Then notice that ®(cny)(g(f)) is.an element of S. QTd) consisting of

P(ciny)(q(f))e = @) (@(f), — TF0)
D (cine) (q(f))o = (co)(F, ()
where ¢ is the linear vector field that is the restriction of ¢, to t = 0. Note that it

is linear, since it is the application of Theorem 2.4.13 to the vector field ¢ on G. In
particular vTe see that

) 1) = (e 577

and so we need to show that V(c¢) = é.
By Theorem 2.4.20 this means that we need to show that for 5 € I'(A*) and a € T'(A)
we have
(B,V(c)(@)) + (co(B), @) = sc((B, ).
We note two things. First that every g € I'(4*) = C2(A) can be written as d,h for
h € C*=(G) with h|y = 0. Second that, since we have an explicit inclusion of A into the
tangent bundle of G, this means that:

(dnh, a)(z) = a(z)(h).
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We are now ready to show the equality. First we have
(duh, V(e)(@)(x) = [e, d)(12)(h)
= c(1,)(@ (h)) — a(@)(c(h)),
{co(dnh), ) (x) = (dn(ch), ) (z) = a(z)(c(h)),
and since ¢;, = du(s.(z)) combined with @ |y = a we have
se((dnh, @))(x) = 5o(A (W)|ar) (2) = e(12) (@ ().

For k > 1 we restrict to the case where ¢ = ¢; ® hy ® -+ ® hy, with ¢; € X(G) and
~k
ho,...;hi, € C®(G). For ¢ to be an element of C,(G) it is necessary and sufficient to

have ¢; € Gief(g) and h;|p = 0. Similar to the case k = 1 we note that

1
). £) =

which, as t — 0, converges to

1
(it)klc> (Qt(fl)a e Qt(fk))

®(co) (F ' (1) Fi ' (Fi)

if we find a vector field ¢y on A that together with the family {(it)%c}#o defines a

smooth deformation element of G,q.
To calculate this localization we remark lt—h-&-t—we—ea-x-x—ée—t—he—'calculation in G using

the cartesian product of the exponential map A — G, instead of working in G* and
using the machinery of the previous section. This is for two reasons: firstly our definition
of ¢ extends to G*. Secondly the difference of (vy, ..., v;) € A®* seen as tangent vectors
on G* and (vy,...,v) € A®F seen as tangent vectors in G**) which are normal to the
units, using the isomorphism of Theorem 2.4.15, are tangent vectors in G* which are
along the units. Since ¢ vanishes along the units, we can neglect this.

Now to do the actual calculation we consider the chart #: A®* x R* — G*F x R* given
by

O(v1, ..., vk, t) = (exp(tvy), ..., exp(tvg), t).

Then if we look at the family {(it)%c}t#o, we see that if we take the pullback along 6
we obtain:

1

9*({W0}t¢0)(v1, iy Uy t) = ﬁcl(exp(tvl))hz(exp(tvg)) <+ hy(exp(tug))

Distributing the k& powers of % over the k different terms we see that
1
00(1)1, ey Uk) = F(Cl)o(vﬂdnhg(vﬂ T dnhg(vk)

Lea(exp(tun)) > (eofon)
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%h(exp(tv)) s dyh(v)

as t — 0, so we see that ¢y = Z.,c#,l(cl)o ® dpha ® - -+ ® dyhy, which is a linear deforma-
tion element, and we want to show that V(c) is the anti-symmetrization of the Fourier
transform ¢y. By the discussion at the end of the previous subsection we see that ¢ is
determined for ay, ..., ap € T'(A) by

R 1 —
éo(a, ..., a) = m(ﬁ)o(al)(dnhz, as) -+ (dph, o)

Next we investigate R,(c), we obtain:

Ra(c)(g1; - gr-1) = (—1)'“*1%&:061(91)@(92) w i (g (9% (s(9) ™)
= (=1)"'er(g1)ha(g2) - - Pi—1 (g1 )dhr(du((s(gr))))-
Then since fi|y = 0 and for v € A, we have di(v) = —v + d(u o t)(v) we obtain
Ra(€)(g1, s gk1) = (=1)*er(g1)ha(g2) - - - b1 (g—1)dnhi(@(5(g5-1)).-
Doing this inductively, and using that the flow of o preserves source fibers, we see
(Ray © -+ 0 Ra,)(c)(g) = (=1) c1(g)dnha(aa(s(9)) - - dnhi(on(s(g))-

Since this is simply ¢; multiplied with a function that is constant along the s-fibers, we
then obtain:

(Ray 00 Ra,)(€) = (—1) V(en) () (dnha, o) - (duhi, )
= i VEDY () (o) (dha, as) - - (dihi, o).

(k=1)(k—2)

(k—1)(k—2)
2

—

Since already know by the calculation in the case & = 1 that V(e1)(aq) = (¢1)o(0q) we
see that
(Ral O"'ORak)( ) 1 (e~ I)C()(Otl,...,(lk).

Then note that there is a mismatch in the summation over Sy in V(c) and in the right
hand side of the theorem. In particular the right hand side in the last equation corre-
sponds to the identity permutation in the statement of the theorem, while the right hand

side corresponds to the permutation in the definition of V(c) that sends j to k — j. The
E(k—1)
2

sign of this permutation is (71) , for which we have to correct, so that we obtain

V(C) a1y & Z( 1) Qg O 0(1))(0)

€Sk

= Z (_1)02']6(1671)(]%&0(1) -0 Ro‘o(k))(c)
€Sk

=) (=17 DG (1), s o)
€Sk

= Z (_1)066(0[0'(1)7 ey aa(k))~

€Sk
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So we see that V(c) equals the linear multivector field that is the antisymmetrization of
¢p- In particular this means that for fi, ..., fr € S.(A*) we have

V(e)(fi - fi)

Z (=17 (forys s for))

€Sk
1 . s 1
= L’uilj:ﬂ 151(1) Z(il) (it)k_l(I)(c)(qt(fU(l))v'~~7qt(fa(k))) .
oESK
This completes the proof. O

Remark 2.4.25 This theorem, restricted to multiplicative vector fields, can be viewed
as a statement about the ‘classical limit’ of certain derivations of the convolution algebra,
and looks very similar to certain aspects of the proof of the Atiyah—Singer index theorem
given in [ENNO96]. Indeed, it would be interesting to investigate its use in index theory
for Lie groupoids, as it exactly fits into the framework of relating the van Est map
to the classical limit, as shown in the index theorem of [PPT15]@ smooth groupoid
cohomology H%4(G), by replacing the characteristic map C;(G) *(Ag) of [PPT15]
by the map

Cer(@) — C*(Ag)
c — ta(e)(T)

obtained by using the contraction from Equation (2.3).

In the previous proof we have only used the fact that ¢(f) converges to ]:!jl(f) in
Sc(Gaa) as t goes to 0, we have not used the properties which makes the family {g;}:.0
a family of quantization maps, namely their compatibility with the Poisson bracket.
However, we have not introduced these specific maps without reason, since we will use
the fact that

113% <;[Qt(f1)>%(f2)}> = 12%%({.](17 f2}))

to give an alternative proof of the fact that the Van Est map is a chain map, i.e,
compatible with the differentials:

Corollary 2.4.26 The van Est map V: Cy((G) — Chois1in(A*) is a chain map.

Proof. Let ¢ € @ﬁef(g) for £ > 1 and we start by dissecting V(dc). Using the previous
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theorem we obtain

V() (f1y ey frr1) =Fu (}g% > (_1)UW1)]€¢(5C)(Qt(fJ(1))M-~7qt(fa(k+1)))))

TESk+1

=Fu (}g% Z (=1)° (u})k (b((I)(C)))(Qt(.fa(l))7 cee a%(fa(kﬂ)))) )

=F, (}g% > (—1)”(itl)k[qzs(fa(1))7‘I’(C)(Qt(.fg@)%-~~7Qt(fa<k+1)))}))

TESk+1

u | lim Z > - 1>J( RCICTA

0ESkK11
o7l(j)<o1(j+1)

) [qt(fa(j))> qt(fa(j+l))]7 3 qt(fa'(k)))

By the relation between the commutator, the Poisson bracket and the quantization maps,
we can now use 1 power of % to turn the commutators into Poisson brackets. Also using
the fact that ¢,(f) — F,'(f) as t — 0 this results in

VGO fi) = 3 0 { a7 (1 (e 2O o)l ) )

TESk+1

k
= D OND SE I S A

) Qt({fa'(j)v fa(j+1)})> L) qt(fa(k)))

Then using the previous Theorem in reverse order we see that this leads to

k+1

VO i) = P {5V v B S}

+ Z D2V () ({fis finds frs ...,E7E7~~~7fk+1)7

J1<j2

which shows that the Van Est map is a chain map. U
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2.5 Higher order elements

2.5.1 Adjoint representation of to homotopy

The theory of Lie groupoids and algebroigsrasgome distinct features that makes it more
difficult than the theory of Lie groups and algebras. For one, not every Lie algebroid
comes from a Lie groupoid ([CF03]), but more importantly for what we’ll discuss here,
in general the Lie algebroid A(G) — M of a groupoid G = M cannot be interpreted as
a representation of the groupoid. Indeed, if that would be the case, any[artow g € G
would induce a linear map Ay — Ayg). However, since Ay = ker(ds,(g))), the only
natural action g has on this space is by right multiplication, which does not send A,
to At(g)~

In specific classes of examples, there are representations which can take the place
of the adjoint representation [Mel6, Ch 5], but in general, something more involved is
needed. In particular we need to consider the complex A £ TM of vector bundles
as some kind of representation. The concept that we need is a ‘representation up to
homotopy’, a notion introduced by Abad and Crainic in [AC13].

Definition 2.5.1 A representation up to homotopy of a Lie groupoid G = M is a graded
vector bundle E = @ezE* — M together with a differential D: C*(G, E) — C**1(G, E)
on the complex

C"G,BE) = @ Ir(t'E" — g»)

ptg=n

that is a super connection, i.e. D satisfies
D(nx f)=D(n)* f+ (=1)"n*3(f)

for n € C"(G,E) and f € C4¢(G). Here t: G® — M is the map sending (gi, ..., gx) to
t(g1), and % takes an element 7 of I'(¢* E9 — G) and an element f of C%/iﬂ(g) and spits
out an element 7 * f of T(t*E? — G¥+#)) given by the formula

(n*f)(gl'/ “‘agp+p/) = T](gla “‘7gp)f(gp+17 “‘agp+z)/)‘

Definition 2.5.2 A morphism of two representations up to homotopy is a Cp;(G)-linear
chain map

: (C°(G,E), D) = (C*(G, E), D)

Remark 2.5.3 By [AC13, Prop 3.2] we can see a representation up to homotopy as the
following data:

e A cochain complex of vector bundles with differentials 9: E* — E**1.

e For every g € G maps Ag: Ef,) — Ej, that satisfy 0 o Ay = Ay 0 0, called the
quasi-action.
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e Homotopies Ry(g1,g2): E* — E*~! for (g1, 92) € G® giving homotopies between
Agi © Ag, and Ag g,

)‘91 © )‘!72 - )‘9192 =0o R2(91792) - R2(91792) 0.

e Higher homotopies R; for i > 3 describing homotopies between homotopies in an
A kind of sense.

In this way the differential can be understood as

D=0+XA+)_ R

i>2

This clarifies the word ‘homotopy’ in the name, and shows that a representation can
be thought of as a representation up to homotopy where all the higher homotopies are
identically zero.

Example 2.5.4 Using this definition, in [AC13, Def 3.13] the adjoint representation up
to homotopy was defined. The main input for this is an Ehresmann connection o on G,
i.e. asection o: s*T'M — TG of the map ds that equals du along the units. With this
at hand we can describe the representation by the following data:

e The cochain complex of vector bundles A(G) & TM with A(G) in degree 0 and
TM in degree 1.

e The quasi-actions on A(G) and TM given by
— A(X) = (d)y(oy(X))
— Agla) = dRg-1(0g(dlu(s(g) () = dLg(dru(s(g) ()
for X € TyyM and a € A(G),(y)-

e A homotopy Ry = KP* for the quasi-action A defined using the ‘basic curvature’ of
o. Explicitly, for (g1, g2) € G®, the map Ry(g1,g2): TogyM — A(G)yg,) is given
by

Ra(g1,92)(v) = dR(g,45)-1(0g19, (V) — dMgy,40) (05, (Ag2 (V) 04, (V).
In the end, the resulting complex is given by
C"(G,Ad,) =T(G™, t*A) o T(G"V +*T M)

with differential defined using o. Also, it is shown in [AC13] that the isomorphism class
of Ad, does not depend on the connection o.
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Now what does this adjoinf Tepresentation have to do with deformation cohomology of
the Lie groupoid? It turns out that the deformation complex is an intrinsic model for the
adjoint representation, in the sense that it is a cochain complex that is defined without
any choices and isomorphic to the complex associated to the adjoint representation
with an explicit isomorphism obtained by the choice of a connection. This should be
thought of as a generalization of the equivalent statements for Lie groups, where the
group cohomology complex with values in the adjoint representation is isomorphic to
the deformation complex of the group and as a justification for naming this specific
representation up to homotopy the adjoint representation.

Proposition 2.5.5 [Mel6, Lem 5.53] Given an Ehresmann connection, the map
I,: C*(G,Ad,) = Ci(9)
associating to u € I'(G™),t*A(G)) and v € T'(G"V, #*T M) the map

[a(u7 U)(gla () qu) = ngl (u(gla L2} gn)) —Ogy (U(g% ceny gn))
is an isomorphism of cochain complexes.

Note that we did not spell out the differential on C*(G, Ad,) precisely, but in a
roundabout way we can interpret the differential as the differential induced by this
isomorphism and the differential on the deformation complex. :l

Remark 2.5.6 From the adjoint representation up to homotopy we can make a canonical
representation that every Lie groupoid G == M possesses. This is the representation of
‘transverse densities’

Q = APT*M ® AP A(G).

The appropriate combinations of the quasi-action of Example 2.5.4 turn this into an
actual representation of the groupoid. If there is a G-invariant section on this represen-
tation, i.e. if this is simply the trivial representation of G, we call G unimodular.

Tensor powers of the adjoint representation

In classical Lie theory, the story about the adjoint representation of a Iiiegroup on
its algebra is extended by consideration of the symmetric powers of the adjoint. In
particular, if a Lie group G is compact the invariant polynomials C[g]® on its Lie al-
gebra are isomorphic, via the Chern-Weil Construction [Bo73], to the cohomology of
the classifying space BG. On the other hand, the invariant polynomials C[g]® are also
isomorphic to the group cohomology with coefficients in the symmetric powers of the
adjoint representation.

For representations up to homotopy, there is a similar operation, but just as defining
representation up to homotopy is a tricky business, more so is defining tensor powers.

Indeed, as described in a paper by Abad, Crainic and Dherin [ACD10], taking the
k’th symmetric power of a representation up to homotopy involves the following;:
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e The graded vector bundle F is replaced by its k’th graded symmetric power Sym* E.
Writing out F = @,z E™ we have that

Sym*E = @ Sym?E* @ A1E°

p+q=Fk

where a term

( ® SymkmEm> ® <® Ak’nEn)
m even n odd

lives in degree ) _, nk,. The differential is then applied derivation-wise to the
tensor products.

e The maps A;: E;l(g) — B

Hg) A€ replaced by what they induce on the respective
tensor products.

e The higher homotopies are complicated, in that one needs to make a choice of com-
binatorics to define the higher homotopies out of the original higher homotopies.

In the end, there is always a coherent choice to make, and the resulting representations
up to homotopy are always isomorphic, so that taking the symmetric powers (and indeed
any tensor power) is well-defined as isomorphism classes.

In particular we obtain SymAd as an equivalence class of a representation up to ho-
motopy, and associated to that an isomorphism class of cochain complexes calculating
Lie groupoid cohomology with coefficients in the symmetric powers of the adjoint. Par-
allel to classical Lie theory, one is interested in this cohomology because of its relations
to the cohomology of the classifying space BG. In particular, it is shown in [AC13, Thm
4.3] that there is a spectral sequence converging to the cohomology of BG which on its
first page is calculated by H*(G, SymAd).

Now, we would be interested in intrinsic models of this complex, akin to the de-
formation complex for the adjoint representation. In this context, we are interested
in investigating the the relation between the chain map ® from Definition 2.3.2; the
symmetric powers of the adjoint, and the following conjecture:

Conjecture 2.5.7 There is a natural injection
H*(G, Sym(Ad)) — H*(Ag, Ag).
In particular we want to see whether we can use the Gerstenhaber structure of the

Hochschild complex to induce ‘higher order’ elements out of the deformation complex.

2.5.2 From vector fields to differential operators

As a baby case for upgrading the deformation complex to something describing the sym-
metric powers of the adjoint representation, we look at what happens in cohomological
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degree 1. Indeed, if the deformation complex exhibits a structure in the same vein as a
DGLA__this degree should be kept fixed by the higher order structures.

In degree 1 we have that C}.¢(G) consists of s-projectable vector fields on G, which
are a module over C*°(M) by setting

f-X=(fos)X. (2.7)

Now if we want to go to something alike a symmetric QEI‘S operation, we would need
to go to Symee(3nXs(G), but there is a procedure more aligned with the philosophy
that the symmetric powers of the adjoint should come as some kind of graded quotient:
we want to replace vector fields with differential operators, in a way as described in
Theorem 1.2.40. To be able to do this, we shoehorn our situation into the framework of
Lie-Rinehart algebras.

Lemma 2.5.8 The pair (X,(G), C*°(M)), with the bracket given by the Lie bracket of
vector fields, module structure given by (2.7), and the anchor p: X,(G) — X(M) given
by p(X) = ox is a Lie-Rinehart algebra.

Proof. We only need to check that
(X, f-Y]=f-[X,Y]+p(X)(f) Y

for X, Y € X,(G) and f € C*°(M). For this we use the ordinary rules we have for dealing
with Lie brackets of vector fields:

(X, f-Y]=[X,(fos)Y]
=(fos)[X, Y]+ X(fos)Y
=f-[X,Y]+ (ox(f) o s)Y
=f- [ X, Y]+ p(X)(f) Y.
This finishes the proof. O

Definition 2.5.9 We define the s-projectable differential operators on G to be
Diff;(G) = U(X:(G), C>(M)).
Lemma 2.5.10 There is a canonical injection
Diffy(G) — Diff(g)

induced by the inclusion X,(G) — X(G) and the injection C*°(M) N s*C®(M) —
C*°(G). The image of this injection is given by

Diff,(G) = {D € Diff(G): D(s*C™(M)) C s*C*(M)}.
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Proof. The first statement about the existence of the injection is clear. As for the

characterization of the image, notice that the whole procedure can be done for any

submersion f: M — N, and by a partition of unity argument this lemma can be reduced

to the projection 7: R™* — R™, where it is easy to see by some extensive bookkeeping.
In particular, choosing coordinates (1, ..., Tn, Y1, ..., Yx), we see the following:

T C*([R") = {f € COO(R”M) S f(@ e Tyt Uk) = (2 @)

n+k * 100 (TN oo (Ton+k
(R {Zfzaxz+2g]a : fi € TC®(R"), g; € C¥(R )}.,
so that Diff, (R"**) consists of those combinations

0 o 0 9
D= Z Z Z fil ..... ipyJ1yeees jqﬁil"'axip 8yj1 qu

P,q20 1< < <ip<n 1<j1 <+ <[ <k

where f; i, has to be an element of 7*C*(R") whenever ¢ = 0. It is easily seen that
those are precisely the differential operators that preserve 7*C*°(R"). O

Using this formalism, we can define an action of projectable differential operators on
the convolution algebra. Indeed, we have two maps

(I)O: ODO(]\4) - C%Ioch(Ag7 .Ag)7 (1)1: xs(M) — Cllioch(Ag’ Ag)7

where ®o(f)(a) = (f o s)a and Py is our chain map P from before. Since ®; is defined
using Lie derivatives of tensors which are locally fibred top-forms, we have

[@1(X), @1 (Y)] = &4 ([X,Y]), Do(f)Polg) = Pol(f9),
Qi (f - X) = @o(f)P1(X), [@1(X), Po(f)] = Po(p(X)(f))-

Here, the product in Choch(Ag,Ag) is simply composition of maps. By Remark 2.1.6,
elements of the convolution algebra are locally fibred differential forms, so that this
follows from the well-known relations for the Lie derivative of differential forms:

[Lx, Ly|w = Lixyw, flgw) = (fg)w,
Lixw=df Nixw+ fLxw, Lx(fw) — fLxw=X(f)w,

combined with the observation that densities are locally the same as differential forms,
and hence behave similarly under these kinds of local statements. The only equation
which not immediately reduces to our desired relation is the one involving L;xw, where
the term df A txw seems to spoil the fun. However, we need this relation for f of the
form f o s, we we obtain

Lixw = s*df/\ txw+ fLxw.
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Furthermore, we only need this relation for an s-fibred differential form of top degree,
i.e. we apply this relation to tangent vectors that lie in the distribution ker(ds), and we
need to fill all the available slots. This means that the term S*d]?/\ tx always vanishes,
and we indeed end up with our desired relation.

In the end, by the universall-px-epa-ghe-ﬂué%,fg), C>°(M)) we obtain a map

®: Diff,(G) — Cioen(Ag, Ag).

This map leads to the following interesting class of differential operators.

Definition 2.5.11 A differential operator D € Diffy(G) is called multiplicative if b(®(D))
0.

Remark 2.5.12 Since ®; is an injective map, this definition of multiplicative reduces
to the usual definition Theorem 2.2.5 for s-projectable vector fields.

Next, it is natural to look at the symbols of these differential operators, and we
wonder about how multiplicity behaves with respect to taking the symbol. For this,
we turn to the work of Bursztyn and Drummond [BD19], which describes the notion
of multiplicative tensors in terms of the tangent groupoids ®*T*G. We think of it in
the following way: the symbol of a differential operator induces a fibrewise polynomial
function on 7*G (about which we can also think as a symmetric function on oFT*G if
the differential operator is of order k), and in the vein of Bursztyn and Drummond, we

define

Definition 2.5.1&|groupoid G, we call a function f € C°°(G) multiplicative if it
satisfies

f(m(g,h) = f(g) + f(h)

and if D is a differential operator on G, we call a symbol (D) multiplicative if it is
multiplicative as a smooth function on T*G, on which we defined a groupoid structure
in Example 1.2.26.

We then expect the connection between multiplicative differential operators and dif-
ferential symbols to be as follows.

Conjecture 2.5.14 The symbol of a multiplicative differential operator is a multiplica-
tive symbol. Reversely, every symbol that is multiplicative is the symbol of some multi-
plicative differential operator.

We can investigate this connection in a few examples.

Example 2.5.15 (Trivial groupoids) For a trivial groupoid G = M = M, we have
Diff,(G) = Diff(M), of which the multiplicative differential operators are by definition
precisely the vector fields X(M) by definition. In turn we need to show that the multi-
plicative polynomials on T*G are precisely the linear functions.
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To see this, note that for the trivial groupoid G = M = M, the cotangent groupoid
TG is simply the vector bundle T*M — M seen as a groupoid. In particular, f €
C°°(T*M) is multiplicative if and only if

flo+w) = f(v)+ fw)

for v, w € Ty M for some p € M. So, we see quite easily that the multiplicative symbols
are precisely the fibrewise linear functions on 7% M.

Example 2.5.16 (Pair groupoid over R) For the pair groupoid G = R? = R, a
projectable differential operator D of order k is of the form

oiti
D = Z ai’jw

i+j<k

where ap; € C*(R?) only depends on y. Here we give R? the coordinates (z,y) with
the source map being the projection of (z,y) onto y.

Identifying Ag with C*°(R?) by ways of the density |dx|, we see that D acts on the
convolution algebra via

ai+jf 8042 oiti— 1f
Df = Z O‘iﬂ'axiay] Z Oz Oxi- 18y]
sk ety

Then, we look at what it means for D to act as a derivation. For that, we note that
under the identification we have

(% ) (2, 2) = / fi(2,2) falzsy)dz

so that

O(f1 * f2)<8f1> « f 8(f1*f2)7f <3f2>
or  \ 0 » dy Ay

Repeated partial integration then yields that D acts as a derivation if and only if the
following identities are true:

o aio(z,y) = (—1)"agi(z),

e «;; =0 whenever ¢ > 0 and 7 > 0,

o aio(z,y) = SF (1)t jl” P00t () — P24410 (5 4y for 1 < i < k—1 (in

particular ;g is only dependent on z for i =1, ..., k),

do n—1d"aom
o aooy) = — 52 () + Lo (C1) R ()
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Next, we look at the cotangent groupoid T*R? = T*R. Sifting through the definitions
we see that, writing the coordinates (z,v,a,b) for T*R? with a dual to # and b dual to

y, we have
S(x,y7a,b) = (ya _b)/ t(x>yaaﬂb) = (rc,a),
m((x, Y, a, b)a (y7 2 _b> (/)) = (IL‘, Z, @, C)'

Then, if we have a map f € C°(T*R?) of the form

k
f@y.a.b) =" ai(x,y)a't" ",
=0
we can write out the multiplicity equation

f(w,z,a.,c) = f(iﬂ;y,a,b) +f(y7za —b,C)

to obtain

k-1
ao(z, 2)c* + Z ai(z, 2)a' ™ + oz, 2)ak =
i=1

k-1
= ap(z, V" + Y i@, y)a'b T + gz, y)a+
i=1
k-1
+ CV()(y7 z)ck + Z(_l)t&z(ya Z)blckiz + (_1)kak(ya Z)bk
i=1

So we see that f being multiplicative is equivalent to
e yu=0fori=1,..,k—1,
e ag(z,2) = aply, z) = ap(z),
o ay(z,z) = ag(z,y) = ax(z),
o ao(y) = (1) a(y),
so that we see that multiplicative symbols are those of the form
f(x,y,a,0) = a(zx)a® + (=1)a(y)o*

and we indeed see that symbols of multiplicative differential operators are multiplicative
and all multiplicative symbols are obtained in this way.
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Example 2.5.17 (General pair groupoids) For a general pair groupoid G = M X
M = M, we fix a D € Diff;(G), and then we can choose opens Uy, Uy, U3 C M which are
all coordinate domains, and look at the derivation-equation D(f x f2) = f1 * D(f2) +
D(f1) * fo where f; is supported inside U; x Uy and f, is supported inside Us x Us. A
similar argument with partial integration shows that if D is multiplicative, its symbol
a(D) € C>*(T*M*?) is of the form

a(D)(z,y,€,¢) = P(x)(€) + (=1)""'P(y)(¢)

for P € F(Syka]V[) a map that sends a point x € M to a degree k polynomial on T} M.
Similarly, we see that functions f € C°(T*M*?) that are fibrewise degree k homo-
geneous polynomials are multiplicative if and only if they are of the same form

fla,y,6.0) = P()(€) + (=1 P(y)(¢)

and so we again see that multiplicative symbols and multiplicative differential operators
are linked.

Example 2.5.18 (Lie groups) For a Lie group G, seen as a Lie groupoid G = {pt},
we have that Diff;(G) consists of those differential operators on G whose degree 0-term
is constant. To see the effect on the convolution algebra, we first choose a left-invariant
volume form w on G. For a € C°°(G) and v € g we have

Lopw =V (a)w+alyw = 7 (a)w. (2.8)

Here, we remark that £-w = 0 since w is left-invariant.

Now, let D € Diff,(G) be defined by
D =Y oty + Ok —1)
iel

for a; € C*°(G) and v € g. Here, by O(k — 1) we mean differential operatorﬁorders
k — 1 and less. We then see that D acts on the convolution algebra via

Df = Z (@ - T (f) + 00 (@) (@, - T (f) + O(k = 1).

Here, the second term comes from the Lie derivative of aw (2.8). Of course, this term is
also of order k — 1, so that

Df =" ai(i -+ 0)(f) + O(k = 1).
el

By a partial integration argument, we can explicitely write out this formula (up to lower
order terms) to obtain:

= i . i . . —Letviy L otrvyy,
MO =30 Gl ] (@

+ai(gh™) fi(ein e ik gh ™) — ay(g) fi (e ~~~et’<vikgh_1) fa(R)w(h).
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So, if D is a derivation, we see that

d
2

iel

3
dty

(O‘i(h)f(ghflet“"l .o etV )+

=0
ai(ghfl)f(etlvn ...etkvikghfl) — ai(g)f(etlvn ...etwikghfl) =0

t1=0

for any f € C*°(G), and any g, h € G. Rewriting this, we get

> (ei(h)Hes(f) g1 (Adg—1 (v1), ..., Adgy—1 (vp)) +

i€l
+Oéi(gh_1)HeS(f)gh—1(U1, ceey ’Uk) -+ Oéi(g)HeS(f)gh—l (Uly vy Uk.) =0 (29)

where Hes(f),,-1 is the Hessian of f:

d
dty

d

o f(elve ... etrvom gh 1),
k

tr=0

HeS(f)gh—l(Ul, ey Ug) = % Z

€Sk

t1=0

Now to see that the symbol is multiplicative, notice that using right translations of
the tangent bundle TG = G x g we have that the cotangent groupoid is given by

G % g* j g*
with source and target given by

5(975) = Ad;(§)7 t(gaf) =¢,

and multiplication given by

7”((975)7 (hagl)) = (ghag)'

In particular a multiplicative map is a map F' € C*°(G x g*) such that

F(gh,§) = F(g,€&) + F(h, Ady(£)).

Note that we can also derive this fact for symmetric multilinear maps F € C*(G x
Sym*g*), and the equation (2.9) is precisely the equation

a(D)(gh™, Hes(f)gn-1) + o(D)(h, Ad;hleeS(f)ghfl) = a(D)(g, Hes(f)gn-1)

where we see o(D) as a function on G x Sym"(g*). So since every symmetric map
¢ € Sym"(g*) can be written as & = Hes(f),,-1 for a suitable f € C=°(G) (this can be
very easily seen by using the local coordinates that g gives around gh~! by using the
exponential map), we see that if D is a derivation on the convolution algebra, then its
symbol is multiplicative.
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Remark 2.5.19 For the general case, we have, at the moment of writing, not found
a proof of this fact. It is reasonable to expect that a partial integration argument
should go a long way, when applied to the integral over the s-fibres that are present
in the convolution product in the general case. Similarly, the characterization of the
multiplicative symbols should be greatly eased by explicitly dividing the cotangent space
T*G in the direction parallel to the source fibres, and the normal direction. As such, it
would seem that by choosing a reasonably invariant splitting of the short exact sequence

t'A—-TG —-TM
similar types of arguments as above would yield a proof.

So what is the general philosophy behind this consideration of the cohomological
degree 1, and how does this connect to the story we sketched around Conjecture 2.5.77
The following conjecture arises as a routemap to research the relations that are present:

Conjecture 2.5.20 On the deformation complex C§.(G) there is the structure of a
‘ Loo-algebroid over C34(G)’, with the following properties:

e In cohomological degree 1, the L..-structure is given by the Lie-bracket of s-
projectable vector fields;

e A universal enveloping procedure induces a complex which in degree n is given by
a certain class of differential operators on G™;

e The chain map ®: C34(9) — Chomn(Ag, Ag) from 2.3.2 is compatible with this
the Leo-structure on C§(G) and the Gerstenhaber structure on Cy,.,(Ag, Ag),
leading to a map between the universal enveloping complex and the Hochschild
complex;

e The symbol map from the universal enveloping complex to C3;z(7%G) is a chain
map;

e The graded quotient of the universal enveloping complex is isomorphic to the chain
complex associated to the symmetric powers of the adjoint representation up to
homotopy.



Chapter 3

Action groupoids and equivariant
characteristic classes

In this chapter we discuss the contents of [KP22]. We specifically study action groupoids
M x G = M induced by right group actions with the main goal being to relate the
equivariant cohomology HZ,(M) of M with the periodic cyclic cohomology HP*(G x
C(M)) of the convolution algebra. In this specific case the convolution algebra is
given by C°(M x G) with product

(fr* fo)(x,9) = /Gfl(af,h)fg(ash7 h~tg)dh (x e M, geq).

The non-commutative geometry of this algebra has been studied extensively, specifically
since its product can be interpreted as a twisted combination of the convolution product
of G and the commutative product on C°(M). The main tool, following Brylinski
[Br87a), is to exploit this specific form of the product to split the Hochschild complex
of the convolution algebra into a double complex {C®(M*P+D x G*@tD)} -, where
the behaviour in the M-direction is a twisted version of the usual Hochschild complex of
C°(M) and in the behaviour in the G-direction uses the group cohomology associated
to the G-module C°(M**)]

Using these facts, calculations for the Hochschild and cyclic homology of the convolu-
tion algebras were obtained in the case where G is discrete in works of for instance Baum-
Connes [BC88|, Brodzki-Dave-Nistor—BBPN17], Connes [Co94], Feigin-Tsygan [FT87]
and Getzler-Jones [GJ93] and recently Ponge [Pol8], either directly or by a spectral
sequence argument. In the compact case, these ideas have been generalized by Block,
Getzler and Jones [BG94, BGJ95] using an equivariant form of the Hochschild-Kostant-
Rosenberg map to obtain a model using the G-module of functions on g with values
in the differential forms on M. In this chapter, we will build upon this work by writ-
ing down a model C, (G, Q(I)) for the cyclic homology of the convolution algebra
G x C°(M) (in the case when G is unimodular) inspired by Getzlers model for equiv-
ariant cohomology [Ge94], and which is roughly given by

Cpg(G, Qg e(M)) = CZ(G™, C%(g, 2 (M))).

101
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We will derive this model by combining the double complex written down by Brylinski
[Br87a], the Eilenberg-Zilber Theorem and the equivariant HKR-map as defined by Block
and Getzler [BG94]. Using this one can write down spectral sequences, which reduce
quite significantly, for instance in the case that G is compact or when the action of G on
M is proper, giving connections between the Hochschild and cyclic homology of the con-
volution algebra G' x C°(M) and the invariant de Rham cohomology H*(2.(M)¢, d4r)
of M.

Apart from defining this model and exhibiting its properties, we want to use this to
describe, internal to algebraic considerations of the convolution algebra, an equivariant
Chern character in the non-commutative setting forlequivariant vector bundles.

The equivariant cohomology Hg.(M) is defined [Tu20] to be

He, (M) == H*((EG x M)/G),

the singular cohomology of the homotopy quotient (EG x M)/G. If the action of G
on M is free and proper, this cohomology is isomorphic to the (deRham) cohomology
H*(M/G) of the quotient. In general, it is calculated using the Bott-Shulman complex
of the simplicial manifold G** x M of [BSS76], which is given by

QPG x M) = QP(G*1 x M)

with the horizontal differential being the deRham differential, and the vertical differential
being the alternating sums of the pullbacks under the maps 0; defined by

ey G5 G 0<1<qg—1
81' s ,x) = (917 y 3iGi+1, 7gq7x), Sts .
(91 9q) T) { (91, s Gg—1, Gg), i=gq

Work by Getzler [Ge94] allows us to calculate equivariant cohomology by looking at a
much smaller complex C**(G, Q4(M)), which is inspired by the Cartan model and is
roughly given by

CPAUG, Qg(M)) = C(G™, Sym(g") @ 2" (M)).

For equivariant vector bundles over M, there is the notion of the equivariant Chern
character Chg: Vectg(M) — HgY (M) given by the concatenation

Vectg(M) — Vectq(EG x M) — Vect((EG x M)/G) — HY((EG x M)/G).

Here, the map Vectg(M) — Vectq(EG x M) is given by pullback along the equivariant
projection EG x M — M, and Vectg(EG x M) — Vect((EG x M)/G) is defined using
the remark that if £ — X is an equivariant vector bundle then E/G — X/G is a
(topological) vector bundle. Lastly, the map Vect((EG x M)/G) — H*¥((EG x M)/G)
is the ordinary (topological) Chern character.

In this chapter we shed light on the structure of this Chern character, internal to the
underlying action groupoid, in the following steps:
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e In Section 3.1, we define cyclic cohomology classes for the convolution algebra G x
C2°(M) by constructing generalized cycles following Connes [C0o94] and Gorokhovsky
[Go99].

e In Section 3.2 and Section 3.3, we describe a way to obtain a map from the equivari-
ant cohomology Hg,(M) to the cyclic cohomology HP*(G x C2°(M)) by pairing our
model C,+(G,Qy(M)) for cyclic homology with Getzler’s model C**(G, 4(M))
for equivariant cohomology.

° Usinwo points, we obtain a diagram

Vectg(M) ———  HE (M)

HP™ (G x Cz2(M)

which we show to be commutative when the action of G on M is proper in Sec-
tion 3.4.

This diagram has already been studied in the discrete case by Connes [Co94] and
Gorokhovsky [Go99] and we generalize their results to the unimodular case.

To be able to do our calculations, we restrict ourselves to the case where M is
orientable and the case where GG is unimodular and the action of G on M is orientation-
preserving. This means that we are able to integrate top forms over M, and that left
and right Haar measures on G agree and inversion is measure preserving. In particular,
for every f € C2°(G) and every g € G, we have

/G F(gh)dh = /G F(h)dh,
/G f(hg)dh - /G F(h)dh,
/Gf(h‘l)dh:/cf(h)dh.

3.1 Cyclic cohomology classes through generalized
cycles

We start by recalling the formalism of cycles of Connes [Co94] and its associated char-
acters, as well as the JLO-type of Gorokhovsky [Go99] extending this formalism to more
general situations. We then apply it to the case of a Lie group G acting on M by
studying the convolution algebra G x C°(M).
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3.1.1 Characters of generalized cycles

In this section, we outline the character of a cycle as defined by Connes, an important
(and in essence the only) way to inducing cyclic cohomology classes for an algebra A.
To motivate the definition, suppose M is a compact, oriented n-dimensional manifold.
If w € Q" k(M) is a differential form, we can write down a Hochschild k-cochain [w] €

CFoan (C®(M), (C(M))*) by the formula

[ f07"'7 / fodft A ANdfy, AN w.
One then simply checks that
bw] =0 and Blw] = [(k + 1)(=1)*dw].
Indeed,
k .
O[] (fos oos frs1) = 3 (=1 @I (for s fifints s fiorn)

=0
+ ( 1)k+1[w](fk+1f07 fl7 (XY} fk)

— [ Rt n e nd
JM

k
+Z fOAdfl ANd(fifis) N Adfg Aw
+ (_l)kﬂ/ frerafodfs A Adf, Aw
M

— [ Rt n e nd
JM
+Z ) fifo A dfi A A A A dfj Aw
+Z Vi fivrfo Ndfy A At A N Aw

1)k+1/ ferrfodfi A - Ndf Aw.
M
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By a telescoping argument on the two sums, we see that this vanishes. For the other
relation we see

k
Blw](fo, - fr-1) Z /Mdfk—i+l/\"'/\dfk/\dfo/\"'/\dfk—i/\w

k
Z/ dfo A Ndfics A
=0
=(k+1)/ d(fodfu A=+~ Ndfx1 Aw)

k"‘l /fodf1 /\dfk,l/\dw
=04 [(k + 1 (=1)"dw](fo, s fr1)-

So we see that -up to a factor- this procedure gives a chain map (Q"~*(M),d) —
(Ccl.{och,cont(coo(M))7 b + B)

There is a more general picture behind this, extending this example to arbitrary
algebras. So, let us start again with w € Q" *(M) closed, and set Q = Q<F(M) the
differential graded algebra that is obtained by truncating at degree k. Clearly this DGA
comes with an algebra map p: C*°(M) — Q°. Furthermore, we have a ‘trace’ f: Q8 — R

given by
fa::/a/\w (o € QF),
. M

fa A B = (—1)el8 ][5 na (o, € Q5 o] + 18] = k)

fda:(].

The cyclic cocycle [w] from before can then also be written as

which satisfies

and, since w is closed, also

(oo fi) o f p(fo) Nd(p(Fi)) A~ A d(plfi))-

This leads to the following definition.

Definition 3.1.1 Let A be an associative algebra. A cycle of dimension n over A is the
data

e A differential graded algebra (€2, %, D) with Q = @ Q2

e A linear map f: Q" — K satisfying
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— faxpB= (=1 f3xa for every a, B € Q=" with |a| + |8 = n.
— § Da =0 for every v € Q" 1.
e An algebra map p: A — QU.
These cycles are important because of the following:

Proposition 3.1.2 [Co94, Prop 3.4] If (Q, f, p) is a cycle of dimension n over A, then
the map Chg: A®("+tD) 5 K given by

Chg(ag, ..., ax) = ][p(ao) x D(p(ay)) *---* D(p(ag))

satisfies bChg = 0 and BChg = 0.

The proof of the proposition above is essentially the same calculation as we did before,
with the calculations with differential forms replaced with formal manipulations allowed
by the properties that a cycle has by definition.

However, we can do better. For this we need a few more definitions.

Definition 3.1.3 [Bu68, Def 2.1] If (€, ) is a graded algebra, then a multiplier of degree
k on  is a pair of linear maps Oy, 0,: : Q* — Q°*** satisfying

° @l(a * ﬁ) = @l(a) * ﬁ7
e 6,(axf) = ax6,(9)
e O,(a)*f=ax0,(s).

If ©,,0, form such a pair, we may also write © * a and «a * O for ©;(«) and ©,(«)
respectively, and by extension [0, —] for ©;, — O,.

Remark 3.1.4 Any element o € QF defines a multiplier of degree k by setting ©,(8) =
axf and ©,(8) = B % a. If Q is unital, any multiplier is of this form, induced by
a=06,(1) =0,(1).

Example 3.1.5 If Q C Q is an inclusion of € into a larger graded algebra, any element
© € Q) with the property that

OxQC and Ox0 CQ

induces a multiplier of ) using multiplication inside Q. The three properties of a multi-
plier are then satisfied because of associativity of the product of .

Definition 3.1.6 An ezternally curved DGA is the datum (€, %, D, ©) of:

e A graded algebra (€2, x),
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e A graded derivation D: Q* — Q1
e A multiplier © of degree 2 on €2 such that
- p*=o.-]
— D(a*0) = (Da) x 0.
If © is a multiplier induced by an element of Q2 we call Q a curved DGA.

Remark 3.1.7 The last property in the previous definition is called the (right) Bianchi
identity. In the unital case where © simply is an element of Q2, this equation is equivalent
to DO = 0. There is also ateft-Bianchi identity D(© x o) = © * (Da), but under the
assumption that D%« = [©, o], the left and right Bianchi identities are equivalent since

D(©® xa—ax0) = D(D*) = D*(Da) = 0 * (Da) — (Da) x 6.

Now we can make the definition of a cycle over A, but using externally curved DGAs
instead of DGAs.

Definition 3.1.8 [G099, §2] A generalized cycle of dimension n over A is the data
(Q7 f7p)7 where

e (Q,%, D, 0) is an externally curved DGA
e {: Q" — K a linear map satisfying

— faxp=(=1)NF fBxafora,f € Q" st. |a| +|B8] =n, (trace property)
— f Da =0 for every o € Q" ! (closedness)
— fOxa=fax0 for every a € Q"2

e An algebra map p: A — QO.

With this definition at hand we can also amend our definition of the character of a
cycle. In what follows we use this definition for the standard simplex A*:

N =Tto, tx >0 :tg+ -+t =1}
which has measure dt; - - - dt;,.

Theorem 3.1.9 [Go99, Thm 2.1] Let A be a unital, associative algebra and let (2, £, p)
be a generalized cycle of dimension n over A. The maps Chf,: A2*+1) — K defined for
0 < k < n such that K = n mod 2, by the formula

Chk (ag, ..., ax) = / ][p(ao) % e 9 % Dp(ay) * e 9 % -+ % D(p(ag)) * e *Odt, - - - dty,
Ak

satisfy bCh{, = BCh*~20) and hence define a cocycle Chg, in the (b, B)-bicomplex CC®(A).
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Remark 3.1.10 By the terms e7*® we mean the power series Zizo ;) ©*. If we put
this under f this is well-defined, since { only picks up terms of total degree n. As such,
in Ch{, we need a total of ”T_k applications of ©. In particular we can rewrite the integral
as

(-1
Chf(ag, ..., ax) = W Z ][ ag) * ©*°Dp(ay) * O % - - x Dp(ay,) * O,

2 Go+ i =
where we have also used the integral formula
/ b g il -+ i)

t2dty - - dty = — - .
A’“j[[oj ! P o+ + i+ K

Example 3.1.11 Let M be a compact, oriented manifold of dimension n, and let & — M
be a complex vector bundle with a connection V. Then we can look at the graded algebra

Q° = Q*(M,End(E))

with the product given by the braiding of the wedge product in (M) and the compo-
sition in End(E). The connection V induces a graded derivation dy: Q°* — Q™! which
satisfies

o Zw=FV)Aw—-wAF(V),
e dy(F(V))=0.

In particular we see that it is a curved DGA with curvature F(V) € Q%
If we set f: Q" — C by the formula

][w—/ tI'E
M

we obtain a cyclic cocycle Chg g € HC"(C*°(M)). Under the isomorphism HP"(C*°(M)) =
D, H3; (M) this cocycle corresponds to the Chern character of E.

Remark 3.1.12 By work of Connes [Co94] any cyclic cohomology class can be induced
by a generalized cycle.

Remark 3.1.13 If A is not unital and we have a generalized cycle €2 over A, we still
want to make sense of the character of this cycle as a cyclic cohomology class of A. By
definition, we need to induce a cyclic cohomology class for AT out of this. The first
ansatz to curing this would be to adjoin a unit to 2 and go from there. However this
means that the curvature © will also have to become an element of the bigger algebra
and we end up with a lot more elements on which to define the trace f. In general,
this does not work and we have to do something more involved. Note that we have the
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formula for Chg when we only plug in elements of A, and we only need to see what
happens when we plug in the adjoined unit into the formula. While £ has no unit in
general, there is always the unit as a multiplier, in a phantom way satisfying D(1) = 0,
and this is what helps us out. Indeed, we can extend the definition of Chq to (AT)®*+1
by requiring

Chh(1,aq,...,a1) = / fe_ioe % Dpay) e % - x D(p(ag)) * e *Odt, - - - dt;,
Ak

and Chf (ag, ay, ..., 1....,ax) = 0.

This is well-defined and, by the same arguments as before, yields an n-cocycle in the
(b, B)-bicomplex CC(A™"), which in turn induces a cyclic cohomology class of A.

3.1.2 The fundamental cycle over the convolution algebra

We can now write down generalized cycles for the convolution algebra of a manifold
M with a right G-action. We start with the fundamental cycle. The constructions are
inspired by the Cartan model for equivariant cohomology. For this we start by writing
down our algebra

Q= C(G, Sym(g") ® Qu(M)).

elements « € ) of which we regard as functions

gxG — QM)
(X,9) = a(X,9)

which are polynomial in X, and smooth and compactly supported in g.
To define the multiplier that will be the curvature, we can embed €2 into a larger
algebra 27°° given by those distributions

T: CZ(G,Sym(g") ® Q.(M)) — Sym(g*) x Q.(M)

that are C'°(M)-linear and continuous with respect to the Fréchet topologies.
We embed (2 into 27°° by sending o € Q to T,, € > given by

(Ta, 0)(X) = /G a(g, X) A 2(gX1dg.

On this space of distributions {27°° we have an associative convolution product that is
defined by Lescure-Manchon-Vassout [LMV17, Thm 20] as follows:

(Ty % Ty, ©) = (T1(g1), g1 - (Ta(92), 91 (0(9192))))- (3.1)

Here, g; and g, are dummy variables, and the formula has to be read as follows. First,
with ¢; fixed, we have a map

g2 — g1 ' (0(9192))
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that is an element of C2°(G, Sym(g*) ® Q.(M)), so we can pair it with 75 to obtain the
element we write as

(Ta(g2), 91 ' (2(g192))) € Sym(g*) @ Qe(M).

Now letting g; run as a variable we obtain a function

g1 = g1 (Ta(92), 91 (¢(9192)))

which is again an element of C2°(G, Sym(g*) ® Q.(M)), and so we can pair it with 7} to
obtain the element

(Ty * Ty, 0) = (Ti(91), 91 - (Ta(92), 91 ' (0(9192))))-

With this tool in hand we define four structures on 2: a grading, a multiplication *, a
differential D and a curvature ©.

e The grading on (2 is given by usual one in the Cartan model: the sum of the degree
of the differential form factor and twice the degree of the polynomial on g;

e The multiplication * is given by

(axB)(g,X) = /Goz(h,X) AR*B(h~ g, Ady,-1(X))dh; (3.2)

e The differential D is given by dgr + ¢ with dgr and ¢ given by
(dare) (g, X) = dar(a(g, X)), (ta)(g, X) = 1x,(alg, X));

e The curvature © is given as an element of 27> by

©,0)(X) = &

= — X)), .
|, e (33)

First we investigate how elements of 2, the convolution product in 2 and the element
O € Q> interact in 7.
Lemma 3.1.14 The following identities hold true.

1) Ty, * T = Tyup for all o, B €

il) To % © = T, (o) for all a € Q where

d _
0,(a)(9.X) = 5 ale¥g.X);
t=0
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iii) © % T, = To,(a) for all a € Q where

d

@l(a)(g>X) = 7

tX —tX X
il ey

Proof. Let us fix a test function p € C>°(G, Sym(g*), Q.(M)) and let g; be fixed. Then
the map ga + g7 '(0(g192)) is given by

(92, X) = (g1)" (9192, Ady, (X))

Then for the first point we have

<TB(92) g (80 9192 /5 g2, X )*@(91927Adg1 (X))dgm

and in particular

(- (To(on) 97" (Plonge) (X = [ (615002 Ady2 X0) A olonga, X

Therefore,

(Tox To.0)() = [ [ alan, ) A (61802 Adyos () A plarge, X
and by setting h = g1, ¢ = g1g2, this becomes

(T T (0 = [ ([ X0 2150079, Adus ()1 ) A ol X

This does indeed equal (Tp.5, ) (X).
For the second point, we have

O(0). 67" (Pl )(X) = | (6" elane™, Ady, (X))
and so
1 d tAd 1 (X) d X
91 (0(g2), g1 ((9192)))(X) = %tzoso(gle o LX) = %tzow(e 91, X)

Pairing this with T,, we obtain

" d

(Talo). o1+ ©(an)osi (plarg))(X) = [ L (o 3) nolean, X,

which by a change of variables g = e'¥g; yields

(T % ©,9)(X) :/G (jtt

The third point is proven analogously. O

ale th,X)) A (g, X)dg.
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This Lemma allows us to interpret © as a multiplier on Q (cf. Example 3.1.5), and
it is of degree 2 since it raises the polynomial degree by 1. Similarly, D is of degree 1
since the dgqr-part increases the differential form degree by 1 and leaves the polynomial
degree constant, while the t-part lowers the differential form degree by 1 and increases
the polynomial degree by 1. All together, we reach the following conclusion:

Proposition 3.1.15 The data (€, *, D,0) defines an externally curved DGA in the
sense of Definition 3.1.6.

Proof. Tt is easy to see that * is associative, since it is the convolution product induced
by the G-module Sym(g*) ® ©.(M). Then to see that D is a graded derivation, we first
investigate the dqr-part:

(danfor+ 3))(0:X) = [ don(a(h,X) A 1B, Adys (X))
= [ (ol X)) A 1509, A ()
+ (=1)k /Ga(h, X) AR (dar(B(h g, Ady-1(X)))dh
=((dara) * B)(g. X) + (=1)"(a * (dar5)) (g, X).
For the t-part we have
(0 9)(5. %) = [ vxa, (0 X) BB g, Ad ()
/ (tx,, (@b, X)) A B*B(h~ g, Adyr (X))dh
(1 [ alh X) A, (07309, Ady ()
= [ x o X0) A 1B Adys (X))

(01 [ ahX) AR (a0 309, Aes (X))
G
~(10) % B)g: X) + (=1 ()0, ).

Next we show that
D? = O, —].

To see that this is true, note that we have
D2 = d?iR —+ {ddR7 L} —+ L2.

Clearly d%g = * = 0 while, by Cartan’s Magic formula, we have that the anti-commutator

equals
{dar,t} = L,
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where £: Q* — Q°**2 is given by
(La)(g, X) = Lx,, (alg, X))

Then so see that this equals [0, o], we simply calculate

[©,al(g,X) () a(e™¥g, X)— - ale¥g,X)

Tdt

d tX
— *oalg. X
|, @ ateX)

=Lx, (a(gv X))

t=0

Lastly, we show that
D(a*0) = (Da) x 0.

This simply follows from the fact that D plays with the output of «, while © plays with
the input, explicitely:

D(ax©)(g,X) = (dar + tx,,)((a % ©)(g, X))

= (dar + tx,,) ( d a(e_th7X)>

dt
d —tx
% o (ddR+[’XM)a(e g7X)
(© % (Da)) (g, X).

This finishes the proof. O

t=0

With an externally curved DGA at hand, we set to decorate it more, so that it
becomes a generalized cycle over G x C°(M).

Proposition 3.1.16 Define {: Q" — K and p: G x C°(M) — Q° by

][a - /];Ia(e70)7 (3.4)

p(N)g, X) = f(g) € CZ(M) = Q(M).
Then (€, £, p) is a generalized cycle over G x C2°(M).
Proof. We start by showing

][04 x 0= (—1)‘”“[3][5 * Q.

To do this, we begin on the left:

fass= [ @rpeo

_ /]: /G a(h,0) A B*B(h~",0)dh.
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Then, using that the action of h~! defines an orientation-preserving automorphism of
M, we can do a change of variables in M:

][a*ﬁ :/J\;/G(h‘l)*a(hﬁ)Aﬁ(h‘l,o)dh
1)IW\/M/C;[3(h*1,0)A(h*l)*a(hﬂ)dh

Doing a change of variables in G by h <+ h™! we obtain!

7[ ax = (=1)elA /M /G B(h,0) A R*a(h™',0)dh
1)l ][ﬁ ‘o

fDoz =0.
This follows from the fact that
(Da) (6, 0) = ddR(a(e7 O))

Next, we show that

so the result follows from Stokes’ Theorem.

Next, to show that
][@ * Q= ][a *x 0,

|(U*Oé)k€,U):U | and (% ©)(e,0) = 0.

we simply remark that

So we see that f is indeed a closed graded trace on €, and we only need to show
that p is an algebra map. This is clear since it is induced by the map of G-algebras
Ce(M) — Sym(g*) ® Q.(M) sending f to 1 ® f. O

By Theorem 3.1.9, the triple (A, Q, f) gives rise to a cyclic cocycle Chg of degree
n = dim M which is given in the (b, B)-complex by the components

Ché(am co ) = / fao % e % % Day % 719 % - x Day, e *Odty ... diy,
Ak

where k = n mod 2.
Using the fact that (« % ©)(g,0) = 0 we see that this cocycle only has contributions
for k = n, where it can be written explicitly as

Chg(ao,...7 n n' AI/X ao hl hr d(ll(hg)
hk 1) d(lk l(hk> (hl h )*dak((hl e hk)il)dhl s dhk

IThis is an example where we really need G to be unimodular.
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Using that G is unimodular, then we can also write this as

[]

Ctian )= f e -ﬁji)((ﬂ'hwl)*dal(hl) A

A\ ((hk—lhk dak_l(hk_l) A (h,;l)*dak(hk)dhl e dhk

Remark 3.1.17 Inspired by equivariant cohomology one might be tempted to define a
Sym(g*)%-valued functional by
a— | ale,—),
M
but this fails to be a trace for the convolution product (3.2). The problem is the adjoint
action of G on X € g in formula (3.2) for the product, and this explains why we
put X = 0 in the definition (3.4) of the trace above. To capture the higher degree
polynomial terms of o € €, one can twist the trace by an element v € Sym(g)“, viewed
as an invariant differential operator D, on the Lie algebra g.
It will follow that if one sets

fo i

this also defines a closed graded trace on Q (see below). Remark that in combination
with evaluation at 0 € g, the invariants Sym(g)® can be identified as the algebra of
distributions supported at 0 in the form of derivatives of the d-distribution via v

Dv((so)-

Proposition 3.1.18 For v € (Sym?g)“, the functional £, defines a closed graded trace
on § of degree dim(M) + 2g¢.

Proof. The degree of fﬂ/ follows from the fact that to obtain a top-form on M after
applying D, and applying 0 € g to D,(c) we need a to be of degree dim(M) in the
differential form part and of polynomial degree ¢, i.e. we need « to be of degree dim (M )+
2q.

To see that f vanishes on graded commutators, we compare f axf and (—1)kllsl f B

a for the case v = v, ® --- ® v, € (Symg)® by an explicit calculation. The expression
fw a * # will now look like

d
cg— &
ff‘ﬁ dt,

After applying the same manipulations as in the proof of Proposition 3.1.16, this will
equal

d
. jaligl 4
]fa g = (nel

t1=0 dtq

[ [ ata: >t A st A, (3 )iy
=1 i=1

tq=0 M

q
/ /B(gazt Ady(v:)) A g a( _17Ztivi)d9
M p—

t1=0 Qt*O
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Now since v1 ® - -+ @ v, is G-invariant we may replace {v;}iz1,.q by {Adg-1(v;)}iz1,.g
at no cost, to see that

d

d q q
_(_qylalisr 44 / / o) Agralg ™, S A, (w))dg
][a*ﬂ ( ) dtl t1=0 dqu tq=0J M Gﬁ(g7lzzl U) g a<g 72»:21 ’ T -

Y

and this precisely equals (—1)l*/l8l fv B *a.
The argument that fv is closed is the same as the argument for f in the proof of the

previous Proposition, since the d-part of D does not contribute to fv oD by deRham’s
Theorem, while the ¢-part of D does not contribute since the only top-form of the type
wo is the 0-form. O

Remark 3.1.19 When writing out the JLO-cocycle of Theorem 3.1.9 for this closed
graded trace, one recognizes, just like in the case that v = 0, that it only has contribu-
tions in degree equal to dim(M). Indeed, looking at the contribution for a given k, we
need to consider (fo, ..., fr) € C2(G x M)**+Y and argue with

foxe @ xDfyxe 1% .. x Dfy x e %O,

However, one notices that this function will eat g € G and X € g and spit out a k-form
on M, since (Df;)(g,X) = d(fi(¢g)) and applying © does not change the degree of the
differential form.

So, no matter the application of D, or evaluating at g = e and X = 0, we see that
integrating over M only gives a non-trivial contribution when k = dim(M).

Therefore, the resulting cocycle lives in the image of the shift map

84 HCM™ (@ x C°(M)) — HCH MG w C2°(M)).

3.1.3 Twisting by an equivariant vector bundle

For an equivariant vector bundle £ — M with a (not necessarily G-invariant) connection
V, there is a variant of the construction of the previous section. In the case that the group
is discrete, this construction is due to Gorokhovsky [Go99, §3] and here we generalize it to
the case of a unimodular Lie group. In this case Qg == C®(G, Sym(g*)®Q.(M, End(E)))
and we change the differential to

(Dya)(g, X) = dyena(alg, X)) + (=1)"la(g, X) A 6(g) + ex, (g, X),
where VE" is the induced connection on End(E) and
§(g9) =V —g'V € Q(M,End(E)).
The curvature is now given by

Ov = O + (F(V) + u)d.,
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where F(V) € Q*(M,End(FE)) is the ordinary curvature of the connection V and u €
g* ® End(E) is the moment of V (cf. [BG94, p.518], [BGV92, Def 7.5]) given by

N(X) = VXM — Lx

for X € g.
The multiplication in Qz has the same formula from equation (3.2), induced by the
G-action on Sym(g*) ® Q.(M,End(E)) given by

(9" ) (X)(vr, -, vi)(5) = g - ((Adyr (X)) (g™ w1, g™ k) (g™ - 9))

for X € g, vy,...,0, € =i and s € T'(E). I:l
To make sense of the curvature we again embed (2g into a bigger algebra ;>
consisting of distributions, in this case distributions

T: (G, Sym(g") ® Q.(M, End(E))) — Sym(g") ® Qu.(M, End(E))

that, similar to the case of the ntal cycle, are continuous with respect to the
Fréchet topologies. The product in 25> is given by the same procedure as in the
untwisted case (3.1). Note that by using the same formula as in (3.3) we can also give
meaning to the element © in 2>, and the term (F (V) + p)d, is the distribution given
by
(F(V) 4+ m)de) (@) (X) = (F(V) + u(X)) A (e, X).

The results of Lemma 3.1.14 translate verbatim to this situation, together with the
following calculations regarding the (F'(V) + p(X))d,-term.

Lemma 3.1.20 The element (F(V) 4+ u(X))de € Q5> defines a multiplier of Qg given
by the formulae g:l

((F(V) + p)de x ) (g, X) = (F(V) + u(X)) A a(g, X),
(v (F(V) + 1)de)(g, X) = alg, X) A (6" F(V) + g"(n(Adg1(X)))).

Proof. We use the description of the convolution product as in (3.1). So we pick a test
function ¢ € C*(G,Sym(g*) ® Q.(M,End(E))). Fixing the placeholder variable g; we
need to test the function go — g;* - ¢(g192) on T,. Adding the g-component explicitly,
this is the function sending (g2, X) to (g1 ')*¢(g192, Ady, (X)), so pairing with 7T, we
obtain

(Talo) g7 i) () = [ alon X) A (67" (plange Ady (X))
and so the function to pair with (F(V) + p)d. sends (g1, X) to
(91 (Talg2), 91" - 0(9192)))(X) = g1 ((Tu(g2), 91" - 0(9192)) (Ad -1 (X))

= [ wilaton Ady s (CO) A plonge, X
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Pairing this with (F(V) + ). we plug in g; = e and take the wedge product to obtain

(P(9) + 16+ T} (X) = [ (PO9) (X)) N2, ) A e, X
and we see that this distribution is precisely of the form T} for
Blg, X) = (F(V) + u(X)) A alg, X),

which proves the first equation.

For the second equation, we again let ¢ be a test function and fix the placeholder
variable g1. Now we pair the function (g2, X) — (97 ')*¢(g192, Ady, (X)) with (F(V) +
)0, to obtain:

((F(V) + 1)de(g2), 91+ ¢(9192))(X) = (F(V) + 1(X)) A (g77) @ (91, Ady, (X)),

From this we get

(91 - {((F (V) + 11)0e(92), 91 - 0(9192)))(X) = (1 F (V) + g7 ((Ad, 1 (X)) A p(g1, X).-

Pairing this with T, (¢g1) results in

(To* (F(V) + p)de, 0)(X) = /Ga(gu X) A (grE(V) + g1 ((Ady (X)) A e(gr, X)dgs
and this is precisely of the form T} for

B9, X) = alg, X) ANM(g"F (V) + g (n(Adyg-1 (X)),
which proves the Lemma. O

From this one can infer the following:

Proposition 3.1.21 The quadruple Qv = (Qg, %, Dy,Oy) is an externally curved
DGA.

Proof. Thig xplicit calculatiorr same vein as Proposition 3.1.15. We skip
the dotailsEF m O

Next, we can introduce a closed graded trace on Qg v, combining the ideas of Propo-
sition 3.1.16 and Example 3.1.11. The result is the functional

][Oé = /M trpa(e,0)

where trg: Q*(M,End(F)) — Q°(M) is the application of the matrix trace.

Proposition 3.1.22 The functional f is a closed graded trace on Qpy.
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Proof. This is similar to the treatment of the untwisted case in Proposition 3.1.16.
Performing the same steps as in the untwisted case, we obtain:

Flass) =0 faear+ [ [ alate.0.05 0)ds

and then remark that trg([a(g,0),g*8(g7*,0)]) = 0. To see that it is closed we have

f Dea= [ trp(dss(a(e0) = [ dlirs(a(e,0) =0,

M

To check that f Oy x v = { a * Oy we first note that

(Oy * a)(e,0)
(% Oy)(e,0)

F(V) A al(e,0)
ale,0) A F(V),

and then using the fact that taking the trace 0ver| End(E) is cyclic*}lly invariant we
obtain

][(Gv*a):/MtrE(F(V)Aa(e,O)):/Mtr ale O)/\F(V)):][(a*Gv)

and hence f is a closed graded trace. O

Plugging this into the machinery of Theorem 3.1.9 we obtain, for every pair (E, V)
of an equivariant vector bundle with connection, a cyclic cohomology class Chgv €
HC"™ M (G C2(M)).

Mirroring results of Gorokhovsky [Go99] we see that the resulting cohomology class
is intrinsic to F.

Proposition 3.1.23 If V and V’ are two connections on F, then the cyclic cohomology
classes Chg v and Chg v are equal.

Proof. Write n = V' =V € QY(M,End(FE)). Then for t € [0,1], V, = V +t7 is a family
of connections on E connecting V and V'. In turn Qg v, is a family of externally curved
DGA’s and in turn (Qpv,, f,p) gives a family of generalized cycles. In this way, we see
that the cycles (Qpv, f,p) and (Qp v, f,p) are cobordant, and so by [Go99, Cor 2.3],
the resulting cyclic cohomology classes are equal. O

The conclusion of all this is the definition of a characteristic class of an equivariant
vector bundle in the form of a cyclic cohomology class over the convolution algebra.

Theorem 3.1.24 The association (E, V) = Chg,, , defines a map
Chg: Vectg (M) — HCE™M)(G w C°(M))

that is independent of the connection V. Here Vectg(M) is the set of isomorphism
classes of G-vector bundles over M.
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3.2 Understanding the convolution algebra via a dou-
ble complex

In this section we use strategies created by Brylinski [Br87a] to replace the Hochschild
complex of the convolution algebra G x C°(M) with a double complex which in some
sense splits the behaviour in the G-direction and the behaviour in the C2°(M)-direction.
To this end we look at the case where A is a smooth algebra that has a smooth left
G-action of a Lie group G. Following Brylinski [Br87a], we mean this to be an algebra
map p: G — Aut(A4), p(g)(a) = g - a that has the following smoothness properties:

e For K C G a compact subset, the family p(K) is equicontinuous;
e For every a € A the map g — g - a is differentiable
e The map A — C*(G, A) sending a to the map g — ¢ - a is continuous.

The convolution algebra G x A, given by C°(G, A) with product given by

(1 # 2)(0) = /G LB - falhg))dh,

is then canonically a topological algebra, andrwe-are interested in the Hochschild ho-
mology calculated using the topological tensor porduct. Notice that this means that
we have an identification between the degree k-part of the Hochschild complex and
C>®(G**, A®F). In particular, for our main example A = C*(M) we have that the
degree k-part of the Hochschild complex is given by C°(G** x M*¥).

Let us first investigate the case where A is unital and G is discrete, following a classic
story as told by for instance Ponge [Po18]. The associative algebra G x A induces a cyclic
vector space (G'x A)®*+! which in this case is just G* "+ x A%(+1) a5 vector spaces. We
want to understand more of the underlying structure present in the cyclic structure here.
Writing (go, .-, gn|ao, -, a,) for the element corresponding to (go, ..., gn) X (@0 ® - - ® ay,),
we can write down the simplicial maps as
di(Goy s Gnl@oy <oy @n) = (G0, s GiGit1s -er G| A0y oy @i (GiGix1 )y oy On), (1 <mn)
dn (9o -5 Gnla0, -y an) = (GnGo, 915 s Gn-1lan(gnao), a1, ..., an—1),
$i(G0s -y Gnl @0y <oy @) = (G0y s Gis Ly Git 1y vy G| Q05 ooy @iy 1y Qi1 ony Q)

( )= (

tg()a“‘7gn|a07'“>an = gnag(h'-':gn71|anaa07---7an71)~

This suggests that the simplicial structure is in a certain sense composed of the obvious
simplicial structure on the group algebra of G and a kind of twisted version of the simpli-
cial structure on A®(**1). To run this point home further, we look at the automorphism
@ on G+ x A®(++1) given by

90(907 ---7gn|a07 ~~~7an) = (907 ---7gn|(go o 'gn)71a07 "'7g;1an)'
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Conjugating with this map ¢ we obtain an isomorphic simplicial structure on G*(*+1) x
A®C+D) given by

9o, -5 9iGi+1, “'7gn|a07 ey Qg1 "'aan)v (Z < n)

di(gos -5 gnlag, ..., an (
(9090, 91, > Gn—119n (g0 - - gn) "' @) o), Gnttr, ..., Gntn—1),
(
(

dn(g(b ~~~7gn‘a07 ceey G
si(907 "'7971‘0’07 cy Qpy

t(907 "'7971‘0’07 cey Ap

)
)
) =G0y s Gis 1, Git1y oy GnlGoy ooy Giy 1, Gigy ooy G,

) = (9ns 90, - On-119n(90 - Gn) @ Gn0; s Gt 1)

These formulae really allow us to separate the simplicial structure into a simplicial
structure on the group algebra and a simplicial structure on A*X(**1). Indeed, if we write
Cpy = G*@H) x A®PHD e can write maps

d?: Cpg = Cpo1yg (0<i<p) di: sCpq = Cpga (0<i<q)
st Cpy = Cprng (0<i<p) 571 Cpg = Cpgt (0<i<q)
t": Cpy — Cpy t": Cpg = Cpq
defined by

A2 (G0, -y Ggl@0y -y ap) = (G0, -+ Ggl@0, vy Qi1 1, -y @), (i <p)
dy (9o, - Jalao, - ap) = (90, - 9al (90 - - 99) "' @p) a0, a1, .., ap_1),

(g0, -+ Ggl@0s oy @p) = (Gos -y Gl @0y -y @iy 1, @iy1, ey @),

t"(gos - Gglao, - ap) = (9o, -, 9ql (g0 Gg) "t p, a0, oy A1),

dY(Goy s 9ql @0y s Ap) = (G0, -vs GiGit1s eyl Bgoee, Ap), (1 <q)
dg(gos s -+ Gql@o, -5 @p) = (9490, 91, -5 Gg—11G400; 5 Gqp),

sy ) = (G051 Gir L, Git1s s Ggl Q05 -y ),

! )= (

(Gos s Yql @0y -y ap
(

gUa"‘>gq|a07"'7ap Yq> 90, - agq*1|gqa07“'7gqa’p)>

which, as shown in Getzler-Jones [GJ93], together give G*(*+1) x A®(+1) the structure
of a cylindrical vector space.

3.2.1 The cylindrical space associated to the convolution alge-
bra

Let us now investigate the case where G is a unimodular Lie group and A is a smooth G-
algebra (not necessarily unital) by describing the cylindrical space introduced by Block-
Getzler-Jones [BGJ95] for this situation. We first remark that adjoining a unit to G x A
is the same as adjoining d, ® 1 where J, is the Dirac delta-distribution at the identity of
G and 1 is the adjoined unit of A. So we may understand (G'x A)* as those distributions
on G with values in At whose singular behaviour is limited to d.(g).

We can then write ((G x A)+)2F+1) a5 (Cx(G))2*+D @ (A+)2E+H) where C2(G)*

denotes C'°(G) with the Dirac delta 6. adjoined. Since we use the inductive tensor
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product with the property that C*(G) ® C(G) = CX(G x @), we may think of
(C=(G) )2+ as distributions on G*( +1) whose singular behaviour is limited to prod-
ucts of 6.(go),---,0c(gx). We can now write down the cyclic strucutre on ((G x A)*+)@(e+D
by investigating it for elements of the form F'(go, ..., gx) = f(goy -y gr) @ g @ -+ - Q ay,.
The cyclic structure maps are then given by

di(F)(go, - Go—1) = / (F(Gos s Vs Y Gis vy 1) ® G0 ® - @ i (YA141) ® -+ @ ardy,
a
0<i<k-1)

di(F) (g0, -, gr—1) = /(f(77190, e Gh=1,7) ® ag(va0) ® a1 ® - - @ ap_1dy,
Ja

5 (F)(90s > Grt1) = 0(Gis1) F(G0s -3 Gir Gig2s s Git1) QD+ @ @ 1 @ a1 @ - - @ a,
t( )(907 . 7gk) = f(glv "'7gk7gO) ® ag ® ag ®-® Ap—1.

Mimicking the procedure we described before when G is discrete, we can now write
down the cylindrical space introduced in [BGJ95], which splits the cyclic structure on
(G x A)T)®C+D into the cyclic structure on (C°(G)+)®*+Y and that of A®(+Y. To
this end, we define L™ (G, A), , to be compactly supported distributions from G *(@+1) to
(AT)®@+) whose singular behaviour is restricted to d.(g;) for i = 0, ...,q. For elements
F € L (G, A),, of the form F(go, ..., g,) = [(go, s §g) a9 R+ - - ® a,, we can write down
structure maps by the formulae

AP (F)(9oy - 9g) = [(905 -+ 9g) @ a0 @ -+~ @ a10541 @ --- @, (0<i<p—1)
Ay (F) (g0, -+ 9g) = f (90, 99) @ (90 9g) " ap)ag ® a1 @ -+ @ a1,
S?(F)(gm 7gq):f(907--'7gq)®a0® ®ai®1®a‘i+1®”’®ap7
th(F)(907 7gq) = f(g(b ~~~7gq) ( gq) ap ® Qag K& ap,17
df(F)(g(h . 7gq 1) F(g(Jv "'77777192'7 "'7gq71)d77 (0 S 1 S q— 1)

G
( )(gow--»gq—l):/'Y'F(’Y71907~~~79q—17’)/)d%
G

( )( 0 7gq+1) = 6(gi+1)F(gO7 w95y Git2,s ---7gq+1)7
t ) g0, -- 7gq =9o- F(gh "'7gqvgo)'

Using these maps, we have the following result.

Proposition 3.2.1 With the structure maps as above, (LT(G, A),., d", s t" d°, s¥, ")
is a cylindrical space.

Proof. We argue why this is true, and skip the explicit calculations. We need to check
four things

e For every ¢, (LT(G, A)ey, d", s", ") is an A,-space;
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e For every p, (LT(G, A)pe,d’, s%,t°) is an A-space;
e The horizontal and vertical structures commute;
e As maps from L*(G, A),, — LT(G, A),, we have (t")P*1(#")7*! is the identity.

The first two points follow from the fact that we recognize known A.-spaces in the
horizontal and vertical structures: in the horizontal case the structure on the Hochschild
complex of A (with a G-twist), and in the vertical case the A-space underlying the
group homology complex for the G-module (AT)®@+1),

The fact that they commute follows largely from the fact that the horizontal structure
has effect on the output of functions, while the vertical structure has effect on the input
of functions. The only complication is the action of (go---g,)~" in d]'; and t". However,
this is counteracted by how the vertical structure changes the input. In particular we
see:

e For d} when 0 <¢ < ¢g—1 we have

(9o gim1 vy "gi+- 'gq71)71 = (go-- '9471)71;

For dg we have
Y- g0 9g1) T = (g0 gg1) s

e For s} we have
(909192 9g+1) ™ = (90~ gg1) ™!

whenever g;11 = e€;

For t¥ we have

9091+ 9490 )" = (90 99) " 90-

Lastly, to see that the maps ¢" and ¢ satisfy the cyclindricity equation we simply note

that

(" (F) (g0, 90) = (90 90) " F(go: - 9q)

and
(") (F) (9o, -, 90) = (90~ 9q) - F(go, ---: a)-
Together this shows that LT (G, A) is a cylindrical space. O
On top of this we can write down a map ¥, : (G x A)®F+D) — LG, A)yy, following
[Br87a] by the formula

U1 (F)(go, - 9k) = (g0 gk) " @+ @ g ) F (go, s gi)-

This map yields the connection between the simplicial space induced by the convolution
algebra and this cylindrical space, via the following Lemma whose proof is again an
explicit calculation.
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Lemma 3.2.2 [Br87a, p.14] The map V¥, is an isomorphism of cyclic spaces
(G % A)N)EED 5 diag(LT(G, A))a.

This means that we can use the Eilenberg-Zilber Theorem to understand the cyclic
homology of the convolution algebra in terms of this cylindrical space.
To start, let use the cylindrical structure to induce the four differentials. First we

can write down the contractions ¢”, ¢, which in this case are given by

(F)(gos s 90) = 1 ® Flgo, [g,). ] [ 1]

" (F)(90y - 9g+1) = 0(90) F (915 -, Gq)-

From this we can write down the differentials
V' LG, A)py — LG, A)p1 g, v LY(G, A)py — LT(G, A)pyor,
B": LT(G,A),y — LG, A)pirg, B”: LT(G, A)py — LT(G, A)pgin,

which by the general machinery of Lemma A.3.2 and Proposition A.3.6 are given by the
formulae

b = Zp:(—l) dr

y g(_lw

B" = (1+ (=1)7t")c (ng d;> o (i;(—l)ip(th)i> :

B = (—1)P(t"PH (1 + (—1)%Y)e” (Z d”) v <§(—1)iq(zgv)i> :

Remark 3.2.3 Following Brylinski [Br87a], we can also avoid using delta-distributions
on G by defining a contraction of (b')? that stays inside the world of smooth functions.
For this we use an approximate unit, i.e. a smooth function v € C>°(G) such that

/Gu(g)dg =1

Using this approximate unit we can write down a map ¢’: C°(G™, A®®) — C(G"H, A®?)
with the formula
(CUF) (907 sy gn) = 74(9091)F(917 () gn)

and one checks that this indeed contracts (b')". We do not pursue this path, since, while
this contraction is compatible with the semi-simplicial structure given by the maps dY,
there are no simplicial degeneracy maps s} complementing this to a simplicial structure
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of which ¢ is the induced contraction of (¥')". In particular, we can not use the full
machinery acquired by the cyclic Eilenberg-Zilber map, since this explicitly needs the
degeneracies to define the homotopy inverse of the Eilenberg-Zilber map.

To see that the contraction with the approximate unit is not induced by a full sim-
plicial structure, we note that such a simplicial structure would have to look like

($YF)(90s s Gn) = w(9:9i+1) F(G0s s Gim1s Git1s - Gn)s

but these maps do not satisfy all the simplicial identities. We do remark that using this
contraction, the convolution algebra G x C°(M) is H-unital.

We will write down explicit forms of the four differentials 6", ¥, B"* and BY in the
normalized complex L(G, A)s .. Since taking normalized chains kills d.(g;) for i = 1,...,¢q
and the adjoined unit of A" in all but the first entries, we may write the normalized
chains L(G, A),, as distributions on G*(@*+V) with values in A* ® A®P*Y) such that the
singular behaviour is restricted to d.(go)-

For a normalized chain F(go, ..., g4) = f(go, ---, f3) ® ag ® - - - ® ay, the differentials in
the normalized complex are now given by

[u

p—

bh(F)(g()7 "'79(1) = (71)1-]0(907 ~~~7gq) ® Qg ®--® Ay R Q® a’p

<.
Il

—1)P (g0, -+ 9¢) @ (90 gg) ' ap)ao ® a1 @ - ® a1,

-

9

bv(F)(QOW"?gq—l) = (71)’L'+P/GF(907 "'7777_192'7 "'7gq—1)d,y

o

+ (*1)”“/ Y F(y " 9oy ey Ggo1,7)d,
G

p
Bh(F)(gOa '“agq) :Z(_l)lpf(g()a ---7gq) ® 1 ® ((}0 o 'gq)il(apfi+1 ®-® ap)@
i=0
®%®"‘®@p—i>
q

B(F)(gos s 1) = 3 (=1 6.(90) (g1 -~ Ga1) ™ - FGirts s Gat s oo 90):
=0

where in this notation @g is the application of the map ~: A" JmA_ﬂm_killulﬂadjoined
unit, and F is the application of the map L(G, A),, — C=(G*@+D A2@+D) that kills
any factors of d.(go).

The Eilenberg-Zilber Theorem discussed in Appendix A.5 now gives us the following
chain of quasi-isomorphisms

(CP."norm((G X A)+)7 b + B) % (CPdiaggnorm(L-'— (G7 A))’ bdiag + Bdiag) w

Ezpert

(CPTote(L(G, A)),b" + b + B" + BY)
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Remark 3.2.4 By the ordinary Eilenberg-Zilber Theorem, the Hochschild homology
HH, (G x A, G x A) is calculated by the double complex (Tot(L(G, A)),b" +b%). We can
write down the spectral sequence associated to this double complex, where we obtain on
the first page

El =H,(G, A®®™D),

When G is compact, we know that this homology is concentrated in degree 0, where it
is given by the coinvariants

Ho(G, A®PHD) 22 (AS0HD) o= A9PHD /(3 — o2 g € G a € AP,

In particular, in case only the first row of the first page is filled, and we see that the
spectral sequence collapses on the second page where it is given by

EZ — Hp((A®(.+1))G7 bHoch)) lf q= 0
Pq 0 else

3.3 Pairing with equivariant cohomology

When M is a manifold with a right G-action and A = C°(M), we want to use the
double complex constructed above to pair the equivariant cohomology Hg, (M) with the
cyclic homology HP,.(G x C°(M)). To achieve this we need to do two things. First, we
introduce differential forms in the picture we started to sketch in the previous section.
Secondly, we discuss Getzler’s model of equivariant cohomology. Together, these will
induce a pairing between equivariant cohomology and periodic cyclic homology.

Getzler's model of equivariant cohomology makes use of differential forms on M,
instead of compactly supported differential forms. To mimic this situation algebraically,
in this section we will be in the situation where A C A are two smooth G-algebras with
A an ideal in A such that QA is an ideal in QA. There are two extremes of this situation:
on the one hand we can take A = A; on the other hand (and more importantly) we have
the example (A4, A) = (C>*(M),C>®(M)) for a manifold M.

3.3.1 Equivariant differential forms and equivariant HKR

Starting with the double complex L(G, A), o, we want to impose some kind of HKR-like
procedure to replace AT @ A®® with Q*A. Since there is still-a-G-action around, and
since this action also twists the simplicial structure on AT ® A®® we need to do this in an
equivariant eads to the a definition of an equivariant Hochschild—Kostant—
Rosenberg map, following Block and Getzler [BG94], which we recall here. Following
their conventions, we now use a different definition for the standard simplex than we did
before Section 3.1. From this point on we use the definition

Ak:{(tll.,.. o Pkn;ltlg---gtkgl}.

*9

Since in the result of Theorem 3.1.9 we integrated out the standard simplex, this should
not lead to confusion.
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Definition 3.3.1 [BG94, §3] Let A be a smooth G-algebra. For X € g, the equivariant
HKR-map HKRy: At @ A®% — QFA is given by

HKRx(ag @ - -~ ® ay) :/

apd(e "X a)) A--- Ad(e "X ay)dt, - - - diy.
Ak

Note that the action of G on A extends to an action of G on 2’ A given by
g - (apday A -+~ Nday) = (g-ag)d(g-ar) A---d(g-ayp).

Similarly, mimicking what we know for A = C'°(M), we can contract a form in QA
with an element X € g by the formula

p
o d
ex(aoday A -+ Aday) = (=1)+ =

o ao(etX-ai)dal/\~~-AcE/\---/\dap.
i=1

t=0

Next, we want to understand how this equivariant HKR-map behaves with respect to
the G- and g-actions on Q°*A, and the (G-twisted) Hochschild differential on A* @ A®®.
For g € G, we write b,: At ® A%F — A+ ® A=Y for the map

k—1
bg(a0®”.®ak):Z(_]‘)ia@@"'®aiai+1®"'®ak

=

0
(—1)*(gar)ao ® - - - @ aj_1.

Note that with this notation, the differential " in L(G, A) simply becomes

bh(F)(gO, ~~~79q) = b(gowgq)’l(F(gO: -~~7gq))-

We then have the following Lemma.

Lemma 3.3.2 [BGY4, 2.3] The map HKR x satisfies the following three equations

HKRAq,x)(9- (a0 ® -+ ®a,)) = g- HKRx(ag ® - -- @ ay),
Lx(HKRx(ao Q- ® ap)) = HKRX (bex(ao ®-® ap)) s

P

/ e . d(HKRx(ao ® - - - ® a,))dt = HKRy (Z(l)il’l Qe Xap i1 ®---
Al =0
~-®67Xap®a70®-~-®ap_i).

With these properties in mind we can write down a new complex, comparable with
L(G, A), but then with differential forms.

Definition 3.3.3 We define the mixed complex C, o(G, Q3A) by setting C, 4(G, QyA) C
C™(gx G*1,QPA) to be those distributions which are compactly supported in G*? and
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whose singular behaviour is restricted to §(eX(gy---g,)"). On this we introduce four
differentials

bt Cou(G,QQA) = Cu_1a(G,Q,A), B
b: Cou(G,A) = Cuur(G,Q,A),  BY:

Coa(G, QuA) = Cop1.0(G, QA),
Coa(G,QA) = Couin (G, QA),

given by

V(F)(X, g1, 0g) = o (F(X g1, 00))
B (F) (X, g1, s got) = /G (C1PF(X, 7 g1, ga)y

q—1

+Z(71)Z+p/ F(ngl’---77”7_19j7--v79q)d”/
G

i=1

+ (*1)””/ v - F(Ady1(X), g1, - g1, 7)dY
G

"B\;I(F)(Xuglv"wgq) = /Al e_tX d(F(X7gl7ugq))dt
q

BU(F)(X, g1, 9g21) = D (=1 6.(X (g1 9g1) ) (g1 -+ Ggs1) ™

=0

. F(Adgi+1---gq+1 ()()7 gi+27 ceny gq+17 g, - 92)
We define a map U,: L, (G, A) — C,4(G,Q,A) by
\I}Q(F)(X, g1, ---79{1) = HKRX(F(BX(gl o 'gq)ilagb agq))

This map is inspired by the map « from Block-Getzler [BG94], for the case when G is
compact.
Using the propertleb of HKRX, we can investigate Wy0b?, Wy0b?, Wyo B? and Wyo0 BY

to obtain differentials b, b*, B4 and B* on C, «(G,3A) and obtain the following result:

Proposition 3.3.4 With the four differentials, (C, o(G, Q,A), bh4bY, EV’UFB%) is a mixed
double complex and W, is a map of mixed double complexes.

In particular we have
Corollary 3.3.5 The following composition is a chain map of cyclic complexes:
CP((Gx A)*) L CP(diag,mL(G, A)) 2255 CPTot(L(G, A)) 22 CPTot(C, o(G, Q,A))
We will denote the composition of these maps by

U: CP*((G x A)F) = CPTot(C, o (G, Q,A)).
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3.3.2 Getzler’s model for equivariant cohomology

We now recall the model
Cartan-like construction,
of Definition 3.3.3.

for equivariant cohomology obtained by [Ge94], inspired by a
and in turn our inspritation for our model for cyclic homology

The cochain complex of Getzler is given by

PG, QA) = {F €

C™(g x G*9, QPA) : F is polynomial in g ) }}
q

F(X’ g1, ‘“7gq) =0 if e e {917 ceey

endowed with 4 differentials

given by

W)X, 91,5 99) =
TR (X, 91, s §g-1) =

(dEYX, g1y, 9q) =
(EF)(X7g17"'agq+1) —

L CPU(G, QA) = CP MG Q,A),
PG, Q,A) — CPI7Y(G, QA),
CPI(G, QA) = CPH(GL O A)
CPI(G, QuA) = CPITL(G, A,

)

T
d:
d:

(_1)qLX(F(X7 g1, 7gk))7
q—1 d
Z(il)l a F(X7 g1, -+ Gi, etAdqurlmgqil(X)v Git1s -y gq—l)a

i=0 =0

(—D)9(F(X,91,---,94))s
F(X> 92, "'7gq+1)

q
+ Z(—I)ZF(X, g1y -5 GiGit1s o Gqr1)
i=1

+ (—l)q“gqll1 -F(Ady,,,(X), 01, 9q)-

As shown in [Ge94, 1.2.3], if M is a manifold with a right G-action, this complex calcu-
lates the equivariant cohomology Hg,(M) of M if we plug in A = C*°(M) into it.

In Getzler’s work the grading of this complex is the sum of whose degree as a group
cochain (g), its degree as an element of QA (p) and twice the polynomial degree (not
denoted above). With this grading ¢ + 7 + d + d is a differential of degree 1. For
our deliberations it will be more natural to disregard the polynomial degree and see
C**(G,Q4A) as a mixed double cochain complex with differentials (d + d, ¢ + 7).

Within C**(G, Q,A)

we emphasize two specific kinds of cochains:

Definition 3.3.6 An element o,, € CP(G,Q A) is called cyclically normalized if
0,40, g1, ..., g;) = 0 whenever g; - - - g, = e and cyclic if it satisfies

(X, 9154 94) = (_1)(19;1 : O‘p,q(Adgq(X)v (91 '94)717 g1y Gg—1)

for any X € g and ¢4,...,9, € G.
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Lemma 3.3.7 Any cyclic cochain is cyclically normalized.

Proof. Let o be a cyclic cochain, and let gy, ..., g, be such that g, - -- g; = ¢, then

Oé<07 g1, -+ gq) = (71)(19;1 . O[(O, €, 01, ~~~7gq—1) = O (35)

by the definition of C**(G,Q A). O
Lemma 3.3.8 The space of cyclic cochains in C**(G,€;A) is preserved by all four
differentials ¢, 7, d and d.

In particular we have that the cyclic cochains form a subcomplex C*(G,Q3A) of
(C*(G,Q4A),d+ d, v+ 7).
Proposition 3.3.9 The inclusion of the subcomplex CY*(G, Q,A) C C**(G,Q,A) is a
quasi-isomorphic.
Proof. We describe the reasoning for A = C*°(M), following the work by Getzler [Ge94]
where this complex is defined for this case. The complex C**(G,Q4A) arises by con-
structing the reduced cobar resolution 22 4(C,Q*(G),QA) and then applying a quasi-
isomorphism J: Q84(C,Q°(G), QA) — C**(G, QA).

The reduced cobar resolution is defined by Q2.,(C, Q°(G), QA) = Q*(G) ® QA where
2*(G@) denotes the kernel of the counit Q°*(G) — C which is evaluation at the identity.
The quasi-isomorphism 7 is then given by the formula

J(@®...@w@7) (g1, -, 96 X) = (=1)" Y (H%(i)(gi)> ( II Wa(j)(e)(Xj)> 7,

o€Shy j_p \i=1 G=t+1

where X; = Ad,..,, X with ¢ <! minimal such that o(j) < o(¢) (and X; = X if such an
i does not exist). In this formula the terms w(g) only contribute when w is a zero-form
on G, and the terms w(e)(X) only contribute when w is a one-form on G.

For A = C*°(M) we can identify elements 2%,,(C, Q*(G), QA) with differential forms
on G** x M, and the differential on the cobar resolution is then given by the sum of the
deRham-differential and the differential coming from the underlying simplicial structure
on G** x M given as usual by the face operator 0;: G*¥ x M — G** =1 x M defined as

B {(gl,...,gigi+1,...7gk,x), 0<i<k-1,
2Ok, T) =

ai(gl,... )
(917"'7gk7179kx)7 1=k

This simplicial space also has a cyclic structure given by

t(gh s agkax) = ((gl T 'gk)71>gla s 7gkflvgkm)
and so by general machinery of cyclic vector spaces we discuss in the appendix, the
subspace
Q0q(C,QG, QM) = @{a € Qea(G*T x M), t'a = (—1)%a}
qeN

is a quasi-isomorphic subcomplex, and CY*(G, Q;A) can be checked to be precisely the
image of Q°,,(C,QG,QM), under J. O
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3.3.3 Pairing equivariant differential forms

We are now in the position to define a pairing between the cyclic homology of G x A
and the equivariant cohomology of A. To this end, assume we have an n € N and a
functional f: Q"A — C such that

e O°"A =0,
e fg-w=Tfuw,
e fdw=0.

For the case A = C*(M), we can get this situation for n = dim(M) and f = [,,.
Using this we write down a map (—, —): C"™P(G,Q,A) x C, (G, QzA) by

<O[, /8> = (71)p(n+q)+%p(p+l) / fa(omgla ceey gq) A 6(07 g1, -+ gq)dgl et dgq
Gxa

This pairing is cohomological in the following sense:

Lemma 3.3.10 The following identities hold for all o;; € CH(@, QA) and f;; €
Ci,j (G, QgA)3

(tn—p11.9 Bpa) = (Qn—pt1.4:0"Bpq) = 0,
(dan—p-14, Bpa) = (On—p-1,4, B"Bpa),

(Eanfp,qfl: Bpa) = (Qn—pg-1, &)Bp,q>:

If furthermore cv,_p 441 is cyclically normalized, the following also holds for all 3, 4:

<Zo‘n—p,q+176p,q> = <O‘n—p,q+lv Bvﬁp,q> =0.

Proof. For the first equation we note that (tav,—pt1,4)(0, g1, ..., gg) = 0 since tow = 0 for

any w € QA. Similarly, (b5, ,)(0, g1, ... gg) = 0.
For the second line note that for w; € Q" P71 A and w, € 2’ A we have

d(wy Awa) = dwy Awy + (—1)" P w; A dw,.

Since f vanishes on exact forms, we obtain

][dwl Awy = (—1)"_p][w1 A dws.

Furthermore we have

(Eﬁﬂp,q)(ou 91, ~~'7gq) = /A.l e_t'o ’ d(ﬁp,q(omgla agq))dt

= /A A(Bp.q(0, 91, -, gg))dt
— d(ﬂp’q(o, 917 “eey qq))
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This results in
{dan—p-1.9, Ppg) = (— 1)t e+t /C;q ][ d(an—p-1,4(0,91, -, 9g))A
A Bpg(0,91, ..., gg)dgr - - - dg,
- (—1)(p71)(n+q)+%p(p*1) / Z[anpfl’q(O, Gy ees Gg) N
Jaa.
A d(Byy(0, 91, - 64))dgy - - - dgy
= (71)<p—1)(n+q>+%p<p—1>/ ][an_p_lyq(o, Gis s Gg) A
Ga

A (BB g)(0, 91, -, gg)dgn - - - dgq
= {Qnp-14, B"Bpg)-

Then for the third part of the Lemma we do an explicit calculation:

d n 1
(dotn—pg-1,Bpq) = (=1 +q)+2p(p+1>/ ][an_p,q_l(oyg,b e G)A
G*a
A Bpg(0, 1, ., gg)dgn - - - dgg

q—1
4 (—1)Prta i) Z(—l)vi / ][an,p,qfl(o,gl, ey GiGit 1y es Gg) A
i=1 JGxa
A ﬁp»‘l(ov g1, - 9q>d91 e dgq
+(=1)" (n+q)+2p(p+1) / ][ cn—pg—1(0, g1, ooy Gg—1))A
Gxa
A /BP,Q(O7917 ey gq)d91 cee dgq.

Now using a few changes of variables for the integrals of G*? (and using the fact that G
is unimodular for the first line) and using that f is G-invariant, we obtain:

(@, By =1y 0oy [ f g1 (0, 91, s Gy

A 6}3 q( 7gla ‘“agqfl)dfydgl dQ(I

+ (- 1)p(n+q 1)+2p<p+1)Z( 1p+z/G( 1)/][an_p7q_1(07gl,...,gq_l)/\
x(g—

/\ﬁpq()glw 7’V’y gl7' 7gq l)dgl dgq 1

( 1)p(n+q 1)+2P(p+1) 1 p+q/ /][an . 1 0 91 oonr Go- 1)
Gx(g—1)
AN (Y Bpg(0, 9150 Gg—1,7))dydg - - - dgg—

:(_1)p(n+q—1)+§p(p+l) / ][ a'rlfp,qfl(O: g1s -5 gqfl)/\
G*(g—1)

A (l;{]ﬂp,q)(oa g1, -+, gqfl)dgl tee dgqfl
=(n—p,g-1,b"Bp,g)-
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For the last part we note that the d(g; - - g,+1) in the definition of B cancels against
the cyclic normalization of a,_, 41, as we only need to integrate over {(gi, ..., gg41) :
g1+ gg+1 = €} and we know that a,_, .41 vanishes there. In particular, we have

<anfp,q+17 Bvﬂp,q) =0.

On the other hand, it is easy to see that Ta,—p¢41(0, g1, ..., gg) = 0 for every (g1, ...,94) €
G*1. 0

With this pairing, we can write down a map from equivariant cohomology to periodic
cyclic cohomology.

Definition 3.3.11 We define cochain complexes CP*(G, Q A), CP} (G, Q A) by

CPHG QA= P UG QA),
p+g=n+k mod 2
CPA(G QA) = P RUG QA),

p+q=n+k mod 2
with the differential given by ¢ +d + 7 + d.

Lemma 3.3.12 The complex CP*(G, Q,A) calculates the following cohomology

HY(CPY(G, QA)) = P HP(Tot(C**(G,0,A))).

p=n-+k mod 2
The previous discussion can then be summarized by

Proposition 3.3.13 The map ®: CP*(G,Q;A) — (CP(G, Q A)*)* given by

(I)(Z ¢ ) (Bpa) = (Cn—p,g, Bpa) :|

becomes a cochain map when restricted to CP3(G, Q,A).

Combining the map ¢ with the map ¥ of Section 3.2 we arrive at the second main
result of this chapter, which is a corollary of the previous proposition and the fact that
¥ is a chain map.

Corollary 3.3.14 The map c: CP*(G,Q,A) — CP*((G x A)") given by

c (Z apﬂ) (ag, ..., ay) = ® (Z am) (U(ap® - @ ay))

becomes a cochain map when restricted to CP3(G, ;A), and in turn induces a map

P H(Tot(C**(G,2A))) — HPH(G x A) (3.6)

p=n-+k mod 2
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Remark 3.3.15 Applying this to (4, A) = (C*(M),C>(M)) for M an oriented man-
ifold with an oriented right G-action, this construction yields maps

HE (M) — HPY™M(G x C2(M)),  HEY(M) — HPIOIHY(G x C2°(M)),

sin¢e the complex CP*(G, Q,C>(M)) calculates the even- and odd-degree terms of the
equivariant cohomology Hg(M).

3.3.4 The equivariant Chern character in equivariant cohomol-
ogy

The main point of this chapter is understanding the equivariant Chern character through
the convolution algebra. In particular, we want to show that our Chern character from
Theorem 3.1.24 agrees with the known equivariant Chern character living in Hg/ (M),
under the map HE (M) — HPI™M)(G x C®(M)). So we describe the work of Cet-
zler [Ge94] explaining how this Chern character resides in his model for equivariant
cohomology.

So let E — M be an G-equivariant vector bundle, together with a connection V
on E. From these data, we can write down a connection V; on the vector bundle
pryE — A% x G4 x M by the formula

Vi=t(Vi—=Va)+ - t,(Vy—V)+V,

where V; == (g;--- g,)*V and ({4, ...,t,) € A%
From this we obtain an differential form on G? x M by taking the fibred integral over
A? of the Chern character of V;:

/ trexp(F(Vy))dty - - - dt, € Q*(G*? X ).
JAg

Note that this differential form lives in even degree if ¢ is even, and in odd degree if ¢
is odd. Indeed, it is always of even degree over A? x G? x M and the fibred integral
reduces the degree by ¢ . From this, Getzler [Ge94, Thm 3.2.1] defines the equivariant
Chern character Che(E, V) in C**(G, Qy(M)) by

Cha(E,V) =Y (-=1)°T [ trexp(F(Vy)),

>0 A

where J is the quasi-isomorphism we saw in the proof of Proposition 3.3.9. Getzler
shows [Ge94, Thm 3.2.1] that this class represents the equivariant Chern character of E
in equivariant cohomology as defined at the start of this chapter. Notice that our remark
about the specific degrees where the Chern character lives in Q°(G** x M) implies the
resulting chain is an element of CP®(G, Q4(M)).
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Now, in the end we want to look at ¢(Chg(E,V)) € HPY™M)(G x C=(M)) and
hence we are interested in the functions Chg(E, V)E: GP — Q°(M) given by

ChG(E'7 V)g(gl, ey gq) = Chg(E, V)(O, g1,y - gq). (37)

For this, we quickly delve into the classical Chern-Simons forms. Let Vo, ...,V  be
connections on E. Then

Vi=t1(Vo—=Vi)+ - +t,(Vee1 — V) + V,
q—1
= —t1(Vy— Vo) + > _(ti — ti41) (V= Vi) + V,
i=1
is a connection on pry; £ — A? x M. Fiberwise-integration of the Chern character of

this connection over A? produces the Chern-Simons form cs(Vy, ..., V,) € QM)
given by

cs(Vo, ..., Vy) = /Aq trexp(F(Vy)).

We can write this out explicitly

es(Vo, ..., Vy) = / tr <exp (—dt1 AN (Vq— Vo) +
Ad

+ Z —dti) A (Vy— V) + F(t)>> ,

where F(t) € Q*(M,End(E)) is the curvature of the connection V(¢).
From this discussion we obtain a relation to and an explicit formula for Chg(E, V)§:

Cha(E, V)§(g1, s 9g) = (1) es(1'V, ..., 7, V, V) (3.8)

where v; = g¢; - - - g4. Investigating the specific form of the Chern-Simons f then gives
the following Lemma:

Lemma 3.3.16 The functions Che(E, V)), defined by (3.7), satisfy the following:

i) Che(E, V)§(g1, - 9) € B, X(M),

ii) Cha(E,V)i(91,-..,g4) = 0 if either one of the g;’s or their product g; - - - g, is the
identity element of the group.
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Proof. For i) note that the only terms under the exponent in the Chern-Simons form
that persist in Q(M) after taking the integral over A7 are the terms where all the parts
dt; A (Vi—1 — V,;) appear exactly once. This means in particular that the term that
results from [, is a form on M of degree at least ¢.

For ii) note that g; = 1 for 4 = 1,...,¢ — 1 corresponds to 7;V = 7/,V, g, = 1
corresponds to 7,V = V and g;---g, = 1 corresponds to 7V = V. To obtain the
statement of the Lemma, we now argue that cs(Vo, ..., V,) = 0 if either V,_; =V, for
some ¢ = 1,...,q or Vo = V,. Indeed, if one of these holds we look at the form on
A% x M of which we take the exponent and look at the forms on A? which come out
of taking the exponential. If we have one the equalities of the V,’s we see that only
q — 1 different one forms on A? remain: for the case V,;,_; = V; we look at the second
way of writing cs(Vy, ..., V,) and only the terms {dt; A (V,;_1 — V;)};2 remain, while
for the case V, = V; we use the first way of writing cs(Vy, ..., V,) to see that only
{(dt; —dtis1) N(Vy— V) }izt,.. q—1 remain. In that case, the only way to obtain a g-form
on A? is to take a ¢-fold wedge product with at least one repeating one-form, and hence
all the terms vanish. O

Remark 3.3.17 i) The first part of the Lemma says that the periodic cyclic cochain
in QPdlm(M>((G x C®(M))") is actually given by an explicit cyclic cochain in
COMmON (G x C2=(M))").

ii) The second part of the Lemma says that Chg(E,V) is a cyclically normalized
cochain. Moreover, it is in fact cyclic by looking at the effect of cyclically permuting
the (g1, ...,94) In A7 x G7 x M.

In particular, for every equivariant vector bundle £ — M we now obtain a periodic

cohomology class
¢(Chg(E,V)) € HPIM)(G x (M),

which is independent of the connection V.

3.4 Compatibility with the Chern character

From the previous sections we have obtained a diagram

Vecta(M) — 292 gev(ar) (3.9)

N‘ J/
c

HPIM) (G w C°(M))
The main result of this section and indcoms chapter is the following.

Theorem 3.4.1 The diagram (3.9) is commutative for any unimodular Lie group G and
any oriented manifold M with a right, oriented proper G-action.
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We will split this sedtion ih two parts, starting with the proof of the Theorem above
in the proper case, and then sketching ideas how to reduce to the proper case, which
would lead to a proof in the general case.

| |
3.4.1 The proper case

The proof for the proper case is sumted by the following Lemma, which makes sure
that we can choose a specific connection V on an equivariant vector bundle F to calculate

Qg v and Chg(E, V).
Lemma 3.4.2 [Pf01, Thm 4.2.4] If the action of G on M is prn any G-

equivariant vector bundle F — M possesses a G-invariant connection V.

Proof of Theorem 3.4.1. Let E — M be a G-equivariant vector bundle, and let V be a
G-invariant connection, the existence of which is assured by the previous Lemma. As V
is G-invariant, we see by (3.8) that

Cha(E,V)i(91, ..., 99) = £es(V, ..., V)

Since we already remarked in the proof of Lemma 3.3.16 that plugging in repeating
arguments into a Chern-Simons form makes it vanish, we see that Chg(E, V){ = 0 for
q > 0, while at ¢ = 0 we have

Che(E, V)i = ;.tr(F(V)Ap/Q)

if p is even and

Che(E, V) =0
if p is odd. So we see that Chg(FE, V), is concentrated in degrees (2k,0). In turn we
need only to look at the contributions of

V. CPdlm(M)((G X OOO(]LI))+) — CPdim(M) (Tot(C.,(G, QQ(M))

that land in Cdim(M)—%,O(Ga QG(M))
Recalling the formula for ¥,

U= " W,EZ(Bh)'¥,, (3.10)
>0

we first look at the contributions of the term ¢ = 0 and argue that the contributions of
the terms ¢ > 0 vanish. The only contribution of 4 = 0 that lands in the degree (n—2k, 0)
is

\IIZEZn_Qk70\II1: Cn_Qk((G X CCOO(M))+) — Cn—Zk,O(Gy QQ(M))

To see what this map does, let us pick ag, ..., ap_or € G X C(M). First applying ¥; to
this, we end up with the following element C°(G*(=2k+1) Coo () *(n=2k+1)));

Uy (ag ® -+ @ an—ok)(90s > Gn—2t) = (go -~ gn—2k)71(a0(90)) Q- ® g;}%(an_zk(gn—zk))-
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Then, looking at the Eilenberg-Zilber-term, we have
EZ, oro = (dS)ni%

and, starting with a map F' € L, _ogg ok (G, C°(M)), we see that

(dg)ni%(F)(g) = /G . F(%-, ooy Yn—2k (71 cee %—2k)719)d% < dYn—ok (*)

Going a few steps ahead, we are only interested in
\Ifg(EZn,gk,o(\Ill(ao R R anfgk)))(()) = HKRQ(EZn,Qk’O(\Pl(CLO Q- ® an,gk))(e))

so in what follows we only need the formula (x) for g = e. In particular, we have

EZp 2k 0(¥1(ao @ -+ @ an_ox))(€) = /anzk ao(m) ® 71(a1(1)) ® - -

@ (Y1 a2k G (Y1 Yn2k) T AV Ay,

or, if we rewrite the integral a bit,

B aa(Wlan @+ © aa))(€) = [ a7 )

® (11 Yne2w)”Har(11)) @ -+ @ 7 ook (Vo)1 - - - Ao
So, in the end, we obtain

o (EZy—21,0(V1(a0 @ - -+ @ an—2)))(0) = ﬁ /Gn N ao((1 -+ nook) )®

|:| ® (1 Yom2k) (a1 (1)) ® -+ @9, opd(@n—2k (Yn2k) Y1 -+ Aok

Here, the Qk), comes from the fact that if we plug in X = 0 we get an integral over

A” 2k that is independent of ¢, ...,t, o, and hence we pick up a factor vol(A"2) =
o= 2k)' Pairing with Chg(E, V), thls yields the following formula for the ¢ = O-term in
(3.10):

ﬁ AI tr(F(V)Ak) /Cvl'n—zk- ao((y -+ 7”—2’@)71)@

® (71 7n—2k)71d(a1('71)) Q& ’7;,1%61(%721@(%721@))6171 - dYp—ok.

Now, for the terms where ¢ > 0, we plug B-exact elements into this formula, which
means that we need to look at what the formula above reduces to when ay = 6, ® 1,
where 1 is the adjoined unit in C°(M), i.e. the constant function 1 on M. Then this
formula becomes

(-1)* \ B
Hor— g TE [ daon s e

® (11 Yne2k—1) 'dlaz(n)) @ - @ 7;E2k71d(a7172k71('anQk:))d'Yl e dryp—ok—1-
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Since tr(F (V)@ a closed 2k-form (this is a consequence of the classical Bianchi
identity) the above becomes

M/MdGI(F(V)”“)/GHM ar((y1- Yn-2k-1)T)®

® (’Y1 e "Yn72k71)_1d(a2(%)) ®-® 7;,1%,161(%721@71(7n721c))d71 s dryp—ok—1 l ,

which is an integral over an exact form, and hence 0. We see that the contributions for
i >0 in (3.10) vanish, and hence we conclude that

¢(Chg(E, V) (ag, ..., an_ok) = k:'(gzl)Qk)' /M tr(F(V)™) /Gn,% ao((Y1 -+ Ynook) @

@ (m - %szk)_ld(m(’h)) Q- ® ngzkd(an—%(%f%))d% e dryp—ok.

Next we investigate the externally curved DGA gy from Section 3.1.3. Here, using
that fact that V, and hence F'(V), are G-invariant, and the facts that p(0) = 0 and
(©xa)(g,0) = (a*0)(g,0) = 0 we have

(Ov *a)(g,0) = F(V) Aa(g,0)  and  (a*Ov)(g,0) = alg,0) A F(V).
Furthermore, since 6 = 0 (again since V is G-invariant) we have
(Dya)(g,0) = dyeaa(alg,0)),
and if @ € C°(G, Sym(g*) ® Q.(M,End(FE))) is of the form
a(g, X) = a(g)idg
for a € C°(G x M), this simply means
(Dva)(g,0) = d(a(g,0)).

From this we see that the repeated convolution in the formula for Chq, , equals

(ag * OF° % Dyay * - - - ¥ Dya, o * (H)*Vi”’“)(e, 0) = / ag(h1)A
G *x(n—2k)
A F(V)" A hid(ay(hy he)) A+« A bl _gpd(an—ar (b, o) A F(V)"72dhy - - - dhy o,
which, after rearranging integrals and noticing that ag(h1) and d(a;(h; 'hiy1)) commute

with F'(V) -since they are scalar differential forms- equals

F(V)A(io+m+in72k)/ ao((1 -+ Ynear) A

G X (n—2k)
A+ k) T d(ar (7)) A= A (200 Aok (Yn—ak) )dya - - dyn—sk
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so that in the end we have

(=D*
(n—k)!

Ch?l;?: (a0> sry an72k) =

/ tr (F(V)A(io+-»»+in_zk))
M

io+-Fin_an—k
/GX( . ao((71 -+ Ynok) D) A (71 Yoeow) " d(ar (7)) A - - -
o A (Tton) " d(an—ak (Yn-2r) A1 - - Ak

Then, since the summand does not depend on g, ..., %,_ox, We can just replace the sum

by the size of the index set, which is <:_2kk>, to obtain

, —1)* . .
Ch?zj:(am ey Qp_gg) = D Z / tr (F(W)NCotHin-ai))
M

Tkl (n— k)
k(n k) G0+ Fin—2p=Fk

[ ol ) A ) V() A
A (%7—1%)*5!(%721«(%—21«))5171 e dYn—ok-

We conclude that the cyclic chains Chq, ¢, c¢(Che(E, V)) € CP"(G x C°(M)) agree on
the nose , so certainly their classes in HP"(G x C°(M)) do. O

3.4.2 Outlook: the non-proper case

The last part of this section is devoted to the equivalent of 3.4.1 in the case that the
action of G on M is not proper. We expect this to be true, but at the time of writing

we are not, surr—e@eﬁ%—aﬂ-@i—&h@-ﬁetaﬂs. However, it would be remiss not to include this

discussion.

Reduction to maximal compact subgroups

To show Theorem 3.4.1 for also the non-proper case, we need more structure. We start
by recalling the following ring from [Ni93].

Definition 3.4.3 We define C%,(G) to be the ring of smooth functions on G that are
invariant under conjugation, i.e. if f is a smooth function then f € C2(G) if and only
if

f(hgh™") = f(g)

Lemma 3.4.4 [Ni93, Lem 4.1]The maximal ideals of C22(G) are in a one-to-one cor-
respondence with the conjugation classes of G, by associating to a point g € G the

ideal
my = {f € CGR(G): f(g) =0}
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The cyclic space Co((G x A)T), the cylindrical space L™(G, A)eo and the double
complex C, (G, Q3A) are modules over C3%(G), by the following formulas respectively

(f ' Fl)(QO? 7gk) = f(gO o 'gk)F1(907 7gk)
(f - F2)(g0; - 94) = [(g0 -~ 94) F2(g0, -, o)
(f . FS)(X7 91, ---7gq) = f(GX)Fd(Xu 91, ~~-7gq)
where in the first line F} € Cp((G x A)*) = LT(G, A)gs, in the second line Fy €
L*(G, A),, and in the last line 3 € C, 4(G,Q4A). For Co((Gx A)*) and L*(G, A). . all
the simplicial and cyclic structyre maps are Cy (G)-module maps, as are the differentials
in C.o(G,QA), in particatartheir homologies are also C2%(G)-modules. Furthermore
the map ¥ is then a map of chain complexes of C22,(G)-modules.

This means that we can look at the localizations of the homologies at the maximal
ideals of C% (G). In particular we are interested in the localization at the identity, which
we will write as HP®*(G x C°(M))e.

To do this, we refer to work of Nistor, who used localizations to reduce the cyclic
cohomologies of convolution algebras to the maximal compact subgroup.

Theorem 3.4.5 [Ni93, Cor 4.10] Let G be a Lie group with a maximal compact subgroup
K, with ¢ = dim(G/K). Let M be a manifold with a G-action, then there is an
isomorphism

HP*(G x C2(M)), = HP* (K x C=(M)),

In particular, this allows us to do the following. If we look at M as a K-manifold, we
may take the product with the space G/K which carries a trivial K-action. In particular
we have

K x C®(M x G/K) = (K x C®°(M))&C®(G/K)

The action of C£2 (G) is then fully on the left factor, so that we conclude by a Kiinneth-

inv

like theorem that
HP*(K x C°(M x G/K)). = HP*(K x C°(M)).&H3y .(G/K)

Next, since G/K is diffeomorphic to R?, we have that H3g .(G/K) is concentrated in
degree ¢ where it is spanned by the orientation form 7.
In particular we have an isomorphism with we will call Ut

HP* (G x C°(M)). <5 HP*H(G x C2(M x G/K)).

which is defined as the composition of the following maps

HP*(G x C®(M)), —————— HP**9(K x C>(M)).
: J@‘r
ufl HP*™(K x C*(M)). ® Hig (G/K)
|

F

N
HP*(G x C*(M x G/K)). THP'“‘J(K x C®(M x G/K)).
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Reduction to the proper case

We now sketch a way to prove Theorem 3.4.1 in the general case. For this, given an

equivariant vector bundle £ — M with connection V, we will localize both Chg,, ; and
¢(Chg(E,V)) € HPI™M) (G x C°(M)) at the different maximal ideals of O (G).

We start with the following Lemma regarding localizations at maximal ideals that
are not determined by the identity:

Lemma 3.4.6 Let g € G\{e} and let m = {f € C2(G) : f(g) = 0}. Then
(Chgy, ¢ )m = ¢(Cha(E, V))w = 0 € HPY"™M(G x CZ(M))m

Proof. For Chg,, , this is because it is defined using the functional f: C°(G, Sym(g*) ®

Q.(M,End(E))) given by
][a = /M tr(a(e, 0))

whiglris—distinctly seen to be localized at the identity, in particular taking chains which
are ever closely supported around g, we see that they will vanish under f.

Similarly for ¢(Chg(E, V)), we see that it involves pairing Chg(F, V) against evalu-
ations of chains at X = 0 € g, also an operation localized at the identity e. O

Remark 3.4.7 This Lemma states that our Chern classes are really localized at the
identity. Comparing this to the ‘bouquet of Chern characters’ of Duflo and Vergne
[DV93] we again arrive at the conclusion that for non-discrete groups there should a
more involved way of defining these Chern characters taking into account the behaviour
in the g-direction compatible with the ideas of the bouquet of Chern characters.

After this, we can try to understand the localizations at the identity, for which we
have the following conjecture.

Conjecture 3.4.8 Writing e for the maximal ideal {f € C,(G) : f(e) = 0} we have
that

L4 (Chﬂ )c = (ChQETV)C ur

e (c(Chg(pr*E,pr*V)))e = (¢(Chg(FE, V) UT

Ideas for a proof. The ideas to prove this follow from the observation that (pr*E, pr*V) =
(EXC, VKd), and the remark that when we look at everything from the K-equivariant
perspective, C — G/K is the trivial line bundle with no action present. In particu-
lar, one checks that the equivariant Chern character is just 1 € HY(G/K), which, ones
plugged into ¢: HY(G/K) — HPY(C>°(G/K)) simply yields the orientation form

C(l)(f()7 ceny fq) = f()dfl AR dfq

Jo/x
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Indeed, this is essentially the Poincaré-duality statement, exhibiting tmmtion class
as a Poincaré-dual to the constant function 1.

Simiarly, one checks that Ch(Qc 4) also equals the orientation form.

In particular, we see that in the K-equivariant setting taking the pullback picks up
precisely the cupproduct with 7, and one hopes that by translating through Nistor’s
isomorphisms and by definition of our map U7 the result follows. :l O

These Lemmas would then give a proof of Theorem 3.4.1 in the non-proper.

Ideas for a proof of Theorem 3.4.1 in the non-proper case. Fix E — M an equivariant
vector bundle and V a connection on F. By Lemma 3.4.6 we know that

(Chay o)m = (¢(Cha(E, V))n € HPM™(G | CF (M) |

For every maximal ideal m that is not the maximal ideal determined by e € G.
Looking at the localization at e € G, if Conjecture 3.4.8 is true, we’d have

((Chay g )e = (¢(Cha(E, V))e) UT = ((Chay,. g )e = (¢(Cha(priE, priv))e

as elements of HPImM+9(G w € (M x G/K)).. Since G acts properly on M x G/K
we know that the right hand side vanishes by Theorem 3.4.1, so we conclude that

((ChQE,V)C - (C(ChG(Ea v))@) Ur=20
Since Ut is an isomorphism, we conclude
(Chay,o)e = (c(Chg (B, V). € HPU™M(G x C2(M)).

Seeing that their localizations at every maximal ideal of C£%,(G) would agree, we'd
conclude that A
Cho, o = c(Chg(E,V)) € HPU™M(G x 0 (M)

3.5 Comparison with known cases

3.5.1 Trivial group actions

If the group G is the trivial group, the convolution algebra G x A is simply the commu-
tative algebra A. Our double complex in this case becomes

L(G, A)pq = (A+)®(p+l)~
However, the vertical differential dV: L(G, A)e g — L(G, A)e -1 satisfies

&= id ¢ is even,
“ 10 gqisodd.
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In particular, we may replace the total complex Tot.(L(G, A)) by the first row L(G, A)e
and we see that our complex is simply the Hochschild complex of AT,

Similarly, the complex C,+(G,Q4A) can be replaced by the complex C, (G, Q2 A),
which in this case is the ‘deRham complex of A’, i.e. the mixed complex (Q°A4,0,d).
The map ¥y: L(G,A) — C(G,QgA) now simply becomes the ordinary HKR map
(AF)2E+) 5 Q* A and since the map EZ o W: CHoM(G x A,G x A) — L.o(G, A)
is just the identity, we see that our chain of maps ¥ is simply the HKR-morphism

(C;{och(A> A): b7 B) - (Q.Aa 07 d)

Looking at the case A = C°(M) for M a manifold, we note that the equivariant coho-
mology He (M) is the deRham cohomology and that Getzler’s model C**(G, Q,C*(M))
is concentrated in degree ¢ = 0, where it is given by the deRham-complex of M. All in
all, the maps

c: HY (M) — HPI™MM)(G 5 02(M)), HE (M) — HPUODHY (G 5 0(M))
are in this case induced (up to some signs) by the map
[—]: (M) — Hom(C(M)m0m+1-2 R)
that takes a differential form w € Q*(M) and sends it so

[w](f()a ceey dim(M)fn) = / w A defl ARERIAN dfdim(M)fn~
M
In particular it is the concatenation of the isomorphisms
(M) = HE20 (M) & HPEOD= (G2 ().

Here the first map is an instance of Poincaré duality which associates to a k-form w €
QF(M), the density w € QU~*(M)* given by

o?(a):/Mw/\a,

and the second map is a consequence of the Hochschild-Kostant-Rosenberg Theorem in
the continuous setting.

That the Chern characters are compatible in this case is clear from an immediate
determination of the generalized cycle associated to a vector bundle £ — M with a
connection V. As no group action, we see that the underlying curved DGA is
the curved DGA

Q= Q(M,End(E))

of Example 3.1.11 (in the non-compact case), with differential dyena and curvature F(V).
The resulting generalized cycle is then seen to be equal (up to a sign) to the current
induced by the differential

> Ltx(F(9)")

i>0
which is exactly the differential form inducing the ordinary Chern character Ch(E) €
HiR (M).
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3.5.2 Compact groups

If we plug in M = {pt}, we recover the convolution algebra of the group G itself. If G is
compact, the periodic cyclic cohomology of C°°(G) has been computed by Natsume and
Nest [NN90, 1.IT]. In this case, it is concentrated in even degrees, where it is represented
by traces 7, for functions ¢ on the spectrum G of G which are slowly increasing in a
certain sense. Here, for f € C*(G) this trace 7, is given by

W) =3 g [ (o
reG

Looking at the equivariant cohomology Hg,(pt), we obtain from Getzler’s model that it
is contained in even degrees, where it is given by

HE (pt) = (Sym?(g7)),

the invariant degree ¢ polynomials on g.

Dissecting the map c¢: HY (M) — HP®(C*(G)) in this case we notice that the
invariant polynomials live in C*°(G, Qy({pt})), so that the only interesting pairing
is with Coo(G, Q({pt})). Next, notice that pairing between C*°(G,Q,({pt})) and
Co0(G, Qs({pt})) kills off polynomials of strictly positive degree as the pairing takes
a polynomial P € Sym(g*) and a function f € C*°(g) and pairs them by

(P, f) = P(0)f(0).
We conclude the following:

Proposition 3.5.1 The map c: HgY (pt) — HP®(C*(G)) takes an invariant polynomial
P € Sym(g*) = HY (pt) and sends it to the trace c¢(P) € HP*(C*®(G)) given by

Remark 3.5.2 The fact that 7(f) = f(e) is even a trace on the convolution algebra
C*°(@) is a consequence of the fact that any compact group is unimodular. Indeed, one
checks that

") = [ K@)t ds= | fo)hia)ao,
and these two integrals are equal because of unimodularity.

Remark 3.5.3 Under the isomorphism of Natsume and Nest, the trace ¢(P) corresponds
to 7, for
o(m) = P(0) dim(V,)%

(a2

This follows from the fact that the character of the regular representation L?(G)
@D, .oV (m)®mV7) acts as the Dirac delta distribution at e € G on the space C™(G).
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Recall that by Proposition 3]1.18 we have a map Chg__ : Sym(g)® — HP*"(Ag) which
sends an invariant polynomial v to the character of the cycle with closed graded trace
f . A simple calculation with Fourier inversion shows that under the isomorphism of
Natsume and Nest, Chg, , is the trace associated to the map

() = dim(V7)*D, (tx(m))(0).

3.5.3 Compact group actions

In Block-Getzer [BG94], a model for equivariant cyclic homology-was-presented for when
the group G is compact using sheaves over G (with the topology defitied by conjugacy-
invariant opens) where stalks at g € G sketch the picture of M, = {p € M : pg = p} and
the Lie algebra g9 of the ¢entralizer of g using germs of G9-invariant forms on M, with
polynomial coefficients in g¢. Using the C22 (G)-module structure on our complexes, we
see that localizing at the identity in our models correspond to the stalk at the identity
in the models of Block-Getzler, since we can go from G-cohomology to G-invariants at
no cost by compactness of the group.

As such, we precisely recover the map «, of [BG94, 3.3], from which we infer that

Corollary 3.5.4 [BG94, Thm 3.3] When the group G is compact, the map ¥: CC(G x
A) = Tot(CC(G, Q4A)) is a quasi-isomorphism when localized at the identity.

As such, understanding the effect of the map c¢: Hz.(M) — HP®*(Gx C°(M)) is tanta-
mount to understanding the pairing between C**(G, Q,C*(M)) and C, o (G, Q,CZ(M)).
Since the group G is compact we can use the procedure outlined in Remark 3.2.4 to re-
place the double complexes with the concentration of GG-cohomology and G-homology
respectively in their first rows. In particular:

Tot(C**(G, Q,C™(M)) = (Sym(g*) @ Q°(M))“
and
Tot(Ca o (G, QO (M) ~ (C™(g) @ Q2(M))g.

The pairing between these two starts with evaluating at X = 0 in g, and the rest is
an equivariant instance of the Poincaré pairing between differential forms:

QEmON-P(A\NG @ P(M)e — R
{w,n) = [y w A,

which is a (homologically) perfect pairing by Poincaré duality. Again we see the story
that we almost have a homologically perfect pairing, apart from the fact that we first
kill all the behaviour in the g-direction.
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3.5.4 Actions of discrete groups 1

When the group G is discrete, our constructions and results directly generalize parts
of the work done in [Go99]. In particular, the curved DGA defined in Section 3.1.3 is
precisely the curved DGA defined in [Go99, Sect 3] when the group is discrete (of course
in this case the moment p vanishes).

We also note that when the group is discrete, we obviously overcome the problem
where we lose information in the g-direction when pairing between equivariant cohomol-
ogy and cyclic homology: indeed, as the group is discrete the Lie algebra g is trivial.
Combining this with the remarks about compact groups before, we arrive at the following
conclusion in the case of finite group actions (cf. [BC88]).

Theorem 3.5.5 If a finite group I acts orientation-preservingly on an oriented manifold
M, then the maps

¢t HY (M) — HPU™ (D x C°(M)),  HpM(M) — HPUODH (T« C22(M))

are isomorphisms. ]

In the general discrete case we notice that the convolution algebra I' x C*°(M) is a
twisted tensor product of the group algebra of I' and the I'-algebra C°(M). In particular,
elements are normally written as sums of elements U, f for g € I" and f € C°(M). The
product is then given by

(Ugf)(Uhf/) =Ugnf(g- 1)
In his book, Connes [C094, IT1.2.] describes a model for the equivariant cohomology
Hr(M). In this model, he makes use of maps

v: TX® = Qo (M)

between products of the group and deRham-currents on M. He also gives a map pairing
the chains of the (b, B)-bicomplex of the convolution algebra I' x C2°(M), which -up to
signs and combinatorial factors- - map v as above with chains of the convolution
algebra by the formula

<77 (Ugof07 ceey Ugnfn» ~ 7(907 7gn)(f0dfl JANRRRA dfn)

Furthermore, he shows [C094, Thm I11.2.14] that this procedure gives an isomorphism
between equivariant cohomology H? (M) and the periodic cyclic cohomology HP*(I" x
C(M)).

Using a Poincaré duality argument, we can replace currents with differential forms,
and we recover Getzler’s model for equivariant cohomology. Translating the pairing to
this situation and working through the calculations with the Eilenberg-Zilber map, one
concludes that our map ¢ bebween equivariant cohomology Hp.(M) and periodic cydlic
cohomology HP*(T" x C°(M)) is precisely the map written down by Connes.

Using this, [Go99, Thm 3.1] directly translates to a proof for Theorem 3.4.1 in the
general case.
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Corollary 3.5.6 [G099, Thm 3.1] When a discrete group I" acts on an oriented manifold
M, then for any equivariant vector bundle I, the two Chern classes ¢(Chr(£)), Chq (s €
HP™(T' x C°(M)) agree.

It is noteworthy how the argument simplifies for discrete groups, as opposed to the
ideas for a proof we describe in the general case. So let us quickly discuss Gorokhovsky’s
argument to reduce to the proper case. Again, the main point in reducing to the proper
case is replacing M by M x X such that T" acts properly on X. Next, in [Go99, Prop
3.3], the standard cup product in cyclic cohomology is used to obtain a map

HPIO) (T 02(M)) @ HPE)(T i 02°( X)) = HPImAX (D % T) x C2°(M x X))

and it is shown that Chqgy U T = Cho(-r). Here 7 is the equivariant orientation class
that is associated to the trivial equivariant line bundle over X and pr*FE is seen as a
I" x I'-equivariant vector bundle. Then, using a map

A:TXCP(MxX)—= (I'xT)x CF(M x X)
defined by A(Uyf) = U, 4f, one obtains a map
HPAOXO (T % T) x CX(M x X)) — HPEmOX) (D 0% (M x X))

and it is shown that this total reduction sends Chgg) ® 7 to Chope ). From that point
on, the argument proceeds along roughly the same lines.

Of course, the big difference with the case where G is a non-discrete Lie group is that
a map like A does not exist, and there is no obvious way to reduce the cyclic cohomology
of (G x G)x A (for A an G x G-algebra) to the cyclic cohomology of G x A where we
see A as an G-algebra by the diagonal action.



Chapter 4

Hochschild cohomology of Lie-Rinehart
algebras

In this last chapter we turn the local theory of Lie algebroids. The main result of this
chapter is a generalization to the Lie-Rinehart setting of a result of Blom [B117], relating
the Hochschild cohomology of the universal enveloping algebra U (L, R) of a Lie-Rinehart
algebra (L, R) with the symmetric powers of the adjoint representation of (L, R).

Theorem: Let (L, R) brt algebra. If R is smooth and L is projective as

an R-module, then there is a natural isomorphism
HH®*(U(L, Ry U+, R)) =2 H* (L, Sym(ad)). (4.1)

These results should be thought of as the local analogues of the conjectural connections
we alluded to. We improve Blom’s results by writing down a zig-zag of
e

quasi-isomorplti et purely in algebraic terms, inspired by the recent calculations
of Kordon and Lambre [KL21].
The chapter is divided into two parts:

e In Section 4.1 we exploit the structure of U(L, R) as generated by a Lie algebra
and a ¢ i ebra, to write down a ‘non-linear’ complex that combines
Lie algem of L and Hochschild cohomology of R and show that it is
quasi-isomorphic to the Hochschild cohomology complex associated to U(L, R).

e In Section 4.2 we use this non-linear complex to write down a chain map from
the complex associated to the symmetric powers of the adjoint representation of
(L, R) to the non-linear complex. We show that the resulting map between the

cohomology of the symmetric powers ofl%d the Hochschild cohomology
of U(L, R) is an isomorphism.

This chapter has an appendix in Section 4.3, where we give the proof of certain results
whose proofs would break up the rhythm of the text too much to give immediately.

149
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4.1 The Hochschild cohomology of the universal en-
veloping algebra

In this section we calculate the Hochschild cohomology of the universal enveloping al-
gebra U(L, R) of a Lie-Rinehart algebra (L, R). In the end we will show that it is
isomorphic to the Lie-Rinehart cohomology with values in the symmetric powers of the
adjoint representation. For the case where (L, R) arises from a Lie algebroid A — M this
was already known by work of Blom [Bl117], who used Kontsevitch Formality to relate the
Hochschild cohomology of the universal enveloping algebra with the polynomial Poisson
cohomology of the Poisson manifold A*. Since the polynomial Poisson complex is the
same complex as the Lie algebroid cohomology complex with values in the symmetric
powers of the adjoint representation on the nose, this does the trick.

Parallel to this, for a Lie algebra g, one can write down a direct chain map between
the Hochschild complex of the universal enveloping algebra U(g) and the Lie algebra
cohomology complex with values in the symmetric powers of the adjoint, using the
Poincaré—Birkhoff-Witt map.

This Lie algebra cohomology complex is defined as follows:

Definition 4.1.1 Given a Lie algebra g and a g-representation M, the Lie algebra
cohomology (or Chevalley-Eilenberg) complex Cgg (g, M) is given by

CEL(g, M) = Hom(A*g, M)
with differential dop: Ceg(g, M) — CEL' (g, M) given by

k+1
(OcuF) (X1, .oy Xig1) ::Z(— YHX (X, X X))

+Z D F([X5, X)Xy XX, Xir).

i<j

It is now quite direct to write down an isomorphism between Hochschild cohomology
of U(g) and the Lie algebra cohomology of g. The resulting calculation is dual to the
calculations on Hochschild homology by Kassel [Ka88] and Loday [Lo98, Thm 3.3.2]:

Example 4.1.2 (Lie algebras) If g is a Lie algebra, the adjoint action induces a
representation of g on Sym(g) by

X, Y10 ZYl OX,Y]O-0Y,.

Similarly, using the canonical inclusion of g into U(g), the universal enveloping algebra
also becomes a representation of g via the commutator action. Importantly, one checks



4.1. The Hochschild cohomology of the universal enveloping algebra 151

that the Poincaré-Birkhoff-Witt map pbw: Sym(g) — U(g) is an isomorphism of g-
representations. Using this fact, one checks that the map

P: Choen(U(9),U(g)) — Cr(g, Sym(g))

from the Hochschild cohomology complex of U(g) to the Chevalley-Eilenberg cohomology
of g with coefficients in Sym(g) given by

O(c)(X1, ., Xn) = Y (=1)pbw  (e(Xoy, ooy Xom))
og€Sy

is a chain map.

Next, we recall that U(g) is a filtered algebra where g is put in filtration degree 1,
and that pbw: Sym(g) — U(g) induces an isomorphism between Sym(g) and the graded
quotient of U(g). Using this filtration we put a filtration on the Hochschild complex by

FPC™(U(g),U(g)) = {c: U(g)*" — U(g) : c(U(g)*")=*) € U(g)=""" for all k > 0}
Similarly we have a filtration of C&g(g, Sym(g)) given by
FPCEy(g, Sym(g)) = Hom(A"g, Sym="""(g)).

The map @ is then a map of filtered chain complexes. Again using the fact that pbw
induces an isomorphism of graded algebras from Sym(g) to the graded quotient of U(g)
we see that the graded quotient complex of the Hochschild complex equals

Gcl.{och(u(g)7u(g)) = ;Ioch(sym(g)’ Sym(G))

Similarly, we can calculate the graded quotient of C¢ (g, Sym(g)), where due to the fact
that the differential lowers the filtration degree by 1 we have

The map G® induced by ® between the graded quotients is simply given by

GP(c) (X1, ..., X)) = Z (_I)UC(XG(I)v s Xa'(n))‘
g€Sh

Now, as Sym(g) is generated by g we have inverse isomorphisms

Der(Sym(g)) — Hom(g, Sym(g))
D~ (X — D(X)),

and

Hom(g, Sym(g)) — Der(Sym(g))

k
cH (X100 0Xe = Y X100 0cXi) @ @ Xp).

i=1
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Similarly we have an isomorphism
Aéym(g)Dcr(Sym(g)) = Hom(A®g, Sympg)

where the map from left to right is given by restriction. As Sym(g) is a commutative
algebra, we can use Hochschild-Kostant—Rdsenberg Theorem to see that the inclusion

Adym(gDer(Sym(g)) <= Ciioen (Sym(g), Sym(g))

induces an isomorphism

[]

A§ym(gDer(Sym(g)) = HH*(Sym(g), Sym(g)).

Combining these two facts, we see that G® is a quasi-isomorphism, and by the Spectral
Sequence Comparison Theorem [Ze57], we see that @ is also a quasi-isomorphism.

We remark that this proof does not explicitely use a formality argument involving
the linear Poisson manifold g*. As such, we use this example in this section as a starting
point for obtaining a fully algebraic proof of the connection (4.1) between Hochschild
cohomology of U(L, R) and the cohomology of the symmetric powers of the adjoint,
focused on using the Poincare—Birkhoff—p. For this, we restrict to the case that
L is projective as an R-module, so that it—admmits an L-connection V, and we can write
down a Poincare-Birkhoff-Witt map pbw" .

4.1.1 Understanding U(L, R)-modules

As we have seen in Example 4.1.2, we can use the fact that U(g) is generated by g
to relate the Hochschild homology of U(g) with the Lie algebra cohomology of g. In
this section, we try to generlize this to the case of a Lie-Rinehart algebra, and try to
relate HH®*(U(L, R), M) to certain Lie algebra cohomology-like complexes associated to
L. To mimick the filtration-argument from before, we restrict ourselves to the class of
U(L, R)-bimodules that behave the same as U(L, R) behaves as a bimodule over itself.

Definition 4.1.3 A filtered U(L, R)-bimodule is a U(L, R)-bimodule M with a filtration
{M=*},¢ such that

e For every f € R and m € M=* it holds that fm,mf € M=% and fm — mf €
Mgkrfl;

e For every X € L and m € M=" it holds that Xm, mX € M=<F! and Xm —mX €
M=k,

Remark 4.1.4 We make three remarks on the definition above.

e Clearly U(L, R) is a filtered U(L, R)-bimodule.
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o The definition is equivalent tomng that for every D € U(L, R)<" and m €
M=k it holds that Dm,mD € and Dm —mD € M<ktm-1,

e From the definition it follows immediately that if M is a filtered U (L, R)-bimodule,
then its graded quotient GM is canonically a (graded) SympL-bimodule.

We first note that for any unital algebra A, the Hochschild cohomology functor
HH*(A,—) is the right derived functor of the functor which takes an A-bimodule M
and spits out the invariants

M*={me& M :am=maVa c A}
This follows from Remark 1.1.12 and the natural isomorphism
M = Homye (A, M)

Now, when M is a U(L, R)-bimodule, the whole structure is of course defined by how
R C U(L,R) acts upon M and how L C U(L, R) does. Indeed, dissecting the universal
properties of U(L, R) we obtain the following characterizations of U(L, R)-modules:

Lemma 4.1.5 A left (L, R)-module structure on M is the same as
e A left R-module structure on M,

e A left action of the Lie algebra L on M
that are compatible in the following sense
o (fX) m=f-(X-m)
« X (fom)=F-(X-m)+p(X)(f)-m
Similarly a right (L, R)-module structure on M is the same as
e A right R-module strucutrce on M.

e A right action of the Lie algebra L on M
that are compatible in the following sense
em-(fX)=(m-f)-X

o (m-X)-f=(m-f)-X+m-p(X)(f)
Now if M is a U(L, R)-bimodule, we see that the invariants can also be described
using L and R:
MYER) — e M: fm=mf,Vf € R, Xm=mX,VX € L} (4.2)

This means that the U(L, R)-invariants are elements which are both R-invariants, and
invariant under the diagonal L-action

[X,m] =Xm—mX
We will now show that, using this observation, we can write the functor (—)“4(%% as a
composition of two functors. The resulting discussion can be summarized as follows:
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Notation 4.1.6 For M a U(L, R)-bimodule, write

MR ={meM: fm=mf, Vf € R},
and for M a L-representation, write

M"={meM: Xm=0, VX € L}.

Lemma 4.1.7 Let M be al{(L, R)-bimodule. The space of R-invariants M# is invariant
under the diagonal L-action on M.

Proof. Fixing m € M and X € L, we need to show that Xm — mX € MZ%. For
this, take f € R and calculate, using the fact that m € M and in U(L, R) we have

X[ =fX =p(X)(f):
f(Xm—-—mX)=fXm— fmX
= X fm— p(X)(f)m — fmX
=Xmf—mp(X)(f) —mfX
=Xmf—-mXf
= (Xm—mX)f.
This finishes the proof. O

Theorem 4.1.8 Consider the following two functors:

e The functor (—)%: U(L, R)-bmod — L-rep that takes a bimodule M and sends it
to its R-invariants M* endowed with the diagonal L-action;

e The functor (—)%: L-rep — Vectx that takes an L-representation M and sends it
to its L-invariants MT.

These functors are well-defined and there is the following equality of functors:
(=)o (=) = (—)"EB: Y(L, R)-bimod — Vecty.

Proof. By the previous Lemma, we can indeed lift the funct)R to make objects
land in L-rep. One needs to check that a map of U(L, R)-bimodules then also restricts
to a map of L-representations, but this is an easy check. The equality of functors' then
follows from the discussion leading to equation (4.2). O

This result will give us a starting point to understanding the Hochschild cohomology
of U(L, R) in terms of R- and L-modules.

'Remark that using the explicit definitions of invariants as specific subsets of the original spaces,
this is indeed an equality, not just an equivalence, of functors.
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4.1.2 Combining Lie algebra and Hochschild cohomology

From Theorem 4.1.8 we want to take inspiration to write down a complex calculat-
ing the Hochschild cohomology of U(L, R) using the hyper-derived functors of both
(=)®: U(L, R)-bimod — L-rep and (—)L: L-rep — Vecty.

One approach is the one used by Kordon and Lambre [KL21], who use the fact that
(—)4(L, R) is a composition of functors to write down a spectral sequence converging to
HH®*(U(L, R), M) whose second page is given by

BL = W (HHI(R, M)) = HHPF@QU(L, R), M),

and then argue about the higher differentials in this spectral sequence. We take a
different path, using the chain complexes calculating the derived functors.

Recall that (models for) the hyper-derived functors are given as follows: for (—)% we
have that the left derived functors are calculated by chain complex Cf (R, —), while
for (=)L the left derived functors are calculated by the Lie algebra cohomology complex
CC.ZE(L7 7)'

From this observation, the following plan arises:

For ald(L, R)-bimodule M, write down spaces CVi (L, R; M) == Clg(L, Cu, (R, M)).

Define a differential d,: CP(L, R; M) — CPE*Y (L, R; M) using the Hochschild
differential on C§j, o, (R, M).

Define a differential d: CPE(L, Ry M) — CPEM(L, R; M) using the Chevalley-
Eilenberg differential associated to some L-representation on C¥ .. (R, M).

Check that this describes the structure of a double complex Cy(L, B; M).

See how the cohomology that this complex calculates compares with HH®*(U/(L, R), M).

The only questions arises, whalt 1s the] L-module structure on C¥ 4 (R, M)? After all, the
abstract nonsense of derived functors stipulates that since the derived functors of (—)f
(as a functor from U(L, R)-bimodules to L-modules) are HH®*(R, —), these Hochschild
cohomology groups need to have some L-module structure. Following the works of
Kordon and Lambre [KL21] we see that this L-module structure is already given on the
level of Hochschild chains by, for X € L, the map Lx: C o, (R, M) — C (R, M)
with the formula

(LxF)(f1, o o) = (X, F(f1, . fo)] — _ZF(fh s (X)) fis s fo)s (4.3)

where the notation [X, m] again denotes the diagonal action [X, m] = Xm—mX induced
on M by the U(L, R)-module structure.
From this we arrive at the following definition.
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Definition 4.1.9 For M al{(L, R)-bimodule, we define the Lie-Rinehart double complex

e The spaces CVR(L, R; M) are given by

CIE(L, R; M) = Hom(APL, Hom(R®?, M))

e The horizontal differential dj,: CP&(L, R; M) — CiRM(L, R; M) is given by
pt1

(dnF)(X1, ..., Xp41) —Z(— Y Ly (F(Xy, . X Xpi1)

+Z DX, X, X1y X X, Xpi)

1<j
e The vertical differential d,: CP%(L, R; M) — CP&Y(L, R; M) is given by
(dUF)(Xh --~7XIJ) = (_1)pb(F(Xl7 7XP))

where b: Hom(R®?, M) — Hom(R®W@+YD M) is the usual Hochschild differential.

Remark 4.1.10 Using the ®-Hom-adjunction we can also rewrite this as
CPE(L, Ry M) = Hom(A’L ® R®?, M)

with differentials

p+1

(th)(X17""Xp+17f17“‘7fq) :Z(_l)i+1[XiaF(Xl7---5(\1'“‘7Xp+17f17""fq)]
i=1
p+l ¢

+ZZ Xlwnj(\i“'aXerlaflv~--7P(Xi)fj7"'7fq)

=1 j=1

+ 3 ()M F(X, X X XX Xt fr oo fo)

i<j

and

(dvF)(X17 "'7Xp1f17 "'7fq+1) :(71)ple(X17 "'7XP’f27 ---7fq+1)

q

+ Z(_l)i_‘—pF(Xl? "'aXp7 f17 “'>fifi+17 ceey fq+1)
i=1

+ (=V)PHF (X, oy Xpy f1y oo o) fan

To see that d* and d” indeed describe the structure of a double complex we have the
following properties of the action of L on Cyy (R, M):



4.1. The Hochschild cohomology of the universal enveloping algebra 157

Lemma 4.1.11 For every X,Y € L we have
[Lx,Ly] = Lixy), boLy =Lxob.
Proof. This is an explicit calculation that we skip. O
Using this, we have the following result:

Proposition 4.1.12 The maps

dyn: (L, R; M) — Cy R (L, R; M)
and

dy: Com(L, Ry M) — Cyat (L, R; M)
satisfy

d2 =0, d? =0, dydp, + dpd, = 0.

Proof. The fact that d? = 0 follows from the fact that 2> = 0 on Cfj (R, M), the fact
that d? = 0 follows from the first part of the previous Lemma, since dj, is simply the
Chevalley-Eilenberg differential associated to Lx. The relation d,d;, + dd, follows from
the fact that the action Lx commutes with b. O

So what does Tot(CyR(L, R; M), dy + d,) calculate, and how does it compare to
HH®*(U(L, R), M)? As we see in the following two examples, the result is close, but not
quite what we are looking for.

Example 4.1.13 (Degree 0) In degree 0 we have HH(U(L, R), M) = MYF) and by
the discussion before we see that this consists precisely of those elements of M which are
both R- and L-invariant. Now in our complex Cip (L, R; M) we have the differentials

d": OY (L, R; M) — Cin(L, R; M) d: CYn(L, Ry M) — CPw (L, R; M)
given by
(d"m)(X) = Xm —mX (d'm)(f) = fm —mf

So we see that H(Tot(Cyp(L, R; M)) is precisely those element of M that are L- and
R-invariant. In particular we see that in degree 0 we obtain precisely the Hochschild
cohomology.

Example 4.1.14 (Degree 1) In degree 1 we are searching for
HH'(U(L, R), M) = Der(U(L, R), M)/Inn(U(L, R), M).

In this case we start by dissecting what it means for a map D: U(L, R) — M to be a
derivation. Since U(L, R) is generated by L and R we can take D apart by restriction
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into maps Dg: L — M and D;: R — M. With this, we can check how D, and D,
interact, by looking at products in U(L, R) of the form X - Y, X - f, f- X and f - g for
X,YeLand f,g €R.

In particular, we get

D(X-Y)=X-Do(Y)+ Do(X) - Y,
D(X - f) =X - Di(f) + Do(X) - f,
D(f-X)=f-Do(X)+ Di(f)- X,
D(f-g)=f-Di(g)+Di(f)-g

Now, we have the following relations in U(L, R):

X Y-V -X=[X)Y],
X f=fX+p(X)(f),

[-X=fX,
f-9=1g
So that we obtain the following relations between Dy and D;:
Do([X,Y]) = [X, Do(Y)] = [Y, Do(X)], (D1)
Di(p(X)(f)) = [X, Di(f)] = f - Do(X) + Do(X) - f, (D2)
Do(fX) = f-Do(X)+ Di(f)- X, (D3)
Di(fg) = f-Di(g) + Di(f) - g (D4)

Conversely, given Dy: L — M and Di: R — M subject to these relations, we can define
a derivation D: U(L, R) — M which restricts to Dy and D;: the important remark is
that due to the relations imposed on Dy and D; the defining equation

k
D(fXy--Xp) = Di(f) X1+ Xi + ZfX1 o X1 Do(X5) Xigr - X

is well-defined. We conclude that
Der(U(L,R),M) ={Dy: L - M, D;: R — M subject to D1-D4}.

Within this framework, the inner-derivation associated to an element m € M is simply
given by

Dy(X) =Xm —mX, Di(f) = fm —mf.

Now, we look at what happens in degree 1 in C{x(L, R; M). From the definition 4.1.9
of the differentials it is easy to see that

ZY(Tot(Cyp(L, R; M))) = {Dy: L — M, D;: R — M subject to D1, D2 and D4}
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since D1 is equivalent to dj,(Dy) = 0, D2 is equivalent to d, (Do) + dp(D;) = 0 and D4 is
equivalent to d,(D;) = 0. On the side of the boundaries, we see that the exact element
in BY(Tot(Cn(L, R; M))) associated to an element m € Cyn(L, R; M) = M is given by

DO(X):[X’mL Dy(f) = fm —mf.

So we see that that in Tot(Cx(L, R; M)) we obtain exactly the correct 1-boundaries,
but not the correct 1-cocycles, since we miss the relation D3.

As we see, the complex CI5(L, R; M) does not incorporate the R-module structure
that L has. Indeed, this is already present in the fact that the action Lx on Cj (R, M)
is not R-linear in X. However, it turns out it is ‘ R-linear up to homotopy’ in the following
sense:

Definition 4.1.15 For f € R and X € L, define the operator hjx: Cf (R, M) —
Clioen (R, M) by

q

(hyx F)(fi, s foe1) —Z(— YEF(fr, ooy ficts o fir oo fom1) X

+ Z H—lF 1 “afiflaf',fia“'>p(X)(fj)a'“aqul)

1<i<j<qg—1
Proposition 4.1.16 The following equation holds true for every f € R and X € L:
LfX — fLX =bo hfyX + hfyX ob.

The proof of this Proposition is by an explicit calculation which nevertheless gives
some insight in the underlying structure. We defer the proof to Proposition 4.3.1.

With this homotopy at hand, it makes sense to impose a kind of symbol equation in
our double complex to encode the failure of R-linearity and define the following ‘non-
linear’ complex:

Definition 4.1.17 We define C3(L, R; M) C Tot(Cia(L, R; M)) b
C(L, Ry M) = {(0, .-, ¢n), i € CLR (L, Ry M) :
i( X1, oy [Xnmi) = foi(Xay oy Xni) + by, (0ie1 (X oy Xni1)) 3
Remark 4.1.18 We will refer to the equation
Qi X1, fXni) = foilXas oo, Xni) + iy, (i (X, X)) (44)
as the symbol equation.

Lemma 4.1.19 The following equations hold true for all X,Y € L, f € R and ¢ €
;Ioch(R7 j\4)
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o L(f9) = FLx() + pXO(H)s ]
® Lyohgx =hpxoLy +hywpx +hyyx

Pm%ls is an explicit calculation that we skip. O
From this Lemma one infers by an explicit calculation:

Proposition 4.1.20 The spaces C;, (L, R; M) define a subcomplex of the total complex
Tot(Cyn(L, R; M), d" + dv).

We postpone this proof to Proposition 4.3.2.
We see that this non-linear complex solves the problem we encountered in Example

4.1.14. I:l

Example 4.1.21 In degree 0 we have C% (L, R; M) = CPn(L, R; M), as there is no
symbol equation. In degree 1 we have

1
Cnl

(L,R; M) ={¢po: R — M,p1: L = M : ¢1(fX) = for(X) +po(f)X}

because for po: R — M we have hy xpo = ¢o(f)X. In particular we see that the non-
linear subcomplex recoveres the missing relation D3 from Example 4.1.14, in particular
we see that H'(C® (L, R; M)) is on the nose isomorphic to HH'(U(L, R), M).

In the next subsection, we will prove the general statement that

We do this by ways of a chain map C*(U(L, R), M) — Tot(Cyr(L, R; M)).

4.1.3 The shuffle map

We want to write down a map between the Hochschild complex of U(L, R) with values
in the filtered U(L, R)-bimodule M and our Lie-Rinehart complex of Definition 4.1.9,
using the philosophy that we are combining the structure of R as an algebra and L as a
Lie algebra that together generate U (L, R). As such we want a ‘shuffle map’, a map that
shuffles L- and R-inputs amongst each other, while also anti-symmetrizing the L-inputs.

Definition 4.1.22 We define the set of semi-symmetrized (p, q)-shuffles S, S, C Sptq
is defined by

SpaSp =10 € Sprgio(p+1) <o(p+2) <--- <olp+q)}
Using these shuffles, we define the shuffle map

51 Chou U(L, R), M) — Tot(Con(L, R; M)).
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Definition 4.1.23 We define the map s77: Ci'9% (U(L, R), M) — Chi( Llﬂ) by

5p7q(§0)(Dla~pr+q): Z (_I)UW(DU”(l%---aD(f”(erq))

0€Sp,qSp
here Dy, ...,D, € L and D,y4, ..., Dpiq € R.

Lemma 4.1.24 The map s satisfies
sP90b=dyos" M +d, 0!

The proof of this statement is postponed to Lemma 4.3.3.
In particular we see that s induces a chain map between the Hochschild complex
toen (U (L, R), M) and the total complex Tot(Cyg(L, R; M)).

Theorem 4.1.25 If M is a filtered U (L, R)-bimodule, R is smooth and L is a projective
R-module, the chain map s induces a zig-zag of quasi-isomorphisms

Moo (U (L, R), M) = s~ (Cyy(L, B; M)) = Chy(L, Ry M)

We will prove this theorem by setting up spectral sequences using filtrations and
showing that the induced maps between the graded quotients are quasi-isomorphisms.
Principally, we will use the filtration on ¢(L, R) which is defined by putting L in filtration
degree 1 and R in filtration degree 0 and extending in such a way that U(L, R) is a filtered
algebra.

Definition 4.1.26 We put filtrations on U(L, R)*", Cf...(U(L, R), M), C*¥(L, R; M)
and C (L, R; M) by:

U(L, R)®n)§k = Z UL, R)Sil ®---@U(L, R)Sin7
i1+ tin <k
Fk(cﬁoch(u(L>R)a M)) = {99 S HOIII(Z/{(L’R)(@'{L, M) : SO((U(L7 R)®")§m) C M§m+k Vm}’
Fk(CIZjig(L7 R; M)) = {¢ € Hom(A’L ® R®1 M) :im(p) C ]\451)+lc}7
and

Fk(Cr?l(LaR7 M)) = {(9007 ---790”) € CER([MR; M) i € Fk(cﬁﬁ*Z(L7R7 M))}

Remark 4.1.27 These ﬁltratlons are not exhaustive necessarily (not every map is of
finite filtratio s out to be not a problem cohomologically, as finite

degree maps ological information.

Proof of Theorem 4.1.25. Clearly, the shuffle map is a filtered map, so it induces a mor-
phism between the spectral sequences on all sides induced by the filtration. On the
Hochschild complex we use that SympgL is the graded quotient algebra of U(L, R) via
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the map pbw" under the choice of a connection V. In turn, the graded quotient complex
of Choen(U(L, R), M) is Clip (SympL, GM) where GM is the graded quotient of M.

On the side of C})(L, R; M) we can play the same trick and obtain that the filtered
quotient of this complex is C?,(L, R; GM) where (L, R) is the Lie-Rinehart algebra with
the same underlying algebra R and R-module L, but with vanishing bracket and anchor.
This is due to the fact that the Chevalley-Eilenberg differential decreases the filtered
degree by 1 and hence vanishes in the filtered quotient. Notice that U (L, R) = SympL.
Furthermore, the map induced by the shuffle map on the filtered quotient is the shuffle
map for the Lie-Rinehart algebra (L, R).

So we see that by the Spectral Sequence Comparison Theorem [Ze57], we only need to
prove this theorem for the case where the bracket and anchor vanish, and the diagonal L-
represention on GM is trivial. In this case we see that in the non-linear complex only the
horizontal differential, induced by the Hochschild differential on Cfy,, (R, GM), survives.
Investigating the definition of the non-linear complex, the homotopy A in the case where
the anchor vanishes, and noting that we know the cohomology of (Chon(R, GM),b) we
obtain that the spectral sequence of C3 (L, R; M) on the first page looks like

nl

(20, -y @n)s pi: AL — A*"Der(R) @ GM : }
il X1, s fXG) = foi(Xay o, Xo) + (p (i1 (X, s Xi1)) X

On the Hochschild side we remark that we also know what the cohomology of the filtered
quotient is, because SympL is a commutative algebra, so due to the Hochschild-Kostant-
Rosenberg Theorem we see that

EChioen(L, B; M) = A®Der(SympL) @ GM

O (L R M) = {

We remark that on the first page the differential is the Koszul differential of the Lie
algebra cohomology associated to the Lie algebra Der(SympL). In this formalism, on
the first page, the shuffle map takes a multiderivation ¢: A"(SymzL) — GM and sends
it to the sequence (¢, ..., @) defined by

0i( X1, Xo) (fry o i) = 0( X1, oo, Xy frs ooy frmi)-

In particular, noting the structure of SympL as being freely, commutatively and R-
linearly generated by the vector space L, we see that the shuffle map induces an isomor-
phism between the E*-pages of both spectral sequences, which proves the theorem. [

4.2 Relationship with the adjoint representation

We now turn to the case where M = U(L, R). As we described at the start of this
chapter, we know that for the case where (L, R) arises from a Lie algebroid A — M, the
Hochschild cohomology HH*(U(L, R),U(L, R)) is calculated by the symmetric powers
of the adjoint representation of A — M. We now give an algebraic proof for this fact,
making use of the non-linear complex CZ,(L, R;U(L, R)) we defined before.

In this section, we will make extensive use of different kinds of connections.
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Definition 4.2.1 An L-connection on L is a map
V:LxL—1L
satisfying for all X,Y € L and f € R:

VixY = fVxY,
Vx(fY) = fVxY + p(X)(f)Y.

A Der(R)-connection on L is a map
AV Der(R) x L — L
satisfying that for all X € L, D € Der(R) and f € R:

BV ipX = VDX,
BYp(fX) = fBVpX + D(f)X.

A L-connection on Der(R) is a map
LY. L x Der(R) — Der(R)
satisfying that for all X € L, D € Der(R) and f € R:

VyxD = f'VxD,
EVx(fD) = fEVxD + p(X)(f)D.
Remark 4.2.2 If (L, R) is induced by a Lie algebroid A — M, then an Der(R)-

connection on L is simply a vector bundle connection on the underlying vector bundle
A— M.

Lemma 4.2.3 [AC12] If £V is an Der(R)-connection on L, then the map V: L x L — L
defined by
VxY = vp(y)X + [X, Y]

is an L-connection on L. Similarly the map “V: L x Der(R) — Der(R) defined by
"VxD = p("VpX) + [p(X), D]
is an L-connection on Der(R). Both of these will we call the basic connection.

Remark 4.2.4 In what follows, we choose an Der(R)-connection ¥V on L and let V
and 'V be the induced basic connections. Furthermore, we do recall again at this point
that if L is projective as an R-module, then there is a Der(R)-connection on L.
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4.2.1 The symmetric powers of the adjoint representation of
(L, R)

If (L, R) is a Lie-Rinehart algebra induced by a Lie algebroid A — M, Abad and Crainic
[AC12] introduced the adjoint representation up to homotopy of (L, R). This is a local
analogue to the adjoint representation up to homotopy for Lie groupoids we discussed
in Section 2.5.1. In this case, we interpret

AL TM

as the adjoint complex. A differential is then induced by a choice of a connection on A.
A similar construction can be done for a general Lie-Rinehart algebra (L, R), when
L is projective over R. In this case the adjoint complex is

L % Der(R).
Under the choice of a connection #V, the induced complex is then as follows:

Definition 4.2.5 For (L, R) a Lie-Rinehart algebra with Der(R)-connection £V on L
with induced basic connection V, the adjoint complex C*(L, ady) is defined by

C"(L,ady) = Homp(A"L, L) ® Homg(A" 'L, Der(R))

with differential for ¢g € Hompg(A™L, L) given by

n+1

d(CU)O(X17 "'7Xn+1) 72(_ )H—IVX (CO(Xh 5(\17)('rz+1))

+ Z D)™ eo([Xi, X1, X1, oo XX oo, X1)

i<j

d(Co)l(Xh 4..7X") :P(CO(Xh ceey Xn))
and for ¢; € Homp(A" 1L, Der(R)) by

o~

d(Cl)o(Xl,-anH)=ZKbaS(X1,X)( (X1 XX, Xng1)

1<J

n

d(e)i (X1, Xo) =3 (1) (er(X0, - X, X))

i=1
+ Z(—l)iJerl([Xi,XjLXl, X\ZXV\J,X»H)

i<j
Here K73 € Homp(A%L, Homg(Der(R), L)) is the basic curvature of #V defined by
K%S(X,Y)(D) = RV ([X,Y]) - [*VpX, Y] — [X, BVpY] — BV ig, pX + BV.q, pY.
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Remark 4.2.6 Similarly to the discussion in the groupoid case, different choices of
connections yield isomorphic complexes, see [AC12, Thm 3.11].

Similarly, we can look at
Sym”,L L Sym% 'L ® Der(R) i Sym% 2L @ A%Der(R) 5.5 Ak Der(R)
as the complex associated to the k’th symmetric power of the adjoint. Here
P: Sym’ L @ A%Der(R) — Sym% 'L @ A% Der(R)

is the map
p —_
P(X,0--0X,®@D1A---AD)) =Y X1©--X;-+-©X, @Dy A+ A Dy A p(X;)

Again, under the choice of a conne&lwe can make a complex C*(L, Sym*(ady)) out
of this given by
k
C"(L,Sym*(ady)) = @ Homp (A% "L, Sym}, 'L @ A'Der(R))
=0
with differential induced by V.
Similar to the story we saw for the adjoint representation up to homotopy for Lie
groupoids in Proposition 2.5.5, there is also a connection independent interpretation of

C*(L,advy).
Definition 4.2.7 We write C§.(L, ad) for the complex
Chs(L,adLl) = {cog: AL — L, ¢;: A" 'L — Der(R) :
co(X1, .y [X0) = feo(Xa, oo, X)) + a1( Xy, ooy X)) (/) X0}
where the differential d: Cj.(L,ad) — Cit' (L, ad) is determined by

n+1

d(607cl>0(X17"'7Xn+1) _Z<7 )i+l[Xich(Xl7' Z"'?XTL-Fl]

+ Z HUC() XI,X] Xl,. XE(;/XHJA)

1<i<j<n+1
Proposition 4.2.8 Given a connection #V there is an isomorphism
Chs(L,ad) — Homp(ALL, L) @ Hompg(A% 'L, Der(R))

sending (co, ¢1) to (ep, —c¢1) where ¢, € Homg(A%RL, L) is given by

n

(X1, X0) = co( Xy, oy X)) + (=171 ZHVRVq(xl.,‘..z‘..,xn)Xi

i=1

which intertwines the differential on Cj (L, ad) and C*(L,ady).
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Remark 4.2.9 In the case where the Lie-Rinehart algebra (L, R) is determined by a
Lie algebroid A — M, the complex Ci.(L,ad) is exactly the same as the deformation
complex Ci.(A) of Section 2.4.1.

Similar to the case k = 1, there is also a connection invariant definition of the complex
C*(L,Sym*(ady)) for the symmetric powers of the adjoint:

Definition 4.2.10 [AC12, Ex 4.5] We define the complex C§(L, Sym*(ad)) by
= s C); i € Hom (A" 'L, Sym¥ L ® A%Der(R))
n L,S k &d _ & (00761, 7C7L)7CZ S ) R R
der(L, Sym”(ad)) {Ci(yl, o fYni) = fe(Y, . Y) = (e (M1, 0 Yoo © Y, )
with differential determined by
n+1

d(C()7 ---7cn)0(X17 ...,Xn+1) :Z(—l)i+1[Xi,Co(X1, X,Xn_,_l)}

i=1

+ Yy co([Xi,Xj],Xl,...Z)?j...H)

1<i<j<n
Remark 4.2.11 In this centext, we will refer to the equation
(Y1, o fYn i) = fei(Ya, o Yoi) = ¢p(cia(Ya, oo Yaion) © Vi) (4.5)

as the symbol equation. Notice that, under the isomorphism pbw" : SympL — U(L, R)
and the associated inclusion Symy,L ® A%Der(R) < Choon(R,U(L, R)), it can be inter-
preted as the ‘top order term’ of the symbol equation (4.4).

Lemma 4.2.12 [Ab08, Thm 2.3.9] Under the choice of a connection V there is an
isomorphism between Cf.¢(L, Sym*(ad)) and C*(L, Sym*(ady)).

Remark 4.2.13 To give a full description of the differential in this last complex, we
remark that there is a L-module structure on Sym},L ® A%Der(R) by the formula

[V, X, 00X, ® Dy A--- A D] =

»
:ZXl@...@[Y,Xi]@u.@)(p(g)pl/\.../\Dq
i=1

q
+Y X1© - OX, @Dy A Alp(Y), D] A+ ADy  (4.6)
=1

With this module structure in hand we obtain a Chevalley Eilenberg differ
Ock: Hom(A®L, Sym?, L @ A%Der(R)) — Hom(A*™ L, Symh L ® A%Der(R))

A simple, but tedious, calculation with the symbol equation (4.5) then gives the follow-
ing:

Lemma 4.2.14 The differential in the complex Cf.¢(L, Sym*(ad)) is given by
(d(co, -y ¢n))i = Ocr(ci) + (P 0Ci-1-

We postpone the proof to Lemma 4.3.4.
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4.2.2 From the adjoint representation to the non-linear com-
plex

Next, we want to write down a chain map
Dp: Chue(L, Sym*(ad)) — Tot(C(L, RiU(L, R)).

We want to think of this map as implementing pbw" , in that it should be determined

by
O10(cgy ooy ) (X1, ooy X)) = pbw" (co( X1, ..., X,)) mod U(L, R)<F.

To write an actual map from this idea, we need to investigate how the Poincaré—Birkhoff-
Witt map communicates with L- and R-modules on both SymgL and U(L, R). Central
to this discussion will be the following.

Definition 4.2.15 If £V is a Der(R)-connection on L, then the friction
Fri(#V): Der(R) ®p L — Hom(L, L)
is the R-linear map defined by
Fri(Av)(D,Y)(X) = [X, *VpY] — BV ,x)mY — #Vp[X,Y].
Similarly, if V is an L-connection on L, the friction
Fri(V): L ®g L — Hom(L, L)
is the R-linear map defined by
Fri(V)(Y, Z)(X) = [X,VyZ] - Vixy)Z — Vy[X, Z].
In both cases, the R-module structure of Hom(L, L) is given by
(FO)X) = F((X)).

Lemma 4.2.16 Let #V be a Der(R)-connection on L with induced basic connection V.
If Fri(#V) = 0, then Fri(V) = 0.

Proof. This is an explicit calculation:
Fri(V)(Y, 2)(X) =[X, Vy Z] - Vix Z — Vy[X, 2]
=[X, VY] + [X,[Y, Z]] = ¥V, 2)X. Y]
—[[X,Y1, 2] = "V iz = V21X, Z]]
=i("V)(p(2),Y)(X)
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Remark 4.2.17 As we shall see below, the friction of the connection V is an obstruction
to pbw" being an intertwiner of L-representations?. In a previous version, we mistakenly
recognized the torsion of the connection in the defining formula. Requiring that the
connection would be torsion-free would not be too much of a stretch, as they always
exist. Whether friction-free connections exists is something we have not yet had the
time to consider.

Now, in Example 4.1.2 we used the fact that the PBW-map in the context of Lie
algebras was an isomorphism of Lie algebra representations to write down an explicit
quasi-isomorphism. We discuss how this generalizes to the Lie-Rinehart setting. First,
we remark that both SympL and U(L, R) carry the structure on an L-representation.
On Symk L it is given by

k
XY0- 0% =) Y10 0XY]o oY,
i=1

for £ > 0 and
(X, fl1 = p(X)(f)

for k = 0, while on U(L, R) it is given by
[X,D]=XD - DX.

The role of torsion is then enlightened by the following proposition:

Proposition 4.2.18 If the connection V is friction-free, the map pbw" : SymyL —
U(L, R) is an isomorphism of L-representations.

Proof. If V is friction-free, we show that pbw" is an isomorphism of L-representations
by induction on the degree k in Sym’f?L. For £ = 0,1 this is immediate (irrespec-
tive of the connection) by the definition of pbwV. Then, for k£ > 2 we assume that
pbw" SymEkL — U(L, R) is a map of L-representations. Then to see that pbw" is a
map of L-representations when restricted to Sym%kL is a map of L-representation, we
check it for a homogeneous element Y; @ - - - ® Yy of Sym/, L. Starting with the recursive

2Hence the name friction, which is an obstruction to the physical process of intertwining (or knotting)
pieces of rope.
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definition of pbw" and the induction hypothesis we obtain:

| =
M»

X, pbw¥ (Y1 @+ 0 Yi)] =7 Y _[X, Yipbw" (Y1 @+ Y-+ 0 V)]

.
—

1 oo
% (X, pbw¥ (Vy,Y; OV @ ---ViY; -
1<i#j<k
1 k
=2 D X Ypbw¥ (Y0¥ oY)
i=1
1 ~~
+ 4 YipbwV([X. Y] oY 0 Y-
1<i#j<k
1
% pbw¥ (X, VY] oY@ VY-
1<i#j<k
1
-7 2 phwI(VyYelXY]evie.

1<i#j#n<k
Then reversing the recursive definition of pbw" we obtain

(X, pbw¥ (Y, @+ @ V)] =pbw¥ ([X, Y ® - @ ¥3])
1

1<ij<k

—2 Y TRV oY e

169

SO Y]

VY oY),

O

In the case where 1V is not torsion-free and V is its basic connection, it does hold
that for pbw" is a map of L-representations up to lower order terms, and there is

recursive definition of the correction terms.

Using this fact, we can give a proof of the following Theorem in the torsion-free case.
This Theorem is true in any case, but the proof simplifies significantly in the torsion-free

case.

Theorem 4.2.19 Let £V be a Der(R)-connection on L with basic connection V. There

is a collection of maps
dP: ChE(L, Sym*(ad)) — CPR(L, R;U(L, R))
with the following properties
o DPod=d"od) M4 d"o it
e %0 Symh L — U(L, R) equals phw"

o dP(cp, ..., cpiq) only depends on (cq, ..., Cpiq)
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o (PRIC)(X1, s X frsooes fo) = PDWY (s, gy Ca( X, s X)) € UL, R)<F70

Proof in thtwn -free case. In the friction-free case, this boﬂ.wn to the fact that
there exist maps

ni: Symh 'L ®@p AbDer(R) — Hom(R®', U(L, R)<F)
satisfying
L. g = pbw";

2. n is an intertwiner of the L-representations on Sym% ‘L ® A% Der(R) (as given by
(4.6)) and Hom(R®,U(L, R)) (as given in (4.3));

3. borj = (=1)"y o P

4. For every X € Sym}; ‘L and D € A;Der(R) it holds that

. 1 .
X ©DY(fr,o i) — 008 (15,10 DIX) € UL R

Note that in particular, we have that 1} describes the deficiency of pbw" to preserve the
right R-module structure:

[pbw" (X), f] = m(P(X) ().

The existence of such 1’s can be shown recursively by the following relations:
(D A== AD)(frs s fi o Z )7 Di(fo(r)) -+ Di(form));
T o€eSy

and for 7 > k:
Y10 0Y; @Dy A---ANDy)(fr, ..., fi) =

T =

(—1)™ D (0 (i @ - @ Vi i ® DyA -+ Dy A D) (far s )

= iMN
l

+
T =
M.

Vol (Y1 © - 3//,\” o OYe s @ Dy A - AD)(f1, -0 fi)

m=1

1k1 -

zZZm (V10T OVt @ Dy A+ A p("V i, (Vi) A+ A D) (fr o )
1 — j —
7D (VY OYi0 VoY, O Yy @ Di A AD) (s i),

3
S
3
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Using the 7’s, we write down our chain map ®3° by

PV (c, ey Cpig) = Mp(cq( X1, oy Xp))-

The fact that this is a chain map is a simple corollary of the properties of the n’s. Indeed,
the second property of the 1’s means that the d* o ®-terms correspond to the ® o Ocg-
terms and the third property of the n’s make sure that the d” o ®-terms corresponds to
the ® o P-terms (including the correct signs). O

Remark 4.2.20 If 7V is not friction-free, the second property of the n’s only works
up to lower order terms, and we need to correct for that. The correction terms lead to
mixing of terms, so that ®79(cy, ..., ¢p4q) 0t only depends on ¢, but also on ci1, ..., Cptq-

Using the ®;’s we constructed in the proof of the previous theorem, we can also
obtain one chain map ®: Ci (L, Sym(ad)) — C} (L, R;U(L, R)), simply by setting ® =
Zkzo Dy
Theorem 4.2.21 If R is smooth an@pro‘jective R-module, the map

O: Clop(L,Sym(ad)) — Cir(L, B;U(L, R))
defines a chain of quasi-isomorphisms

n(L, BU(L, R)) <= & 1(Chy(L, RUL, R))) - Ci(L, Sym(ad)).

nl

Proof. Similar to Theorem 4.1.25, we prove this with a filtration argument. In this case
we put the following, slightly unintuitive, filtration on Cj (L, Sym(ad)):

Fk( tef(L, Sym(ad))) = {(co, ..., cn) : ci(A"ﬂ'L) C Sym’f{”kL ® A;Der(R)}.

We note that this is essentially the filtration induced by the grading C3.¢(L, Sym(ad)) =
D0 Coor( L, Sym*(ad)), but we shift it with a filtration degree n in cohomological degree
n. This has the effect that in the graded quotient, the differential vanishes (indeed, it
only shows up when going to the second page, and the spectral sequence collapses on

the third?7 and we have the following first page:

E1Cier(L, Sym(ad)) = Cier(L, Sym(ad))

We also recall the first page of C3 (L, R;U(L,R)) as we saw in the proof of Theo-
rem 4.1.25.

Elcl.ll(L, R,U(L, R)) — { c= (@07 Py ees (Pn); Pi S HOID(A L> SymRL ® AR_ DBI‘(R))

Also we note that since the map @ is up to top order given by applying pbw" and the
inclusion of A%Der(R) into Hom(R®*, R), we see that under these isomorphisms, ® in-
duces the identity between the two second pages. By the Spectral Sequence Comparison
Theorem, this shows our theorem. O

i( X1, s fX0) = foi( Xy oo, Xi) = 14 (i1 (X1, s Xio1) © Xii)

}
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Combinin Theorem 4.1.25 and Theorem 4.2.21, we infer the main result of this

secfion.

Theorem 4.2.22 If (L, R) be a Lie-Rinehart algebra, where L is projective as an R-
module and R is smooth, then the complexes Cfy o (U(L, R),U(L, R)) and C§.¢(L, Sym(ad))
are quasi-isomorphic. In particular there is a natural isomorphism

HH*(U(L, R),U(L, R)) = H*(L, Sym(ad)).

Remark 4.2.23 When (L, R) arises from a Lie algebroid A — M, there is another
intrinsic way to think about C§(L,Sym(ad)). Indeed, for k=1, welhave seen in Sec-
tion 2.4.1 that the complex Cj(L,ad) is isomorphic to the linear Pois§on complex of
the linear Poisson manifold A*. In similar vein the complex C§.¢(L, Sym(ad)) calculates
the polynomial Poisson complex of the A*, i.e. the Poisson complex of those multivector
fields which preserve fibrewise polynomial functions on A*. The grading %k here corre-
sponds to those multivector fields that eat fibrewise linear functions on A* and spit out
fibrewise homogeneous polynomials of degree k.

Remark 4.2.24 Due to Lambre and Le Meur [LLM18], the universal enveloping algebra
U(L, R) exhibits Van den Bergh-duality in the sense of [VAB98], with dualising module

C = ARPL @p AP Der(R).
In particular, there is a Van den Bergh-isomorphism
HH*(U(L, R), M) = HH,_(U(L, R),C ®u(L,r) M).

This means that we can alternatively understanmhild cohomology via understand-
ing Hochschild homology. In the unimodular case; re C'is the trivial representation,
this means that we can directly calculate Hochschild cohomology from Hochschild ho-
mology and vice versa.

Using Van den Bergh-duality we can resolve the problem with the exhaustiveness of
the filtration we remarked upon in 4.1.27, since the dual filtrations on tensor powers of
U(L, R) are exhaustive.

4.2.3 Examples
We discuss some examples to see how our calculations relate to known cases.

Example 4.2.25 (Lie algebras) If R = K is a field, then L is simply a Lie algebra
over K. In this case, the double complex CJx (L, K;U(L)) is given by

CP4 (L, K,U(L)) = Hom(APL,U(L))

with the differential in the vertical direction being alternatively zero and the identity.
In particular we may replace the total complex simply by its first row Ci‘lg(L, K,U(L)).
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Also note that as everything is automatically R-linear, the non-linear complex is the
whole total complex.

Similarly, the complex C8(L, Sym(ad)) is simply thedsie algebra—eehomology com-
plex for the symmetric powers of the adjoint representation of the Lie algebra. In turn,
the map ®@: Ci(L,Sym(ad)) — Cra(L,K,U(L)) is easily seen to be invertible (it is
simply given by composition with pbw).

[We fipd that the whole picture fits nicely into the picture of Example 4.1.2 in that
the following diagram commutes

(@ (L K,U(L))
/ \ o~
| . |
P(4.1.2)

Chioan (U (L), U(L)) Caet(L, Sym(ad))

In particular, our construction is an honest generalization of the construction in Example
4.1.2.

Example 4.2.26 (Abelian Lie-Rinehart algebras) If L is an R-module with van-
ishing bracket and vanishing anchor, we already saw the calculation of our procedure in
the proofs of Theorem 4.1.25 and Theorem 4.2.21. In this case the universal enveloping
algebra U(L, R) is isomorphic as an algebra to SympgL, so that by the Hochschild-
Kostant-Rosenberg Theorem we know that the canonical map

Ay, Der(SympL) — HH®*(Symp L, SympL)

is an isomorphism. Furthermore, it is clear that by restriction one obtains an isomor-
phism

AgymRLDer(SymRL) — Cler(L, Sym(ad)).
Since in this case the differential on the complex CJ.(L,Sym(ad)) vanishes, we obtain
a chain of isomorphisms

HH*(Sym L, Sym L) < Ay Der(SympgL) = H*(L, Sym(ad)).

It is easy to see that by the explicit forms of the maps involved, the isomorphisms we
obtain via the non-linear complex fit into a commutative diagram

(L, R; SympL)

/

H*(SympL, SympL)

\
\/

Ay, Der(SympgL)

*(L,Sym(ad))

so that we see that the isomorphism we obtain is exactly the isomorphism induced by
the Hochschild-Kostant-Rosenberg Theorem.
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Example 4.2.27 (Differential operators) In the case where we look at the Lie-
Rinehart algebra induced by the Lie algebroid TM — M, we have already remarked a
few times that the universal enveloping algebra U (X (M), C°°(M)) is isomorphic to the al-
gebra Diff(M) of differential operators on M. In this case, we complex C$.¢(L, SymAdL)
calculates the polynomial Poisson cohomology of T*M, in particular it calculates the
Poisson cohomology of the space of symbols on M.

In turn, our procedure induces an isomorphism

HH*(Diff(M), Diff(M)) 22 Hp,,.(Poly(T*M)).

Using the fact that the graded quotient of Diff(M) is Poly(7*M) via the principle
symbol map, we see that the isomorphism associates to a Hochschild cocycle ¢ €
Choon(Diff(M), Diff(M)) a Poisson cocycle ¢: A"Poly(T*M) — Poly(T*M) in such a
way that up to lower terms we have

Ao(Dy), oy 0(Dn)) = Y (=1)70(c(Detryrcs Do)

TESK
where o: Diff(M) — Poly(T*M) is the principal symbol map.

Remark 4.2.28 Continuing on the previous example, there is a way in which one can
think of this result (and in particular they way it is proven) as a starting point to calculate
the Hochschild cohomology of the full symbol algebra of a Lie algebroid. In the case
where (L, R) is induced by a Lie groupoid G = M via its Lie algebroid A(G) — M, we
can, following Nistor, Weinstein and Xu [NWX99], sece U(L, R) as the algebra of invariant
differential operators on G. Symbols of such differential operators can, by invariance,
seen as polynomial functions on A(G)*, i.e. elements of SymyL and the PBW-map can
be thought of as the inverse of the symbol map.

Nistor, Weinstein and Xu also define a class of invariant pseudodifferential operators
on G, leading to an algebra ¥>°(G)/U~>(G) called the full symbol algebra. Here ¥*°(G)
stands for (invariant) pseudodifferential operators on G of any order, and ¥~>°(G) for
the invariant smoothing operators. Via their symbol, this algebra can be thought of as a
deformation quantization of thq Poisson algebra S(A(G)*) € C*(A(G)\M) of symbols.
We remark that the Poisson bracket on this algebra of symbols S(A(G)*) is induced by
the Poisson structure on A(G)*.

An extension of our work here to this case would be the result, alluded to in work of
Benameur and Nistor [BNO03]:

Conjecture 4.2.29 There is a natural isomorphism

HH®(W(G)/¥(G), U™(G)/¥™(G)) = Hpois(S(A(G)"))-

4.3 Remaining p@

Proposition 4.3.1 (4.1.16) The following equation holds true for every f € R and
Xel:
L.fX — fLX =bo hf,X + hf,X ob
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Proof. For the sake of clarity, let us define hj y;: Cfj ., (R, M) — Cob (R M) for 1 <
i <qby
(hyx.i0) (f1s s fam1) = @(f1, ooos ficas fo fir oo f) X

and h2 0 Chon (R M) = CL L (R, M) for 1<i<j<q—1by

(h?‘,X,i,j(p)(fh o fq—l) = So(flv X fi—lv fv fi7 ”'7/0(X)fj7 s fq—1>

so that
q

hex =D (D) hpxa+ Y (D,

i=1 1<i<j<q-1

We also remind ourselves of the simplicial maps d;: C% . (R, M) — C&"L (R, M) for
0 <7< q+1 defined by

(do)(frs s for1) = Fie(fa, -y o)
(dl(p)(flv ~~~7fq+l) = So(flv "'7fifi+1a ---7fq+1)
(dq+180)(f17 ~~~7fq+1) = @(fh ---7fq)fq+1

so that

In the end we are interested in

bhy x ii k“+1dhfxl+z ST (DA

k=0 =1 k=0 1<i<j<qg—-1
and
q+1 q+1 q+1
_ k+i+1p1 k+’b+1
hfﬂxb— E E (—1) hfﬁxﬂ;dk-i- E E (— th”dk
i=1 k=0 1<i<j<q k=0

Writing out all the terms we have, for bhy x

e For1<i<g
(doh},x,%ﬁ)(fh o fo) = fro(fas s fis o fivrs s f) X (1)
efor2<i<gand1 <k<i—1
(drhx i 0)(fry s o) = f1s oo feiats oo i o ity oo f) X (2)
eFor1<i<g—landi<k<g-—1

(dkh}‘,X,i(p)(flv (X3} fq) = (p(flv "'7fi—17 f7 f’L (X3} fkfk+17 7fq)X (3)
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e For1<i<gq
(dghf xi0) (frs s fo) = D1y eees fimts £ fis s fom1) X (4)
eForl<i<g—landi<j<g—1
(doh x;.j0) (frsoes fo) = Fro(fos ooy fis £ firrs oo P(X) fiin, s fo) (5)
e For2<i<q—1i<j<qg—landl<k<i-—1
(dih x,i50) (f1soeos fo) = @(fts o Fifiits s fis fo fivrs oo p(X) (f1)s s fo) - (6)
e For1<i<q—2i+1<j<q-1i<k<j-—1
(dih x,i50) (f1soees fo) = @(frs s fimts fo fis ooy fifrvrs oo p(X) (fi0)s s fo) - (7)
e For1<i<q-—1i<k<g—1
(dihf xin®) (frs s fo) = O(frs ooy fimto | fir oo PO (fifir1)s s f) - (8)
e For1<i<q—2i<j<q—2j+1<k<q-1
(dih? x50 (1o oees fo) = O(frs ooy fimts o fis oo p(X) Fsoons Fifrsns o fo) - (9)
eFor1<i<g—1,i<j<q-—1
(doh i 30) (frsoes fo) = O(f1swows fimts £ fis oo P(X) fs ooy ) - (10)

and for hy xb

(hf x0d09)(f1s s fo) = Fo(fr, s f)X (11)

e For2<i<q+1
(hixido@) (frs s fo) = fro(fas oo fimts fo fir s fO) X (12)
efor3<i<g+landl1<k<i—2
(W ii@) (fry s fq) = O(f1 oo Feiats ooos ficts [ fis oo f) X (13)
e For2<i<g+1

(hfxidi10) (1, oos fo) = (f1, ooy fima f ooy f) X (14)
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For1<i<q¢q
(R xidi0) (fry o fo) = (1 s f fi ooy f) X

Fori1<i<g—landi+1<k<gq

(h}‘,X,v‘,dk(p)(fb sty fq) = go(fla “'>fif17 fa fi? sty fk*lf]ﬁ >fq)X

For1<i<g
(W} xilgr10) (f1 s fa) = ©(frs s fimts [ fin ooy fam1) foX
(h xqe1dat19) (f1s s fo) = o(frs s f) FX
For1<j<gq
(15 x.1,5d09) (f1, s fo) = fo(frs oo p(X) fs s fo)
For2<i<gandi<j<gq

(h?f,x,i,jdow)(fly v fa) = fip(fay s ficas fo fis oo p(X) fi5 0 fo)
For3<i<gq,i<j<qgand1<k<i-—2
(h?X’iyjdkgo)(fl, co o) =iy fufoet, o fimts o fis s P(XD) fiy s fo)
For2<i<qgandi<j<gq
(hff,X,i,jdi—l(p)(flv o Ja) = (frs s ficdfs fis oo (XD s 5 fo)
For1<i<gq
(h3 x3ii0) (f1 o fo) = @(f1s ooy fimts FO(X)(fi), s fo)
For1<i<g—landi+1<j<gq
(h?f,x,i,jdi@(fl» o fa) = o(frs s firs ffis (XD £y s fo)
For1<i<g—2i+2<j<qandi+1<k<j-—1
(W3 xi ik 2)(f1, oo fo) = @(f1s oy fimts o fir ooy Pt S oo P(X) f oes f)
For1<i<g—landi+1<j<gq

(h?‘,X,i,jdj(p)(fh ey fq) = (p(flv ey fi—h f7 fi7 ey fj—lp(X)fj7 ey fq)

177

(25)

(26)
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eFor1<i<g—landi<j<gq-—1
(h% x4 jdie10)(f1s oo f3) = @(f1s s ficts o fin ooy ((X) i) Fits s £o) (27)
eFor1<i<q—2i<j<qg—2andj+2<k<g
(W} xij k) (f1, oo fo) = @(f1s ooy fimas o fir s Q) [ ooy frt frs s fg) - (28)
eForl<i<g—1,i<j<q—1
(W} x334q010) (f1s oos o) = @(f1, s fimts £ i oo D(X) Fs oo fmi) £ (29)
e For1<i<g

(hi,x,i,qqurl(p)(fl? LT fq) = So(fla “'7fi717 fa fi> LT} qul)p(X)fq (30)

Now playing a game of match, we see the following:
e Matching (1) and (12), for 1 <14 < ¢:

1 1 .
dohy x i = I x ip1do;

e Matching (2) and (13), for2<i<gand 1 <k <i—1:
il x i = g x iadis
e Matching (3) and (16), for 1 <i<g—landi<k<g-—1:
dih} x s = h x idi-1;
e Matching (4) with (17) and (30), using that in U(L, R) we have [X, f,] = p(X) f;,
for 1 <i<gq:
dqh}‘,X,i = h,lf,X,iqu + hfﬂx,i,qqu;
e Matching (5) and (20), for 1 <i<g—1landi<j<g¢g-—1:
dOh?‘,X,i,j = h?”,x,ifl,jfldm
e Matching (6) and (21), for2<i<¢g—1,i<j<g—land 1<k <i-—1:
dkh?‘,X,i,j = h?‘,X,i+l,]‘+1dk§
e Matching (7) and (25), for 1 <i<¢g—2,i+1<j<g—landi<k<j—1:

2 _ 12 .
Al x5 = g xi g1 deras
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e Matching (8) with (26) and (27), using that p(X) is a derivation, for 1 <i < g—1
and 1 <k <gqg-—1:
dkh?,X,i,k = h?,x,i,kﬂdkﬂ + h?‘,X.,i,kdk+l;

e Matching (9) and (28),for 1 <i<¢g—2,i<j<g¢g—2andj+1<k<¢g-1:

dkh?‘,X,i.j = h?f,x,i,jkorl%
e Matching (10) and (29),for 1 <i<g—1landi<j<g¢g-—1I:

dqh?‘,X,i,j = h?,X,i,jdq-‘rl;
e Matching (14) and (15), for 1 <14 <

h}‘,X,idi = h},x,iﬂdi%

e Matching (22) and (24), for 1 <i<g—landi+1<j<g

2 2
i x5l = B x i1 i

Combining all this, we are left with (11), (18), (19), (23), so that we infer

(bohgx +hyx ob)(@)(f1, s fo) = — o f1. s f) X (18)
=2 @i FOX) (), - fo) (23)
— folfi, . f) X (11)

+ 2 Lo P(X) i fo) (19)

Using that fp(X) = p(fX) and referring back to the definition of Ly, we see that we
obtain:

(bO hf7X + hf»X © b)(‘ﬁ)(fl» 7fq) :(LfXW)(flv 7fq) - (fLXQO)(fl 7fq)
+ fXe(fr, s fo)
= fXe(f1, s fo)

and so we conclude that
bo hf,X + hf,X ob= LfX — fLX

which finishes the proof. O



180 Chapter 4. Hochschild cohomology of Lie-Rinehart algebras

Proposition 4.3.2 (4.1.20) The spaces C;, (L, R; M) define a subcomplex of the total
complex Tot(Cir(L, R; M), dp, + dy).

Proof. Let ¢ = (cg, ..., cn) € CF (L, R; M). We show that ((dc)o, ..., (de)gs1) € CEP(L, R; M)
by checking explicitely for 1 < i < k — 1 that the symbol equation

(docia1) (X1 ooy fXpp1-4) + (dnei) (X, s fXpp1-4) =
= f(dpcim1) (X1, oo, Xir1—i) + fdnci) (X1, oy Xig124)
+ hf7Xk+1—i((dUCi)(X17 ) kal)) + h.faxk+1—i((dhci+1)(X17 ) Xk*l))

The edge-cases i = 0, k, k+1 follow from similar arguments by systematically not writing
down the terms that are not present.

Starting on the LHS we use the fact that (co, ..., ¢x) satisfies the symbol equation to
obtain

(dyci 1) (X1, oy fXpp1-i) =(= )" b(ei 1 (X, ooy fXk414))
(1) (feimn (X, oo, Xir1-i) (a.1)

+ (—1)k7i+1b(hf’xk+l_l(Cz'(Xh ceey Xk*l)))7 (32)

and
k—i
(dre;) (X, --7fXIc+17i):Z(_1)77L+1in(ci(X17 Xy fXp1-4)
m=1

+ (—1)1672-1/10)(“_14(Cl‘()(l7 ceey kaz))
+ > (D)™ (X Xl X, X X, FX—i1)

1<m<n<k—i

k—i
+ Z(_l)m+k_i+1ci([x7m kafile]a X17 -"X'rrr“: kaz)
m=1
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Applying the symbol equation to the first, third and fourth line this results in

k—i
(dnei)) (X1, ooy X)) = > (=1)™ Ly (fei( Xy, o Xmoos Xps1-1)) (b.1)

+ 3 (D™ Ly (b (Cin (X o X Xi)) (B22)

m=1
+ (71)kiiLka+1ff(Ci(X17 ceny Xk—’b)) (bS)
+ Y (D) (X X)X X X, X1 )
1<m<n<k+1—i
(b.4)
+ Z (_1)m+nhf7xkfz+1(Ci+1([Xm7XTLLle )/(;X,,Xk,z))
1<m<n<k—i
(b.5)
+ Z hf [ X, X z+1]((il+1(X17 j(;MXvk*l)) (b6)
m=1
+ Z ) 0(Xo) (f)es (X1, ...)/(;...,Xk,iH:l (b.7)
m=1
+ Z mhp(x )Xk—i+1 (C¢+1(X1, j(;7Xk,l) (bS)

Now using the homotopy equation from Proposition 4.1.16 we can see that (b.3) equals:
(b3) :(_1)k7ifLXk+1fi (Ci(le o Xk—l))
+ (=DM b(hyx (X, Ximi))
+ (71)k72hfyxk+1771(b(ci(le sy Xk—’b)))7
so that combining terms we have
(al) + (a2) + (bS) :.](.((ivcl‘,l)(Ale7 ¢ 77,')
+ hf»XkHﬂ((d ) Xk—l))
+ (_1)kiszXk+l_i(Cl‘(X17...,Xk,i)) (bg*)
Next, we use the first point of Lemma 4.1.19 to dissect (b.1) into

k—i
(b.1) =Y (1) fLx,, (ci( X1, Xonoroy Xi1-4)

m=1

k—i
+ Z(—l)m+1p(X,,L)(f)Ci(X1, “'Xm---a Xk+17i)~
m=1
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Combining this with other terms we have
Lastly we use the second point of Lemma 4.1.19 to dissect (b.2) into

k—i
(5:2) = S (1™ Ay (Lo (i1 (X1, o X X))

m=1
k—i
=1

+ Z(_1)m+1hP(Xm)f7Xk+1fi (Ci+1 (le X, Xk—l))

k—i
+m+1hf,[Xm,Xk+1,l] (Ci+1 ()(17 ...,va...7 Xk—i))7
m=1

so that combining terms we have
(b:2) + (0.5) + (6) + (0:8) = hpx,r,_,(drisa) (X1, o X))
This finishes the proof. O

Lemma 4.3.3 (4.1.24) The map s satisfies
sPl0b=d,os" 4 d,osP !

Proof. We start by writing out (%) = (5”7 0 b)(¢)(X1, .., Xp, f1, o fo):

()= Y (1 Des@Doray s Doriipra) @
0E€Sp,qSp
p+q—1

+ Z Z (—l)i(—l)UQp(Dg—l(l), ey Da—l(i)Da—l(i_‘_l), ey Da—l(p+q)) (b)

i=1 0€Sp,qSp

+ Z (_1)p+q(_1)a<p(Da*1(1)a~~~aDafl(erqfl))Do*‘(z&q) (C)

0€Sp,qSp

Now we can split (a) by distinguishing the cases where o7*(1) € {1, ...,p} and the cases
where 071(1) € {p+1,...,p + ¢q}. Note that the second case means that o(p + 1) = 1,
since we do not permute that last ¢ indices. We obtain:

@)= > (D Xe10@(Dom12); s Doi(pig)

o~ 1(1)e{l,...p}

+ E (*1)gf1(10(D0—1(2),...,DU—I(p+q))
0ESp,qSp
o(p+1)=1
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Similarly we can split (c) by distinguishing the cases where c~'(p + q) € {1,...,p} and
o(p+q) =p+qtoget

(C) = Z (_1)p+q(_1)”9@(Da*1(1)» ) Dafl(p+q—1))Xa*1(p+q)

0€Sp,qSp
o' (p+q)e{l,...p}

+ Z (=1)P*(=1)7@(Dy-1(1)s s Do-1(p1q-1)) f4

oE€Sp,qSp
a(pt+a)=p+q

Next we notice that in the first term in (c) we can rearrange the ¢’s such that o=1(p+q)
becomes o~1(1). This comes at a cost of a sign (—1)P74~1 and we see:

(a) + (c) = Z > (1) [Xi @(Do-1(2)s s Do-1(pi))] (a.1)

i=1 0€Sp,¢Sp
o= 1(1)=i

+ D V9D Doiipra) (a.2)

0€Sp,qSp
o(p+1)=1

+ Z (_l)erq(_l)ng(Do*l(l)a ~~~7D0*1(p+q71))fq (3‘3)

0€Sp,qSp
o(p+q)=p+q

Now when we look at (a.1) we see that {0 € S, ,S,; 07'(1) = i} is in bijective correspon-
dence with S,_1 ;S,-1 by taking out o(i) = 1. If we plug in this bijection we recognize
a term of sP~14. This all comes at a cost of a sign (—1)"! so we obtain:

Z( 1)1+1 (s~ La )(le,,j(\,-,..,Xp,fh-~~7fq)]

In similar fashion we get
(a‘2) = (_1)[1]{‘1(5]1,!1*180)()(17 ceey Xp7 f2> [ERE) fq)
(a 3) ( )p+q(5pq ! )(X17""‘vaflv---qufl)fq

Now to tackle (b) we want to switch products D,-1(;)Dy-1(;41) for commutators of the
form [D,-1(;y, Dy—1(;41y]. Indeed inside our double complex we can only plug in elements
of L and R, but elements of L- L CU(L,R) or L- R C U(L, R) do not fit this. Instead
we use that [L, L] C L and [L,R] C R. Note that R- R C R so this does not pose a
problem.

So at a cost of a sign —1 we switch Dy-1(;y and Dy-1(;11) whenever o71(¢) > 07! (i+1).
Note that this is only possible if at least one of ¢71(i) and o~ 1(i 4+ 1) lie in {1,...,p}.
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We obtain:

p+q—1

Z Z 7P(Do-1(1ys s fo-1()—pLo-1(i41)=ps s Do1(p1q))  (b.1)
=1 o€Sp,qSp

o (@) e{p+1,...p+q}
n’l(i+1)6{p+1 44444 p+q}

p ptq—1

2D D VD eDom11ys s Xy Xl oo Do) (b-2)

m<n i=1 0d€Sp ¢Sp
o~ 1(i)=m
o (i+1)=n
P ¢ ptg-l ]
+ Z Z Z Z(_l)z(_l)agp(Da‘l(l)a R p(Xm)fm R Da—l(p+q)) (b3)
m=1n=1 i=1 c€Sp Sy
o 1(i)=m
o~ (i+1)=n

First looking at (b.1), we note that since the f’s should stay ordered we have fo-1(;41)—, =
fo-1())—p+1 S0 we have

p+g—1 ¢
= Z Z Z (_1)t(_1)090(D 1) - o Smfmts s D *1(p+q))
i=1 m=1  0€SpqSy
1(i)=m+p

o~ (i+1)=m+p+1

Now we again play the trick where we see the subsets of S, S, as either S,_y ;S,_1 or
Spq—15p up to a sign shift. In the case of (b.1) we have to merge ¢ and i + 1, so in
practice we delete o(m + 1) =i+ p+ 1 from the permutation, which comes at a sign
m + p + 4. We then recognize a term of 797! and we see:

q

(bl) = Z(il)i+p(ﬁp,q_l@)(X17 "'7XP7 f17 (LY} fifi+17 ceey fq)

i=1

Then in (b.2) we first delete o(i + 1) = n at a cost of a sign (—1)™*"*1 and then make
sure that [X,,, X,] is actually the first term in the input, which comes at another sign
(—1)™*1. Then we obtain:

(b:2) = 3 (= 1™ (" 90) (X, X, X1, o X Kooy X, frs s f)

m<n

m—+i

For (b.3) we delete o(m) =1 at a a cost of a sign (—1)™" and we obtain:

p q
:ZZ 5p La )(Xla m- fla“'a ( m)fna“wfq)

m=1n=1

This proves the Lemma. O
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Lemma 4.3.4 (4.2.14) The differential in the complex C§ (L, Sym*AdL) is given by
(d(()()7 ceey cn))z = aCE(Ci) + (—1)"+1P OCi_1.
Proof. The top order term
(d(co, s cn))o = Icr(co)
is clearly the correct term, so we need to show that with this formula d(cy, ..., ¢,) indeed
satisfies the symbol equation, i.e.
(d(CO7 “eey cn))i(—X17 ceey an+1—i) :f(d(CO7 “eey Cn))i(Xh “eey Xn+1—i)
+ l’f((d(CO7 cry C’n))iJrl (Xh ] ani) © ani+l)~

We again show this for 1 < i < n — 1 with the edge cases i = 0,n,n + 1 being similar by
keeping track of which terms are not present. Starting on the LHS we have

(A(coroerr €))i (X1 ooy FX 1) = D (=D X (X o X fX )] (a)
s=1
+ (=D)"f Xpg1is (X, ooy X)) (b)
+ Y (DT[N X X XX f X )
1<s<t<n—i

()
+Z 9+n Z+1 [stan+l z} X17~ ~A§(\s~~~7Xn—i)

(d)
—+ (—1)n+1P(Ci,1(X1.‘ ey an+17i)) (e)
Using the symbol equation on (a), (c), (d) and (e) we obtain
(a) :i(q)sﬂ[xs,f@(xl, X Xng1)]
s=1

n—i

+ Z(—l)sH[Xm tr(cip (X, ---j(\suan—i) O Xny1-i)]

—Z D (X)) (fei(Xy, o X, Xs1i) (a.1)
+ Z 1 IX, (X oo X, X1 4)] (a.2)
+ Z(—1)5+1[X37 Lp(ein (X1 oo Xy X)) © X1 (a.3)

+ Z L (X1, o X, Xomi) © [X, X1-i)) (a.4)
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(C) = Z (_1)S+tfcz‘([Xs,Xt]./X17...22...,Xn+1,i) (Cl)
1<s<t<n—i

+ Z Cz+1([X.sa Xt} Xla . 5(\53(\15’ ani) © ani+1) (02)
1<s<t<n—i

(d) = Z(_l)s+n+1il‘fci([Xsy Xn—i+l}7 X17 27 Xn—i) (dl)
s=1

+Z P(Xs)(f)ei( X, . 5(\1‘~~~7an1'+1) (d.2)

+ Z Ve (Cit (X, o Xeoey Xosi) @ [Xo, Xiga]) (4.3)

+ Z I’P(Xs)(f) CZ+1(X17 . )/(\97 anz) ® Xn7i+1) (d4)

(e) =(=1)" " fP(ei 1 (X1, ey Xng14)) (e.1)

+ ( )n+1P(Lf( (Xla “eey ani) © Xn+1*i)) (62)

Immediately, we spot that (a.1) and (d.2) and (a.4) and (d.3) cancel against each other.
Next we see that

(a.2) + (c.1) + (d.1) + (e.1) =fd(co, ..y cn)i( X1, ooy Xny1-4)
+ (= l)n Z+1f[ iy Ci( X1, oy X)) (B)

and similarly

(CQ) :Lf(d(COa R3] Cn)i+1 (Xh LR anz) © ani+1)

+ i(*l)sbf([Xs» ciy1(X1, )/(\s, Xn-i)] © Xog1-4) (2.3)
+ (*1)an(P(Ci(X17 ey X)) © Xip1-4) (e.2)

So we need to cancel the trio (a.3), (a.3) and (d.4) against each other and the total of
(b), (b), (e.2) and (&.2). This can be summarized in two claims:

Claim 1: For every X € L,f € Rand ¥ ® D € Sym" 'L @5 A Der(R) it holds

that
XLf?@B ) =s(] X7®B +LP(X ?@B

Claim 2: For every X € L, f€Rand7 BGSym 'L ®r ADer(R) it holds that
VX, 7@3 —1)"HIX, 7@3 be7®B®X )+ up( P(?@B ©X)=0.
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The first claim follows from the fact that

(X, D(N)] = [p(X), DI(f) + D(p(X)(f))

since both sides are equal to p(X)(D(f)).
The second claim follows from an explicit calculation. Manipulating the first terms,
we have:

~)fX.Y @ D) =( zym> OUXY]o- oY, oD
+FU§;7®QA~wmum1uAmAm
—1Y§:in®~~®LXJ@<)~-®Yk4®i3
+(1)’“Zp NXOYi®-Y, oY ®D
+04Y§:f7®£hA~4meLD4A”.ADi

+Z D' D(f)Y @ DyA---D,--- A D; A p(X)
X?@B

+ (- 1)”12/) (HXOY 0V, 0% ®D

+Lf?®3 ) A p(X

Manipulating the third term we have:

P (Y®D)oX)=—,(Y ® D) Ap(X)
- X © P(y(Y ® D))

Recognizing all the terms, we are reduced to showing that

(~) S PV (Y @---Yi 0 Vi, © B =P(i(Y ® D))

P(Y ® D))
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which is clear by looking at the case where there is only one Y and one D and we have

Py (Y @ D)) =y (P(Y © D)) =P(D(f)Y) = t;(D A p(Y))

This finishes the proof. O



Appendix A
Constructions in homological algebra

[

In this appendix we outline results in homological algebra that allow us to effectivg|

deal with the Hochschild complexes of various algebras. The main points of business
are:

e Defining chain complexes out of simplicial vector spaces, used in Section 1.1.1

define the Hochschild homology complex;

e Defining mixed complexes out of cyclic vector spaces, used in Seetion-1.1.2 to define
cyclic and periodic cyclic homology;

e The notion of cylindrical spaces and fhe Filenberg-Zilber Theorem to deal with
the Hochschild complex of the convolutionalgebra G x A in Section 3.2.

The main resources for this section are Loday [Lo98] and Nest-Tsygan [NT], with
Crainic [Cr04] being a specific reference for the subsection about the Homological Per-
tubation Lemma, Getzler-Jones [GJ93] a specific reference for the part about cylindrical
spaces and Khalkali-Rangipour [KR04] a specific reference for the part about the cyclic
Eilenberg-Zilber Theorem.

A.1 Mixed complexes

Let K be a field.

Definition A.1.1 A mized chain complex is a collection of K-vector spaces {Cj}r>o
together with collections of linear maps b: Cy, — Ci_; for £ > 1 and B: C; — Cgqq for
k > 0 such that

b =0,
B? =0,
bB + Bb = 0.

189
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A morphism f: (C,,b, B) — (C., b, B") is a degree 0 linear map that intertwines b with
b and B with B’.

Definition A.1.2 A mized cochain complex is a collection of K-vector spaces {C*};s0
together with collections of linear maps b: C¥ — C**! for k > 0 and B: C* — C*! for
k > 0 such that

b =0,
B? =0,
bB + Bb = 0.

A morphism f: (C*,b, B) — (C"*,V/, B') is a degree 0 linear map that intertwines b with
b and B with B’.

Remark A.1.3 Clearly mixed chain complexes and mixed cochain complexes are the
same thing, by replacing Cj, and C* and switching the roles of b and B. In practice mixed
complexes come in the form of a chain complex (C,, b) or a cochain complex (C®,b) with
an extra differential B going ‘in the wrong direction’. In what follows the ‘leading role’
of b has some notational importance, so we make two separate definitions.

Now, from a mixed (co)chain complex one wants to make an ordinary (co)chain
complex, using the information of both b and B. Of course, b and B go in different
directions, but as they change the grading of the complex by increments of 1 in either
direction it is clear that the mod 2 grading is increased by 1 by both differentials.

This leads to the following two constructions for both mixed chain complexes and mixed
cochain complexes.

Definition A.1.4 For (C,, b, B) a mixed chain complex, we define a chain complex CC,
by
L5]

CC =P Crs
i=0

where d: CC,, — CC,,_; is determined by setting the value for z; € C, C CC,, by

by, ifk=n
Bxy, ifk=0

Note that the last case can only happen if n is even. A map of mixed complexes
f:(Ce,b,B) — (C,,b,B) induces a chain map Cf: (CC,,d) — (C'C,,d’) by sending
x, € C, C CC, to f(.Ek) S C;c C C/Cn

Definition A.1.5 For (C,, b, B) a mixed chain complex, we define a chain complex CP,

by
CP, = @ C

k>0
n=k mod 2
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where d: CP,, — CP,,_; is determined by setting the value for z;, € C, C CC,, by

" =1  Bay if k=0

A map of mixed complexes f: (C,, b, B) — (C,, b, B) induces a chain map Pf: (CP,,d) —
(C'P.,d’) by sending {x), € Cy} € CP,, to {f(zx) € C),} € C'P,,.

Remark A.1.6 One can think of CC, and CP, and their differentials in the form of
pictures. For CC, the picture looks like (for n even):

SN N

ANAN A \/\/

CCn72 = 0 D CQ fas) C4 ......

while for CP, the picture looks like (again for n even):

o SANAN ANANAN
ATAY R VAYAYY

From these pictures it is also clear that CC, and CP, are indeed chain complexes, i.e.
d? = 0, since all the terms in d? either involve b%, B2 or bB + Bb.

Remark A.1.7 There is a shift map S: CC, — CC, o that sends (xp, T, 2,...) to
(0, Zp, Tp—2, ...). This map induces a chain map (CC,,b+ B) — (CC,[2],b+ B). Using
this map, we can also see CP, and its homology as inverse limits of C'C, by constructing
a formal inverse to S.

We can do the dual picture for mixed cochain complexes

Definition A.1.8 For (C*, b, B) a mixed cochain complex, we define a chain complex

CC*® by

CC" = H Cn 2i

where d: CC" — CC"*! is determined by setting the value for z;, € C* ¢ CC" by

Tk = by if k=0
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Note again that the last case can only happen if n is even. A map of mixed complexes
f:(C* b,B) — (C",b, B) induces a chain map Cf: (CC*,d) — (C'C®,d') by sending
x, € CF C CC™ to f(xy) € CF c C'C™.

Definition A.1.9 For (C*,b, B) a mixed cochain complex, we define a cochain complex

CP* by
CP" = H Cr

k>0
n=k mod 2

where d: CP™ — CP" ! is determined by sending {z; € C*} € CP" to Y, dxy € CP"*!
where dz;, has contributions in C*™ and C*~! given by

Tk = bay, if k=0

A map of mixed complexes f: (C*,b, B) = (C*, b, B) induces a chain map Pf: (CP*,d) —
(C'P*,d’) by sending {x), € C} € CP,, to {f(xx) € C,,} € C'P,,.

Remark A.1.10 We can also draw pictures for CC* and CP*, and these are essentially
the same pictures as before, but then with all arrows reversed (and @ replaced by X).

Remark A.1.11 For notational purposes, in all cases we may also write ‘b + B’ for d.

In the cochain case we use direct products in stead of direct sums, since the direct
product is the dual of the direct sum. In particular the following holds:

Lemma A.1.12 If (C,,b, B) is a mixed chain complex, then the dual (C*)¥ = ((ﬂ)*
together with b* and B* makes ((C*)®, b*, B*) into a mixed cochain complex. Furthermore
(C*)C*® is the dual complex to CC, and (C*)P*® is the dual complex to CP,.

Remark A.1.13 Since in a mixed chain complex (C,, b, B), the two differentials b and
B commute, there is a map induced by B on the b-homology of C,'. One can make good
use of this by inducing the following filtration on CC,:

p
F,CC, =P s
i=0
With this filtration we have
F,CC,/F,_1CC, = C,,_9,
with the induced differential

Cnfzp = chcn/prlch — chcnfl/prlchfl = Cn,1,2p

L Also in reverse, but we are respectful of the leading role b has in the dance



A.2. Homological perturbation theory 193

given by b. In particular, setting-up-the spectral sequence associated to this filtration
we have

E,, = H, ,(C.,b)

Then on this page the differential is given by the map induced by B on He(C,,b), so
that on the second page of the spectral sequence we have

E2, 2 HIP(H,(C.,b), B).

From this remark, the following is an easy consequence of the Spectral Sequence
Comparison Theorem [Ze57]:

Proposition A.1.14 If f: (C,,b, B) — (C.,¥, B') is a map of mixed complexes such
that the underlying map f: (C,,b) — (C., V') is a quasi-isomorphism, so is Cf: (CC,,d) —
(C'C,,d).

A.2 Homological perturbation theory

The main aim of this subsection is discussing the Homological Perturbation Lemma,
which turns out to be an effective tool to understand for a mixed complex (C,, b, B) the
differences between H(C,, b), H(CC,, b + B) and H(CP,, b+ B).

We start with two filtered chain complexes (C,, b) and (CY,, ') that are bounded below
by 0. This means that for every p € Z we have subcomplexes F?C, and FPC/, such that
FrC C FPHIC, F7'C = {0}, Up>oF?C = C and similarly for C'. Together with this data
we have two chain maps f: C — C" and g: C' — C and a chain homotopy h between g f
and the identity on C' (i.e. gf = 1+ bh + hb) satisfying the following requirements

e f and g are quasi isomorphisms

e f g and h respect the filtrations
Define a perturbation ¢ of the differential b to be a map 6: Cy — C,_; such that

e (b+0)2=0

e §(FPC,) C FPIC,
Note that since dh decreases the filtration degree by 1, the power series Zizo(éh)i is
well-defined, as (6h)%(x) = 0 for i big enough for every z € C,.

The point of the Homological Perturbation Lemma to perturb the differential b on C,,

and the maps f and g to obtain quasi-isomorphisms between (C,,b+d) and (C,, V' +§'),
and in particular do this with very explicit formulas.
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Theorem A.2.1 (Homological Perturbation Lemma) [Cr04, 2.4] Given a pertu-
bation ¢ of (C,,b), the operators

y=f (Z(éhV) o9 f=f+f <Z(6h)i) oh

i>0 i>0
g=g+h (Z(éh)Z) 8g h=h+h (Z((Sh)i) h
>0 >0

satisfy
o (W +d8)?=0 (i.e. ¥+ ¢ is a differential on C))

fb+68)= U +08)f (ie. fisa chain map (Co,b+ ) — (CL ¥ + &)
e g(b'+98") = (b+0)g (ie. gis a chain map (C,,b'+ ') = (Ca,b+9))

e Gf=1+ (b+ 6)% +%(b +0) (ie. h is a chain homotopy from G f to the identity on
(Co,b+0)

e [ and g are quasi-isomorphisms

We discuss one important application of Homological Perturbation, namely the case
where if (C,,b, B) is a mixed complex and (C,,¥) is a chain complex which is suit-
ably quasi-isomorphic to (C,,b) we can use Homological Pertubation to obtain a second
differential B’ on C’ to make (C,,¥, B') in a mixed complex so that CC, and C'C,
are quasi-isomorphic. Tracing back the assumptions of the Homological Pertubation
Lemma, the following example arises.

Example A.2.2 Let (C,,b, B) be a mixed complex, let (C,,b') be a chain complex, let
f:(Co,b) — (C,,0) and g: (C,,0') — (C,,b) be inverse quasi-isomorphisms and let
h: Cq¢ — Cayq1 be a homotopy from gf to the identity. We can extend f, g and h to
maps between the induced spaces CC, and C'C, in the obvious way. Le. f: CC, — C'C,
becomes

f(@n; &nsy ) = (f(2n), f(@n-2), )

and similarly for g and h. In this way f becomes a chain map (CC,,b) — (C'C,, V),
g a chain map (C'C,,¥) — (CC,,b) and h becomes a homotopy between gf and the
identity of CC,. The complexes (CC,,b) and (C'C,,d") have filtrations, by setting

p
FPCC, = P O

i=0

The maps f, g and h respect this filtration, and this filtration is especially useful, as we
can see B as a perturbation of the differential b on CC,. We now assume that

f(Bh)'Bg =0
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for any ¢ > 1. If we now run the Homological Perturbation Lemma, we obtain pertur-
bation ¢’ to the differential &' of C'C, given by

8 (Tny Tnay ) = (fBg(zn_2), fBg(Tpn_4),...)

In particular we see that B’ = fBg becomes a second differential on C, such that
(C,, V', B') is a mixed complex.
Furthermore the maps f: CC, — C'C, and §: C'C, — CCe given by

F=f+f (Z(Bh)i) h G=g+h (thy) g

become inverse quasi-isomorphisms (CC,, b+ B) < (C'C,,V + B).

A.3 Chain complexes associated to simplicial vector
spaces

In this section we outline a very general way to construct chain complexes, namely via
simplicial vector spaces. This is of particular importance, since our main examples of
complexes will be made out of this framework, and their properties are closely related
to ‘general abstract non-sense’ associated to their simplicial origin. If not otherwise
mentioned the definitions and results of this section can be found in [We94, Ch. 8.

Definition A.3.1 A semi-simplicial vector space is a sequence {V,, },>0 of vector spaces,
together with maps d;: V,, = V,,_1 (0 < i < n), called face maps, that satisfy

did; = d;_d; (i <J).

A simplicial vector space is a semi-simplicial vector space (V,,d) with maps s;: V,, —
Vot1 (0 <5 < n), called degeneracy maps, satisfying the following relations

diS]' = ijldi (”L < j),
dis; = id (i=j, ori=j+1),
diSj = dei,1 (Z > _] + 1),

S$iSj = Sj+15i-
The reason we care about these objects is the following construction we can do on
them:

Lemma A.3.2 If (V,, d) is a semi-simplicial vector space we can define chain complexes
(Ce(V),t') and (Co(V), ), where Ci (V) = Vi and the maps t': V,, = V,,_1,0: V,, = Vg
are given by
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While in the case of a simplicial vector space it is clear that the degeneracy maps
do not contribute to the chain complex C,(V'), they can be used to make the complex
‘smaller’. Indeed, we can define the space of degeneracies to be D,, = soV,,_1 + -+ +
Sp—1Vn—1. It turns out that D, is an acyclic subcomplex of (Co(V),b), so that the
quotient

Co (V)norm = Co (V)/Do

is canonically a chain complex and the quotient map becomes a quasi-isomorphism. We
call this resulting complex the normalized complez. Remark that while the individual
face maps d; do not descend to normalized complex, the differential b does.

Now we can slowly add more structure on V, and look what kind of structure this
induces on Co(V'). The most important thing we add is a cyclic operator.

Definition A.3.3 A A -vector space is a simplicial vector space (Vi, d, s) together with
maps t: V, — V,, such that

dit = td;_4 1> 0
dot = d,

Sit =1s;_1 1> 0
Sot = tQSn

If furthermore we have t: V,, — V,, satisfies t"*! = 1 we call the resulting structure a
cyclic vector space.

It is immediate that for any A, -vector space (Vs,d, s) we have that
(L= (="' =b(1 = (=1)"t),
so that b descends to the quotient V' defined by
V= V(1= (=1)").
This leads to the following definition of a new chain complex:

Definition A.3.4 If (V,,d,t) is part of the structure of an A,-vector space, then we
define the cyclic complex C2(V) to be the given by C}(V) = V,,/(1 — (—1)"t), with the
differential the map induced by b: V,, — V,,_1.

Now we want to understand the homology of (C2(V),b) in terms of the homology
of (Ce(V),b). The idea here is that we can enrich C,(V') with the structure of a mixed
complex so that the induced complex CC, (V') is quasi isomorphic to Cp (V).

We start with the following Lemma, where finally the degeneracies enter the stage.
We include the proof of this and the next statement, since generally this is only treated
for cyclic vector spaces, and we were not able to find a precise proof of this statement
for A,-vector spaces.
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Lemma A.3.5 Let (V4,d, s,t) be a A-vector space, then the map ¢ = ts,: V,, = V1
defines a contraction for the differential ¥ and satisfies t"t2¢ = ¢t"t!

Proof. This is again an exercise in bookkeeping and all the relevant commutation rela-
tions, but we do spell this one out. We want to show that

cb +bce=id
Starting with ¢b’ we have

n—1

Cbl = Z(—l)%sn,ldl
i=0

n—1
= (=1)'tdis,
=0

n—1

Z(_l)idi+lt5n

=0

= (=1)idits,
=1

—UV'c+ dyts,

—Vec+dys,

= —bec+id

For the second statement we have
1" H2e = ("3,
="yt
— t<‘3nt"+1

O

Now from this contraction, or really any contraction of ¥, we can define an extra

differential on Co(V'):

Proposition A.3.6 If (V,, d, t) is part of the structure of a A -vector space and ¢: V,, —
V41 is a contraction of b such that " 72¢ = ct™*!, then the map B: V,, — V41 given by

B=(1—(=1)""t)cbc (Zn:(—l)i"ti>

i=0
satisfies
B2=0
bB+ Bb=1—¢"*!
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Proof. To show that B2 = 0 we have first note that

n+1 n

i=0 =0
so that

V(1 — ") = (1 — ")

Then calculating B? we obtain

B = (1 — (=1)""2t)cb/c(1 — t""?)cb'c (i(l)mtl>

i=0

using that both " and ¢ commute with the cyclic powers of ¢, we get

B% = (1 — (=1)""2t)cb ceb/c(1 — t"*1) (i(—l)i"t‘)

=0

Now zeroing in on the term b'cch’ in the middle, using that ¢ is a contraction of b and
that b’ is a differential, we have

beeh = cb — eb'ct/
=cb —cb + ccb'V
=0

and we conclude that B? = 0. Before we start with bB + Bb, we can so a similar trick

bebe= —bbec+ Ve
=lc
=id — b/
=id — cb'ch’ — b’V c
=id — cb'ch’
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Then we start with bB, where we have

bB =b(1 — (1)”+1t)cb’c< n (1)i”ti>

i=0
i=0
=(1=(=1)") (Z(—l)i"ﬁ)
i=0
_ (1 — (—1)7lt)Cb/Cb/ (Z(_l)mtt)
=0

n—1
=1 — ¢t — (1 — (—1)nt)cb’c (Z(_l)i(nl)ti> b

=0
=1 — tn+1 — Bb

which concludes the proof. .

The important result is then the following

Theorem A.3.7 If (V. d, s,t) is a cyclic vector space, then the map CC,(V) — C)(V)
which is given in degree n by

(x'm Tng, ) — [:L'n]
is a quasi isomorphism (CCo(V),b+ B) — (C3(V),b).

Remark A.3.8 If (V,d, s,t) is a cyclic vector space, and we take the contraction ¢ = ts,,
of ¥, then B descends to the normalized complex where it is given by

n

Buom = Y _(=1)"tsyt'

=0

Remark A.3.9 If (V,d, s,t) is a cyclical vector space, we may also define B: V,, = V11

to be
B=(1-(=1)""t)c (Z(—mti)
=0
This operator satisfies B2 = 0 because if one writes down B o B one gets a term

(Z?jol(—l)"’("“)ti) (1 —(=1)"*) = (1 — (=1)*®@+D+2) = 0 in the middle. Further-
more, it satisfies bB + Bb = 0 similarly to the calculation above, and so we end up with
an a priori different structure of a mixed complex on C,(V). However, it is easy to see
that on the normalized complex this B is equal to the original B, and hence the two
definitions of B induce quasi-isomorphic structures.
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A.4 Cylindrical spaces

In this section we discuss cylindrical spaces. These are a type of bisimplicial vector
spaces that allow us to put the double complex of Section 3.2 in an efficient framework.

Definition A.4.1 A bisimplicial vector space is a collection of vector spaces V,,, for
p,q € N and maps

d?: Vog = Vp-14 (0<i<p) di: Vg = Vog1 (0<i<gq)
St Vg = Virig (0<i<p) I Vg = Vgt (0<i<q)
satisfying the following properties
e For every ¢, (Va,,d", s") is a simplicial vector space
e For every p, (V,.,d", s”) is a simplicial vector space
e For every suitable choice of 7 and j we have
d?d;? = d}?d? d?s}f = s}’dé‘ sfd;’ = d;’sf s?s;’ = 5}33?

Definition A.4.2 A Ay XA -vector space is a collection of vector spaces V,, , for p, ¢ € N
and maps

d;: Vo = V14 (0<i<p) di': Vog = Vg (0<i<q)
s Vog = Vpi1g (0<i<p) s Vog = Vgt (0<i<q)
h. :
" Vog = Vig t: Vg = Vog
satisfying the following
e For every q, (Vi ,,d", s") is a A-vector space
e For every p, (V,e,d", s") is a As-vector space
e For every suitable choice of i and j we have
d?d;? = d}’d? d;‘sg = Q;df dr = tvd"
S?d; = d}’s? s?s; = 9;9? sty = ¢t
thd;g _ d};th thS; _ S}/th thtv _ tvth

We call a Ay, X As-vector space cylindrical if (t")P*1(¢V)?"! equals the identity on V,,,
for every p and ¢, and we call a A, x Ay-vector space bicyclic if (")P*! and (#¥)?+! both
equal the identity on V, , for every p and g¢.

Now, from these bisimplicial vector spaces we can construct simplicial vector spaces.
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Lemma A.4.3 If (V,,.,d", s" d", s") is a bisimplicial vector space, then (diag(V).,d, s)
is a simplicial vector space, where
diag(V), = Van
d; = dtd?
5; = shs?

721

We can also crank this up to the Ay X As-environment, where we recognize the
rationale about the definition of a cylindrical space.

Lemma A.4.4 Tf (V, ,,d", s", t" d", s, 1) is a Ao X Aso-vector space, then (diag(V)e, d, s,t)
is a A-vector space, where

diag(v)n = Vn,n

d; = d}'d}
S = s?sf
t =t

Furthermore, diag(V) is a cyclic vector space if and only if V' is a cylindrical vector
space.

The raison d’étre of bisimplicial vector spaces is that just as one can go from simplicial
vector spaces to chain complexes, we can go from bisimplicial vector spaces to double
complexes.

Proposition A.4.5 Let (V,.,d", d") be part of a bisimplicial vector space structure.
We define the operators b": V,,, — Vj_1,4, b%: Vg = Vpy1 by

p q
b= 3 (1) b= (-1
i=0 i=0
These operators satisfy
"2 =0 (1) =0 V'Y + 60" =0

i.e. they induce a double complex Cqo(V) = (Vao,b", ).

Again we may jazz this up to the A, -setting, where again we recover the importance
of cylindrical spaces.

Proposition A.4.6 Let (V,.,d" t", d*,t") be part of a Ay, X Ax-structure. Let c": V, , —
Vpt1,g and ¢t V,, = V,, 441 be maps satisfying

e The family of maps ¢” commutes with the families of maps dv, t’, the map ¢ and
the collection of maps (t")P*1: V,, — V.
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e The family ¢ contracts the differential (V)" = S°Y"0 d? on V..

e The family of maps ¢’ commutes with the families of maps d”, t* and the collection
of maps (tV)1: V,, =V,

e The family ¢* contracts the differential (V)" = 3% d? on V.

We define operators b": V,, — V14, b%: Vyy = Vg1, B Viy = Vi g, BY: Vg —
Vp.g+1 by the formulae

N e O (Z<—1>W<th>“">
Y = Z(*l)”l’dg BY = (71)P(th)p+1(1 _ (*1)q+1tv)cv(b')vc” (Z(l)iq(f}y)

i=0 1=0
Satisfy

(bh)2 _ 0 (bv)Q _ 0 (Bh)2 — 0 (Bv)Z — 0
B +v'B*'=0 B'B"+B"B*=0 WB'+BW=0 b"W+p"=0

V" B" + B"" + B°b + 0°BY = 1 — (") ()"

Remark A.4.7 We see that the relations described above can also be represented by
the following diagram

Voa+2

BY

Bh
Vo-tat1 45— Vogrt — = Virign

B{ Bv( lbv BT
B B
—_ A

Bh
‘/17_27‘1 bh ‘/;7

-lg¢ Vp,q — ‘/;J+Lq ’ V;H—?-,q
h h
Jbv b B,,( lb b

Jbv
Bh

Vo-tg-1 55— Vog-1 — Vo141
.

Vp,qf?

in that the sum of all the ways to end up in V,,, equal 1 — (#")P*1(#*)7*1 while the sum
of the ways to end up in Vpgi0, Virig11, Vovag, Vorrg-1, Vog—2, Vo14-1, Vo2 and
Vp—1,4-1 are zero. In particular, if (V., dh t" d¥,t?) is cylindrical, this is essentially the
same thing as saying that (0" +b”+ B"+ B?)? = 0. This leads to the following important
result.
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Corollary A.4.8 If, in the situation of the previous proposition, V, , is cylindrical, then
(TotCeo(V),b" + b, B" 4+ BY) is a mixed complex.

Remark A.4.9 We can also normalize these double complexes. Indeed, setting
Dp = 56Cp1gt -+ sh 1Cpig

and

Dyg =D} 4 50Chq1 4+ s0_1Cpq1
we can show that D,, is an acyclic double subcomplex of (V.,.,bh,b”). To see this
first note that it is obviously true for Df’,, since it consists of the degeneracies of the
horizontal simplicial spaces V4 q. In particular (D}, b") is acyclic, and by a spectral
sequence argument so is (ny,, b+ bY).

Then if we consider the short exact sequence
0— D}y = Duy— Deo/D2, — 0

we note that D, o/ ny. is isomorphic to the degeneracies of the verticular simplicial spaces
Veo/ D!, and hence similar to the above it is acyclic. In particular we can conclude that
D, ., is acyclic with respect to b + b*, and hence the quotient map Voo = Vae/Dasis a
quasi-isomorphism.

What rests is seeing how (C,(diag(V)),b, B) and (Tot(C,4(V)),b" + b*, B" + BY)
compare. In the next section we will see that they are quasi-isomorphic.

A.5 The Eilenberg-Zilber Theorem

To compare (C,(diag(V)),b) and (Tot(C,e(V)),b" +b°) we discuss the Eilenberg-Zilber
Theorem, which shows that they are homotopy equivalent.

So let us fix a bisimplicial vector space (Va.,d", s", d*, s*). Following [We94, 8.5.4],
we write down collections of maps EZ,, 4: Voirgpirq = Vg and V0V, o — Vg4 which
will become inverse quasi-isomorphisms.

EZy,=dby---dr, - (d)

Voa = Z (_1)05g(p+q)71 T 3&(p+1)—15g(p)71 T 53(1)71
acShip,q)
here Sh(p, ¢) is the set of those permutation o of the set {1,...,p + ¢} such that o(1) <
- <op)and o(p+1) <--- <a(p+q).
Following [Re00, Thm 3.1], we also write down a map h: V,,,, = V41,41 that will
induce the homotopy between VEZ and the identity. We set h: Voo — Vi1 to be zero,
and for n > 0 define h: V,,,, = Vii1n41 by

h = Z (*1)ﬁ(*1)053(p+q+1)+ﬁ' o SZ(p+2)+ﬁd:L—q+l T dff

h h h h
“So(pr)tm srf(l)+ﬁdnfpfq T dnqul
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wherem =n—p—q— 1.
The Eilenberg-Zilber Theorem now says that these 3 maps encode enough information
to make diagV, and TotV, , quasi-isomorphic.

Theorem A.5.1 (Eilenberg-Zilber) [EZ53] The maps EZ, V and h satisfy the fol-
lowing properties:

e BEZ: (diagVs,b) — (TotV, ., b" + b?) is a chain map
o V: (TotV,.,b" + ) — (diagVa,b) is a chain map

e EZ, V and h descend to maps between the normalized complexes induced by diagV,
by V... respectively

e As maps between the normalized complexes, EZ, V and h satisfy

- EZV =1
— VEZ =1+bh+ hb

In particular EZ and V are quasi-inverse quasi-isomorphisms in both the unnormalized
and normalized settings.

Proof. The bullet-points can all be proven using explicit computations with the bisim-
plicial identities. As for the last sentence: by the fact that in the normalized setting
EZ and V are inverse homotopy equivalences, we now that they are quasi-inverse quasi-
isomorphisms in the normalized setting, and by looking at the diagram

diagV, - B2z TotV, o - v diagV,

T

(diag‘/o)norm ﬂ T’Jt(‘/u,.)norm L (diag‘/o)norm

~ ~

we see that the sams in the unnormalized setting.

Next, we want to jazz this up to the cyclic situation, and for this we refer to work by
Khalkali and Rangipour [KR04] which does this for us. They show that the requirements
of Example A.2.2 are satisfied, meaning that

EZBSh = B" + B?

and
EZ(Bh)iBSh =0

for 7 > 1. The result that we will use is then as follows.
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Theorem A.5.2 (Generalized cyclic Eilenberg-Zilber Theorem) [KR04, Thm
3.1]
For (Ve d", s" t" d", s, t") a cylindrical vector space, the map

EZ**" = EZ + EZ (Z(BhY)
i>1
defines a quasi-isomorphism

EZP: (CC,(diag(V)), b+ B) = ((CTotC)4(V),b" + b* + B" + BY)
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Samenvatting

Equivariante theorie van Lie groepoiden vanuit het perspectief
van niet-commutatieve meetkunde

In dit proefschrift beschrijven we verbanden tussen de equivariante theorie van Lie
groepoiden en de niet-commutatieve meetkunde van de convolutie algebra.

Lie groepoiden zijn objecten die symmetrieén van een ruimte beschrijven. Ze zijn een
generalisatie van Lie groepen in de volgende zin: Lie groepen beschrijven symmetrieén die
globaal op de ruimte toe te passen zijn, terwijl Lie groepoiden symmetrieén beschrijven
die plaatsathankelijk zijn.

Deze objecten zijn interessant vanwege hun toepassingen in de natuurkunde. Het
bestaan van oplossingen van een natuurkundig systeem kan worden aangetoond of on-
tkracht via de meetkundige eigenschappen van de ruimte waarop het systeem leeft. In
het geval van een symmetrie waaronder het systeem hetzelfde blijft kan de ruimte waarin
het systeem opgelost dient te worden verkleind worden. Als voorbeeld kunnen we kijken
naar de zwaartekracht die een vast punt uitoefent op een deeltje dat rond het vaste punt
draait. Dit systeem is invariant onder rotaties, en in praktijk is de relevante vergelijking
die opgelost dient te worden de vergelijking voor de afstand tussen het deeltje en het
vaste punt.

In deze gedachtelijn zijn we geinteresseerd in de ‘meetkunde van de ruimte’ die ’in-
variant is onder de symmetrie’. In het geval van een werking van een Lie groep op een
ruimte is dit iets wat we redelijk goed snappen, en in dit proefschrift proberen we de
ideeén hierover te generaliseren naar Lie groepoiden.

Niet-commutatieve meetkunde is een wiskundige theorie die probeert meetkundige ideeén
over ruimtes te herformuleren in termen van algebraische eigenschappen van de ‘gladde
functies’ (of ‘observabelen’) op de ruimte. Voorbeelden van meetkundige informatie die
zo verkregen kan worden is het ‘aantal gaten’, waarbij de lijn geen gaten heeft, de cirkel
een ‘l-dimensionaal gat’ en de holle bol een ‘2-dimensionaal gat’. Het is verbazing-
wekkend dat dit soort informatie te verkrijgen is uit puur algebraische procedures, en
als we dit feit omdraaien kunnen we praten over ‘meetkundige eigenschappen van een
algebra’ door dezelfde procedures uit te voeren.

Als we deze ideeén willen toepassen op natuurkundige systemen met symmetrieén
zien we dat het oplossen van een symmetrie ook een algebraisch equivalent heeft. De
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stap die we maken naar een makkelijkere ruimte via de symmetrie (in het voorbeeld
van het draaiende deeltje is dit de stap die we maken van ‘plaats’ naar ‘afstand’) is ook
te beschrijven via de ‘convolutie algebra’ van de symmetrie: dit is een algebra die een
combinatie is van de gladde functies en de werking die de symmetrie op deze gladde
functies heeft. Dit betekent dat we de reductie ook kunnen doen in gevallen waar de
symmetrie zo ingewikkeld is, dat de ‘makkelijkere ruimte’ ingewikkeld is. Belangrijker is
dat dergelijke convolutie algebras ook bestaan voor symmetrieén die beschreven worden
door Lie groepoiden, niet alleen voor symmetrieén beschreven door groepen.

De conclusie is dat we de niet-commutatieve meetkunde van dergelijke convolutie al-
gebras willen begrijpen, en dat is de wiskundige inhoud van dit proefschrift. We beschri-
jven verbanden tussen verschillende wiskundige eigenschappen van een Lie groepoide en
de niet-commutatieve meetkunde van de convolutie algebra, met als doel een volledig
beeld te scheppen van deze niet-commutatieve meetkunde.

In het eerste deel van dit proefschrift beschrijven we een verband tussen deformaties
van de groepoide -dat zijn ‘kleine veranderingen’ die je kan doen aan de groepoide- en
de niet-commutatieve meetkunde van de convolutie algebra. In het tweede deel bekijken
we het geval van symmetrieén beschreven door een groep, en zien we hoe het verband
tussen de convolutie algebra en de ‘meetkunde van de ruimte die invariant is onder de
symmetrieén’ precies werkt. In het laatste stuk behandelen we de theorie van infinites-
imale symmetrieén, omdat resultaten voor symmetrieén en infinitesimale symmetrieén
veel wisselwerking hebben.



Abstract

Equivariant theory of Lie groupoids from the perspective of non-
commutative geometry

In this dissertation we describe connections between the equivariant theory of Lie groupoids
and the non-commutative geometry of the convolution algebra.

Lie groupoids are objects that encode symmetries of a space. They are a gener-
alization of Lie groups in the following sense: Lie groups describe symmetries that are
globally defined on the space, while Lie groupoids describe symmetries whose application
is place-dependent.

These objects are interesting because of their applications in physics. The existence
of solutions to a physical system can be proven or disproven by exhibiting geometric
properties of the space on which the system is applied. When there is a symmetry under
which the system is invariant, you can shrink the space on which one needs to solve the
system by factoring out the symmetry. As an example, we can look at a fixed source that
exercises a gravitational force on a particle flying around it. This system is invariant
under rotation, and in practice the only relevant equation that on needs to solve is that
for the distance between the particle and the point source.

In this philosophy we are interested in the ‘geometry of the space that is invariant
under the symmetry’. In case where there is an action of a Lie group on the space, this is
something we understand reasonably well, and in this dissertation we try the generalize
these ideas to Lie groupoids.

Non-commutative geometry is a mathematical theory that tries to reformulate geometric
ideas of spaces in terms of algebraic properties of the ‘smooth functions’ (or ‘observables’)
of the space. Examples of geometric information that can be obtained in this way is the
‘number of holes’, where a line has no holes, a circle has a ‘1-dimensional hole’ and the
sphere has a ‘2-dimensional hole’. It is an astounding fact that this kind of information
is obtainable purely using algebraic procedures, and reversing this fact we can talk about
‘geometric properties of an algebra’ by preforming these procedures.

If we want to apply these ideas to physical systems with symmetries we see that
factoring out the symmetry has an algebraic counterpart. The step that we make to an
easier space by factoring out (in the example of the orbiting particle this is the step from
‘place’ to ‘distance’) can also be described by the ‘convolution algebra’ of the symmetry:
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this is an algebra that combines the smooth function of the space and the action the
symmetry has on these smooth functions. This means that we can do the reduction,
even when the symmetry is so complicated that the ‘easier space’ is complicated. More
importantly, such convolution algebras also exist for symmetries that are described using
Lie groupoids, not just for symmetries defined by groups.

The conclusion is that we want to understand the non-commutative geometry of such
convolution algebras, and that is the mathematical content of this dissertation. We
described connections between various mathematical properties of a Lie groupoid and
the non-commutative geometry of the convolution algebra, with the goal to sketch a
complete picture of this non-commutative geometry.

In the first part of this dissertation we describe a connection between deformations
of the groupoid -those are ‘small changes’ one can make to the groupoid- and the non-
commutative geometry of the convolution algebra. In the second part we look the case of
symmetries described by groups, and look at how the connection between the convolution
algebra and the ‘invariant geometry of the space’ really works. In the last part we
treat the theory of infinitesimal symmetries, in part because results for symmetries and
infinitesimal symmetries have a lot of interplay.
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