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by Kevin Nicholas Barends

The top quark mass is measured using t¢ — lepton + J/¢(— u*u™) events, using proton-proton
collision data collected by the ATLAS detector at a centre-of-mass energy of /s = 13 TeV,
during 2015-2018. The data corresponds to a total integrated luminosity of 139.0 fb=!. This
lepton + J/1 channel is statistically limited due to the low branching ratio of the b — J/v —
pt . The top quark mass is measured from template fits over the m(lepton,.J /1) distribution.
The top quark mass is measured to be 172.03 £ 0.76 (stat) + 2.14 (syst) GeV.
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tistical uncertainty. The lower panel plot shows the ratio between the fake rate
after variation and the nominal. . . . . . . .. ... o000
The upper panel shows the invariant mass of the lepton + J /1 distribution of the
nominal (black) background model, and the background model when the Z+jets
SM processes are varied up (red) and down (blue) within their cross-section (a)
and normalization (b) uncertainties. The lower panel shows the ratio between
the variations and the nominal. . . . . . . . . ... ... 0 oL
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The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (a)
and muon (b) channels for 2018, when varying the V'V SM processes up and
down by their cross-section uncertainties. The black points show the data and
the blue line shows the nominal model contribution, while the green and red
show the model contributions after the variations. The hashed areas show the
statistical, luminosity and simulation uncertainties on the model contributions.
The lower panel plot shows the ratio between the model after the variations and
the nominal model. . . . . . . . . . .. .
The upper panels show the nominal efficiencies and fake rates, and after the cross-
section uncertainty variations have been applied to the V'V SM processes in the
transverse momentum distribution, in the electron (a) and muon (b) channels for
2018. The black and blue points show the nominal efficiencies and fake rates,
while the green and red show the up and down variations, respectively. The
error bars show the statistical uncertainty. The lower panel plot shows the ratio
between the fake rate after variation and the nominal. . . . . . . ... ... ...
The upper panel shows the invariant mass of the lepton + J/v¢ distribution of
the nominal (black) background model, and the background model when the V'V
SM processes are varied up (red) and down (blue) within their uncertainties. The
lower panel shows the ratio between the variations and the nominal. . . . . . ..
The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (a)
and muon (b) channels for 2018, when varying the ¢tV SM processes up and down
by their cross-section uncertainties. The black points show the data and the blue
line shows the nominal model contribution, while the green and red show the
model contributions after the variations. The hashed areas show the statistical,
luminosity and simulation uncertainties on the model contributions. The lower
panel plot shows the ratio between the model after the variations and the nominal

The upper panels show the nominal efficiencies and fake rates, and after the
cross-section uncertainty variations have been applied to the ¢tV SM processes in
the transverse momentum distribution, in the electron (a) and muon (b) channels
for 2018. The black and blue points show the nominal efficiencies and fake rates,
while the green and red show the up and down variations, respectively. The
error bars show the statistical uncertainty. The lower panel plot shows the ratio
between the fake rate after variation and the nominal. . . . . . . ... ... ...
The upper panel shows the invariant mass of the lepton + J/v distribution of
the nominal (black) background model, and the background model when the ¢tV
SM processes are varied up (red) and down (blue) within their uncertainties. The
lower panel shows the ratio between the variations and the nominal. . . . . . ..
The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (a)
and muon (b) channels for 2018, when varying the J/¢¥ + W SM processes up
and down by their cross-section uncertainties. The black points show the data
and the blue line shows the nominal model contribution, while the green and red
show the model contributions after the variations. The hashed areas show the
statistical, luminosity and simulation uncertainties on the model contributions.
The lower panel plot shows the ratio between the model after the variations and
the nominal model. . . . . . . . . . ...
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The upper panels show the nominal efficiencies and fake rates, and after the cross-
section uncertainty variations have been applied to the J/v)+ W SM processes in
the transverse momentum distribution, in the electron (a) and muon (b) channels
for 2018. The black and blue points show the nominal efficiencies and fake rates,
while the green and red show the up and down variations, respectively. The
error bars show the statistical uncertainty. The lower panel plot shows the ratio
between the fake rate after variation and the nominal. . . . . . . ... ... ... 105
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nominal (black) background model, and the background model when the J/¢+W
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teria. The plot shows the efficiencies measured in J¢¥ — pp events for different 7
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efficiencies, with statistical and systematic uncertainties. . . . . . . . . . . . . .. 109
Distribution of event weights in the nominal top quark pair sample using the new
filter when using a renormalization scale of 2.0 (blue) and 0.5 (red), respectively. 117
The upper panel shows the data and SM prediction in the signal region where
the top quark is described by Pythia 8 with a mass of 172.5 GeV, in the invariant
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data and SM prediction. . . . . . .. L oL L 118
The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/4 distribution in data. The individual contributions from the Gaussian (red),
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The upper panel shows the distribution of E%liss for data and the different SM
processes for events passing the loose (left) and tight (right) selection criteria in
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Only the statistical, cross-section and luminosity uncertainties are shown. The
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The upper panel shows the distribution of E%liss for data and the different SM
processes for events passing the loose (left) and tight (right) selection criteria in
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A.4 The upper panels show the distributions of py (a, b) and |n| (¢, d) for data and
the different SM processes for events passing the loose (left) and tight (right)
selection criteria in the electron channel for 2016. Only the statistical, cross-
section and luminosity uncertainties are shown. The lower panel shows the ratio
between the data and the SM predictions. . . . . . .. ... ... ... ......

A.5 The upper panels show the distributions of py (a, b) and || (¢, d) for data and
the different SM processes for events passing the loose (left) and tight (right)
selection criteria in the electron channel for 2017. Only the statistical, cross-
section and luminosity uncertainties are shown. The lower panel shows the ratio
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A.6 The upper panels show the distributions of pr (a, b) and || (c, d) for data and
the different SM processes for events passing the loose (left) and tight (right)
selection criteria in the muon channel for 2015. Only the statistical, cross-section
and luminosity uncertainties are shown. The lower panel shows the ratio between
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A.7 The upper panels show the distributions of pr (a, b) and || (c, d) for data and
the different SM processes for events passing the loose (left) and tight (right)
selection criteria in the muon channel for 2016. Only the statistical, cross-section
and luminosity uncertainties are shown. The lower panel shows the ratio between
the data and the SM predictions. . . . . . . .. .. .. ... .

A.8 The upper panels show the distributions of pr (a, b) and || (¢, d) for data and
the different SM processes for events passing the loose (left) and tight (right)
selection criteria in the muon channel for 2017. Only the statistical, cross-section
and luminosity uncertainties are shown. The lower panel shows the ratio between
the data and the SM predictions. . . . . . . . . ... ... ... ... .......

A.9 Distributions of pr (left) and |n| (right) for loose (black) and tight (red) leptons
in the electron channel for 2015 (a, b), 2016 (c, d), and 2017 (e, f), respectively.
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A.10 Distributions of pr (left) and |n| (right) for loose (black) and tight (red) leptons
in the muon channel for 2015 (a, b), 2016 (c, d), and 2017 (e, f), respectively.
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A.11 The measured efficiency (red) and fake rate (blue) in the transverse momentum
(a, ¢) and absolute pseudorapidity (b, d) distributions in the electron (top row)
and muon (bottom row) channels for 2015. The error bars correspond to the
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statistical uncertainty from the bin entries. No systematic uncertainties are shown.135

A.12 The measured efficiency (red) and fake rate (blue) in the transverse momentum
(a, ¢) and absolute pseudorapidity (b, d) distributions in the electron (top row)
and muon (bottom row) channels for 2016. The error bars correspond to the

statistical uncertainty from the bin entries. No systematic uncertainties are shown.136

A .13 The measured efficiency (red) and fake rate (blue) in the transverse momentum
(a, ¢) and absolute pseudorapidity (b, d) distributions in the electron (top row)
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B.1 The upper panel shows the invariant mass of the lepton+.J/v distribution with
the total pdf (blue) fitted over the m¢,, = 169 GeV (a) and 171 GeV (b) signal
MC samples, respectively. The individual contributions of the Gaussian (red)
and Gamma (green) functions and the best fit values are shown. The lower panel
shows the ratio between the signal MC samples and pdf. . . . . . ... ... ...
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The upper panel shows the invariant mass of the lepton+.J/v distribution with
the total pdf (blue) fitted over the my,, = 172.25 GeV (a), 172.75 (b), 173 (c), 174
(d) and 176 (e) GeV signal MC samples, respectively. The individual contribu-
tions of the Gaussian (red) and Gamma (green) functions and the best fit values

are shown. The lower panel shows the ratio between the signal MC samples and
PAf. e

The upper panel shows the invariant mass of the lepton + J/v distribution of
the full model when using my,, = 169 (a), 171 (b), 172 (c), 172.25 (d), 172.5 (e),
and 172.75 (f) GeV as the signal top quark processes. The total (blue), Gaussian
(red), Gamma (green) and Novosibirsk (purple) pdf fits are shown. The generated
and reconstructed top quark masses are shown in the top left corner, together
with the fit quality. The lower panel shows the ratio between the full model and
the pdf. . . . . L
The upper panel shows the invariant mass of the lepton + J/¢ distribution of
the full model when using my,, = 173 (a), 174 (b), and 176 (c) GeV as the
signal top quark processes. The total (blue), Gaussian (red), Gamma (green)
and Novosibirsk (purple) pdf fits are shown. The generated and reconstructed
top quark masses are shown in the top left corner, together with the fit quality.
The lower panel shows the ratio between the full model and the pdf. . . . .. ..

Pull distributions from 1000 pseudo-data sets with the Gaussian fit when my,, =
169 (a), 171 (b), and 172.25 (¢) GeV. The pull mean and width is shown in the
top left corner. . . . . . ...
Pull distributions from 1000 pseudo-data sets with the Gaussian fit when my,, =
172.75 (a), 173 (b), 174 (c¢) and 176 (d) GeV. The pull mean and width is shown
in the top left corner. . . . . . ...

The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/v distribution using Powheg-Box (a) and MG5_aMC (b) to generate
the NLO matrix element matching scheme. The individual contributions from the
Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
PAf. e
The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/4 distribution using Pythia 8 (a) and Herwig 7 (b) to model parton show-
ering and hadronisation. The individual contributions from the Gaussian (red),
Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top
quark masses with the statistical uncertainty can be found in the top left corner.
The lower panel shows the ratio between the model and the pdf. . . . ... ...
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution, setting the fragmentation parameter r, to 1.05 in
Pythia 8. The individual contributions from the Gaussian (red), Gamma (green)
and Novosibirsk (purple) are also shown. The reconstructed top quark masses
with the statistical uncertainty can be found in the top left corner. The lower
panel shows the ratio between the model and the pdf. . . .. ... ... .. ...
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The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution when using a QCD base model to describe multiple
parton interactions and colour reconnection. The individual contributions from
the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
PAf.
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution, when varying the production fractions of B/ B* up
(a) and down (b), B? up (c) and down (d), and B-baryon up (e) and down
(f). The individual contributions from the Gaussian (red), Gamma (green) and
Novosibirsk (purple) are also shown. The reconstructed top quark masses with
the statistical uncertainty can be found in the top left corner. The lower panel
shows the ratio between the model and the pdf. . . . . . . ... ... ... ....
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution, when varying the direct J/v decay fractions up (a)
and down (b), indirect ¥ (2S) decay fractions up (c¢) and down (d), and indirect
Xc1(1P) decay fractions up (e) and down (f). The individual contributions from
the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
pAf. e
The upper panel shows the total (blue) pdf fit over the invariant mass of the lep-
ton + J/4 distribution, setting the hggmp parameter to 3mye, in Pythia 8. The
individual contributions from the Gaussian (red), Gamma (green) and Novosi-
birsk (purple) are also shown. The reconstructed top quark masses with the
statistical uncertainty can be found in the top left corner. The lower panel shows
the ratio between the model and the pdf. . . . .. ... ... ... ........
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution, when varying the final-state radiation ug up to 2.0
(a) and down to 0.5 (b). The individual contributions from the Gaussian (red),
Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top
quark masses with the statistical uncertainty can be found in the top left corner.
The lower panel shows the ratio between the model and the pdf. . . . ... ...
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + .J/1 distribution, when varying the initial-state radiation of5% up (a)
and down (b), and pp up (c¢) and down (d), and pg up (e) and down (f). The in-
dividual contributions from the Gaussian (red), Gamma (green) and Novosibirsk
(purple) are also shown. The reconstructed top quark masses with the statistical
uncertainty can be found in the top left corner. The lower panel shows the ratio
between the model and the pdf. . . . . . . . .. .. .. ... ... .. ... ....

G.10 The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/ distribution of the 1 (a), 2 (b), 3 (c¢), 4 (d), 5 (e), and 6 (f) PDF
replicas of the PDF4LHC15 error set. The individual contributions from the
Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in

the top left corner. The lower panel shows the ratio between the model and the
PAf.
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G.11 The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution of the 7 (a), 8 (b), 9 (c), 10 (d), 11 (e), and 12 (f)
PDF replicas of the PDF4LHC15 error set. The individual contributions from the
Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
PAf.

G.12 The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution of the 13 (a), 14 (b), 15 (c), 16 (d), 17 (e), and 18 (f)
PDF replicas of the PDFALHC15 error set. The individual contributions from the
Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
PAf. e

G.13 The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/v distribution of the 19 (a), 20 (b), 21 (c), 22 (d), 23 (e), and 24 (f)
PDF replicas of the PDFALHC15 error set. The individual contributions from the
Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
PAf.

G.14 The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution of the 25 (a), 26 (b), 27 (¢), 28 (d), 29 (e), and 30 (f)
PDF replicas of the PDF4LHC15 error set. The individual contributions from the
Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
PAf. e

G.15 The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution of the nominal PDF4LHC15 PDF error set. The in-
dividual contributions from the Gaussian (red), Gamma (green) and Novosibirsk
(purple) are also shown. The reconstructed top quark masses with the statistical
uncertainty can be found in the top left corner. The lower panel shows the ratio
between the model and the pdf. . . . . . .. .. ... ... L.

H.1 The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/v distribution after varying the efficiencies up (a) and down (b) and
the fake rates up (c) and down (d) within their statistical uncertainties. The in-
dividual contributions from the Gaussian (red), Gamma (green) and Novosibirsk
(purple) are also shown. The reconstructed top quark masses with the statistical
uncertainty can be found in the top left corner. The lower panel shows the ratio
between the model and the pdf. . . . . . . ... .. ... L.
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The upper panels show the data and total SM contribution in the fake rates con-
trol region in the transverse momentum distribution in the tight electron (left)
and muon (right) channels for 2015, when varying the W+jets SM processes up
and down by its cross-section (top row) and normalisation (bottom row) uncer-
tainties. The black points show the data and the blue line shows the nominal
model contribution, while the green and red show the model contributions after
the variations. The hashed area shows the statistical, cross-section and lumi-
nosity uncertainties on the model contributions. The lower panel plot shows the
ratio between the model after the variations and the nominal model. . . . . . . .
The upper panels show the data and total SM contribution in the fake rates con-
trol region in the transverse momentum distribution in the tight electron (left)
and muon (right) channels for 2016, when varying the Z-jets SM processes up
and down by its cross-section (top row) and normalisation (bottom row) uncer-
tainties. The black points show the data and the blue line shows the nominal
model contribution, while the green and red show the model contributions after
the variations. The hashed area shows the statistical, cross-section and lumi-
nosity uncertainties on the model contributions. The lower panel plot shows the
ratio between the model after the variations and the nominal model. . . . . . . .
The upper panels show the data and total SM contribution in the fake rates con-
trol region in the transverse momentum distribution in the tight electron (left)
and muon (right) channels for 2017, when varying the W+jets SM processes up
and down by its cross-section (top row) and normalisation (bottom row) uncer-
tainties. The black points show the data and the blue line shows the nominal
model contribution, while the green and red show the model contributions after
the variations. The hashed area shows the statistical, cross-section and lumi-
nosity uncertainties on the model contributions. The lower panel plot shows the
ratio between the model after the variations and the nominal model. . . . . . . .
The upper panels show the nominal efficiencies and fake rates, and after the
cross-section (top row) and normalisation (bottom row) uncertainty variations
have been applied to the W4jets SM processes in the transverse momentum
distribution, in the electron (left) and muon (right) channels for 2015. The black
and blue points show the nominal efficiencies and fake rates, while the green
and red show the up and down variations, respectively. The error bars show the
statistical uncertainty. The lower panel plot shows the ratio between the fake
rate after variation and the nominal. . . . . . . .. .. ... 0 0oL
The upper panels show the nominal efficiencies and fake rates, and after the
cross-section (top row) and normalisation (bottom row) uncertainty variations
have been applied to the W+jets SM processes in the transverse momentum
distribution, in the electron (left) and muon (right) channels for 2016. The black
and blue points show the nominal efficiencies and fake rates, while the green
and red show the up and down variations, respectively. The error bars show the
statistical uncertainty. The lower panel plot shows the ratio between the fake
rate after variation and the nominal. . . . . . . . . ... ... ... ...
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The upper panels show the nominal efficiencies and fake rates, and after the
cross-section (top row) and normalisation (bottom row) uncertainty variations
have been applied to the W+jets SM processes in the transverse momentum
distribution, in the electron (left) and muon (right) channels for 2017. The black
and blue points show the nominal efficiencies and fake rates, while the green
and red show the up and down variations, respectively. The error bars show the
statistical uncertainty. The lower panel plot shows the ratio between the fake
rate after variation and the nominal. . . . . . . .. .. ... 000000
The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/4 distribution after varying the W+jets SM processes by its cross-section,
up (a) and down (b), and normalisation, up (c¢) and down (d), uncertainties. The
individual contributions from the Gaussian (red), Gamma (green) and Novosi-
birsk (purple) are also shown. The reconstructed top quark masses with the
statistical uncertainty can be found in the top left corner. The lower panel shows
the ratio between the model and the pdf. . . . .. ... ... ... ... .....
The upper panels show the data and total SM contribution in the fake rates con-
trol region in the transverse momentum distribution in the tight electron (left)
and muon (right) channels for 2015, when varying the Z-jets SM processes up
and down by its cross-section (top row) and normalisation (bottom row) uncer-
tainties. The black points show the data and the blue line shows the nominal
model contribution, while the green and red show the model contributions after
the variations. The hashed area shows the statistical, cross-section and lumi-
nosity uncertainties on the model contributions. The lower panel plot shows the
ratio between the model after the variations and the nominal model. . . . . . . .

H.10 The upper panels show the data and total SM contribution in the fake rates con-

trol region in the transverse momentum distribution in the tight electron (left)
and muon (right) channels for 2016, when varying the Z-+jets SM processes up
and down by its cross-section (top row) and normalisation (bottom row) uncer-
tainties. The black points show the data and the blue line shows the nominal
model contribution, while the green and red show the model contributions after
the variations. The hashed area shows the statistical, cross-section and lumi-
nosity uncertainties on the model contributions. The lower panel plot shows the
ratio between the model after the variations and the nominal model. . . . . . . .

H.11 The upper panels show the data and total SM contribution in the fake rates con-

trol region in the transverse momentum distribution in the tight electron (left)
and muon (right) channels for 2017, when varying the Z-+jets SM processes up
and down by its cross-section (top row) and normalisation (bottom row) uncer-
tainties. The black points show the data and the blue line shows the nominal
model contribution, while the green and red show the model contributions after
the variations. The hashed area shows the statistical, cross-section and lumi-
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ratio between the model after the variations and the nominal model. . . . . . . .

H.12 The upper panels show the nominal efficiencies and fake rates, and after the

cross-section (top row) and normalisation (bottom row) uncertainty variations
have been applied to the Z+jets SM processes in the transverse momentum dis-
tribution, in the electron (left) and muon (right) channels for 2015. The black
and blue points show the nominal efficiencies and fake rates, while the green and
red show the up and down variations, respectively. The error bars show the sta-
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after variation and the nominal. . . . . . . .. ..o oo
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H.13 The upper panels show the nominal efficiencies and fake rates, and after the

cross-section (top row) and normalisation (bottom row) uncertainty variations

have been applied to the Z+jets SM processes in the transverse momentum dis-

tribution, in the electron (left) and muon (right) channels for 2016. The black

and blue points show the nominal efficiencies and fake rates, while the green and

red show the up and down variations, respectively. The error bars show the sta-

tistical uncertainty. The lower panel plot shows the ratio between the fake rate

after variation and the nominal. . . . . . . .. ..o oo 177
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cross-section (top row) and normalisation (bottom row) uncertainty variations
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variations. The hashed area shows the statistical, cross-section and luminosity

uncertainties on the model contributions. The lower panel plot shows the ratio
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cross-section uncertainty variations have been applied to the V'V SM processes
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and red show the up and down variations, respectively. The error bars show the
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uncertainties, up (a) and down (b), respectively. The individual contributions
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contributions after the variations. The hashed area shows the statistical, cross-
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The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/v distribution when varying the pile-up reweighting factors up (a)
and down (b). The individual contributions from the Gaussian (red), Gamma
(green) and Novosibirsk (purple) are also shown. The reconstructed top quark
masses with the statistical uncertainty can be found in the top left corner. The
lower panel shows the ratio between the model and the pdf. . . . . .. ... ...
The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/4 distribution when varying the electron’s momentum scale up (a) and down
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masses with the statistical uncertainty can be found in the top left corner. The
lower panel shows the ratio between the model and the pdf. . . . . ... ... ..
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the electron’s reconstruction scale fac-
tors up (a) and down (b), identification scale factors up (¢) and down (d), and
isolation scale factors up (e) and down (f). The individual contributions from the
Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
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The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the muon’s momentum scale up (a) and
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dividual contributions from the Gaussian (red), Gamma (green) and Novosibirsk
(purple) are also shown. The reconstructed top quark masses with the statistical
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The upper panel shows the total (blue) pdf fit over the invariant mass of the
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The upper panel shows the total (blue) pdf fit over the invariant mass of the
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The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton 4+ J/1 distribution when varying the muon’s identification scale factors
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lower panel shows the ratio between the model and the pdf. . . . . ... ... ..
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The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution when varying the muon’s isolation scale factors up
(a) and down (b) by its statistical and up (c) and down (d) by its systematic
uncertainties. The individual contributions from the Gaussian (red), Gamma
(green) and Novosibirsk (purple) are also shown. The reconstructed top quark
masses with the statistical uncertainty can be found in the top left corner. The
lower panel shows the ratio between the model and the pdf. . . . . ... ... ..
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution when varying the muon’s track-to-vertex association
scale factors up (a) and down (b) by its statistical and up (c¢) and down (d) by its
systematic uncertainties. The individual contributions from the Gaussian (red),
Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top
quark masses with the statistical uncertainty can be found in the top left corner.
The lower panel shows the ratio between the model and the pdf. . . .. ... ..
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution when varying the muon’s identification scale factors
up (a) and down (b) by its statistical and up (c) and down (d) by its systematic
uncertainties, for muons with pr > 15 GeV. The individual contributions from
the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
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The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution when varying the muon’s identification scale factors
up (a) and down (b) by its statistical and up (¢) and down (d) by its systematic
uncertainties, for muons with pr < 15 GeV. The individual contributions from
the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
PAf.
The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/1 distribution when varying the in-situ corrections’ detector parameter 1 up
(a) and down (b) and 2 up (c¢) and down (d). The individual contributions from
the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
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The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the in-situ corrections’ mixed parameter
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(purple) are also shown. The reconstructed top quark masses with the statistical
uncertainty can be found in the top left corner. The lower panel shows the ratio
between the model and the pdf. . . . . . . ... .. ... oo



List of Figures

XxXVil

1.14

1.15

1.16

17

1.18

1.19

1.20

The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/4 distribution when varying the in-situ corrections’ modelling parameter 1
up (a) and down (b) and 2 up (c¢) and down (d). The individual contributions
from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.
The reconstructed top quark masses with the statistical uncertainty can be found
in the top left corner. The lower panel shows the ratio between the model and
the pdf. . . . . L
The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/4 distribution when varying the in-situ corrections’ modelling parameter 3
up (a) and down (b) and 4 up (c¢) and down (d). The individual contributions
from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.
The reconstructed top quark masses with the statistical uncertainty can be found
in the top left corner. The lower panel shows the ratio between the model and
the pdf. . . . . L
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the in-situ corrections’ statistical pa-
rameter 1 up (a) and down (b), 2 up (c¢) and down (d), and 3 up (e) and down
(f). The individual contributions from the Gaussian (red), Gamma (green) and
Novosibirsk (purple) are also shown. The reconstructed top quark masses with
the statistical uncertainty can be found in the top left corner. The lower panel
shows the ratio between the model and the pdf. . . . . . . . ... ... ... ...
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the in-situ corrections’ statistical pa-
rameter 4 up (a) and down (b), 5 up (¢) and down (d), and 6 up (e) and down
(f). The individual contributions from the Gaussian (red), Gamma (green) and
Novosibirsk (purple) are also shown. The reconstructed top quark masses with
the statistical uncertainty can be found in the top left corner. The lower panel
shows the ratio between the model and the pdf. . . . . . . ... ... ... ....
The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/v distribution when varying the n-calibration parameters, i.e. method up
(a) and down (b), modelling up (c¢) and down (d), and high energy non-closure up
(e) and down (f). The individual contributions from the Gaussian (red), Gamma
(green) and Novosibirsk (purple) are also shown. The reconstructed top quark
masses with the statistical uncertainty can be found in the top left corner. The
lower panel shows the ratio between the model and the pdf. . . . . . .. ... ..
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the n-calibration parameters, i.e. positive
1 non-closure up (a) and down (b), and negative 7 non-closure up (c¢) and down
(d). The individual contributions from the Gaussian (red), Gamma (green) and
Novosibirsk (purple) are also shown. The reconstructed top quark masses with
the statistical uncertainty can be found in the top left corner. The lower panel
shows the ratio between the model and the pdf. . . . . . .. ... ... ... ...
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the jet’s flavour composition up (a) and
down (b), and flavour response up (c) and down (d). The individual contributions
from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.
The reconstructed top quark masses with the statistical uncertainty can be found
in the top left corner. The lower panel shows the ratio between the model and
the pdf. . . . . L
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The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution when varying the high-py jets up (a) and down (b),
punch-through jets up (c¢) and down (d), and relative non-closure up (e) and
(f). The individual contributions from the Gaussian (red), Gamma (green) and
Novosibirsk (purple) are also shown. The reconstructed top quark masses with
the statistical uncertainty can be found in the top left corner. The lower panel
shows the ratio between the model and the pdf. . . . . . . ... ... ... ....
The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/4 distribution when varying the JES pile-up parameters: mean number of
interactions up (a) and down (b), and number of primary vertices up (c¢) and down
(d). The individual contributions from the Gaussian (red), Gamma (green) and
Novosibirsk (purple) are also shown. The reconstructed top quark masses with
the statistical uncertainty can be found in the top left corner. The lower panel
shows the ratio between the model and the pdf. . . . . . . ... ... ... ....
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the JES pile-up parameters: density up
(a) and down (b), and pr term up (c) and down (d). The individual contributions
from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.
The reconstructed top quark masses with the statistical uncertainty can be found
in the top left corner. The lower panel shows the ratio between the model and
the pdf. . . . . o
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution when varying the JES for b-tagged jets response up
(a) and down (b). The individual contributions from the Gaussian (red), Gamma
(green) and Novosibirsk (purple) are also shown. The reconstructed top quark
masses with the statistical uncertainty can be found in the top left corner. The
lower panel shows the ratio between the model and the pdf. . . . . .. ... ...
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J /1 distribution when varying the JVT up (a) and down (b). The in-
dividual contributions from the Gaussian (red), Gamma (green) and Novosibirsk
(purple) are also shown. The reconstructed top quark masses with the statistical
uncertainty can be found in the top left corner. The lower panel shows the ratio
between the model and the pdf. . . . . . . ... ... ... .. ... ........
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J /1 distribution when varying the JER data versus MC parameter (a),
and the JER 1 (b), 2 (c), 3 (d), 4 (e), and 5 (f) nuisance parameters. The indi-
vidual contributions from the Gaussian (red), Gamma (green) and Novosibirsk
(purple) are also shown. The reconstructed top quark masses with the statistical
uncertainty can be found in the top left corner. The lower panel shows the ratio
between the model and the pdf. . . . . . . ... .. ... L.
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution when varying the JER 6 (a) and 7 (b) nuisance pa-
rameters. The individual contributions from the Gaussian (red), Gamma (green)
and Novosibirsk (purple) are also shown. The reconstructed top quark masses
with the statistical uncertainty can be found in the top left corner. The lower
panel shows the ratio between the model and the pdf. . . . . .. ... ... ...
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The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution when varying the flavour tagging calibration eigen-
vectors 1 up (a) and down (b), 2 up (c¢) and down (d), and 3 up (e) and down (f)
for b-tagged jets. The individual contributions from the Gaussian (red), Gamma
(green) and Novosibirsk (purple) are also shown. The reconstructed top quark
masses with the statistical uncertainty can be found in the top left corner. The
lower panel shows the ratio between the model and the pdf. . . . . ... ... ..
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the flavour tagging calibration eigen-
vectors 4 up (a) and down (b), 5 up (c¢) and down (d), and 6 up (e) and down (f)
for b-tagged jets. The individual contributions from the Gaussian (red), Gamma
(green) and Novosibirsk (purple) are also shown. The reconstructed top quark
masses with the statistical uncertainty can be found in the top left corner. The
lower panel shows the ratio between the model and the pdf. . . . . . .. ... ..
The upper panel shows the total (blue) pdf fit over the invariant mass of the lep-
ton + J /1 distribution when varying the flavour tagging calibration eigen-vectors
7 up (a) and down (b), and 8 up (c) and down (d) for b-tagged jets. The indi-
vidual contributions from the Gaussian (red), Gamma (green) and Novosibirsk
(purple) are also shown. The reconstructed top quark masses with the statistical
uncertainty can be found in the top left corner. The lower panel shows the ratio
between the model and the pdf. . . . . . . ... .. ... o L.
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution when varying the flavour tagging calibration eigen-
vectors 1 up (a) and down (b), 2 up (c¢) and down (d), and 3 up (e) and down (f)
for c-tagged jets. The individual contributions from the Gaussian (red), Gamma
(green) and Novosibirsk (purple) are also shown. The reconstructed top quark
masses with the statistical uncertainty can be found in the top left corner. The
lower panel shows the ratio between the model and the pdf. . . . . ... ... ..
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the flavour tagging calibration eigen-
vectors 1 up (a) and down (b), 2 up (c) and down (d), and 3 up (e) and down
(f) for light-tagged jets. The individual contributions from the Gaussian (red),
Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top
quark masses with the statistical uncertainty can be found in the top left corner.
The lower panel shows the ratio between the model and the pdf. . . .. ... ..
The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/4 distribution when varying the flavour tagging calibration extrapolation of
high-pr b-tagged jets up (a) and down (b), and c-tagged jets up (c¢) and down
(d). The individual contributions from the Gaussian (red), Gamma (green) and
Novosibirsk (purple) are also shown. The reconstructed top quark masses with
the statistical uncertainty can be found in the top left corner. The lower panel
shows the ratio between the model and the pdf. . . . . . . . ... ... ... ...
The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the effects of the pp resolution in both
the parallel (a) and perpendicular (b) directions of unclustered energy, and the
pr scale up (c¢) and down (d) of unclustered energy, in MET. The individual con-
tributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are
also shown. The reconstructed top quark masses with the statistical uncertainty
can be found in the top left corner. The lower panel shows the ratio between the
model and the pdf. . . . . . . . . ...
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The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution using Powheg-Box to generate the NLO matrix element
matching scheme produced with the new filter. The individual contributions from
the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
PAf.
The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/4 distribution, setting the fragmentation parameter r;, to 1.07 (a) and 1.03
(b) in Pythia 8 produced with the new filter. The individual contributions from
the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
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The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/v distribution, when varying the final-state radiation pug up to 2.0 (a) and
down to 0.5 (b), produced with the new filter. The individual contributions from
the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The
reconstructed top quark masses with the statistical uncertainty can be found in
the top left corner. The lower panel shows the ratio between the model and the
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Chapter 1

The Standard Model of particle
physics

Unless otherwise stated, the following chapter contains information from ”Modern Particle

Physics” [1] and ”Introduction to Particle Physics” [2].

1.1 Introduction

The Standard Model of particle physics [3-5] (SM) encapsulates the current understanding of
the building blocks of matter and describes how these building blocks interact as fundamental
particles. Fundamental particles have three inherent properties called spin, charge and mass.
Spin is an intrinsic form of angular momentum, while charge generally refers to the electric
charge of the particle. However, some particles possess other charged quantities called colour

and weak isospin.

The interactions between the building blocks of matter are mediated by bosons, which carry the
fundamental forces of nature. Three of the four fundamental forces of nature are described by
the SM, except for the gravitational force. Thus far, the SM successfully passes all experimental
tests [6] and provides an almost complete picture of the laws and characteristics of the universe.
There are aspects about the universe that are not described by the SM such as the masses of
the particles which are experimentally determined, the description of the gravitational force,
dark matter and dark energy [7], the matter-antimatter imbalance in the universe [8], and
more. There exist, however, other theories and models that go beyond the SM (known as BSM

theories) [9, 10] which could describe these aspects of the universe, but are yet to be observed.
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FIGURE 1.1: An illustration of the fundamental particles within the SM [11].

1.2 Fermions

Fermions are fundamental particles that have half integer spin. The SM consists of twelve
fermions and twelve anti-fermions. Figure 1.1 shows the different types of fermions found in
the SM, together with their mass, electrical charge, and spin which can be found in the top
left corner of each fermion block. The anti-fermions, which are not depicted in Figure 1.1, are
identical to their fermion counterparts except for having opposite quantum numbers, and thus

any description of fermions applies to anti-fermions unless otherwise stated.

There are two categories of fermions found in the SM, namely quarks (see the purple section in
Figure 1.1) and leptons (see the green section in Figure 1.1). Each category has six particles (or
flavours), and each category is divided into three families (or generations). The three generations
are made up of two quarks and two leptons that are similar to one another. The difference is
in the masses of the particles in each generation: the quarks and leptons in each successive
generation are heavier than those in previous generations. The first generation is in charge of
all stable matter in the Universe, while the second and third generations appear only in highly

energetic environments.
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1.3 Bosons

Bosons are fundamental particles that have integer spin. The SM consists of four bosons with
spin equal to one (known as vector bosons) and one boson with a spin of zero (known as a
scalar boson). On the right side of Figure 1.1, these five bosons are shown. Additionally, the
W boson is the only boson with an antiparticle, which can be seen in the same block in Figure
1.1. The only scalar boson is called the Higgs and the Higgs mechanism is responsible for the
masses of all fundamental particles. The four vector bosons mediate the interactions between
the fundamental particles, and these interactions are governed by three fundamental forces. The
electromagnetic force is mediated by the photon (). The weak force is mediated by the W and
Z bosons, while the strong force, is mediated by the gluon (g).

1.4 Theoretical overview of the Standard Model

The fundamental forces described by the SM are in-turn described by specific Quantum Field
Theories (QFTs) [12]. A QFT is a mathematical model that describes a region in which each
point in space and time has a physical quantity associated with it (or field) that is responsible
for the interaction of separate systems (in our case, particles) and is manifested in a particle
exchange between them. More technically, QFTs combine classical field theory, special relativity

and quantum mechanics [12].

1.4.1 Electroweak Theory

The electroweak theory unifies [13] Quantum Electrodynamics (QED) [12, 14] and the Weak
Theory or Quantum Flavourdynamics (QFD) [12]. QED was the first theory to produce full
agreement between special relativity and quantum mechanics, and describes the electromagnetic
force and the interactions between electrically charged particles through the exchange of photons.
QED is symmetric under the transformation group U(1). QFD describes the weak force and
the interactions between flavour particles through the exchange of W and Z bosons, and is
symmetric under SU(2). The unification of the two theories showed that the two interactions can

be described as a single theory with transformations described by the SU(2) x U(1) symmetric
group.
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1.4.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) [12] describes the strong force and the interactions of all
quarks through the exchange of gluons, and is symmetric under SU(3). QCD also describes the

self interaction of gluons, specifically, three and four gluons interacting with each other.

In QCD, there are two phenomena that arise which are different from the other theories: colour
confinement [15] and asymptotic freedom [16]. Colour confinement states that quarks and gluons
cannot be found isolated in nature. Quarks possess another charge known as colour (or colour
charge). There are three-colour charges: red, blue, and green. These names don’t actually
describe visible colour, but are a representation of the three different charges of QCD. Quarks
are only allowed to be found in colour-neutral states called hadrons. Colour-neutral states or
colourless states are when the hadrons have no net colour charge, or when the hadron has all
three-colour charges combined. There are two common types of hadrons found: mesons, which
consists of a quark and antiquark where the quark has one colour charge and the antiquark
must contain the opposite colour charge to maintain a colour-neutral state, and baryons, which
consists of three quarks (or antiquarks) that combine the three different colour charges to form
a colour-neutral state. Asymptotic freedom describes the decrease of the interaction strength
between quarks and gluons as the interaction energy increases. This means that quarks and

gluons can be asymptotically free as the energy increases.

1.5 Standard Model Interactions

The SM interactions between fundamental particles can be described by Feynman diagrams.
Feynman diagrams consist of symbols, which are used to describe fermions, bosons, and their
interactions, where time runs from left to right. Additionally, the vertices in these diagrams
can be rotated and combined. Particles and antiparticles are differentiated by the arrow on the
solid lines. If the arrow is pointing forward (backward), the solid line represents the particle
(antiparticle). The main interaction vertices of the SM between fundamental particles are

described by the following Feynman diagrams.

e Electromagnetic Force: Interactions occur between electrically charged particles, pejec,
through the exchange of a photon. The photon does not change the flavour of the particle

through the interaction.
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FIGURE 1.2: Feynman diagram showing the SM vertex for electromagnetic interactions.

e Strong Force: Interactions occur between quarks, ¢, through the exchange of a gluon.
The gluon does not change the flavour of the quark through the interaction. Additionally,
gluons can self-interact since they also carry the colour charge, and either three or four

gluons can interact together.

q q [ g g 9
g g
FI1GURE 1.3: Feynman diagram showing the SM vertices for QCD interactions.

e Weak Force: Interactions occur between all fermions, f, through the exchange of either
the W boson (which changes the flavour to f) or the Z boson (which does not change

the flavour).

f f! f f

FIGURE 1.4: Feynman diagram showing the SM vertices for weak interactions.



The Standard Model of particle physics 6

e Higgs’ interaction: The Higgs boson interacts with all massive fundamental particles.
Since right-handed neutrinos are unable to be directly detected, it has not yet been verified

that the Higgs boson couples with neutrinos.

fIw/z W)z

HO

FI1GURE 1.5: Feynman diagram showing the SM vertices for Higgs interactions.

1.6 Particle Decays in the Standard Model

The SM is made up of both stable particles that do not decay (such as the electron) and unstable
particles that decay over time. For any particle to decay, the decay products must have a lower
mass than the decaying particle and the process must be allowed to occur via one of the SM

interaction vertices shown above.

In 1969, Richard Feynman proposed a parton model to describe the constituents inside hadrons
[17], and today we know them as quarks and gluons. Most quarks live long enough to interact
with the strong force. Quarks and gluons can only be found in colorless bound states known as
hadrons due to colour confinement. Hadrons are created in high energy physics by combining
quarks and gluons in a process known as hadronization [18]. In an experiment, a shower of
hadrons and other particles are produced after a quark or gluon undergoes hadronization. This

shower of particles usually presents itself in the shape of a cone, called a jet.

1.7 Particle masses in the Standard Model

The masses of the particles appear in the SM, but their values are not predicted by the model
itself. As mentioned above, the mass of the particles in the SM come from their interaction
with Higgs field [19]. Each particle has a different interaction strength with the Higgs field,
which leads to the different masses. References [20, 21] are examples of how the top quark and
W boson masses have been measured. See References within [6] for the different ways all the

masses of the particles have been measured.

This thesis will describe a measurement of the top quark mass.



Chapter 2

The top quark

2.1 Introduction

The top quark is the heaviest fundamental particle as well as the heaviest quark within the SM.
The heaviness of the top quark causes it to decay with an extremely short lifetime of 1072 s
[6]. The top quark will decay before being converted into a hadron because this timescale is
shorter than the one required for this conversion (O(1072* s) [1]). As a result, the top quark

can only be studied experimentally through its decay products.

2.2 Production of the top quark

The top quark is the heaviest fundamental particle in the SM; producing top quarks requires
extremely high energies. Top quark production can be divided into two categories: top and
anti-top quark pair production (¢f) and single-top production. The mediating particles in these
productions have masses inconsistent with their pole masses and are, therefore, considered off-

shell particles, which are also known as virtual particles.

2.2.1 Single-top

According to the permitted vertices in the SM, there are three predominant methods for pro-
ducing a single top quark, i.e. via a weak interaction with a W-boson (called t- or s-channel),

or in associated production with a W-boson [6, 22, 23].
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e t-channel:
This process occurs with an initial b-quark interacting with a different flavour quark (de-
noted ¢ in the following diagram) via a W-boson. This interaction produces a quark

(denoted ¢') and a top quark.

b t

/

q q

FIGURE 2.1: Feynman diagram showing the ¢-channel single top production process.

e s-channel:
This process occurs with an initial anti-quark (denoted ¢’) annihilating with a different
flavour quark (denoted ¢) via a W boson. In order to produce a top quark, the W boson

decays into a top and an anti-b quark.

q b/b

Wt/-

q t/t

FIGURE 2.2: Feynman diagram showing the s-channel single top production process.

e W + top quark associated production:
This process occurs with an initial gluon either being absorbed by a b quark or interacting

with a b quark via a top quark. This interaction produces a W boson and a top quark.

b/b W/~ b/b W/~

g t/t g t/t

FIGURE 2.3: Feynman diagrams showing single top quark associated production with a W-
boson.
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2.2.2 Top quark pair production

According to the permitted vertices in the SM, there are two predominant methods for producing

a top and an anti-top quark pair , i.e. via gluon-gluon fusion or quark annihilation [6, 23].

e gluon-gluon fusion:

This process occurs when two gluons interact with each other, producing a top quark and

an anti-top quark.

g t g t

g t g t

FIGURE 2.4: Feynman diagrams showing top quark pair production from gluon interactions.

e quark annihilation:

This process occurs when a quark and its anti-quark annihilate, producing a gluon, which

then produces a top quark pair.

q t

q t

FIGURE 2.5: Feynman diagram showing top quark pair production from quark annihilation.

2.3 Decay of the top quark

After a top quark is produced, it will almost solely, ~ 99.5% of the time, decay into a W-boson
and a b-quark [6]. The W-boson can decay either leptonically (into either a muon, an electron or
a tau lepton, together with the corresponding neutrino) or hadronically (into two quarks) which
occurs 33% and 67% of the time, respectively [6]. The b-quark lives long enough to undergo

hadronization before decaying.
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2.4 Top quark masses

The top quark mass can be determined from direct and indirect measurements. Direct measure-
ments rely on the kinematic information of the decay products originating from the top quark
[24], whereas indirect measurements rely on differential and absolute top and anti-top quark

cross-section measurements to calculate the top quark mass [24].

Quarks generate their mass through the interaction with the Higgs field, and their masses
appear as parameters in the SM. These masses will have different values depending on the
theoretical formalism (also known as schemes) used to define their existence. Infinities arise in
the calculations when determining quark masses due to the strong interaction strength, but these
infinities can be removed (or absorbed) by introducing additional quantities into the calculations,
producing finite and sensible results. This is known as renormalization. The modified minimal
subtraction (MS) and pole schemes are the two most well-known renormalization schemes [25].
The pole scheme describes long-distance quark mass parameters, while the MS describes short-
distance quark mass parameters [6][26]. These two mass schemes are two common methods of
quoting the top quark mass, and they are linked by non-perturbative effects known up to the

third loop correction term (see references [6] and [25] for more information).

There is an alternative way to quote the top quark mass that corresponds to the top quark mass
given to various Monte Carlo (MC) generators, often referred to as the Monte Carlo top quark

mass (i.e. m,lc\gg ) [26]. The m%\gg is determined using a direct measurement approach.

The top quark mass mentioned for the rest of this thesis will correspond to the MC top quark

mass, unless otherwise stated.

2.5 Discovery of the top quark

The top quark was first discovered by the CDF [27] and DO [28] experiments in 1995. These
experiments measured the mass of the top quark to be 176 + 8 (statistical) = 10 (systematic)
GeV and 199727 (statistical) 4+ 22 (systematic) GeV, respectively. The relative uncertainty

associated with these measurements were large, as they were ~ 10% of the central value.

The discovery of the top quark led to a variety of different measurements trying to determine
its mass [26, 29]. A precise measurement of the top quark mass impacts many areas in physics
[24, 30, 31] with significant roles in determining the vacuum stability of the SM [32] (see Section
2.6), understanding the Higgs boson due to the interaction strength between the Higgs field and
the top quark being on the order of unity [33], and by providing a good test for physics BSM
with its unique link to the electroweak and Higgs sectors [33-36].



The top quark 11

2.6 Vacuum Stability of the Standard Model

The following section is taken from my master’s thesis [37].

“The SM involves quantum fields that can be in various configurations (also known as states),
and one, or potentially more, of these states exhibit minimal energy. These minimal energy
states are called vacuum states and can either be described as stable, unstable or meta-stable.
If the state resides within a global minimum of energy, it is deemed stable. Unstable states are
states within a local minimum which can decay into the global minimum by passing through
the potential barrier (through a process known as quantum tunnelling) which exists between
the local and global minima. Meta-stable states, however, reside within a local minimum which
cannot decay into the global minimum due to the tunnelling probability being so small that the

expected decay time far exceeds the expected lifetime of the universe [38].

To determine the vacuum stability of the SM, the effective potential of the SM needs to be ex-
amined. Examining the effective potential is ideally done non-perturbatively, but the top quark
and Higgs boson interactions become so strong that the probabilities exceed 1 and therefore,
the effective potential can only be computed perturbatively. After extensive calculations up
to the next-to-next-to leading order of the effective potential in the perturbative regime (see
[32, 39] and the references therein), the stability regions (as well as the non-perturbative region)
are shown in a phase diagram in the top mass-Higgs mass plane, which can be seen in Figure
2.6. With the mass measurements at the time, the vacuum stability of the SM was found to
be within the meta-stable region [32, 39]. However, due to the fact that the stability of the
SM appears to be on the border between the stable and meta-stable region within the phase
diagram, more precise measurements of the top quark mass and Higgs boson mass could put

the vacuum stability within the stable region.”

The most accurate W mass measurement was provided by the CDF collaboration [21]. This
measurement shows deviations with the world average and the SM, which could be a sign of
new physics, if the measurement is confirmed. Additionally, the mass of the W boson impacts
the loop corrections for the Higgs boson mass [32], and therefore, could have an effect on the

vacuum stability of the SM.



The top quark 12

200 |
150 |

100 |

Top mass M, in GeV

50 |

0- M M 1 L L M M 1 L L M M 1 n L M M 1 L |-
0 50 100 150 200

Higgs mass M}, in GeV

FIGURE 2.6: Stability regions of the SM vacuum in the top quark mass-Higgs boson mass plane.
The current state of the SM vacuum is shown by the black dot [32].

2.7 A review on the different top quark mass measurements

As mentioned before, there are three different ways the top quark mass is generally quoted,
namely: one common way to quote the top quark mass from direct measurements (i.e. MC
mass) and two ways from indirect measurements (i.e. MS or pole mass). The leading precision
measurement of the top quark mass is 171.77 £+ 0.38 GeV [40]. However, this has yet to be pub-
lished in a peer reviewed journal, and, therefore, the leading published precision measurement
of the top quark mass is considered to be 172.69 + 0.25 (statistical) + 0.41 (systematic) GeV
[41]. The leading precision for the pole mass is 171.1 + 0.4 (statistical) + 0.9 (systematic) T
(theoretical) GeV [42], while for the MS mass it is 162.9 + 0.5 (statistical) £ 1.0 (systematic)
i’%% (theoretical) GeV [42]. Since this thesis implemented a direct measurement approach, it

will only be compared to the MC top quark mass measurement.

The top quark mass from direct measurements consists of combinations of measurements con-
ducted by the Large Hadron Collider and Tevatron collaborations [41, 43-48]. Each of these
measurements determined the top mass by either combining the kinematics of a lepton(s) with
the kinematics of jets or just from the kinematics of jets (i.e. in the lepton+jets, dilepton-+jets
and/ or all jets decay modes). These decay modes consist of large amounts of events and
therefore, the statistical uncertainties are quite small. The systematic uncertainty for each
measurement is dominated by the experimental uncertainties associated with jet reconstruc-

tion, and is larger than the statistical uncertainty. The leading precision measurement of the



The top quark 13

top quark mass was done by the ATLAS collaboration with a value of 172.69 + 0.25 + 0.41
GeV, where the jet energy scale contributed 0.28 GeV to the systematic uncertainty of 0.41
GeV [41].

The statistical uncertainty can only be reduced with more events, but the systematic uncertainty
can be reduced by reducing the different systematic dependencies on the mass measurement.
Additionally, the leading source of uncertainty can be reduced by improving the reconstruction

of jets or using a less jet-dependent top quark decay mode.

2.8 Thesis outline

The different measurements made by the Large Hadron Collider (LHC) and Tevatron exper-
iments all used a direct measurement approach [41, 43-48]. Each experiment extracted and
combined the kinematic information of the jets and/ or leptons which originated from the top
quark to determine the top quark mass. The reconstruction of jets impacted the precision of

these measurements, as it proved to be the dominating uncertainty.

There are other decay modes of the top quark which are largely independent of the aforemen-
tioned jet uncertainty and could improve the precision of the top quark mass. However, these
decay modes have relatively low branching ratios. One of these decay modes include a lepton
and J /v, where the J/v decays into two oppositely charged muons. This decay mode relies on
a b-quark undergoing hadronization and the B-hadron decaying to a J/1¢ meson, which only
occurs 1.16 + 0.10% of the time [6]. Furthermore, only 5.961 + 0.033% of J/v mesons decay
into two oppositely charged muons [6]. Due to these low branching ratios, this decay mode
wasn’t used to measure the top quark mass, as enough data was not available until 2016. The
CMS experiment made the first measurement of the top quark mass using this decay mode in
2016, using the data recorded in 2012, which corresponded to an integrated luminosity of 19.7
fb~! [49]. They measured the top quark mass to be 173.5 & 3.0 (statistical) & 0.9 (systematic)
GeV, which has a relative uncertainty of 1.8%. This is not the most precise measurement of
the top quark mass, but shows the dominating systematic uncertainty from the jet energy scale

and resolution has become negligible.

This thesis measures the top quark mass using the lepton and J/1 decay mode of the top quark
with data collected from proton-proton collisions at a centre-of-mass energy /s = 13 TeV by

the ATLAS detector in 2015-2018, corresponding to an integrated luminosity of 139.0 fb—1.
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Experimental setup

The experimental setup for measuring the top quark mass in this decay channel requires, first, a
collider with sufficient energy to produce top-anti top quark pairs at a high rate, and, second, a
detector able to reconstruct these events with high precision and efficiencies. These requirements
are met by the Large Hadron Collider (LHC) and the ATLAS detector, both located at CERN
in Geneva, Switzerland. The LHC is a proton-proton collider operating at 13 TeV and produces
so many top-anti top quark pairs that it is sometimes colloquially referred to as a “top quark

factory.”

3.1 CERN and the Large Hadron Collider

CERN was established in 1954 after the CERN convention was drafted and signed by 12 Euro-
pean countries [50, 51]. Since then, CERN has expanded to 23 official Member States (countries
that contribute financially and are represented on the CERN Council), as well as relationships
and ties with many other countries worldwide, including South Africa [52]. These other coun-
tries have different privileges and duties than Member States, but they all contribute to CERN’s

research.

The first foundation was laid for the European laboratory, which is located across the French-
Swiss border in Geneva, Switzerland, in 1955 [53], and the first accelerator (the Synchrocy-
clotron) was built at CERN in 1957 [54]. CERN has since built many new accelerators and
detectors, which is shown in Figure 3.1, keeping it at the forefront of science and technology.
Since its inception, many inventions and discoveries have been made: the W and Z bosons
were discovered in 1983 [55]; a mere 6 years later, a British scientist while working at CERN
invented the World Wide Web (WWW) [56]; anti-matter (i.e. anti-hydrogen) was first produced
at CERN in 1995 [57]; and, most recently, the Higgs boson was discovered in 2012 [58]. The

14
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most recent discovery was made with the Large Hadron Collider, the world’s largest particle

accelerator.

The CERN accelerator complex
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FIGURE 3.1: An illustration showing the accelerator complex at CERN [59].

3.1.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the most recent and largest particle collider among the
other accelerators at CERN (see Figure 3.1).

Before the LHC existed, CERN constructed a 26.7 km tunnel, and collided electrons with
positrons, called the Large Electron Positron collider (LEP), between 1984 and 1989 [60]. LEP
was operational for 11 years and many key insights of electroweak interactions were obtained
which were largely based on experimental evidence. In the year 2000, the LEP collider reached
energies around 208 GeV, but was shutdown at the end of the same year to make way for the
LHC [61].

The LHC was first approved by the CERN Council in 1994 and was built in the existing
LEP tunnel between 1998 and 2008 [60]. The peak performance of the LHC was proposed to
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be operating at a centre-of-mass energy, /s, of 14 TeV with an instantaneous luminosity of
103*ecm?s~! [60]. During 2015, 2016, 2017 and 2018, the LHC reached (and exceeded) the peak
luminosity but only managed operating at /s = 13 TeV [62]. It was decided to start the LHC’s
second run at 13 TeV in order to maximize particle collision delivery for physics study and
hasten the discovery of potential new physics. There are 1232 superconducting dipole magnets
that direct the beams around the ring of the LHC. The magnetic field required to maintain a
steady orbit must be greater the higher the beam energy, as must the electric current running

through the superconducting coils of the magnet.

This paragraph is taken from my master’s thesis [37]. “The LHC is not the only accelerator
responsible for producing such high energies. There are successive accelerators all working
together, feeding each other in order to produce and collide protons at extremely high energies
(see Figure 3.1). The protons come from a bottle of hydrogen gas after removing the electrons
with an electric field. These protons are injected into LINAC2, the first accelerator, accelerating
protons up to an energy of 50 MeV [63]. After LINAC2, the protons travel through the Proton
Synchrotron Booster (PSB), the Proton Synchrotron (PS) and the Super Proton Synchrotron
(SPS), and are accelerated to an energy of 450 GeV [63]. The protons are then transferred into
two beam pipes in the LHC tunnel and are accelerated to an energy of 6.5 TeV each [63]. After
reaching 6.5 TeV of energy, the two proton beams collide at various points along the LHC ring,
i.e. at ALICE, ATLAS, CMS and LHCb, where each point is accompanied by a detector to
analyse the collisions. Each beam is intended to consist of 2808 bunches with 1.2 x 10! protons

per bunch and will collide 40 million times per second [64].”

Data-taking only happens after the proton beams are accelerated to the required energy and then
aligned and focused by magnets to collide head on. Figure 3.2 shows the luminosity delivered by
the LHC, the luminosity recorded by the ATLAS detector, and the luminosity recorded when
data-taking occurred (also known as ”Good for Physics”) during Run 2. The data collected

during Run 2 was used to perform the top quark mass measurement for this thesis.

The main objective of the LHC is to study the physics of the SM and beyond the SM by
studying the particles that are produced from high energy collisions. These high energy collisions
create an extremely dense and difficult environment to study fundamental particles. The high
instantaneous luminosity of the LHC leads to multiple interactions per proton bunch crossing.
Figure 3.3 shows the mean number of interactions per proton bunch crossing as recorded by
the ATLAS detector during Run 2. This figure highlights the dense environments, as up to 70

collisions were taking place at the same time.

The ATLAS detector is one of the detectors along the LHC that was built to accurately study
these extremely dense environments, and was used to study and analyse the data throughout

this thesis.
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FIGURE 3.2: The total integrated luminosity of proton-proton collisions at /s = 13 TeV in

the LHC during the data-taking period between 2015 and 2018. The delivered luminosity by

the LHC (in green), the luminosity recorded by ATLAS (in yellow), and the luminosity where

ATLAS was fully operational and stable data-taking conditions were maintained (in blue). The
plot was taken from Reference [65].
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F1GURE 3.3: The recorded luminosity distribution of the mean number of interactions per
bunch crossing in proton-proton collisions for the data-taking period of 2015-2018 at /s = 13
TeV by ATLAS [65].

3.2 The ATLAS Detector

Unless otherwise stated, the following section contains information from “The ATLAS Experi-
ment at the CERN Large Hadron Collider” [66].
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3.2.1 Overview

The ATLAS experiment was designed to fully exploit the LHC’s discovery potential. The
ATLAS collaboration consists of nearly 3000 scientific authors from 181 institutions around the
world, that are not only scientists, but also engineers and technicians, who work together to
create opportunities for success and discovery [67]. ATLAS conducts a wide range of studies
to answer fundamental questions about the universe and whether there are new physics to

investigate that go beyond the SM [68].

The ATLAS detector has a diameter of 25 m and a length of 44 m, and it is symmetric in the
forward-backward direction about the detector’s centre, as shown in Figure 3.4. It is housed in
a cavern about 100 meters below ground and weighs a whopping 7000 tonnes [69]. The ATLAS
detector is made up of many components (or subdetectors), but the Magnet system is its most
prominent feature [64]. A thin superconducting solenoid surrounds the Inner Detector, and
three large superconducting toroids, one barrel and two end-caps, are azimuthally symmetrically
arranged around the Calorimeters. The ATLAS detector’s other three major components are the
Inner Detector, the Calorimeter, and the Muon Spectrometer. The Inner Detector is immersed
in a 2 T solenoidal field, which is used for momentum resolution, pattern recognition, and
collision point identification, while the Calorimeters measure particle energy and position. The
Muon Spectrometer, which surrounds the Calorimeters, measures muon momentum. These
subdetectors are linked to a Trigger and Data Acquisition system, as well as a computing
system, which selects and stores physics events with specific properties of interest for further

analysis [69].

'ﬁ <)
S

Tile calorimeters
- ) LAr hadronic end-cap and
forward calorimeters
Pixel detector \

LAr electromagnetic calorimeters

Toroid magnets
Muon chambers Solenoid magnet | Transition radiation tracker
Semiconductor tracker

FIGURE 3.4: A computer generated image of the ATLAS detector [70].
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3.2.1.1 The Coordinate System

The following section is taken from my master’s thesis [37].

“The ATLAS detector uses a right-handed coordinate system, where the nominal interaction
point is defined as the origin, and can be seen in Figure 3.5. The z-axis defines the beam
direction and the x-y plane is, therefore, transverse to the beam direction. The positive x-axis
points from the interaction point to the centre of the LHC ring, while the positive y-axis points
upwards. The azimuthal angle ¢ is measured around the beam axis, and the polar angle 6
is taken as the angle from the beam axis. The polar angle is more commonly replaced with
pseudorapidity which is defined as n = —Intan(6/2). However, when dealing with objects that

have a non-negligible mass, rapidity is used and defined as

11 E+p,
=—In
y 2 E—p,

where E is the energy of the object and p, is the momentum of the object in the z-direction.
Rapidity is used due to its difference being Lorentz invariant. Pseudorapidity is, however,
preferred as it represents a detector quantity. A spatial quantity AR is defined in the n-¢
space as AR = \/m . There are other kinematic quantities which are commonly used
and taken from the x-y plane: transverse momentum pp, transverse energy Er and missing

miss »
transverse energy ET™°.

Detector

Collision|
Point

\ X (Center of LHC)

FIGURE 3.5: The ATLAS coordinate system [71].

3.2.2 The Magnet System

Within the magnet system, the ATLAS detector is made up of four large superconducting
magnets. This system has a diameter of 22 meters and a length of 26 meters, and it stores 1.6
GJ of energy. The Inner Detector is surrounded by a solenoid magnet that generates a 2 T

axial magnetic field, whereas the muon detectors are surrounded by three toroid magnets, one
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barrel and two end-caps, which generate toroidal magnetic fields of approximately 0.5 T and 1
T, respectively. These magnets bend the trajectory of the particles as they pass through the
ATLAS detector’s subdetectors, allowing their momenta to be measured by the curvature of

their trajectories. [72].

FIGUF{E 3.6: One of the solenoid magnets FIGURE 3.7: A computer generated image
used in the ATLAS detector. The person of the magnet system in the ATLAS detec-
can be used for scale [66]. tor [66].

3.2.3 Inner Detector

The Inner Detector (ID) surrounds the beam pipe, which is contained within a cylindrical
envelope and is immersed in the large superconducting solenoid magnet. It is the first component
of the ATLAS detector to detect decay products following the collision. The ID is made up of
three parts that covers up to |n| =2.5: the Pixel detector, the Semiconductor Tracker (SCT),
and the Transition Radiation Tracker (TRT), all of which work together to identify primary and
secondary vertices, track charged particles, and measure their momentum. Figure 3.8 shows the
design of the ID.

The LHC was shut down in 2013 and 2014, and an extra pixel layer known as the insertable
B-layer (IBL) [73] was inserted between the beam pipe and the pixel detector. The IBL was
installed to deal with the increased luminosity during Run 2. The pixel detector is based on
silicon semiconductor technology and consists of three barrel layers in the central region and
three disks in the two forward regions. It’s designed with high spatial resolution (R— ¢ resolution
of 10 pm and a z resolution of 115 pm), which provides more than 100 million readout channels
to track particles. The high resolution is critical for identifying primary interaction vertices,
especially during Run 2 when the mean number of interactions was high. Secondary vertices
of particle decays that occur within the detector volume are likewise identified using data from
the pixel system. The SCT, a semiconductor strip detector with eight layers of strips in its
barrel component and two end-caps, provides additional tracking information with a spatial
resolution R — ¢ resolution of 17 ym and a z resolution of 580 ym. Half of the barrel strips are

parallel to the beam axis and provide high-granularity data, while the other half is slanted by 40
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mrad to provide tracking coordinates in the z direction. The TRT is a straw tube detector with
tubes arranged parallel to the beam pipe in the barrel component and radially in the end-caps,
and provides a spatial resolution of R — ¢ resolution of 170 um. Apart from extra tracking
information, the Lorentz factor of travelling particles impacts the TRT signal amplitude and
as a result, amplitude differences can be utilized to distinguish light, ultra-relativistic electrons

from pions and other hadrons.

o(pr)

The ID has a combined momentum resolution of = 0.05%pr ® 1%, where @ signifies

pr
summing in quadrature, and provides a longitudinal and transverse vertex resolution of 30 um

and 20 pm, respectively [74].

21m

" End-cap semiconductor tracker

FI1GURE 3.8: A computer generated image of the ATLAS inner detector and its components
[75].

3.2.4 Calorimeters

The ATLAS detector consists of three calorimeters, the Electromagnetic Calorimeter (ECal),
Hadronic Calorimeter (HCal), and Forward Calorimeter (FCal), situated between the ID and
the Muon Spectrometer which covers |n| < 4.9. The ECal only covers |n| < 3.2 which includes
the ID coverage, and consists of fine granularity components used to precisely measure the
energy, timing information, and position of electrons and photons. On the other hand, the HCal
has coarser granularity and is used to measure energy of hadrons and jets. The calorimeters
are designed to provide good containment of both electromagnetic and hadronic showers, and
minimises punch-through effects into the Muon Spectrometer system. The design of these

calorimeters can be seen in Figure 3.9.
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The ECal consists of a barrel structure and two end-cap structures which cover |n| < 1.475
and 1.375 < |n| < 3.2, respectively. With lead absorber plates and active liquid argon (LAr)
layers, all sections are built as a sampling calorimeter: the lead plates cause nuclear interactions
with photons and electrons, which leads to the ionization of the LAr. The components that
cover |n| < 2.5 have three calorimeter sections in depth, whilst the others have two sections in
depth and coarser granularity. Upstream of the calorimeter, an extra presampler compensates
for electron and photon energy losses up to |n| < 1.8. The HCal consists of a barrel region with
steel absorber plates and scintillating tiles as the active material, and a LAr end-cap system.
The tile barrels are three layers in depth extend up to |n| < 1.7 while the end-cap system
consists of two wheels structures with two segments in depth and covers 1.5 < |n| < 3.2. The
FCal provides the coverage up to |n| < 4.9 and consists of three components, where the first is
made of copper and measures electromagnetic showers, while the other two are made of tungsten

and focus on hadronic interactions.

The energy resolution is an important parameter of calorimeters. This determines how precisely

incoming particle energy can be measured. The resolution can be written as follows:

where a is the stochastic term resulting from statistical fluctuations in the amount of deposited
energy, b is the noise term resulting from the electronics, and c is the constant term describing
the variations in response across the calorimeter. The ECal has a resolution of 10%, 170 MeV
and 0.7% for a, b and c, respectively, whereas the HCal has a lower precision of 52.9% and 5.7%

for a and c, respectively, with negligible contributions from b [76].

3.2.5 Muon Spectrometer

The Muon Spectrometer (MS) is the outermost sub-detector of the ATLAS detector and is pri-
marily used to measure muon momenta. Muons do not lose much energy as they traverse through
the calorimeters as they are heavier than electrons and not affected as much by bremsstrahlung,
and since they are leptons they won’t undergo hadronic showers and be caught in the HCal.
Therefore, muons will usually be the only particles to make it to the MS. Muon momenta are
measured in the MS system, which is made up of many chamber systems, using the magnetic
deflection of muon tracks in the air-core toroid magnets contained in the barrel and end-cap
structures. The barrel toroid provides a magnetic field approximately orthogonal to the muon
tracks in the range |n| < 1.4. It is made up of eight radially formed coils with a total length of
around 25 m. The two smaller end-cap toroids, which are put into the ends of the barrel toroid

and align with the inner solenoid magnet, bend muon trajectories for 1.6 < |n| < 2.7. Each one
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FIGURE 3.9: A computer generated image of the ATLAS calorimeters and its components [77].

is made up of eight racetrack-like coils. Both the barrel and end-cap toroids provide magnetic
deflection in the transition region, in the range 1.4 < |n| < 1.6. Figure 3.10 shows a diagram of

the entire MS system, including the toroid magnets.

The muon system is intended for precise object tracking and triggering. In the muon system,
two subsections are responsible for tracking, namely Monitored Drift Tube Chambers (MDT)
and Cathode-Strip Chambers (CSC), and two subsections are responsible for triggering, namely
Resistive Plate Chambers (RPC) and Thin Gap Chambers (TGC). In the barrel region, the
MDT layers are aligned cylindrically around the beam pipe, whereas in the transition and end-
cap regions, they are perpendicular to the beam, and provide a spatial resolution of 50 um. For
2.0 < |n| < 2.7, they are augmented with cathode strip chambers with increased granularity in
the innermost layer and provide a spatial resolution of 60 ym. A separate chamber system with
resistive plate chambers in the barrel region and narrow gap chambers in the forward regions
operates in the range |n| < 2.4. This system’s data is utilized to locate bunch-crossings and
complement the tracking chambers with orthogonal muon coordinate measurements, in addition

to providing trigger information on well-defined muon pp thresholds.
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F1GURE 3.10: A computer generated image of the ATLAS muon spectrometer and its compo-
nents [78].

3.2.6 Forward Detectors

Four smaller detectors sit alongside the ATLAS detector in the forward region. ALFA (Absolute
Luminosity For ATLAS) and LUCID (LUminosity measurement using Cherenkov Integrating
Detector) are used to measure the luminosity delivered to the ATLAS detector [79, 80], while
the ZDC (Zero-Degree Calorimeter) studies heavy ion collisions [81], the AFP (ATLAS Forward
Proton) studies the energy loss and momentum transfer of very forward protons [82]. Figure

3.11 shows a diagram of these smaller detectors alongside the ATLAS detector.

ATLAS

ALFA AFP ZDC LUCID LUCID ZDC AFP ALFA
™ e o ’ K | ] CLE. ] 6,
Al Beém‘l ) . o *‘Beah o= L
Q7 Q6 Q5 Q4D2 D1 Q3Q2Q1 Q1Q2Q3 D1 D2Q4 Q5 Q6 Q7

FIGURE 3.11: A computer generated image of the ATLAS forward detectors [83].

3.2.7 Trigger and Data Acquisition System

The ATLAS detector’s Trigger and Data Acquisition (TDAQ) system is the central point for
collecting event data from the many subsystems, processing and filtering it, and forwarding it
to permanent storage [84, 85]. Figure 3.12 shows a schematic diagram of the TDAQ system,
showing peak rates and band widths through each component. Only a small fraction of events

can be read out and stored due to high bunch-crossing rates of up to 40 MHz during Run 2
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and high levels of pile-up. Decisions concerning events and whether to save them require a
fast-response system to minimize the dead time of individual components. In Run 2, the TDAQ

system has two trigger levels: a low-level hardware trigger (L1) and a high-level software trigger
(HLT).

The L1 trigger is made up of a central trigger decision unit that receives data from the calorime-
ters’ low-granularity components and the muon-trigger system. This unit additionally estab-
lishes preventive dead times in the readout components to avoid overlapping readout windows
and overflowing buffers. After the L1 trigger system accepts an event, it is briefly held in a
separate buffer system off-detector called the Read-Out System. The L1 system also creates re-
gions of interest in the 7-¢ plane to emphasize possible objects including muons, electromagnetic
clusters, and substantial total transverse momentum. These regions of interest are conveyed to
the HLT once the event has been L1-accepted and entered into the Read-Out System. The HLT
uses a dedicated computing farm to reconstruct event data and then gathers data from all atlas
components and uses software to make a more complex trigger choice on candidate objects.
The HLT accepts events, which are subsequently written to disk and saved indefinitely. The L1
trigger reduces the original 40 MHz of collisions to a trigger rate of around 100 kHz, which is
further decreased to the order of 1 kHz by the HLT.

Event rates Trigger DAQ Peak data rates

(peak) Calo/| (Pixel (primary physics)
Muon) UscT) (Oer
0(60 TBIs)
I —
Custom
Hardware Level 1 Accept

100 kHz Regions of
Interest

40 MHz

Detector Readout

~ 160 GB/s

0O(100;

_)q Readout System
Fragments @
Full event
0(10)
I Data Logger
|

<
Processing Unit

Data Flow

~25GB/s

~1.5kHz ~1.5 GB/s

F1GURE 3.12: An illustration of the ATLAS TDAQ system with peak rates and bandwidths
for each component [86].

3.2.8 ATLAS simulation

The majority of the MC samples used in this research are simulated using the full ATLAS
detector simulation [87], which is based on GEANT4 [88]. GEANT4 provides the framework
to build a simulation of the ATLAS detector and it’s components. The full simulation provides

high accuracy of the detector simulation and event reconstruction, but it is computationally
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expensive. A small subset of samples, particularly those required to assess systematic uncer-
tainties, are simulated using the faster AtlasFast-II (AFII) package [89, 90], which accelerates
the detector response simulation by employing parametrized shower forms in the calorimeters.

This is not as accurate as the full simulation, but it is computationally less expensive.

Due to the fact that the MC samples run through a simulation of the ATLAS detector, the
response could be different with that of real data. Various corrections are applied to the MC
samples to account for the difference responses. These corrections are applied as scale factors

and described under Section 3.3.

3.3 Particle reconstruction within the ATLAS detector

The following section consists of information from “The ATLAS Experiment at the CERN Large

Hadron Collider” [66] unless otherwise stated.

3.3.1 Overview

The protons can collide elastically, which results in uninteresting events because no new particles
are produced, or inelastically, which results in a large number of particles that interact with the
ATLAS detector—except for neutrinos, which do not interact with any detector material. The
partons inside the protons interact in inelastic proton-proton collisions, and parton distribution
functions (or PDFs) are required to describe their momenta. A large number of particles
produced in inelastic collisions have significant transverse momentum, but decay quickly. Only
a small fraction of particles from the collision survive long enough to be measured by the ATLAS
detector. The other particles decay into lighter, more stable particles, which can be detected.
Only fourteen different types of elementary and composite particles have long enough mean free
paths to interact with the detector materials and allow detection. Muons, electrons, photons,
pions, kaons, protons, and neutrons are these detectable particles (including antiparticles for
fermions). The latter four are not elementary particles, but compound particles made from
colour-charged elementary particles and created due to colour confinement. Jets are created
when colour-charged particles produce complete showers of colour-neutral compound particles.
Bottom quark jets have distinct features and are commonly referred to as b-jets. The different

types of particles and interactions as seen by the ATLAS detector is shown in Figure 3.13.
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FI1GURE 3.13: An illustration showing detector signatures for different particles in the ATLAS
detector [91].

3.3.2 Track reconstruction

Track reconstruction in ATLAS comes from information collected by the ID. The initial step
is to reconstruct clusters from deposits in the Pixel detector and SCT, while the raw timing
information is obtained using the TRT. Track seeds are created by combining at least three
points (clusters reconstructed in a 3D position) from the Pixel and SCT layers, which provide
a preliminary estimate of the particle trajectory. The seeds are then extended to the remaining
Pixel and SCT clusters using a global x? and a combinatorial Kalman filter [92]. To identify

and eliminate fake tracks, several criteria on the reconstructed tracks are used:

pr > 500 MeV and |n| < 2.5

at least 7 Pixel and SCT clusters

at most either one shared Pixel cluster or two shared SCT cluster on the same layer
e a maximum of two holes in the combined Pixel and SCT cluster

e at most one hole in the Pixel cluster

where a hole is defined as an expected cluster on a track but does not show up in the detector.
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3.3.3 Vertex reconstruction

Vertex reconstruction is divided into two stages, vertex finding and vertex fitting [74]. Vertex
finding involves a pattern recognition process, which is described as the association of recon-
structed tracks to vertex candidates. The reconstruction of the real vertex position is part of

the vertex fitting procedure.

A seed for the first vertex is used and based on the position of the beam spot in the trans-
verse plane. The optimal vertex position is calculated using the seed and tracks with a fitting
procedure. The tracks entering the fit must pass the previous track selection criteria, but can
have a pr > 400 MeV, must have at least nine hits in the Pixel and SCT detector, no Pixel
holes, and at most one SCT hole [93]. Each time the fit is performed, the vertex position is
recalculated and less suitable tracks are down-weighted. Tracks that are incompatible with the
vertex are taken out of it once the vertex position has been established and can then be used
to establish another vertex. The procedure is repeated with the remaining tracks in the event,
until no unassociated tracks are left, or no additional vertex can be found. Only vertices with at
least two related tracks are kept, and the primary vertex is defined as the one with the highest
scalar sum of squares transverse momenta (Ep?r) of the associated tracks among all the vertices

reconstructed in a bunch crossing.

3.3.4 Electrons

The electrons’ are identified with a track in the ID that matches a narrow shower in the ECal. To
reject the enormous backgrounds caused by jets, which result in misidentified (or fake) electrons,
a sophisticated electron reconstruction is required. All the information provided in this section

comes from reference [94], and should be consulted for more information.

3.3.4.1 Reconstruction

Electrons are reconstructed within the ID coverage up to |n| < 2.47 within ATLAS. The ECal
has a transition region of between the barrel and end-caps that consists of cooling and support
structures. Thus, electrons inside this region, i.e. 1.37 < |n| < 1.52, are not reconstructed. Elec-
tron reconstruction is divided in three stages: clustering, cluster-track matching, and candidate

reconstruction.

The clustering stage employs a topo-cluster reconstruction algorithm, which starts by construct-
ing clusters in the ECAL and HCAL using a set of noise thresholds, with the cell originating

. A - erp.noise
the cluster having a significance (e = Eeet/E),

> 4, where E_y; is the energy of the

cell and ECP""* is the energy due to the expected noise. The calorimeter noise can cause
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negative-energy cells and therefore the algorithm uses |(.e;| instead of (¢ to avoid biasing the
cluster energy upwards, which would occur if only positive-energy cells were collected. The
clusters then aggregate cells that are close to each other and have a significance of |(.y| > 2.
Two clusters are merged if they include the same cell with || > 2. Following the collection
of all surrounding cells, a final set of bordering cells with |(..| > 0 is added to the cluster.
Clusters containing two or more local maxima are separated into independent clusters; a cell is
deemed a local maximum if it has £ > 0.5 GeV, at least four neighbours, and none of them has
a larger signal. Topo-clusters are only permitted if they have Er > 400 MeV, which prevents

clusters from pile-up and 7% — v+ decays.

The cluster-track matching stage classifies a cluster as an electron if it has one or more connecting
reconstructed tracks. The tracks must be within || < 0.05 of the cluster, and -0.20 < ¢ -
(Ptrack — Peluster) < 0.05 when using the track energy to extrapolate from the last ID hit, or
-0.10 < q - (dtrack — Getuster) < 0.05 when using the cluster energy to extrapolate from the track

perigee; where g refers to the charge of the reconstructed track.

To be considered an electron candidate, the cluster must at least have E1 > 1 GeV and matched
to a track with at least four hits in the silicon tracking section of the ID. Photons undergo the
same reconstruction as electrons, except the cluster must at least have Ep > 1 GeV and no

tracks matched.

The Track-To-Vertex-Association (TTVA), which requires the track to be compatible with the
primary vertex to limit background from conversions and secondary particles, is an additional
constraint on the electrons that is employed by many analyses. The TTVA selections for elec-
trons are |dy/oq4,| < 5 and |Azp-siné| < 0.5 mm, where dy is the transverse impact parameter,
o4, the associated uncertainty, Azp is the distance between the track’s longitudinal impact

parameter (zg) and the primary vertex, and 6 is the polar angle of the track.

3.3.4.2 Identification

An identification technique that utilizes a likelihood-based (LH) strategy is used to distinguish
between real and fake electrons. This technique employs a multivariate analysis (MVA) method
that considers several properties of electron candidates and combines them into a discriminant,
which is used to distinguish signal from background, such as fake tracks caused by converted
photons, electrons produced in the decay of heavy-flavoured hadrons, and many more. Track
quality, ECal shower shape, track-cluster matching related quantities, and information derived
from the TRT are among the properties included in the likelihood. Depending on the information
supplied to the discriminant, three possible working points (Tight, Medium, and Loose) are
defined, corresponding to varying amounts of signal acceptance and background rejection, as
shown in Table 3.1.
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Working Point ‘

Signal (%)

| Non-Iso. Bkg (%) | Conversions (%) |

Hadrons (%)

| Unclassified Bkg (%)

Loose 93.027 £ 0.011 26.17 £ 0.33 2.502 £ 0.025 | 0.4327 & 0.0035 1.368 + 0.018
Medium 87.411 £ 0.011 19.56 £ 0.28 0.649 &£ 0.013 | 0.2190 £ 0.0025 0.756 £ 0.014
Tight 78.587 £ 0.010 14.20 £ 0.23 0.406 & 0.010 | 0.0950 £ 0.0016 0.451 £ 0.010

TABLE 3.1: A summary of the three electron working points showing signal and background
identification efficiencies.

3.3.4.3 Isolation

Isolation constraints are applied to the leptons in order to further eliminate background electrons
emanating from hadronic decays. To decide if a particle is prompt or not, the isolation uses the
amount of momentum/energy surrounding the particle of interest. This momentum/energy can
come from either charged or neutral particles; pr is commonly employed for charged particles,
while Er is more commonly utilized for neutral particles. They are easily connected by the
calculation E2 = m? + p? (in natural units), and E7 and pr are quite similar for low mass
particles with relatively high momentum. When it comes to track-based isolation, pr will be
employed throughout this thesis, and E7 will only be used when isolation based on calorimeter
cells is mentioned. For these reasons, an electron isolation requirement is used to improve

separation from either fake or real electrons. This is dependent on three variables being defined:

° E%One% is the sum of the Ep of ECal clusters within a cone of AR = 0.2 around the

electron candidate;

Py ne20030) is the sum of the pr of all tracks falling in a cone of AR = 0.2(0.3) around the

electron candidate and excluding tracks associated to the electron or converted photons;

p;arcone20(30) is the sum of the pr of all tracks with AR = min(0.2(0.3), 10/Er [GeV])

around the electron track candidate and excluding the electron associated tracks.

The application of isolation criteria is specific to the needs of physics analysis, and therefore
several working points have been developed. The isolation efficiencies are measured in data and
determined through simulation, and typically range from approximately 90% for the tightest
working points to nearly 100% for the loosest. The different isolation working points are shown
in Table 3.2.

Working point Calorimeter isolation Track isolation

FCLoose Ee? /pr < 0.2 pyareone20 jry < 0.15

FCTight E5e2 /pr < 0.06 pyreone0 /< 0.06

Gradient € = 0.1143 - pr[GeV] + 92.14 using E®"? /pr | e = 0.1143 - pp[GeV] + 92.14 using pj"% /py
HighPtCaloOnly E520 < max(0.015- pr,3.5 GeV) -

TABLE 3.2: A table showing different electron isolation working point definitions.
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3.3.4.4 Simulation scale factors

Efficiency scale factors (SF'), which are adjustments made to MC simulations, are used to match
the efficiency of data’s reconstruction, identification, and isolation. These efficiencies are deter-
mined using a tag-and-probe method, which is based on the decays of particles that produce
pairs of particles, and in this case a pair of electrons. These electrons are identified as the tag if
they pass a strict selection criteria, whereas the probe is considered an unbiased set of electrons
that pass very loose selection criteria (either passing or failing the selection for which the effi-
ciency is being measured). The efficiency is then the fraction of probe electrons that pass the
selection criteria. The tag electron is used to ensure the decay of the two electrons originated
from the same particle. These efficiencies were estimated from J /i) — ee and Z— ee events, and
the SF are derived from the ratio of efficiencies found in data with the ones in MC simulations.
Most analyses select electrons based on the trigger it fired, the identification criteria, and the
isolation requirement, while all analyses must consider the reconstruction. Each selection used
on the electron has an efficiency attached to it and therefore has to be considered to correct the

MC prediction to data. The following is a definition of the considered electron SF:

SFe == SFtrigger : SFreconstruction : Sﬂdentiﬁcation ' S-Fisolation (31)

The electron isolation and reconstruction efficiencies as a function of Er are shown in Figure
3.14.
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FIGURE 3.14: The electron identification (a) and isolation (b) efficiencies in Z— ee events

in data as a function of Er for different identification operating points and isolation working

points (where the electrons are required to fulfil the Medium selection from the likelihood-based

electron identification). The lower panels show the ratio of the efficiencies measured in data and

in MC simulations. The total uncertainties are shown, including the statistical and systematic
components [94].
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3.3.5 Muons

In the ID and MS, muon reconstruction and identification are carried out individually. The
reconstruction of muons can be aided by small energy deposits found in the calorimetric systems.
The muon tracks utilized in physics analyses are created by combining the information from the
various sub-detectors. All the information provided in this section comes from reference [95],

and should be consulted for more information.

3.3.5.1 Reconstruction

The reconstruction of muons with a momentum greater than 3 GeV is possible with the muon
spectrometer. Muons with momenta below that are challenging to reconstruct because they
either fail to reach the spectrometer due to excessive energy loss in the calorimeter or because

they do not leave a discernible signal above the background noise in the muon spectrometer.

In order to build segments for the muon reconstruction, hit patterns are first looked for in
each muon chamber. The Hough transform is employed to carry out the search for hits of
the MS’s MDT chambers, which are aligned on a trajectory on the detectors’ bending plane.
Measurement of the coordinate orthogonal to the bending plane is done by RPC or TGC hits.
Segments are built for searching in the n and ¢ planes in the CSC chambers. The muon track
candidates are reconstructed by fitting together hits of segments from several levels after the
separated search in each component of the MS. Except at the barrel end-cap transition region,
where a single high-quality segment containing 1 and ¢ information can be utilized to build a
track, at least two matching segments must be present for the track to be accepted. The inner
tracker reconstructs the tracks in the manner outlined in Section 3.3.2. The information from
the ID, MS, and calorimeter are combined in five different methods to produce definitions of

muons, each of which differs for the fake discrimination and the n coverage:

e Combined (CB) muons: these muons are distinguished by a track reconstruction that was
carried out independently in the ID and MS. A combined track fit based on ID and MS
hits are used to match the particle to the two reconstructed tracks while accounting for
calorimeter energy loss. Starting with the MS track, the bigger portion of the muons
is rebuilt, projected inward, and matched to a track in the inner detector. These are

exclusively defined in the area when |n| < 2.5.

e Inside-out combined (IO) muons: without an MS reconstructed track, the algorithm to
reconstruct IO muons is based on an ID track and hits in the MS, recovering some efficiency
in the process. In order to look for MS hits to be used in a combined track fit, the trajectory

is reconstructed by projecting the ID tracks to the MS.
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e Segment-tagged (ST) muons: these muons have an ID track that matches at least one
track segment in the MDT or CSC chambers when extended to the MS regions. Due to
low pr or because they fall in areas with limited MS acceptance, the ST muons are used

when muons only pass through one layer of MS chambers.

e Calorimeter-tagged (CT) muons: by projecting ID tracks through the calorimeters to look

for energy deposits consistent with a minimum-ionizing particle, these muons are detected.

e MS Extrapolated (ME): are muons where an MS track cannot be matched to an ID track.
Only the MS track and a lax criterion on conformity with coming from the IP are used
to reconstruct the muon trajectory. These muons are employed to expand the acceptance

beyond the ID while taking use of the complete MS coverage up to |n| < 2.7.

Similar to the electrons, muons have an additional criterion known as the Track-To-Vertex-
Association (TTVA). For muons, the selections are |dy/og,| < 3 and |Azp - siné| < 0.5 mm,
where dj is the transverse impact parameter, o4, the associated uncertainty, Azg is the distance
between the track’s longitudinal impact parameter (zp) and the primary vertex, and 6 is the

polar angle of the track.

3.3.5.2 Identification

Loose, Medium, Tight, High-pr, and Low-pr are the five sets of selection criteria that are
specified with diminishing reconstruction efficiency but increasing purity. The rejection of light
hadrons, which often produce muon tracks of inferior quality, is the focus of the selection working
points. Good quality muon tracks are produced by charm and bottom decays, which can be
separated from prompt muons by requiring isolation in the tracker and/or calorimeters and

association to the primary vertex.

All muon types are included in the Loose identification criteria, which are tailored for Higgs
searches. Except in the || < 0.1 area, where muons are considered but can only have one
muon precision station, it allows CB and ME muons, needing at least two precision stations.

To guarantee a loose comparability between the ID and MS measurements, the q/p significance
\a/piD — q/Pums|

Vo*(q/pip) — 0*(q/pums)
surements in the ID and MS of the ratio between the charge, q, and the momentum, p, of the

must be smaller than 7; q/p = where ¢/prp and q/pys are mea-

muon expressed at the interaction point, while o%(¢/prp) and 0%(¢/pars) are the corresponding
uncertainties. By including ME muons, which need to have at least three precision stations,
in the range 2.5< |n| <2.7, the acceptance is expanded outside the ID coverage. The loose
selection only permits CT and ST muons with || <0.1. IO muons with pr < 7 GeV and a
single precision station are accepted in the range |n| < 1.3 to improve the effectiveness of the

Loose criterion for Low-p7 muons, provided they are independently reconstructed as ST muons
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as well. Approximately 97% of the prompt muons passing the Loose WP in tt events are CB or

IO muons.

Only CB and IO muons with an ID acceptance of || < 2.5 and ME muons with an ID acceptance
of 2.5 < |n| < 2.7 are accepted by the Medium working point. It is a subset of Loose muons
except for CT, ST and barrel-bound low-pr muons. Medium muons, as opposed to Loose WP,
offer superior prompt muon purity, resulting in smaller systematics in the efficiency calibrations.
It is employed in a wide range of investigations, particularly the precision measurements of the
Standard Model. More than 98% of prompt muons passing the Medium WP in ¢t events are

CB muons.

Only muons with at least two precision stations that are CB or IO are accepted by the Tight
selection. The background rejection is significantly improved at the cost of a small efficiency
loss, but it offers the maximum level of purity. Depending on the muon’s pr and 7, requirements

py” — i’

are put on the track’s x2, q/p significance, and pip = roic , Where p{ﬂD and p%/[ S are
b

T
the pr of the muon measured in the ID and MS, respectively, while p(TJB come from the combined

track fit.

The High-pr WP guarantees an ideal measurement of momentum for muons with pt greater
than 100 GeV. It is optimized for the W' and Z' BSM searches.

Low-pr WP identification must be based on MS segments, since these muons are less likely to
be independently reconstructed as entire tracks in the MS. In order to make the implementation
of data-driven estimates simpler, two versions of the Low-pp WP have been developed: one that
uses a multivariate (MVA) technique to maximize overall performance and the other that uses
a cut-based selection to minimize the kinematic dependencies of the background efficiencies.
Measurements of Standard Model parameters in the quark-mixing region, searches for Super-
symmetry with compressed mass spectra, and precision top mass measurements with rare decay
modes including muons from hadron decays are a few examples of analyses that profit from the

usage of the Low-pr WP.

3.3.5.3 Isolation

To increase the distinction from fake muons, an isolation requirement is imposed on them, just as
it was for the electrons. Similarly, muons have track-based and calorimeter-based isolation, but
also combines the two, providing a third isolation requirement known as particle-flow-based iso-
lation. Because the two isolation variables offer complementing information, combining choices
on track-based and calorimeter-based isolation often outperforms using just one. Compared
to calorimeter isolation, track-based isolation has superior resolution and less pileup depen-

dence, and the tracker gives better transverse momentum scale and resolution for individual
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soft hadrons than the calorimeter. On the other hand, track isolation ignores neutral particles
and particles that are below the ID track pr threshold, but calorimeter-based isolation takes
them into account. However, since both the calorimeter and the tracker measure charged par-
ticles, track and calorimeter isolation measures hadronic activity twice. The track-based and
calorimeter-based isolation’s overlapping contributions can be eliminated using the particle-flow

technique, which also reduces the correlation between the two variables.

o EtTOpOC‘meQ0 is the sum of the E1 of topological clusters within a cone of AR = 0.2 around

the position of the muon, extrapolated to the calorimeter, after removing the muon’s

energy deposits.

° p;? 1e20039) 55 the sum of the pr of all tracks originating from the primary vertex falling in

a cone of AR = 0.2(0.3) around the muon track, but excluding muon track itself;

p}arconeQO(SO) is the sum of the pr of all tracks with AR = min(0.2(0.3), 10/p}. [GeV])

around the muon track and excluding the muon track itself.

o Eneflow20 yygeq pyarcone20 for phi < 50 GeV and piene? for p. > 50 GeV, and the transverse

energy of neutral particle-flow objects in a cone of AR = 0.2 around the muon.

The isolation efficiencies are measured in data and determined through simulation, and typically
range from approximately 87% for the tightest working points to nearly 100% for the loosest,
when needing muons with a p% > 20 GeV. When considering muons with p% < 20 GeV, the
efficiency can drop as low as 45%. Several working points are identified for muons as well, and

they are presented in Table 3.3.

Working point Definition Track requirement
Loose pyareoned0 < 0.15-ph, Efl?poconem < 0.3-pf pr > 1 GeV
Tight pipreonedd < 04-ph BP0 < 0150k | pp > 1 GeV

PflowLoose (ppreone30 (). 4. EReow20) £() 16-ph pr > 500 MeV
PflowTight (pyarconedV (. 4. ERellow20) <0.045.pf. pr > 500 MeV

TABLE 3.3: A table showing different muon isolation working point definitions.

3.3.5.4 Simulation scale factors

In order to match the reconstruction, identification, and isolation efficiency in data, efficiency
scale factors (SF) are used as corrections for the muons in Monte Carlo simulations. Depending
on the |n| area, two distinct approaches are utilized to quantify the high precision reconstruc-
tion, identification, isolation, and vertex association efficiency. Two independent detectors are

provided in the region corresponding to the ID acceptance (|n| < 2.5), which are the ID and
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MS, but only the MS detector is used to reconstruct muons in the 2.5 < |n| < 2.7 region. A
similar tag-and-probe method is used as mentioned for the electrons SF under Section 3.3.4.4,
to measure the efficiencies but from J/v — pu and Z— pp events instead. The following is a

definition of the muon scale factors:

SF,u - SFtrigger . SFreconstruction : S-Fidentiﬁcation . Sﬂsolation (32)

The muon reconstruction efficiencies as a function of transverse momentum and pseudo-rapidity
are shown in Figure 3.15, and the isolation efficiencies as a function of transverse momentum

are shown in Figure 3.16.
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FIGURE 3.15: Muon reconstruction and identification efficiencies for the Loose, Medium, and

Tight criteria. The left plot shows the efficiencies measured in J/¢¥ — pup events as function of

pr. The right plot displays the efficiencies measured in Z— pp events as a function of 7, for

muons with pr > 10 GeV. The predicted efficiencies are depicted as open circles, while filled

dots illustrate the result of the measurement in collision data. The error bars on the efficiencies

indicate the statistical uncertainty. The panel at the bottom shows the ratio of the measured
to predicted efficiencies, with statistical and systematic uncertainties [95].
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FIGURE 3.16: Muon isolation efficiency measured in Z— pp events for the Loose (a), Tight

(b), PlowLoose (c) and PflowTight (d) criteria, as a function of pr for muons with pr > 3

GeV. The error bars on the efficiencies indicate the statistical uncertainty. The panel at the

bottom shows the ratio of the measured to predicted efficiencies, with statistical and systematic
uncertainties [95].

3.3.6 Jets

Jets are collimated hadron showers designed to capture all the by-products of hadronizing
coloured particles (quarks or gluons). Since jets have the tendency to retain most of the mo-
mentum of the particles from which they originate, they can be used as a substitute for detecting
quark or gluon momenta. Jets almost always contain both electrically charged and neutral ob-
jects due to the enormous number of hadrons they contain. The electromagnetic and hadronic
calorimeters both contain energy deposits from sufficiently high energy jets. Either topo-cluster
clustering (EMTopo jets) [96, 97] or the creation of so-called particle flow objects (PFlow jets)
[98], which are made up of a combination of tracks and topo-clusters, are used to reconstruct
jets. Since PFlow jets are the only ones employed in this thesis, EMTopo jets won’t be men-
tioned in the following sections; instead, PFlow jets will simply be referred to as jets. A jet

energy scale (JES) adjustment is used to calibrate reconstructed jets to the particle level after
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they were first reconstructed at the EM scale of the calorimeter [99]. The jet-vertex-tagger

(JVT) discriminant is then used to reduce pile-up jets.

3.3.6.1 Reconstruction

The particle flow (PFlow) algorithm [98] benefits from the fact that charged jet constituents
leave behind tracks in the ID and energy deposits in the calorimeter. Combining measurements
from these two components offer complementary energy measurements, as the calorimeter has
superior resolution at high energy, the tracker has better resolution at low energies. Due to lower
noise occupancy, the ID can also reconstruct significantly lower energy objects. Additionally,
before entering the calorimeter, lower energy jet constituents are frequently redirected by the
magnetic field from the initial jet cone. These occurrences can be discovered early and accurately
connected to the jet cone thanks to the usage of ID information. Another advantage is that the
ID has significantly better angular resolution than the calorimeter, but the calorimeter offers
more forward coverage. The ability to reject signals coming from pile-up vertices is provided by

the fact that tracks are linked to vertices.

The particle flow algorithm starts by choosing tracks with 0.5 GeV < pr < 40 GeV, are well
measured, and have no matching previously reconstructed particles. The upper threshold is
used to remove tracks that will not improve upon the current set of topo-clusters [96, 97], while
the lower threshold is used to remove background and prevent spending compute time on tracks
that have little impact on the final energy. Track positions are extrapolated to the calorimeter
after track selection. The closest topo-cluster with an energy that is at least 10% of the track
momentum and is located within AR < 1.64 is then matched to the tracks. Tracks that don’t
match are kept in the list of tracks and won’t be used in further phases, while tracks with
energies significantly greater than the matched cluster are assigned to other clusters until this is
no longer the case, in order to ensure that showers split across many topo-clusters are correctly
reconstructed. The energy contribution of those tracks that were successfully matched to a
topo-cluster must then be deducted from it in order to prevent duplicate counting energy. If a
track’s projected energy deposit is more than its assigned topo-clusters, the topo-clusters are
simply removed. Otherwise, this subtraction is carried out by removing rings of cells from each
layer as it moves away from the projected energy density distribution’s centre. The cell energies
are scaled down to subtract the remaining track energy for the final ring, where the energy of
the cells is greater than the remaining track energy. If the energy of the remaining topo-clusters
and cells differs from the expected energy deposit of the track, they are eliminated. The chosen
tracks and residual topo-clusters are regarded as fully reconstructed particle flow objects after

this matching and subtraction process.
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3.3.6.2 Anti-k; algorithm

Before jet reconstruction occurs, pile-up is reduced by removing particle flow tracks that don’t
pass close enough to the primary vertex and by recalculating topo-cluster coordinates, mentioned
under Section 3.3.4.1, relative to the primary vertex. The anti-kt jet clustering algorithm [100]

is then used to recreate the jet after these changes.

The following section is taken from my master’s thesis [37]. “This algorithm starts by comparing
the distance between two clusters in the jet, d;;, with the distance between one of the clusters

and the beam, d;g. These two variables are calculated as follows,

1 1 \AR;
dij =min | -, —5— = 3.3
’ < 2Tz PQT,]) R? (33)
1
Pr;

where pt; is the transverse momentum of the cluster ¢, R is the radial parameter used to define
the size of the jet (usually set to 0.4) and AR;; is the distance in the 7-¢ plane between the
two clusters. The algorithm first determines all the d;; and d;p values and then selects the
minimum between these distances. If d;p is found to be the minimum, the cluster 7 is identified
as a complete jet and is no longer considered in the algorithm. However, if d;; is found to be the
minimum, the four momenta of clusters 7 and j are combined and i and j are then identified as
one cluster and the individual clusters are no longer considered in the algorithm. The process

is reiterated until all the clusters are combined.”

3.3.6.3 Jet Calibration

Calibrations were implemented to correct the jet energy scale of reconstructed jets to that of
particle-level jets in MC simulations. There are various corrections implemented each correcting
the four-momentum, energy, mass and the jet pp scale. These variations must all be taken into
consideration in order to determine the appropriate particle level energy for a particular jet.

Jet calibration is the process used to do this [99].

e Pile-up correction: The calibration procedure’s first two steps account for pile-up. In
particular, this adjustment eliminates contributions from in-time and out-of-time pile-up
as well as those from the underlying event, because pile-up from particles that left traces
has already been eliminated. The k; algorithm [101] with R = 0.4 is used to create a

collection of k; jets from positive energy topo-clusters in the range |n| < 2 in order to
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calculate the pile-up contribution. This technique is employed because it reassembles a
uniform background of pile-up jets naturally. Then, to determine the contributions from
pile-up, the median momentum density of these k; jets in the y—¢ plane, p, is computed and
multiplied by the area, A, of each anti—k; jet. The pr is then decreased by this amount
by scaling the four-momentum of each anti-k; jet. After that, a residual correction is
used to account for variations in pile-up conditions between events. This adjustment
depends on the event’s NPV (number of vertices) and p (mean number of interactions
per bunch crossing) values. In order to take into consideration the various effects of these
circumstances on various areas of the calorimeter as well as for jets with various prp,

separate residual adjustments are made for numerous bins of truth-level pr and detector

In].

e Absolute jet energy scale (JES) and 7 correction: The jet energy scale correction is used to
account for the detector’s fluctuating and imperfect response. A correction to the energy,
plus a correction to the jet 1, make-up this correction. The average jet energy response, as
a function of the reconstructed jet energy and 7, is depicted in Figure 3.17 as the average
ratio of the reconstructed and true jet energies. The jet energy response varies greatly
with energy and 7. The greater fraction of jet energy present in the EM shower component
for high energy particles is what causes the energy variance. The difference in 7, however,

is a result of the differing calorimeter and detector geometries.
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FIGURE 3.17: The average energy response as a function of reconstructed jet n and energy.
Each value is obtained from the corresponding parametrized function derived with the Pythia8
MC sample, and only jets satisfying pr > 20 GeV are shown [99].

e Global sequential correction (GSC): The Global Sequential Calibration (GSC), which aims
to lessen the disparity in response between quark and gluon jets, consists of a track-based
post-calibration adjustment. In actuality, a considerable portion of the jet’s pr is carried
by the leading hadrons in a quark-initiated jet, as opposed to a gluon-initiated jet, which
often contains much softer particles. To correct high-pr jets whose energy is not entirely

contained within the calorimeter, the GSC has a punch-through correction. The topology
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of the calorimeter’s energy deposits, the tracking data, and the MS data all influence the

corrections that are made.

e Residual in-situ correction: Using in-situ measurements, a final residual calibration is
created and applied solely to data. The goal of this last phase is to eliminate any remain-
ing discrepancies between simulation- and data-based measurements of the jet energy
response. The response of forward jets (0.8 < |n| < 4.5) is calibrated to the response of
jets in the central region (|n| < 0.8) using an 7 inter-calibration, which is first derived from
di-jet occurrences. In a subsequent phase, Z + jets events, in which the Z boson decays
into an electron or a muon pair—are used to calibrate the jets pr using the accurately
reconstructed Z boson’s recoil, up to 500 (950) GeV for electron (muon) pair, in the decay
of the Z boson. Finally, a multi-jet approach is utilized to increase the calibration’s pr
range up to 2 TeV by balancing a system of accurately calibrated lower pr jets against a

single very high-pr jet.

3.3.6.4 Jet energy resolution

For accurate measurements of Standard Model jet production, characteristics of Standard Model
particles that decay to jets, and searches for jet-related physics outside the Standard Model,
it is critical to have a precise understanding of the jet energy resolution (JER). Three distinct

contributions can be used to parametrize the JER-jet pr dependence:

o(pr) N S
=—6¢&—aaC 3.5
br pr \VPT ( )

where S is the stochastic term resulting from statistical fluctuations in the amount of deposited
energy, N is the noise term resulting from the electronics as well as that resulting from pile-up,
and C is the constant term containing depositions of energy in passive materials, the origin of
hadron showers, and variations in response across the calorimeter. The JER is measured from
di-jet events using the reconstructed energy imbalance between the two jets, and ranges from

0.25 to 0.04 for particle-flow jets as a function of jet pr [99].

3.3.6.5 Jet-vertex-tagger

Both in-time pile-up and out-of-time pile-up have the potential to contaminate the reconstructed
topo-clusters in the calorimeter. While the second results from pile-up interactions from the
previous and following bunch crossings, the first pertains to multiple parton interactions inside
the same bunch crossing. These fake jets that were created by pile-up fluctuations were rejected

using the jet-vertex-tagger (JVT), a likelihood discriminant.
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3.3.7 b-tagged jets

The extended decay time of hadrons including b-quarks (~ 1.6 ps [102]) makes it possible to
identify a jet coming from a b-quark. As a result, there is a secondary vertex that is located a few
millimetres away from the primary vertex where the B-hadron was produced. This secondary
vertex can be used to determine that the jet is initiated by a b-quark. In addition, the b-tagging
algorithms take into account the high B-hadron decay multiplicity as well as the characteristics

of b-quark fragmentation.

Secondary vertices are determined using a single secondary vertex finding algorithm called the
SSVF [103]. The SSVF can use any tracks that were either not included in the initial batch for
primary vertex reconstruction or were not associated with a vertex at that time. It will only
consider the tracks that fall within the cone of a jet. SSVF is based on the fact that for a n
track vertex, all tracks must be sufficiently close to a common space point so that the vertex
formed by any two of these tracks is also close to the n track vertex. In a high-density tracking
environment, however, tracks that start at a primary vertex can occasionally get close enough to
produce apparent secondary vertices that could be misidentified by such a basic algorithm. As
a result, an additional step is added that rejects many two-track vertices that are incompatible
with the vertex of interest. This rejection is performed by SSVF by requiring that two-track
vertices have no tracks, with hits in layers closer to the detector’s centre than the secondary
vertex. The SSVF rejects two-track vertices that are consistent with background processes like
long-lived particle decays, hadronic interaction with the detector, or photo-conversion because
it is focused on flavour-tagging. The remaining two-track vertices are then combined into a
multi-vertex by merging those that are close in space. If the resulting vertex has a > 6 GeV
invariant mass or a high x?2, the track with the highest x? of the track-vertex association is
removed from the set, and the process is repeated. This procedure is repeated until the vertex
meets certain requirements, but if the final vertex only has two tracks, the vertex cleaning

procedure is repeated.

A neural network called the DL1r tagger [104] produces a multidimensional output that cor-
responds to the likelihoods that a jet originated from a b-quark (b-jet), light-quark or gluon
(light-jet). The DL1r tagger uses the impact parameter significance, invariant mass and multi-
plicity of the tracks matched to a jet as well as secondary vertices to distinguish the different
flavour of the jet. The neural network is trained to distinguish b-jets from a background of

light-jets and c-jets using simulated ¢t events.



Chapter 4

Experimental signature and event

topology

Since the top quark factory has been built and the data obtained, the top quark mass can be

measured.

The data consist of proton-proton collisions that produce many different interactions and par-
ticles. As mentioned in Section 2.2, the top quark can be produced alone or in pairs, and will
predominantly decay into a W-boson and a b-quark. The W-boson can either decay leptoni-
cally into a lepton and its corresponding neutrino, or hadronically into two quarks. The b-quark

undergoes hadronization and the B-hadrons can decay into a range of different particles.

This analysis selects events consisting of a W-boson, which decayed leptonically into either
an electron or a muon and its corresponding lepton neutrino, and a b-quark that undergoes
hadronization, in which the B-hadron decayed into a .J/1 meson which in turn decayed into two
oppositely charged muons. This top quark decay mode of interest is represented in Equation
4.1.

t— W(—= Ww)b(— J/b[— ptp ]+ X) (4.1)

The final state particles in this selection, which will be called the lepton + J/v channel through-
out the rest of this thesis, can be found in many SM processes. Therefore, in order to characterize
the backgrounds associated within this channel, the theoretical predictions of signal and back-
ground have to be taken into account. There are also backgrounds which could have come from
jets incorrectly identified as leptons (known as Fake Leptons, FL) or from leptons produced in
jets which leave tracks in the detector (known as Non-Prompt leptons, NP). This contribution

will be known as NPFL throughout the rest of this thesis.

43
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4.1 Data and simulated samples

The analysis is performed using proton-proton collision data collected by the ATLAS detector
between 2015 and 2018 at /s = 13 TeV corresponding to a total integrated luminosity of 139.0
fb~1, where 3.2 fb~! was produced in 2015, 33.0 fb~! in 2016, 44.3 fb~! in 2017, and 58.5
fb=1 in 2018. The uncertainty in the combined 2015-2018 integrated luminosity, obtained using
the LUCID-2 detector [105] for the primary luminosity measurements, is 1.7% [106]. The data

collected required all sub-detectors to be operational and stable beam conditions to be met.

4.1.1 Simulated samples

To assess and estimate the signal and background contributions, simulated events are used to
develop the analysis and compared to data. These simulated events are generated by MC gen-
erators, which simulate proton-proton collisions, particle interactions, and particle kinematics.
Detector simulations are then applied to the generator outputs. Each MC simulation is intended
to generate and simulate different SM processes (also called MC simulated samples or simply
MC samples). In all MC samples, the EvtGen [107] generator is used to model the decays of b-
and c-flavored hadrons. Since this analysis focuses on the production of top quarks, both the

production of top quark pairs and single top quarks will result in signal final state particles.

Pythia 8 [108] is used to generate additional proton-proton collisions in order to simulate the
effect of pile-up. In MC simulations, the effect of pile-up is corrected to match the average
number of interactions per bunch crossing observed in data. Data and all MC samples use
the same algorithms and quality cuts used to reconstruct particles. Scale factors derived from

dedicated data samples are also applied to MC samples to improve the agreement with data.

4.1.1.1 Signal processes

The tt and three single top quark processes mentioned in Section 2.2 were simulated using the
next-to-leading order (NLO) matrix element (ME) event generator Powheg-Box v2 (r3026) [109—
112] with the NNPDF3.0NLO parton distribution function (PDF) set [113]. These generated
events were interfaced to Pythia 8 (v8.230) [108] with the NNPDF2.3LO PDF set [114] and the
A14 tune [115] for the parton shower, hadronization, and underlying event modelling. Powheg-
Box has a parameter which sets the cut-off scale for the first gluon emission called hg,,, and
is set to gmtop = 258.75 GeV. A diagram removal scheme is employed to treat the interference
between single top and ¢¢ production [116-118]. These samples were simulated with the full
ATLAS detector simulation [87].
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Simulated events are used to develop the method that extracts the top quark mass in data, and
is described in Chapter 5. Nine different top quark mass samples of ¢f and single top events
were generated, i.e. My, = 169, 171, 172, 172.25, 172.5, 172.75, 173, 174, 176 GeV. These top
quark mass samples were simulated with the fast ATLAS simulation [89, 90] using Powheg-Box
v2 (r3026) matrix-element generator interfaced to Pythia 8 as the parton shower, hadronization,

and underlying event modelling, with the same settings as mentioned in the previous paragraph.

4.1.1.2 Background processes

There are SM processes which produce the same final state particles within this lepton+.J/4
channel other than top quark production processes, known as background processes. These
backgrounds could originate from W+jets, Z+jets, various diboson (i.e. WW, WZ and ZZ),
top quark pair production in association with bosons (called ttV'), and J/v + W processes.
These samples were processed through the full ATLAS detector simulation [87].

The W+jets and Z+jets MC samples were generated using Sherpa v2.2.1 [119] where the matrix
elements at NLO for up to two partons and the LO for up to four partons are calculated using
OpenLoops [120] and Comix [121], respectively. The parton shower [122] and hadronization
[123] are done within Sherpa using dedicated tuned parameters based on the NNPDF3.0NNLO
PDF set.

The Diboson (VV) samples were generated using Sherpa v2.2.1 and v2.2.2, where two- and
three-lepton decays were generated using the latter. The parton shower [122] and hadronization
[123] are done within Sherpa using dedicated tuned parameters based on the NNPDF3.0NNLO
PDF set.

The ¢tV samples were generated using MadGraph5_aMC@QNLO (v2.3.3) [124] where the matrix
elements were calculated at NLO using the NNPDF3.0NLO PDF set. The events were interfaced
with Pythia 8 and uses the A14 set of tuned parameters and the NNPDF2.3LO PDF set [125].

The W+jets MC sample, however, does not account for events where a W-boson and a .J/1) are
produced from one parton interaction (known as single parton scattering or SPS), nor where
the two particles are produced from two different parton interactions (known as double parton
scattering or DPS). The DPS MC sample was generated with Pythia 8 and the parton shower
and hadronization was also through Pythia 8 using the AU2 tune [126] and CTEQ6L1 PDF set
[127]. The SPS MC sample was generated using HelacOnia (v2.5.5) [128] with the CTEQ6L1
PDF set, and interfaced with Pythia 8 using the AU2 set of tuned parameters for the parton

shower and hadronization.
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4.1.1.3 MC cross-section values

Since each MC sample was produced with numerous events to void any dependence on the
statistical uncertainty due to the amount of events generated, the number of events in the
corresponding process in data will not match. Therefore, each MC sample will be normalized

to their theoretical cross-section and integrated luminosity of the data.

The tt production cross-section is calculated at next-to-next-to-leading-order (NNLO), includ-
ing the next-to-next-to-leading-logarithm (NNLL) soft gluon terms [129-133], and is set to
831.811% pb~! at \/s = 13 TeV assuming a top quark mass of 172.5 GeV [134]. The single-top
quark cross-sections are taken at NLO+NNLL QCD cross-sections, and are set to 216.99f$:%
pb~! for the t-channel, 10.32Jj8:§2 pb~! for the s-channel, and 71.743.8 pb~! for the tW process
[135, 136].

The cross-sections of the background processes are normalized to their NNLO predictions [137—
141], except the J/¢ + W samples, which are normalized to the NLO predictions [142]. The
uncertainties associated with these processes are taken from references [137-142] and described
in Table 4.2.

Physics process Uncertainty

ttvV 13% uncertainty on the cross-section values.

4% 50% uncertainty on the cross-section and additional jet production.
Jp+W 100% uncertainty on the cross-section values as they are not well-known.
W+jets - 5% uncertainty on the cross-section values

- 30% normalization uncertainty to cover any data/MC discrepancies.

Z+jets - 5% uncertainty on the cross-section
- normalization uncertainty that is dependent on the jet multiplicity that accounts for the scale,

as and PDF variations. Table 4.1 show the uncertainty percentages per jet multiplicity.

Jet multiplicity ‘ o (%]

0 1.2
2.3
16.9
40.5
53.0
56.8
57.2
> 7 56.1

S U R W N

TABLE 4.1: Percentage of uncertainties based on jet multiplicity in Z+jets samples [137].

TABLE 4.2: Description of the various uncertainties associated to the different physics processes.
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4.2 Preselection

Events are required to consist of at least one electron or muon with a py greater than the min-
imum pr trigger threshold at the HLT level. The minimum trigger threshold requires electrons
(muons) to at least have a pr > 25 (21) GeV and an identification of medium (loose) in 2015,
and pp > 27 (27) GeV with an identification of tight (medium) in 2016-2018. Additionally, the
electrons (muons) that fired the minimum triggers must have fired triggers at the L1 level with
pr > 20 (15) GeV. The identification requirement in the minimum trigger reduces the efficiency
at much higher lepton pr and therefore, additional triggers with higher pr thresholds and either
a looser or no identification requirements are used. These additional triggers require muons to
have at least pr > 51 GeV and no identification requirement in 2015-2018, whereas the elec-
trons are required to have at least pp > 61 GeV or 120 GeV, with identification requirements

of medium and loose, respectively, in 2015-2018.

The data and simulated events that pass the triggers are then processed through the same
preselection algorithm, which reduces the amount of events to analyse and selects events tailored
to the decay mode of interest. These events have to consist of two oppositely charged muons,
where the tracks of these muons were fitted to a common vertex and the invariant mass of
the common vertex is within 2-3.6 GeV, corresponding to a window around the mass of a J/v
particle (mj/,, = 3096.900 £ 0.006 MeV [6]). Additionally, the preselection process stores the
fitted common vertex kinematic properties. Furthermore, it removes events with no muons or
electrons with a pr > 20 GeV within || < 2.5, and where the sum of the number of reconstructed
muons and electrons is less than 3. Finally, events are rejected if jets arose from noise bursts in

the ECal or if jet timing was incompatible with the event time.

4.3 Experimental Signature

The experimental signature involves final state particles from the decay mode of interest, shown
in Equation 4.1. The selected events consisted of exactly one electron or muon that fired one of
the lepton triggers, E%liss > 20 GeV, an oppositely charged muon pair with an invariant mass
around the mass of the J/v, i.e. within 2.9 and 3.3 GeV, at least two jets, and at least one
b-tagged jet. The analysis included the additional selections of at least one b-quark and at
least two jets to try and maximise the amount of top quarks by mainly selecting top quark pair

events, with the other top quark decaying as t — W (— qq’)b.

Additionally, the W-boson transverse mass is calculated by combining the kinematics of the lep-
ton that fired the trigger and the neutrino (represented by Ejn}iss, since neutrinos do not interact
with the detector), using my(lepton, EXiss) = \/QpT(lepton)E%ﬁss(l — cos(¢(lepton) — ¢(EmIs))).

This quantity improves the selection of real W-bosons and therefore, an additional selection cut
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of myr(lepton, EWisS) > 40 GeV is applied. This experimental signature is also known as the

signal region, and the reason for each selection can be found in Table 4.3.

‘ Selection ‘ Reason
Lepton that fired a trigger Account for the lepton from the W-boson decay.
E%iss > 20 GeV Account for the neutrino from the same W-boson decay mentioned above.
2.9 <m(uTpT) < 3.3 GeV Account for the J/v from the b-quark
> 2 jets Account for the W-boson decay from the other top quark
> 1 b-tagged jet Account for the b-quark from the other top quark
mr(lepton, EWis5) > 40 GeV Try and ensure real W-bosons were selected

TABLE 4.3: The experimental signature and the reason for each selection.

4.3.1 W-boson: Electrons

Electron candidates are required to pass a tight-likelihood based selection criteria (which min-
imizes electrons reconstructed from photon pair-production of ete™ and suppresses hadrons
identified as electrons), be found within the coverage of the ID, must have originated from
the primary vertex, be isolated and have fired one of the electron triggers. Each event with
an electron candidate, which passed all the selection criteria in Table 4.4, must not contain a

muon candidate with pr > 25 GeV and |n| < 2.5 to ensure only one of the W-bosons decayed

leptonically.

Selection Criteria

Reconstruction TightLH

Isolation FCTight

Transverse Momentum pr > 25 (27) GeV in 2015 (2016-2018)
Pseudorapidity In| < 2.5
Longitudinal impact parameter significance |Azpsinf] < 0.5 mm

Transverse impact parameter significance |do| < 5og,

TABLE 4.4: Electron candidates passing the above criteria were considered signal electrons.

4.3.2 W-boson: Muons

Muon candidates are required to pass a medium based selection criteria (which minimizes the
uncertainty in muon reconstruction and suppresses hadrons being identified as muons), be iden-
tified as a combined muon, be found within the coverage of the ID, must have originated from

the primary vertex, be isolated and have fired one of the muon triggers. Each event with a
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muon candidate, which passed all the selection criteria in Table 4.5, must not contain an elec-

tron candidate with pp > 25 GeV and |n| < 2.5 to ensure only one of the W-bosons decayed

leptonically.

Selection \ Criteria

Identification Combined
Reconstruction Medium

Isolation PflowTight

Transverse Momentum pr > 25 (27) GeV in 2015 (2016-2018)
Pseudorapidity In| < 2.5
Longitudinal impact parameter significance |Azpsinf| < 0.5 mm
Transverse impact parameter significance |do| < 304,

TABLE 4.5: Muon candidates passing the above criteria were considered signal muons.

4.3.3 Jets and b-tagged jets

Jet candidates must have had a minimum pr > 25 GeV and be found within the coverage of the
ID (i.e. |n| < 2.5). Jets are identified as b-tagged by the DLIr algorithm at a 77 % identification
efficiency with a light-jet rejection, where rejection is defined as 1/efficiency, which rises quickly

from 10 to 100 between 25 GeV and 50 GeV [104].

4.3.4 J/

J /v candidates are reconstructed by combining the track and fit information from two oppositely
charged muons in every event. The dimuon pair must have a post-vertexing invariant mass
between 2.9 GeV and 3.3 GeV, pp > 8 GeV and be found within a rapidity range of |y| < 2.1,

to ensure high acceptance and efficiency of J/1 candidates.

4.3.4.1 J/v: Muons

The muon candidates which decayed from the .J/1¢ meson must have had a track associated to
a dimuon vertex, been reconstructed as either combined or segment-tagged muons, be found
within the coverage of the ID (i.e. |n| < 2.5) and have had a minimum pr > 3.5 GeV if |n| < 1.3
or pr > 3.0 GeV if || > 1.3. If one of these muon candidates were reconstructed as the muon
from the W-boson, the event was rejected. If there were more than two muon tracks associated
to the same dimuon vertex, the event was rejected. The muon candidate from the W-boson and
an oppositely charged muon candidate from the J/v¢ decay were combined and, if the invariant
mass of the combination was found to be within 81 GeV and 101 GeV, the events were rejected.

This was to ensure the selected muons did not originate from a Z-boson decay.
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4.3.4.2 Non-prompt J/¢ candidates

The following section is taken from my master’s thesis [37].

“The selected J/v candidates could have originated from processes other than from top quark
B-hadron decays. J/v candidates originating from top quark B-hadron decays and directly
from the proton-proton collision are referred to as non-prompt signal and prompt J/¢ back-
ground mesons, respectively. There are, however, other background processes which include
J /1 candidates originating from B-hadron decays not coming from top quarks (i.e. non-prompt
background) or from randomly combining two oppositely charged muons that have a mass near

that of the J/¢ meson (i.e. prompt and non-prompt combinatorial background).

Since B-hadron decays exhibit displaced vertices from the primary vertex, prompt and non-
prompt J/1 candidates can be distinguished by studying their decay vertices. This can be done
by using a pseudo-proper time variable which makes use of time dilation and length contraction,
since the proton bunches collide at speeds near that of light. The proper decay time of B-hadrons
is related to its proper decay length through t = /v, where [ is the contracted length, v is the
speed of the B-hadrons and T is the dilated time variable. The proper decay length can be
represented by its actual decay length undergoing time dilation through { = L/v, where L is
the decay distance between the primary vertex and the B-hadrons decay vertex. Therefore,
the proper decay time is related to the decay distance of the B-hadrons through T = L/(vv).
Using the relativistic momentum relation, i.e. p = ymv, where m is the mass and p is the
momentum of the B-hadrons, the proper decay time can be written as T = Lm/p. However,
since the ATLAS detector cannot fully reconstruct the momentum of the B-hadrons, a good
approximation would be to use the transverse momentum (and the mass) of the J/v candidates
coming from B-hadrons. This will also aid in approximating the decay distance description,
since the decay distance L can be projected onto the direction of the .J/v¢ candidates using the
reconstructed transverse momentum. Thus, a “pseudo-proper time” variable T can be used to

represent the decay lifetime of B-hadrons, i.e.

L-pr(J/v) My,
pr(J/Y) pr(J/¢)’

T= (4.2)

where L is the displacement vector from the primary vertex to the J/v decay vertex and m,,+ -
is the reconstructed mass of the J/v candidates (using the invariant mass of the dimuon pair).
In theory, prompt J/v decay vertices should have a T = 0 ps (which represents a non-displaced
vertex) whereas non-prompt J/v¢ decay vertices should have a T > 0 ps (which represents a
displaced vertex). Experimentally, however, these decay vertices will correspond to smeared T
values due to the vertex resolution of the detector. Therefore, an additional requirement of T >

0 ps is applied to the J/1 candidates.”
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4.3.5 Overlap removal

An overlap removal procedure is used to avoid counting the same energy clusters or tracks as
different object types. This procedure is described below and is done consecutively. The last
two criteria (5 and 6) are not applied to muons from the J/1, as these are expected to originate

from a b-jet and will not pass.
1. Electron candidates are removed if they share a track with another electron candidate
with a higher pp.
2. Electron candidates are removed if they share a track with a muon candidate.
3. Jets are removed if they are found to be within AR < 0.2 of an electron candidate.

4. Electron candidates are removed if they are found to be within 0.2 < AR < 0.4 of a jet.

5. Jets with more than two tracks are removed if they are found to be within AR < 0.2 of a

1mnuoIn.

6. Muon candidates are removed if they are found to be within AR < 0.4 of a jet.

4.4 Non-prompt and Fake Lepton Background

4.4.1 Overview

The identification of one or more charged isolated leptons from the decay of W-/Z-bosons,
referred to as 'prompt’ or’real’ leptons in the following, is frequently used to select events with
top quarks. These leptons are chosen based on detector acceptance, quality cuts, and isolation

criteria.

However, due to the imperfect algorithms and detector signatures, non-prompt and fake leptons
(NPFL) can be mis-reconstructed as prompt leptons. Non-prompt electrons and muons can
arise from the decay of hadrons containing b- and c-quarks. Fake electrons can arise from
photons pair-producing or from jets depositing large amounts of energy in the ECal. Fake
muons, however, can arise from particles which emerge from highly energetic hadronic showers

which leave tracks in the MS.

For events with one lepton, this background stems from multi-jet events, characterised by a

cross-section several orders of magnitude larger than for W-boson or top quark events, and can
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hardly be modelled with high precision. This background is instead estimated using data-driven
techniques using a matrix-method technique. The number of background events in the signal
region is evaluated by applying efficiency factors (fake and real lepton efficiencies) to the number
of events passing a tighter (signal) and a looser lepton selection. The measurement presented
in the following aims to measure these efficiencies in regions which are as close as possible to

the signal region in order to avoid any possible differences.

4.4.2 Object Selection

For this analysis, the same selection criteria are applied for the lepton candidates (as described
in Tables 4.4 and 4.5), b-tagged jets, and J/1 candidates, except no pseudo-proper time selection
is applied to the J/¢ candidates. If the electron (muon) candidates passed the entire selection
criteria in Table 4.4 (4.5) then it is considered a “tight” electron (muon). A “loose” electron
or muon candidate is defined as a lepton which passed the same selection criteria as the tight
leptons, except the loose electron candidates have to pass an FCLoose isolation working point
and a MediumLH identification, and the loose muon candidates have to pass a PFlowLoose

isolation working point.

4.4.3 Matrix Method

The matrix method technique was adopted from reference [143] and is described below.

Since the signal experimental signature contains a single lepton, the number of events with one
tight lepton (N7) and one loose lepton (N%) can be expressed as a linear combination of the

number of events with a real or a non-prompt or fake lepton, i.e.

L L L
N™ = Nreal + Nfake? (4 3)
T _ L L '
N - frealNreal + efakeNfake7

where €., and €g1e are the fraction of real leptons in the loose selection which pass the tight
selection and the fraction of non-prompt and fake leptons in the loose selection which pass the
tight selection, respectively. Since N and NT are measurable quantities, the number of events
with a non-prompt or fake lepton can therefore be determined from Equation 4.3, if €, and
€take are known. These efficiencies are measured in data in control regions, where non-prompt
and fake leptons are enhanced. The number of tight non-prompt and fake lepton background

events can be determined using Equation 4.4, i.e.
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€fak
N;g,ke = = (ErealNL - NT) (44)
€real — €fake
Since both efficiencies depend on the number of loose and tight events, i.e. NT and N, €., and
€take depend on the event signature and lepton kinematics. The efficiencies are parametrised
as a function of the lepton’s transverse momentum and pseudorapidity. To account for this

non-prompt and fake lepton contribution, an event weight is computed using Equation 4.5, i.e.

€fak
W; = —— = <€real - 51)7 (45)
€real — €fake
where §; equals one if the loose event ¢ passes the tight selection and 0 otherwise. The non-
prompt and fake lepton contribution is estimated in each bin of the final observable by the sum

of the w; over all the events in that bin.

4.4.4 Measurement of the fake rates

The fake rates, €gxe, are measured in a control region dominated by non-prompt and fake lepton
background events, i.e. multi-jet events, but can still contain contributions from real leptons.
This control region is defined to closely represent the signal region in order to estimate the
NPFL more accurately, and the main difference is an orthogonal E?iss selection. These events

must satisfy the following selection criteria:

At least one jet

Exactly one loose electron (muon) that fired a lepton trigger

Exactly one J/v candidate with no selection on T

Emiss < 20 GeV

This control region contains contributions from real leptons, which are modelled by different SM
processes and therefore, to get a pure NPFL sample, the MC estimations of these contributions

are subtracted from the data. The fake rate is determined using Equation 4.6.

Efake = <NfTake> _ (NT_N;l;al> (4 6)
ake — = . .
Ngke NL _N?eal

The results are split per year and per lepton to account for the different pile-up distributions

and triggers, respectively. Table 4.6 shows the number of events of the data and SM prediction
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for loose and tight leptons in each channel split per year, as well as the total across all years.
The yields are low for loose and tight leptons in both channels for every year, especially in 2015.

Therefore, this control region is statistically limited across all years.

2015 2016 2017 2018 Total
Channel
data | model | data model data model data model data model
Tight electron | 135 | 64 + 22 | 1025 | 685 & 204 | 1434 | 1015 + 285 | 1886 | 1359 + 382 | 4480 | 3123 £ 519
Loose electron | 239 | 66 &= 23 | 1339 | 711 £ 214 | 1921 | 1059 + 302 | 2523 | 1425 4 405 | 6022 | 3261 + 549
Tight muon 86 | 66 &= 23 | 884 | 837 £ 233 | 1177 | 1190 £ 317 | 1556 | 1487 £ 417 | 3703 | 3580 £ 574
Loose muon 131 | 67 £24 | 1091 | 837 £ 244 | 1396 | 1235 £ 333 | 1856 | 1562 £ 444 | 4474 | 3701 £ 607

TABLE 4.6: The number of events of the data and model for each channel split per year when
the lepton passes either the loose or tight selection criteria. The model uncertainties include
the statistical and simulation uncertainties associated with the different SM processes.

The yields show deviations between the data and model within uncertainty in the electron
channel, and agreement in the muon channel, for both loose and tight leptons. This indicates
the presence of non-prompt and fake leptons (NPFL) in the electron channel and no NPFL in

the muon channel.

The following results are shown for 2018, while the results for the other years can be found in
Appendix A. The results for 2016 and 2017 show the same outcome, and therefore, the analysis
for 2018 also applies to these years. The results for 2015 show slight differences when compared
to 2018, but since it only accounts for ~ 2-3% of the total yield, the same analysis for 2018
applies to 2015.

Figure 4.1 shows the comparison between the data and the SM prediction in the E%liss distribu-
tion when the lepton is either an electron (also called the electron channel) or a muon (also called
the muon channel) for both loose and tight leptons, respectively, for 2018. These figures show
large contributions originating from W/Z+jets and J/i¢ + W events, and small contributions
from the other SM processes. The region between the top of the stacked simulated sources and
the data is assumed to come from the NPFL background contribution. In the muon channel, the
data and the SM prediction agree within uncertainty, indicating no presence of NPFL. In the

electron channel, deviations between data and SM prediction indicate the presence of NPFL.
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FIGURE 4.1: The upper panel shows the distribution of EX** for data and the different SM

processes for events passing the loose (a, ¢) and tight (b, d) selection criteria in the electron (top

row) and muon (bottom row) channels for 2018, respectively. The statistical and luminosity

uncertainties, together with the uncertainties associated with the SM processes, are shown. The
lower panel shows the ratio between the data and the SM predictions.

Figures 4.2-4.3 show the lepton pr and |n| distributions for the data and the SM prediction
for leptons passing the loose (left) and tight (right) selection criteria for 2018. The fake rate is
determined by the difference between the number of tight leptons in the data subtracted by the
number of tight leptons in the SM prediction, divided by the same differences in the loose lepton
case. Since the tight lepton contribution represents the numerator and has “tighter” criteria,
the difference in the data and SM prediction in the tight case is considered when analysing the
results. In the electron channel, the presence of NPFL is clearly visible in the range pr < 35 GeV
and slightly visible between 35 < pr < 40 GeV, showing the presence of NPFL in that region.
The data and SM prediction agree within uncertainty from pr > 40 GeV and thus showing no
presence of NPFL. The |n| distribution shows the NPFL background is clearly visible between
1 < |n| < 2.5, and no NPFL in || < 1. In the muon channel, the presence of NPFL is only
visible in the range pr < 30 GeV. The data and SM prediction agree within uncertainty from
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pr > 30 GeV, as well as the entire |n| distribution, which shows no presence of NPFL in those

regions.
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FIGURE 4.2: The upper panels show the distributions of pr (a, b) and || (¢, d) for data and

the different SM processes for events passing the loose (left) and tight (right) selection criteria

in the electron channel for 2018. The statistical and luminosity uncertainties, together with the

uncertainties associated with the SM processes, are shown. The lower panel shows the ratio
between the data and the SM predictions.
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FIGURE 4.3: The upper panels show the distributions of pr (a, b) and || (c, d) for data and
the different SM processes for events passing the loose (left) and tight (right) selection criteria
in the muon channel for 2018. The statistical and luminosity uncertainties, together with the
uncertainties associated with the SM processes, are shown. The lower panel shows the ratio
between the data and the SM predictions.

4.4.5 Measurement of the efficiencies

The efficiencies, €,0,1, are measured in a control region dominated by real leptons. The t¢ SM

process is used to define the control region, where both W-bosons from the two different top

quarks must have decayed leptonically. These events must satisfy the following selection criteria:

e At least one jet.

e Exactly two loose electrons (muons) with opposite signs, where both leptons must fire a

lepton trigger.

e Exactly one J/1 candidate with no selection on T
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The control region is defined for real leptons, and the efficiency is determined across the same

object kinematics as the fake rates. The efficiencies are estimated using Equation 4.7.

€real = (1;3) . (4.7)

The results are split per year and per lepton to account for the different pile-up distributions
and triggers, respectively. Table 4.7 shows the number of ¢t events for loose and tight leptons in
each channel split per year, as well as the total across all years. The yields are low for loose and
tight leptons in both channels for every year, especially in 2015. Therefore, this control region

is statistically limited across all years.

2015 2016 2017 2018 Total
Tight | Loose | Tight | Loose | Tight | Loose | Tight | Loose | Tight | Loose

Channel

Electron 16 16 132 136 175 184 255 267 578 603
Muon 10 10 107 110 140 144 190 197 447 461

TABLE 4.7: The number of ¢ events in each channel split per year when the leptons pass
either the loose or tight selection criteria. The model uncertainties include the statistical and
simulation uncertainties associated with the different SM processes.

The yields show negligible difference between loose and tight leptons in both channels and across
all years. This indicates that loose and tight leptons are the same and the efficiencies should

equal one.

The following results are shown for 2018, while the results for the other years can be found in
Appendix A. The results for the other years show the same outcome as 2018 and, therefore,

conclusions for 2018 applies to the other years.

Figure 4.4 shows the lepton pr and |n| distributions for leptons passing the loose (black) and tight
(red) selection criteria in ¢ events for 2018. The results show the loose and tight contributions
agree within uncertainty, however, since the comparison is made with the same MC sample, the

tight contribution is systematically lower than the loose contribution.
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FIGURE 4.4: Distributions of pr (a, ¢) and |n| (b, d) for loose (black) and tight (red) leptons
in the electron (top row) and muon (bottom row) channels for 2018. The error bars shows the
statistical uncertainties.

4.4.6 Efficiencies and fake rates

Figure 4.5 shows the measured efficiencies and fake rates as a function of lepton pr and |n| in
the electron and muon channels, respectively, for 2018. The results for the other years can be
found in Appendix A. The results for the other years show the same outcome, and therefore,

conclusions for 2018 also applies to the other years.

The fake rates and efficiencies have large statistical uncertainties due to the limited amount
of events passing the selection criteria, which comes from the low branching ratio of having
J/¢¥ — pp in every event. The efficiencies increase as a function of lepton pr and are relatively
constant across |n|. The fake rates, however, are relatively flat as a function of lepton pr in the

electron channel and decrease in the muon channel. Additionally, the fake rates vary across |n|
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in both channels. The regions with no fake rate or efficiency are due to the fact that the data is
smaller than the SM prediction. When estimating the NPFL contribution in the signal region,
only the measured efficiencies and fake rates in regions where sizeable deviations between the
data and the SM prediction are observed, will be used, while in the other regions, the amount

of NPFL is considered to be zero.
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FIGURE 4.5: The measured efficiency (red) and fake rate (blue) in the transverse momentum (a,

¢) and absolute pseudorapidity (b, d) distributions in the electron and muon channels for 2018.

The error bars correspond to the statistical uncertainty from the bin entries. No systematic
uncertainties are shown.

4.4.7 Systematic uncertainties

The measured efficiencies and fake rates are shown with their statistical uncertainties and no

systematic uncertainties.

The systematic uncertainties associated with the measured efficiencies can be derived from

different control regions enriched in real leptons, i.e. using a tag-and-probe method with Z — uu
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and Z — ee events (as was done in reference [143]). The efficiencies in reference [143] were
determined in data, whereas the efficiencies measured above are determined in MC simulation.
The results are very similar despite this difference and, therefore, a negligible impact on the
NPFL contribution is expected when compared to the large statistical uncertainties of the fake
rates. At the time of writing, only the statistical uncertainty associated with the measured
efficiencies are considered, and estimating the contribution from the different control region will

be considered in future studies.

The systematic uncertainties associated with the measured fake rates comes from the simulation
uncertainties of the different SM processes. Each process will be varied up and down by their
respective uncertainties, and new fake rates will be determined. However, these SM processes
are present in both the fake rate control region and the signal region. Therefore, the impact
of varying each process on the top quark mass measurement is considered in both regions

simultaneously, and is shown in Section 5.3.4.2.

4.5 Signal region object kinematics

The selected final state particles in the signal region are not unique to top quark processes and
therefore, there are other SM processes which contribute to the background within the signal

region.

Table 4.8 shows the yields of the data and SM processes after all selections are applied. The
statistical uncertainty and simulation uncertainties of the various SM processes are also shown.
The signal region is dominated by top quark (signal) events, with a 91% contribution. These
contributions are broken up into events that contain the top quark decay mode of interest, see
Equation 4.1, at particle-level (73%) and those that don’t (18%), which is referred to as ¢t in all
figures and tables. There are minor contributions coming from the background processes (8%)

and NPFL (1%). The model prediction agrees with the data within 1o uncertainty.

Figures 4.6 - 4.8 show different object kinematic distributions for data and the individual con-
tributions from signal and background SM processes, as well as the contribution from NPFL in
the combined muon and electron channel. These object kinematics include the pr and 7 of the
lepton considered coming from the W-boson, E%liss, mr(lepton, E?iss), the mass, pr, rapidity
and pseudo-proper time of the J/1, the pr and n of the muons from the J/v, as well as the
number of jets and b-tagged jets in the signal region. In each distribution, the data and predic-
tion agree within 1o uncertainty, except for the low E?iss region, where the data and prediction
agree within 20 uncertainty. This shows a reasonably good agreement between the data and

prediction in the signal region.

The data are well-described by the model, and the top quark mass in the data can be measured.
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Physics process

Yields & stat. unc. =+ simulation unc.

tt with true top decay mode

9238 £ 96 £+ 508

single top with true top decay mode

1052 £+ 32 £ 82

tt 2308 + 48 £+ 127
single top 245 £ 15 £ 19
W +jets 763 + 28 + 232
Z+jets 146 + 12 + 26
Diboson 38£6=+19
ttV 31£6+4
J/p+W 149 + 12 + 149
NPFL 184 + 14
Model prediction 14152 £ 119 + 599 (total = 611)
data 13712

TABLE 4.8: The yields found in the signal region for each different contribution with the
statistical uncertainty, as well as the simulation uncertainty for each SM process.
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FIGURE 4.6: The upper panel shows the distributions of the transverse momentum (a) and

pseudorapidity (b) of the lepton candidates in the signal region. These distributions contain

the data, the contributions from the different signal and background SM processes and the

contribution from NPFL. The statistical and luminosity uncertainties, together with the uncer-

tainties associated with the SM processes, are shown. The lower panel shows the ratio between
the data and the predictions of the various processes and NPFL.
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FIGURE 4.7: The upper panel shows the distributions of the missing transverse energy (a),
transverse mass of the W-boson (b), the number of jets (¢) and b-tagged jets (d), as well as the
transverse momentum (e) and pseudorapidity (f) of the muons originated from the J/4 in the
signal region. These distributions contain the data, the contributions from the different signal
and background SM processes and the contribution from NPFL. The statistical and luminosity
uncertainties, together with the uncertainties associated with the SM processes, are shown. The
lower panel shows the ratio between the data and the predictions of the various processes and
NPFL.
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FIGURE 4.8: The upper panel shows the distributions of the invariant mass (a) and transverse
momentum (b), rapidity (c¢) and pseudo-proper time (d) of the dimuon candidates (i.e. J/v).
These distributions contain the data, the contributions from the different signal and background
SM processes and the contribution from NPFL. The statistical and luminosity uncertainties,
together with the uncertainties associated with the SM processes, are shown. The lower panel
shows the ratio between the data and the predictions of the various processes and NPFL.



Chapter 5

Measurement of the top quark mass

Direct top quark mass (my,,) measurements are obtained by utilizing information from the
kinematic reconstruction of the measured top quark decay products, and their corresponding
combinations. This information is derived from Monte Carlo (MC) simulated events using
several assumed values for the top quark mass in the simulation. These results are related to
measurements of the various input parameters of MC simulations, and the differences between

MC simulations are covered by systematic uncertainties.

The template method is used, which is based on a partial reconstruction of the kinematics
underlying the top-quark(s) decay, with probability density functions (templates) for observables
that are sensitive to the underlying my,,. These templates are fitted to functions interpolating
between the different input values of the my,,. An unbinned likelihood fit to the observed
data distribution of the observable is used to determine the my,, value that best describes the
data. The invariant mass of the lepton (originating from the W-boson decay) + J/¢ — ptu~
(originating from the B-hadron decay) distribution is the observable sensitive to the underlying

Miep and therefore can be used to determine the my,, in data [144].

The following sections describe the method and measurement of the top quark mass, with its

statistical and systematic uncertainties.

5.1 Extracting the top quark mass

Figure 5.1 shows the invariant mass of the lepton + .J/1 distribution in the signal region using
nine different generated top quark mass samples, which includes both top quark pair and single
top events. Each distribution can be distinguished from the next, and thus a template method

will be developed using these samples.

65



Measurement of the top quark mass 66

w ErT o ‘ T T T ‘ T T T ‘ T T T ‘ T T 1T T T 1T T T 1T 174
1200 Vs=13TeV, 139.0 fo" -
> L i
w r _ =169 GeV ]
1000~ . ﬁzﬁ 2171 Gev 7
L ¢ '+ — my,, =172 GeV ]
goo- 'l o meilaieey. -
- .;:+ ; M = 172.75 GeV -
O H A
6001 kL i T m® =176 GeV .
400- ]
200- ' "y, -
T Ty, ]
0 4 11 ‘ | | ‘ | | ‘ | | r\.\.T.\ ‘. Sheodsnainglndal

0 50 100 150 200 250 300 350
My, g, [GEV]

FIGURE 5.1: Invariant mass distribution of the lepton + J/4 in the signal region over simulated
top quark samples using nine different generated top quark masses.

5.1.1 Signal templates

The signal region contains a lepton from a W-boson decay and J/¢ meson from the hadroniza-
tion of a b-quark. Experimentally, these particles could have originated from either the same
(also known as correct pairing) or different (also known as incorrect pairing) top quarks, and
therefore the invariant mass distribution of the lepton + J/v distribution in the signal region
contains contributions from correct and incorrect pairings. Figure 5.2 shows these contributions
at the particle-level over the ¢t and single top MC samples with top quark mass set to 172.5
GeV.
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FIGURE 5.2: The invariant mass distribution of the lepton + J/4 in the signal region from the
Myop = 172.5 GeV tt and single top MC samples, broken up into contributions from correct
(red) and incorrect (blue) pairings, as well as the total (black).
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Figure 5.2 shows that the correct pairings produce a Gaussian shape distribution, while the
incorrect pairings produce a Gamma shape distribution. Therefore, the probability density
function (or pdf) describing the invariant mass of the lepton + J/v distribution in the signal
samples is defined as the sum of a Gaussian and a Gamma distribution. This pdf consists
of six parameters: i.e. the Gaussian mean (fGauss) and width (0Gauss), the normalization
fraction for the Gaussian (fgauss), and the Gamma function’s gamma (Ygamma), beta (Bcamma)
and mu (UGammae) Parameters. The pgquss parameter describes the position of the Gaussian
peak, whereas the 0geuss parameter describes the Gaussian’s width. The Yaamma and Bgamma
parameters together describe the shape of the Gamma function, while the pgemmae parameter

describes the Gamma function’s starting point.

The pdf is fitted over the invariant mass of the lepton + J/v¢ distribution for each of the
nine different top quark mass samples. Figure 5.3 shows the invariant mass of the lepton +
J/ distribution with the pdf fit and the individual contributions from the Gaussian (red) and
Gamma (green) functions, when the top quark mass is set to 172 and 172.5 GeV, as well as
the best fit values for the different parameters of the pdf. These fit results are called signal
templates. The fits over the other generated top quark masses can be found in Appendix B.
The ratio between the pdf and the simulation is consistent with 1 across the invariant mass
of the lepton + J/v distributions for the different generated top quark masses, except in the
first bin. However, the pdf describes the distribution reasonably well, since the x?/df ~ 1, and

therefore should not affect the results.
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FIGURE 5.3: The upper panel shows the invariant mass of the lepton + J/v distribution with

the total pdf (blue) fitted over the my,, = 172 GeV (a) and 172.5 GeV (b) GeV signal MC

samples, respectively. The individual contributions of the Gaussian (red) and Gamma (green)

functions and the best fit values are shown. The lower panel shows the ratio between the signal
MC samples and pdf.
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5.1.2 The romance between the parameters from the pdf and top quark mass

Figure 5.3 shows the best fit parameter values for two different top quark mass samples, while
the others can be found in Appendix B. A priori is that the top quark mass is expected to
be more sensitive to the Gaussian parameters as they describe the correct pairings with the
top quark decay products, whereas the Gamma parameters are expected to be insensitive as
they describe the incorrect pairings. Some parameters can be seen to be consistent within
1o uncertainty, while others are not. This indicates some parameters are either dependent or
independent on the top quark mass. The relationship between the pdf’s parameters and the top
quark mass can be determined by fitting a straight line. However, each parameter is correlated
(or anti-correlated) with the others to some degree, and therefore the correlations have to be
considered when determining the relationship between the parameters and the top quark mass.
Table 5.1 shows the strength of the correlations between each parameter (i.e. the correlation

matrix). The correlation matrix for the other top quark masses can be in Appendix C.

The Gaussian’s peak position has medium correlations with the other Gaussian parameters,
and weak correlations with the Gamma function’s parameters. The Gaussian’s width and
normalization fraction have medium to strong correlations with the shape and starting point
of the Gamma function. The Gamma function’s parameters have strong correlations with each

other.

Parameter ‘ HGauss ‘ O0Gauss ‘ fGauss ‘ YGamma ‘ ﬁGauss ‘ HGamma

HGauss 1 -0.36 | -0.35 -0.17 -0.04 -0.28
OGauss -0.36 1 0.82 -0.37 0.55 0.69
fyauss -0.35 0.82 1 -0.50 0.73 0.63
YGamma -0.17 -0.37 | -0.50 1 -0.91 -0.66
BGamma -0.04 0.55 0.73 -0.91 1 0.65
HGamma -0.28 0.69 0.63 -0.66 0.65 1

TABLE 5.1: Correlation matrix of each parameter in the pdf describing the invariant mass of
the three lepton system fitted over the my,, = 172.5 GeV MC sample.

A x? function can be developed to take into account the correlations between parameters,
according to G. Cowan - Statistical data analysis textbook [145]. This is briefly described

below.

5.1.2.1 Building a x? taking the parameter correlations into account

“According to the central limit theorem, the measured value, y, can be considered to follow a
normal distribution with mean value A when taking a large number of random samples of a

given dataset. Consider a set of N independent (or uncorrelated) Gaussian random variables y;,
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each related to another variable x;, which is assumed to be known without error. Assume that
each value y; has a different unknown mean, A;, and a different but known variance, 01.2. The N
measurements of y; can be equivalently regarded as a single measurement of an N-dimensional

random vector, for which the joint pdf is the product of N Gaussians,

exp <w) (5.1)

2
20}

GWY1s s UNI AL, s AN, OF, .0%) = H

1
i=1 \/27T0’i2

Suppose further that the true value is given as a function of x, A\ = A(x;0), which depends on
unknown parameters § = (61,...,0,,). The aim of the method of least squares is to estimate the
parameters 6. In addition, the method allows for a simple evaluation of the goodness-of-fit of
the hypothesized function A(x;f). Taking the logarithm of the joint pdf and dropping additive

terms that do not depend on the parameters gives the log-likelihood function,

—_

N
— X a:z, ))2
logL(0 = Z; (5.2)

This is maximized by finding the values of the parameters # that minimize the quantity, namely
the quadratic sum of the differences between measure and hypothesized values, weighted by the
inverse of the variances. This is the basis of the method of least squares (LS), and is used to
define the procedure even in the cases where the individual measurements y; are not Gaussian,

but as long as they are independent.

SII 2

=1

If the measurements are not independent (or correlated) but described by an N-dimensional
Gaussian pdf with known covariance matrix V but unknown mean values, the corresponding
log-likelihood function is obtained from the logarithm of the joint pdf (5.4) given by the following

equation

fxp, V) = Wﬁﬂ?p {—;(X — )V (x - p) (5.4)
| N
logl(0) = —5 D (i = A 0))(V )i (g — Mz 6)) (5.5)
ij=1

where the additive terms not depending on the parameters have been dropped. This is maxi-

mized by minimizing the following
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N
X0) = (i — Mz 0) (V)i (i — Aw30)). (5.6)

ij=1

To determine the relationship between the pdf’s parameters and the top quark mass, equation

5.6 was minimized, where y; are the measured parameter values, \(z;,0) are the relationships

functions (i.e. straight line equations of the form a(myp-172.5)+b), and sz_l

the covariance matrix.

5.1.2.2 The relationship between the parameters and the top quark mass

The x? function above was minimized, and the relationship between the parameters

top quark mass can be seen in Figures 5.4-5.5.
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that takes into account the correlations between the parameters.

is the inverse of

and the
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FIGURE 5.5: The relationship between the Gamma’s beta (a) and mu (b), and the top quark
mass after minimizing the y? function that takes into account the correlations between the
parameters.

The Gamma’s v and u parameters and the Gaussian fraction have no dependence on the top
quark mass, since their slopes are consistent with 0 within 1o uncertainty. The Gamma’s 8
parameter is considered to also have no dependence on the top quark mass, since its slope is
consistent 0 within 1.30 uncertainty. The Gaussian mean parameter shows the largest depen-

dency on the top quark, while the Gaussian width parameter shows some dependence.

These relationships can now be substituted into the pdf describing the signal sample’s invariant
mass of the lepton + J/v distribution, producing a pdf that is solely dependent on the top

quark mass of the form

Pdfsig(Miop) = f * Gaussian(meep) + (1 — f) * Gamma(myep). (5.7)

5.1.3 Background template

The pdf above, however, does not describe the contributions from the background SM processes
and the NPFL contribution. These contributions are top quark independent, and therefore only
one pdf is needed. However, the ttV is top quark dependent, but the contribution accounts for
0.2% of the signal region, and therefore is treated as part of the background contributions. A
Novosibirsk function is used to describe these top quark independent samples. Figure 5.6 shows
the invariant mass of the lepton + J/1 distribution for the top quark independent contributions
fitted with the Novosibirsk pdf (blue) and the best fit values for the different parameters of the
pdf. This fit result is called the background template and is considered a constant function,

since it is myep independent. The ratio between the pdf and the simulation is consistent with
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1 across the invariant mass of the lepton + J/1 distribution, except in the first bin. However,
the pdf describes the distribution reasonably well, since the x?/df ~ 1, and therefore should not

affect the results.
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FIGURE 5.6: The upper panel shows the invariant mass of the lepton + J/v distribution from

the background SM processes (W/Z+jets, VV, ttV, and J/¢p+W) and the NPFL contributions,

fitted with a Novosibirsk function (blue). The best fit values for the Novosibirsk parameters

together with its uncertainty is shown in the top right. The lower panel shows the ratio between
the top quark independent samples and the pdf.

5.1.4 Total pdf

Combining the top quark dependent and independent pdfs can now describe the top quark
mass responsible for producing the invariant mass of the lepton + .J/1 distribution in data.
The combined pdf has two parameters, 1) the top quark mass, and 2) the fraction of the top

quark dependent contribution (g), and is of the form

pdf (Miop, §) = g * pdfsig(Miop) + (1 — g) * Novosibirsk(constant). (5.8)

5.2 Performance of the top quark mass extraction method

The total pdf developed above can now be used to determine the top quark mass in data.
However, the performance of the method has to be estimated in order to understand the results.
The full model is considered to be the contributions from signal top quark and background SM

processes, and the NPFL contribution.

It is important to understand the relationship between the reconstructed and generated top
quark masses. The previous parameter dependence with top quark mass, depicted in Figures

5.4-5.5, incorporates information from all nine top quark masses. In order to understand the
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relationship between the reconstructed and generated top quark masses in an unbiased manner,
one top quark mass point has to be removed (also called the testing sample), and the parameter
relationships will be redetermined without the testing sample’s information. Table 5.2 shows
the parameter relationships with the top quark mass either using all nine top quark masses
information or after removing the my,, = 172.5 GeV information from the parameter fits. All
slopes and intercepts are consistent within uncertainty, and thus the same parameter dependency
with the top quark mass is observed. Appendix D contains the parameter relationships with

the top quark mass after removing each top quark mass’s information from the parameter fits.

Parameter All nine myp information | Removing my,, = 172.5 GeV information
Gauss Slope 0.46 + 0.05 0.51 £ 0.05
UGauss intercept 72.86 + 0.08 72.94 + 0.09
OGauss Slope 0.13 £ 0.05 0.08 £ 0.04
OGauss intercept 21.92 4+ 0.08 21.86 + 0.09
fGauss slope 0.00 £ 0.00 0.00 £ 0.00
fcauss intercept 0.48 £+ 0.00 0.48 £ 0.00
YGamma Slope 0.01 £ 0.01 0.00 £ 0.00
YGamma INtercept 2.03 £ 0.01 2.00 £+ 0.02
BGamma slope 0.17 £ 0.13 0.00 &+ 0.00
BGamma intercept 45.38 £+ 0.27 45.66 £+ 0.39
UGamma SlOpe 0.00 = 0.00 0.00 £ 0.00
UGamma intercept 11.48 £ 0.10 11.73 £ 0.13

TABLE 5.2: The slopes and intercepts of the relationships between the parameters and the
top quark mass, either using all nine my,, information or after removing m,, = 172.5 GeV

information from the fits. The uncertainty values quoted as 0.00 are smaller than 0.005. The
gen

relationships are of the form parameter = slope(m{,,-172.5)-+intercept.
The resulting pdf’s are used to fit over the full model using the tested sample as the signal top
quark contribution to determine the reconstructed top quark mass. Figure 5.7 shows the total
pdf fit (blue) over the full model for two different top quark mass samples after removing the
testing sample’s information from the parameter fits. The Gaussian (red), Gamma (green) and
Novosibirsk (purple) are shown as well. The reconstructed and generated top quark masses can
be found in the top left corner of the upper panel, while the ratio between the total pdf and the

model is shown in the lower panel. The other six fits can be found in Appendix E.

Figure 5.8 shows the relationship between the generated and reconstructed top quark masses
fitted with a straight line. The best fit values for the straight line show a slope consistent with
unity and an intercept consistent with 0. Therefore, the reconstructed top quark mass obtained
from the fit can be expected to be the same as the true top quark mass that produced the
associated invariant mass of the lepton + J/v distribution. In other words, the method is well

calibrated and can be used to measure the top quark mass in the data.



Measurement of the top quark mass 74

34500: L L B B BB B 24500: LN L i L B B B
C =~ — c | - -
L%’ 4000 (s=13TeV, 139.0 b — total pdf fit — :>_I’ 4000F- Vs=13TeV, 139.0 b —— total pdf fit =
3500; m%?o;172-0 GeV e Gaussian (»Sig) é 3500; mz:z;c;172_5 Ge¥ e Gaussian (»Sig) é

E mgg°:172.078 £ 0.247GeV Gamma (Sig) B E m{2°:172563 £ 0.353GeV Gamma (Sig) 3
3000 ydf=1.311 wee Novosibirsk (Bkg)  —| 3000 gP/df=1335 e Novosibirsk (Bkg) —
25001 - 25001 -
2000 = 20007 =
1500 = 1500 =
= P E E 3
1000 r '-.\ - 1000 —
E s " 3 E 3
500 2 — 500 —

= v | = |

)= Sy f\' e = " = A 4 3 SRS

B 14F 3 T 14F E
%11-2‘?0 ‘vo5%%+L}lllE %1'21?. ey If!}l}}llll?
3 osF ! [ 3 osf ' =
E 06E = £ 06F =
0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350

m, , [GeV] m,, [GeV]

(a) (b)

FIGURE 5.7: The upper panel shows the total pdf fit (blue) over the invariant mass of the lepton

+ J/4 distribution of the full model when using m,,, = 172 (a) and 172.5 (b) GeV as the signal

top quark processes, after removing the testing sample’s information from the parameter fits.

The individual contributions of the Gaussian (red), Gamma (green) and Novosibirsk (purple)

functions are shown. The generated and reconstructed top quark masses are shown in the top

left corner, together with the fit quality. The lower panel shows the ratio between the full model
and the pdf.
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FIGURE 5.8: The relationship between the generated and reconstructed top quark mass ob-

tained from the extraction method, fitted with a straight line (solid black line). The best fit

parameter values and the fit quality for the straight line can be found in the top left corner. The

uncertainty in the data points include the uncertainty associated with the fit and the method
uncertainty.

An additional performance test was done to test the bias of the fit and verify the uncertainty
associated with the fit. This can be estimated by creating a pull distribution, where the bias

is defined as the pull mean and uncertainty the pull width. A model which is unbiased and
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produces an accurate uncertainty should have a pull mean and width consistent with 0 and 1,

respectively. The pull is calculated by using

Pull — measured value — true value (5.9)

uncertainty in measured value’

Since there are nine different top quark mass MC samples (i.e. 9 true values), nine pull dis-
tributions can be made by generating pseudo-data using the total pdf. The same procedure is
applied by removing the testing sample’s information. Figure 5.9 shows one set of generated
pseudo-data using my,, = 172.5 GeV with the same number of events found in data (i.e. 13712),
in order to be statistically comparable with data, together with the pdf fit and the measured

top quark mass value and its uncertainty.
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FIGURE 5.9: The invariant mass of the lepton + J/v distribution from one set of pseudo-data

generated from the total pdf with the total pdf fitted over the pseudo-data. The result of the

top quark mass and its uncertainty is shown on the top right, together with the mass used to
generate the pseudo-data.

In order to produce a pull distribution, 1000 sets of pseudo-data were generated for each top
quark mass. A Gaussian was fitted over the pull distribution to determine the pull mean and
width. Figure 5.10 shows the pull distribution when my,, = 169, 172.5 and 176 GeV with the
Gaussian fit to obtain the pull mean and width. The pull distribution for the other top quark
mass values can be found in Appendix F. The pull mean and width is a function of my,, and the
relationship between them can be obtained by fitting a constant line over both distributions.
Figure 5.11 shows the relationship between the top quark mass and the pull mean, as well as the
pull width. The pull mean, i.e. -0.003 4+ 0.005 is consistent with 0 within 1o, which shows the
method is unbiased in determining the top quark mass value. The pull width, i.e. 1.003 + 0.003
is consistent with 1 within 1o, which shows the method accurately estimates the uncertainty of

the top quark mass.
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FIGURE 5.10: Pull distributions from 5000 pseudo-data sets with the Gaussian fit (red) when
Miop = 172 (a) and 172.5 (b) GeV. The pull mean and width is shown in the top left corner.
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FIGURE 5.11: Pull mean (a) and width (b) as a function of the top quark mass. The solid
black line shows the constant line fit over the distributions, with the fit results shown in the
top left corner.

5.3 Systematic uncertainties

The method to extract the top quark mass has been developed and tested, and thus the top
quark mass in data can be measured. However, because the extraction method is based on
simulation, there are several sources of systematic uncertainties based on the modelling of the
signal and background processes, and even the extraction method itself, which impacts the
measurement. Additionally, there are reconstruction-related (or detector) uncertainties that
impact the measurement. Table 5.3 displays a list of all the systematic sources impacting the

measurement, with the number of independent components per source.
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Source of uncertainty Number of components

Method 1

Modelling of signal processes

NLO generator
Parton shower and hadronization
b-quark fragmentation
B-hadron production fractions
B-hadron decay branching ratios
hdamp tuning
Initial-state radiation

Final-state radiation

— R W R Wk R = e

Colour reconnection
Choice of PDF
Modelling of background processes
W+jets
Z+jets
4%
ttV
J/p+ W
NPFL

Detector Response

w
)

N = = =N N

Electrons 6

Muons 16

Jet energy scale 29

b-jet energy scale

Jet energy resolution 8

Jet vertex fraction 1
Flavour tagging 16
Missing transverse momentum 3

Pile-up

TABLE 5.3: A list of all the systematic uncertainty sources included in the analysis, together
with the number of independent components taken into account.

The full model shown above consists of the background SM processes simulated with the full
ATLAS simulation, the NPFL contribution and the signal top quark SM processes simulated
with the fast ATLAS simulation. This model will be used to estimate the systematic uncertain-

ties associated with this measurement because the samples used to estimate the signal modelling
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systematics were generated with the fast ATLAS simulation, which allows for consistent estima-
tions. This will be called the nominal model going forward. All the samples used to estimate the
systematics were generated with a top quark mass set to 172.5 GeV, unless otherwise stated.
Figure 5.12 shows the fit over the invariant mass of the lepton + J/1¢ distribution from the
nominal model in the upper panel and the ratio between the model and pdf in the lower panel.
The reconstructed top quark mass of 172.563 £ 0.353 GeV is consistent with the generated top
quark mass of 172.5 GeV. The uncertainty quoted in this distribution takes into account the full
statistical power of the model, which is not consistent with data. The full statistical power of
the model results from a simulated data set consisting of approximately ten times the number
of events as in the measured data set. The statistical uncertainty in the model that is consistent
with the statistical power of the data, and therefore, the expected uncertainty in the data, is
0.90 GeV.
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FIGURE 5.12: Distribution of the invariant mass of the lepton + J/1) system using the ATLAS-

Fast tt and single top SM processes with my,, = 172.5 GeV, together with full ATLAS simulated

W/Z+jets, VV, ttV, and J/¢ + W SM processes with my,, = 172.5 GeV, as well as the NPFL

in the upper panel. The total pdf fit (blue) is shown, and the reconstructed top quark mass

and fit quality can be seen in the top left corner. The lower panel represents the ratio between
simulation and pdf.

5.3.1 Systematic uncertainty calculation

The extraction method in Section 5.1 was developed using templates for the signal and back-
ground processes. These templates will remain unchanged when varying the different sources
of uncertainty to estimate the impact on the top quark mass. Each source of uncertainty is

evaluated using simulated events and is constructed to be uncorrelated with one other.



Measurement of the top quark mass 79

Some sources of uncertainty consist of an up-down variation or a single variation. For systematics
with an up-down variation, the uncertainty will be taken as half the difference whereas, for
systematics with a single variation, the difference between the nominal top quark mass and the

one obtained from the variation is taken as the systematic uncertainty.

To facilitate comparison with other results, each systematic uncertainty is assigned a statistical
uncertainty, which takes into account the statistical correlation of the samples under considera-
tion [146]. Using the individual uncertainties u; £ s;, the total uncertainty is calculated as u=+s,
where u = />~ u? and s = (1/u) x 1/>;(u? x s?). The statistical precision from a comparison
of two samples 019 is determined for each source of uncertainty based on the correlation, p, of
the underlying samples, using 0%2 = U% + U% — 2p120102. The statistical correlation is expressed
as pi2 = wiz//wiws with wy = Zi’l w? and wy = Zm wi2 is the sum of the squared root
of weights in the two samples, and wio = Zmz w? is the sum of the squared root of weights
of the events present in both samples. Most estimations are based on the same sample with
only a change in a single parameter, such as lepton energy scale uncertainties. This leads to a
high p value and a correspondingly low statistical uncertainty in their difference. Others, which
do not share the same generated events or exhibit other significant differences, have a lower p
value, and the corresponding statistical uncertainty is higher, such as in the case of some of the
signal modelling uncertainties. The statistical uncertainty in the total systematic uncertainty
is calculated from the individual statistical uncertainties by the propagation of uncertainties

mentioned above.

5.3.2 Method uncertainty

The pdfy;, described before was determined from the relationships between the parameters of
the Gaussian and Gamma functions and the top quark mass. These relationships are in the
form of a straight line and consist of two parameters, i.e. a slope and an intercept. These slopes
and intercepts come with an uncertainty, which impacts the extracted top quark mass, and are
correlated with each other. Additionally, the Novosibirsk parameters have uncertainties and are
correlated, and thus also has to be considered. The slopes and intercepts used to measure the
top quark mass with generated my,, = 172.5 GeV, which can be found in Table 5.2, produces
the correlation matrix found in Table 5.4. The parameters from the Novosibirsk pdf produces

the correlation matrix found in Table 5.5.

According to Evaluation of Measurement Data - Guide to the Fxpression of Uncertainty in
Measurement [147], the impact of correlated parameters on the top quark mass can be estimated

with the following equation
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3 Y is the change in my,), as the variable changes, u?(x;) is the uncertainty of the variable,
L

and 7; ; is the correlation between variable ¢ and variable j.

where

The uncertainty due to the slopes and intercepts from pdfs;, and the parameters from the
Novosibirsk, is determined by varying each variable individually up and down by 1 and 2o,
respectively. The reconstructed top quark mass is measured for each variation, and the rela-
tionship with each variable is then determined. Figures 5.13-5.15 show the relationship between
the variable and the reconstructed top quark mass fitted with a straight line. The gradient
from the straight line fit is considered the change in my,), as each variable changes. All variables
except UGausss BGamma A Ygamma produce gradients consistent with 0 within uncertainty.
The gradients of taauss, Bcamma and YGamma are not consistent with 0 within uncertainty, but
have large uncertainties. The statistical uncertainty is determined by varying each gradient
within +10 uncertainty individually, and half the difference between the up and down varia-
tions are added in quadrature, and considered the total statistical uncertainty. The systematic

uncertainty associated with the extraction method is 0.18 4+ 0.06 GeV.
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FIGURE 5.13: The relationship between the Gaussian’s mean slope (a) and intercept (b),
Gaussian’s width slope (c) and intercept (d), the fraction of Gaussian’s slope (e) and intercept
(f), and the top quark mass after removing the information from my,, = 172.5 GeV.
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FIGURE 5.14: The relationship between the Gamma’s § slope (a) and intercept (b), Gamma’s
~ slope (¢) and intercept (d), the Gamma’s p slope (e) and intercept (f), and the top quark
mass after removing the information from m,, = 172.5 GeV.
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FIGURE 5.15: The relationship between the Novisibirsk’s peak (a), width (b), and tail (c)
parameters, and the top quark mass after removing the information from my,, = 172.5 GeV.

5.3.3 Modelling of signal processes

The Powheg-Box NLO matrix element generator was used to create the nominal top quark
samples, while Pythia 8 models the hadronization and parton shower using the ATLAS Al14
tune. The parton shower generator, which implements matrix-element corrections with accuracy
comparable to the NLO level, fully handles radiation in top quark decays. The pr of the first
gluon emission is controlled by the hAgqmp parameter, which is set to 1.5 times the top quark mass
of myp = 172.5 GeV. The hgqpm,p setting’s primary impact is to control the high-pr emission

from which the ¢t system recoils.

The modelling of the momentum transfer between the b-quark and the B-hadron, and conse-

quently the description of the b-quark fragmentation function, are particularly important to this
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analysis. The fragmentation and hadronization parameters of the A14 tune are inherited from
the Monash tune [148], which corresponds to LEP and Tevatron data. When combined with
ATLAS 7 TeV measurements of the underlying event, jet generation, Z-boson production, and
top quark production, the Al4 tune further constrains shower, multiple parton interactions,
and colour reconnection parameters. According to reference [149], the Al4 tune discovers a
weaker coupling than Monash in the initial- and final-state radiation shower, which results in
a better description of the Z-boson pr distribution and the jet multiplicity distribution in the
generation of top quark pairs. These parameters in the A14 tune shows deviations with the data
in eTe™ colliders. However, the description of the b-fragmentation in tf events was constrained
using LEP (DELPHI, ALEPH, and OPAL experiments) and SLD data from Z — bb events
[149]. In Pythia 8, the Al4 tune description of the fragmentation contains a parameter that
is specific to b-quark fragmentation, called 7,, which is set to 0.855. The nominal ¢f sample
mentioned before, and the ones used to produce the signal templates, were generated with r
= 0.855, but an additional ¢t sample was generated using a r;, value of 1.05, which comes from
the best combined fit to LEP4+SLD data, as seen in reference [149]. The sample with 7, =
1.05 will take the place of the nominal ¢t sample for systematic uncertainties related to parton
shower, hadronization, and b-fragmentation, as those samples produced a better description of
the fragmentation derived from the LEP data mentioned above. See Section 5.3.3.3 for more

information.

The signal region contains signal contributions from top quark pair events (~ 82%) and single top
quark events (~ 9%). Top quark pair events dominate and the associated modelling systematics
will be estimated. All signal systematic uncertainties going forward are estimated from the
modelling of top quark pair events. At the time of writing, the single top quark events modelling
systematics have not been estimated. Based on previous ATLAS measurements, see reference
[41], the contribution from single top events are expected to be negligible, but are in the process

of being investigated.

The pdf fit over each signal modelling systematic component can be found in Appendix G.

5.3.3.1 NLO generator

The uncertainty due to the NLO matrix element matching scheme is estimated by compar-
ing a sample generated with Powheg-Box + Pythia 8 and one with MadGraph5_aMCQNLO
+ Pythia 8. To maintain the NLO accuracy, the MadGraph5_aMCQ@QNLO matching requires
special settings for the Pythia 8 shower, where the global-recoil settings, utilized for final-state
radiation emissions, and the matrix-element corrections are turned off for both initial- and final-
state radiation. The settings used to shower the nominal Powheg-Box sample in Pythia 8 are
different from the ones used in MadGraph5_aMCQ@QNLO, and the description of the final-state
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radiation will be inconsistent. Therefore, comparing the nominal Powheg-Box + Pythia 8 with
the MadGraph5_aMCQNLO would produce an artificially high uncertainty that is unrelated to
the NLO emission. A new Powheg-Box + Pythia 8 sample is created using the same Pythia
8 setup that was used to shower MadGraph5_.aMC@NLO events in order to ensure consistent
parameters for the radiation given off by the b-quark while enabling comparisons with the top
quark’s first emission’s NLO matching. The systematic uncertainty associated with the NLO
generator is 1.08 & 0.61 GeV. The statistical component is ~ 60% of systematic uncertainty

and thus with additional simulation, this systematic could be improved.

5.3.3.2 Parton shower and hadronization

The impact of the parton shower and hadronization model is evaluated by comparing a sample
generated using the default model in Pythia 8 and one using the default model in Herwig 7. The
Pythia 8 model uses 1,=1.05 and the A14 set of tuned parameters, while the Herwig 7 model
uses the H7-UE set of tuned parameters. The systematic uncertainty associated with parton
shower and hadronization model is 0.09 £+ 0.68 GeV. This systematic uncertainty is largely
dominated by its statistical component. Additional simulation could reduce the sensitivity to

possible statistical fluctuations.

5.3.3.3 Modelling of heavy-quark fragmentation

An essential component of this analysis is the modelling of the momentum transfer between
the b-quark and the B-hadron. The string and cluster models, which contain parameters that
are adapted to data, are the phenomenological models that Monte Carlo event generators like
the Pythia and Herwig packages use to represent this transition. While Herwig?7 utilizes a non-
parametric model to account for the entire parton shower evolution, Pythia 8 permits the use
of many parametrizations for the b-quark fragmentation function. This analysis assumes that
the b-quark fragmentation properties at a reference ¢? scale are the same in ete™ and hadron
collisions because the free parameters in both models are commonly fitted to measurements

+

from eTe™ colliders.

The Lund-Bowler parametrisation [150, 151] used to model the b-quark fragmentation function

in the Pythia 8 samples is:

= W(l — 2)%xp(—bm3/2)
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where a, b and 7, are the function parameters, my is the b-quark mass, mp is the B-hadron
transverse mass and z is the fraction of the longitudinal energy of the B-hadron with respect to

the b-quark, in the light cone reference frame.

The b-fragmentation uncertainty is taken as the difference between the top quark masses ob-
tained from the sample generated with r,=1.05 and r;=0.855. The systematic uncertainty
associated with b-fragmentation is 1.69 + 0.61 GeV. The two r values used to estimate this
systematic are far apart and a large uncertainty is expected. However, comparing samples with
closer 1y, values could improve this systematic. Additionally, the statistical component is around
36% of the systematic uncertainty, and therefore additional simulation could also improve this

systematic.

5.3.3.4 Modelling of hadron production

The branching fractions of the decays of B-hadrons to mesons, which are expected to alter the
kinematics of the mesons, as well as the effect of the uncertainties on the production fractions for

various species of B-hadrons, all contribute to the uncertainty in the production of B-hadrons.

The PDG provides documentation for the computation of the production fractions, which are
shown in the second column of Table 5.6 and based on an unbiased sample of weakly decaying
b-hadrons. The world average of the time-integrated mixing probability averaged across an
unbiased sample of semi-leptonic B-hadron decays was combined with direct rate data from the
Delphi [152], CDF [153-156], LHCb [157-159], and ATLAS [160] experiments to estimate these
values. The HFLAV [161] group combined the data on the presumption that the production
fractions are constant across all the centre-of-mass energies considered. HFLAV also offers cor-
relations between the various B-hadrons, which are shown below. The underlying presumption
is that production fractions are constant across all experiments and add up to 1 for top quark

decays, as the pr is relatively high.

cor(BY, B — baryon) = —0.260,
cor(BY, B* = B%) = —0.136,
cor(B — baryon, BT = B%) = —0.922.

The maximal variations after accounting for these correlations are displayed in Table 5.6. The
quadratic sum of the four variations listed in this table yields the overall B-hadron production

uncertainty.



Measurement of the top quark mass 88

Hadron ‘ PDG ‘ B*0 up ‘ B0 down BOS up BOS down | B-baryon up | B-baryon down
B 0.404 £ 0.006 | 0.410 0.398 0.403 0.405 0.398 0.410
B* 0.404 £ 0.006 | 0.410 0.398 0.403 0.405 0.398 0.410
BY 0.103 £ 0.006 | 0.102 0.108 0.108 0.098 0.102 0.104
B-baryon | 0.088 £ 0.012 | 0.077 0.099 0.085 0.091 0.100 0.076

TABLE 5.6: Production fractions for weakly decaying B-hadrons at high energy, taken from the
PDG [6].

The individual systematic uncertainties can be seen in Table 5.7, and the total systematic

uncertainty associated with the modelling of hadron production is 0.08 + 0.01 GeV.

’ Source of uncertainty ‘ o(Mmiep) [GeV] ‘
BY 0.047 £ 0.006
B* 0.047 4 0.006
BY 0.006 + 0.002
B-baryon 0.040 £+ 0.007
B-hadron production fraction | 0.08 4+ 0.01

TABLE 5.7: The contribution from the different B-hadron production fractions affecting the
top quark mass measurement.

5.3.3.5 Modelling of hadron decays

The B-hadrons can directly or indirectly decay into a J/¢. The direct decays come from
charged and neutral B-mesons (B*, B~, Bf, B! BY, Eg, BY, BY) and B-baryons (AY, XY,
Xy Xy € ), with BR(b — J/4(direct) + X = (7.8 £ 0.4)-1073. Indirect decays come from
mesons and baryons in an excited state, which then decay into a J/¢ with an emission of a
photon. The dominant indirect decays come from (2S) and x.1(1P) with branching fractions
of (1.76 & 0.19)-1073 and (4.8 & 1.5)- 1073. The total branching fraction of both direct and
indirect decays is 1.16 + 0.1%. All of these values come from the PDG [6] and the uncertainty

is obtained by the quadratic sum of these three decay modes.

The individual systematic uncertainties can be seen in Table 5.8, and the total systematic

uncertainty associated with the modelling of B-hadron decay ratios is 0.08 4+ 0.01 GeV.

| Source of uncertainty [ o(muep) [GeV] |
direct J/v 0.080 £ 0.007
indirect ¥(2S) 0.026 =+ 0.024
indirect x.1(1P) 0.004 £ 0.031
B-hadron decay ratios | 0.08 + 0.01

TABLE 5.8: The contribution from the B-hadron decay ratios affecting the top quark mass
measurement.
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5.3.3.6 Modelling of QCD radiation

A tt sample with hggmp set to myep and another ¢ sample with hggmy set to 3my,), are compared
in order to assess the effects of the choice of the parameter, which regulates the pp of the first
additional gluon emission in ¢t recoils [162, 163]. The systematic uncertainty associated with
the hgqmp parameter is 0.08 4= 0.42 GeV. This systematic uncertainty is largely dominated by
its statistical component. Additional simulation is expected to reduce the statistical uncertainty

on this estimate, as is discussed for other systematics in Section 5.4.

The uncertainty on the modelling of initial-state radiation (ISR) is evaluated using varied

weights on the matrix element. This uncertainty is a combination of three different varia-

ISR

;2™ parameter higher and lower, and adjust the renormalization (ug) and

tions, i.e. vary the «
factorisation (ur) scales independently by a factor of two up and down. The individual sys-
tematic uncertainties can be seen in Table 5.9, and the total systematic uncertainty associated
with the modelling of initial-state radiation is 0.13 4+ 0.08 GeV. The statistical component is
~ 60% of the systematic uncertainty, and therefore additional simulation could improve this

systematic.

Source of uncertainty | o(mop) [GeV]

alSR 0.057 + 0.017
LR 0.090 = 0.100
[iF 0.070 =+ 0.049

Initial-state radiation | 0.13 £+ 0.08

TABLE 5.9: The contributions from the modelling of initial-state radiation affecting the top
quark mass measurement.

Final-state radiation (FSR) considers the impact of QCD emissions and is evaluated by adjusting
the renormalization scale up and down by a factor of two (i.e. pur=2.0 and pur=0.5), while
keeping the factorisation scale constant. The systematic uncertainty associated with the final-
state radiation is 1.76 + 0.57 GeV. The statistical component is ~ 33% of the systematic

uncertainty, and therefore additional simulation could improve this systematic.

There are two components that could be causing the large uncertainty due to the FSR. One is
the interplay of the sensitivity between FSR and b-fragmentation, which is discussed in Section
5.4.3and two is the effect of evaluating the systematic due to FSR using the Pythia internal
reweighting. Bear in mind, the authors’ advise caution when extremely large weights are found
[164], which is the case in this analysis and discussed further below. However, there is an

expectation that this issue can be remedied with a larger sample size.
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The way the final-state radiation systematic is estimated could be the reason for the large result.
Pythia 8 provides event weights to account for different renormalization scales in the nominal
sample. Figure 5.16 shows the event weights for the two different renormalization scales. The
event weights for pp=2.0 are up to 25000, and produce a top quark mass of 173.459 + 0.274,
which is 0.896 GeV away from the nominal value. The event weights for 1r=0.5 are up to 390000,
and produce a top quark mass of 169.942 4+ 0.846, which is -2.621 GeV away from the nominal
value. The large weights from Pythia 8 results in a large systematic uncertainty associated
with the final-state radiation. Reference [164] shows that Pythia 8’s event weight variations of
ur=2.0 and pur=0.5 roughly correspond to samples generated with set renormalization scale
values of ug = v/2 and ur = 1/v/2, respectively. These new samples should not consist of
large event weights, and could produce a more reasonable estimation of the final-state radiation

systematic.
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FIGURE 5.16: Distribution of event weights in the nominal top quark pair sample when using
a renormalization scale of 2.0 (blue) and 0.5 (red), respectively.

5.3.3.7 Colour Reconnection

The underlying event and colour reconnection can vary the kinematic distribution of the B-
hadron. This indirectly affects the invariant mass of the lepton + J/1 distribution and the top

quark mass distribution.

The uncertainty due to the modelling of colour reconnection and multiple parton interactions is
estimated by comparing the default beam-remnant model [165] in the nominal Pythia 8 sample
with a Pythia 8 sample using a QCD base model [166]. For more information on different colour
reconnection models in Pythia 8, see reference [167]. The systematic uncertainty associated

with colour reconnection is 0.40 + 0.44 GeV. This systematic uncertainty is dominated by its
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statistical component. Additional simulation could reduce the sensitivity to possible statistical

fluctuations.

5.3.3.8 Choice of parton distribution function

The nominal sample uses the NNPDF3.0 PDF set, which is a component of PDF4LHC15 [168].
The uncertainty due to the choice of PDF is evaluated using the PDF4LHC15 error set applied
to the NNPDF3.0 set by reweighting each event for 31 different PDFs. The one reweighting
corresponds to a nominal variation, and the other 30 is compared to this variation. The sum
in quadrature of the individual variations is used to calculate the total systematic uncertainty.
The individual systematic uncertainties can be seen in Table 5.10, and the total systematic
uncertainty associated with the choice of PDF is 0.05 4+ 0.01 GeV.

5.3.4 Modelling of background processes

The background SM physics processes and NPFL contribute to the model prediction that de-

scribes the data in the signal region shown in Section 4.5.

The pdf fit over each background modelling systematic component can be found in Appendix
H.

5.3.4.1 NPFL

The NPFL contribution is estimated from the efficiencies derived in Section 4.4.6. As mentioned
in Section 4.4.7, the systematic uncertainties associated with measuring the efficiencies is not
included, as a different control region has not been investigated. This systematic uncertainty
is estimated by varying the efficiencies within their statistical uncertainties. The systematic
uncertainties associated with measuring the fake rates come from the different MC simulation
uncertainties. However, these MC simulations are used in both the fake rate control region and
the signal region, respectively, and thus the variations have to be considered simultaneously.
This is done in Section 5.3.4.2. Therefore, the systematic uncertainty associated with measuring

the fake rates, is estimated by varying the fake rates within their statistical uncertainties.

Figure 5.17 shows the invariant mass of the lepton + J/v distribution of the nominal (black)
background model, and the background model when the efficiencies (a) and fake rates (b) are
varied up (red) and down (blue) within their statistical uncertainties. The lower panel shows
the ratio between the variations and the nominal. The largest variation for the efficiencies is ~

5% and for the fake rates it’s under 15%, predominantly at low m(lepton,J/v). The individual
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| Source of uncertainty | o(myop) [GeV] |

PDF 1 0.006 £ 0.000
PDF 2 0.014 £ 0.000
PDF 3 0.000 £ 0.000
PDF 4 0.019 £ 0.000
PDF 5 0.027 £ 0.000
PDF 6 0.006 £ 0.000
PDF 7 0.002 £ 0.000
PDF 8 0.003 £ 0.000
PDF 9 0.005 £ 0.000
PDF 10 0.004 £ 0.000
PDF 11 0.005 £ 0.000
PDF 12 0.001 £ 0.000
PDF 13 0.002 £ 0.000
PDF 14 0.001 £ 0.000
PDF 15 0.003 £ 0.000
PDF 16 0.004 £ 0.000
PDF 17 0.019 £ 0.000
PDF 18 0.001 £ 0.000
PDF 19 0.007 £ 0.000
PDF 20 0.007 £ 0.000
PDF 21 0.000 £ 0.000
PDF 22 0.008 £ 0.000
PDF 23 0.000 £ 0.000
PDF 24 0.000 £ 0.000
PDF 25 0.001 £ 0.000
PDF 26 0.008 £ 0.000
PDF 27 0.002 £ 0.000
PDF 28 0.017 £ 0.000
PDF 29 0.001 £ 0.000
PDF 30 0.003 £ 0.000
PDF 0.05 £ 0.01

TABLE 5.10: The contributions from the various lepton systematic sources affecting the top
quark mass measurement. The uncertainty values quoted as 0.000 are smaller than 0.0005.

systematic uncertainties can be seen in Table 5.11, and the total systematic uncertainty asso-
ciated with the NPFL contribution is 0.16 £ 0.05 GeV. The statistical uncertainty is ~ 28%
of the systematic uncertainty, and therefore additional data and simulation could improve this

systematic.
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FIGURE 5.17: The upper panel shows the invariant mass of the lepton + J/¢ distribution of

the nominal (black) background model, and the background model when the efficiencies (a) and

fake rates (b) are varied up (red) and down (blue) within their statistical uncertainties. The
lower panel shows the ratio between the variations and the nominal.

’ Source of uncertainty ‘ o (Myep) [GeV] ‘

Efficiency 0.104 £ 0.009
Fake rate 0.118 = 0.060
NPFL 0.16 £+ 0.05

TABLE 5.11: The contributions from the NPFL estimation affecting the top quark mass mea-
surement.

5.3.4.2 Background SM processes

The uncertainties from the background physics processes come from the simulation uncertainties,
which are shown in Table 4.2. These physics processes occur in both the fake rate control region
and the signal region, and thus has to be varied simultaneously in both regions. When varying
the simulation uncertainties in the fake rate control region, the fake rates change, and thus a
new NPFL contribution will be produced in the signal region. The change in the top quark
mass that results from the change in the NPFL and physics process contributions in the signal

region, are considered as the systematic uncertainty.

As mentioned under Section 4.4.4, the NPFL is only present in the range pr < 40 GeV and
pr < 30 GeV in the electron and muon channels, respectively, since the data and SM prediction
agree within uncertainty in the higher pr regions in both channels. This observation came from

the tight lepton distributions, as the tight lepton contribution is the numerator of the fake rate
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calculations. Similarly, the data will be compared to the total SM processes before and after

varying each SM processes by the relevant uncertainties, when the lepton is identified as tight.

o Wjets

The W+jets SM processes have a cross-section uncertainty of 5% and a normalization uncer-
tainty of 30% [137]. Both variations will be applied individually in both the fake rate control

region and the signal region.

The contribution from W+jets processes is one of the largest in the fake rate control region.
Figure 5.18 shows the data and total SM contributions before and after varying the W+jets
contribution by the cross-section (top row) and normalization (bottom row) uncertainties, in the
transverse momentum distribution of the electron (left) and muon (right) channels, respectively,
for 2018. The other years’ results can be found in Appendix H. The same analysis made for

2018 applies to the other years.
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FIGURE 5.18: The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (left) and muon
(right) channels for 2018, when varying the W+jets SM processes up and down by its cross-
section (top row) and normalization (bottom row) uncertainties. The black points show the
data and the blue line shows the nominal model contribution, while the green and red show
the model contributions after the variations. The hashed areas show the statistical, luminosity
and simulation uncertainties on the model contributions. The lower panel plot shows the ratio
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between the model after the variations and the nominal model.

The cross-section uncertainty variations produce differences up to 2% when compared to the

nominal model, and therefore the same outcome as the nominal is observed, which shows the

presence of NPFL when pr < 40 GeV in the electron and pr < 30 GeV in the muon channels,

respectively. The normalization uncertainty variations produce differences up to 10% when

compared to the nominal model, however, the same outcome as the nominal is observed. Only

the fake rates in these pr regions will be used to estimate the NPFL in the signal region.

Figure 5.19 shows the nominal efficiency and fake rate, and the fake rates after the cross-section

(top row) and normalization (bottom row) uncertainty variations in the transverse momentum

distribution for 2018.
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Figure 5.20 shows the invariant mass of the lepton + J/1 distribution of the nominal (black)

background model, and the background model when the W+jets SM processes are varied up

(red) and down (blue) within their cross-section (a) and normalization (b) uncertainties. The

lower panel shows the ratio between the variations and the nominal. The largest difference is

around 4% for the cross-section variation and 20% for the normalization variation. The indi-

vidual systematic uncertainties can be seen in Table 5.12, and the total systematic uncertainty

associated with the W+jets contribution is 0.10 + 0.12 GeV. This systematic uncertainty is

dominated by its statistical component. Additional simulation could reduce the sensitivity to

possible statistical fluctuations.
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FIGURE 5.20: The upper panel shows the invariant mass of the lepton + J/¢ distribution

of the nominal (black) background model, and the background model when the W+jets SM

processes are varied up (red) and down (blue) within their cross-section (a) and normalization
(b) uncertainties. The lower panel shows the ratio between the variations and the nominal.

Source of uncertainty

o(Myop) [GeV]

Cross-section 0.015 £+ 0.013
normalization 0.094 £+ 0.125
W+jets 0.10 + 0.12

TABLE 5.12: The contributions from the W+jets SM processes affecting the top quark mass
measurement.

o /+jets

The Z+jets SM processes have a cross-section uncertainty of 5% and a normalization uncertainty

that is dependent on the jet multiplicity [137]. Both variations will be applied individually in

both the fake rate control region and the signal region.

The contribution from Z-jets processes is reasonably large in the fake rate control region.

Figure 5.21 shows the data and total SM contributions before and after varying the Z+jets

contribution by the cross-section (top row) and normalization (bottom row) uncertainties in the

transverse momentum distribution in the electron (left) and muon (right) channels, respectively,

for 2018. The other years’ results can be found in Appendix H. The same anlaysis made for

2018 applies to the other years.
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F1GURE 5.21: The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (left) and muon
(right) channels for 2018, when varying the Z+jets SM processes up and down by its cross-
section (top row) and normalization (bottom row) uncertainties. The black points show the
data and the blue line shows the nominal model contribution, while the green and red show
the model contributions after the variations. The hashed areas show the statistical, luminosity
and simulation uncertainties on the model contributions. The lower panel plot shows the ratio
between the model after the variations and the nominal model.

The cross-section uncertainty variations produce differences up to 2% when compared to the
nominal model, and therefore the same outcome as the nominal is observed, which shows the
presence of NPFL when pr < 40 GeV in the electron and pr < 30 GeV in the muon chan-
nels, respectively. The normalization uncertainty variations produce differences up to 3% when
compared to the nominal model, however the same outcome as the nominal is observed. Only
the fake rates in these py regions will be used to estimate the NPFL in the signal region. Fig-
ure 5.22 shows the nominal efficiency and fake rate, and the fake rates after the cross-section
(top row) and normalization (bottom row) uncertainty variations in the transverse momentum

distribution for 2018.
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rate after variation and the nominal.

Figure 5.23 shows the invariant mass of the lepton + J/1 distribution of the nominal (black)

background model, and the background model when the Z+jets SM processes are varied up

(red) and down (blue) within their cross-section (a) and normalization (b) uncertainties. The

lower panel shows the ratio between the variations and the nominal. The largest difference is

around 2% for the cross-section variation and 15% for the normalization variation. The indi-

vidual systematic uncertainties can be seen in Table 5.12, and the total systematic uncertainty

associated with the Z+jets contribution is 0.12 + 0.10 GeV. The statistical component is ~ 81%

of the systematic uncertainty, and therefore additional simulation could improve this systematic.
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FIGURE 5.23: The upper panel shows the invariant mass of the lepton + J/1¢ distribution

of the nominal (black) background model, and the background model when the Z-+jets SM

processes are varied up (red) and down (blue) within their cross-section (a) and normalization
(b) uncertainties. The lower panel shows the ratio between the variations and the nominal.

Source of uncertainty | o(myep) [GeV]
Cross-section 0.022 £ 0.013
normalization 0.122 £+ 0.101

Z+jets 0.12 + 0.10

TABLE 5.13: The contributions from the Z+jets SM processes affecting the top quark mass
measurement.

o VV

The diboson (VV)) SM processes have a cross-section uncertainty of 50% [138], which will be

applied in both the fake rate control region and the signal region.

The contribution from V'V processes is reasonably small in the fake rate control region. Figure
5.24 shows the data and total SM contributions before and after varying the V'V contribution
by its cross-section uncertainty in the transverse momentum distribution in the electron (a) and
muon (b) channels, respectively, for 2018. The other years’ results can be found in Appendix

H. The same anlaysis made for 2018 applies to the other years.

The cross-section uncertainty variations produce differences up to 0.5% when compared to the
nominal model, and therefore the same outcome as the nominal is observed, which shows the
presence of NPFL when pr < 40 GeV in the electron and pr < 30 GeV in the muon channels,
respectively. Only the fake rates in these pr regions will be used to estimate the NPFL in the
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signal region. Figure 5.25 shows the nominal efficiency and fake rate, and the fake rates after

the cross-section uncertainty variations in the transverse momentum distribution for 2018.
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FIGURE 5.24: The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (a) and muon
(b) channels for 2018, when varying the V'V SM processes up and down by their cross-section
uncertainties. The black points show the data and the blue line shows the nominal model contri-
bution, while the green and red show the model contributions after the variations. The hashed
areas show the statistical, luminosity and simulation uncertainties on the model contributions.
The lower panel plot shows the ratio between the model after the variations and the nominal
model.
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FIGURE 5.25: The upper panels show the nominal efficiencies and fake rates, and after the

cross-section uncertainty variations have been applied to the V'V SM processes in the transverse

momentum distribution, in the electron (a) and muon (b) channels for 2018. The black and

blue points show the nominal efficiencies and fake rates, while the green and red show the up

and down variations, respectively. The error bars show the statistical uncertainty. The lower
panel plot shows the ratio between the fake rate after variation and the nominal.
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Figure 5.26 shows the invariant mass of the lepton + J/v distribution of the nominal (black)
background model, and the background model when the V'V SM processes are varied up (red)
and down (blue) within their cross-section uncertainties. The lower panel shows the ratio
between the variations and the nominal. The largest difference is around 4%, and thus a small
impact is expected. The systematic uncertainty associated with the V'V contribution is 0.03
+ 0.02 GeV. The statistical uncertainty is ~ 55% of the systematic uncertainty, and therefore

additional simulation could improve this systematic.
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FIGURE 5.26: The upper panel shows the invariant mass of the lepton + J/¢ distribution of

the nominal (black) background model, and the background model when the VV' SM processes

are varied up (red) and down (blue) within their uncertainties. The lower panel shows the ratio
between the variations and the nominal.

o ttV

The ttV SM processes have a cross-section uncertainty of 13% [139-141], which will be applied

in both the fake rate control region and the signal region.

The contribution from ¢tV processes is negligibly small in the fake rate control region. Figure
5.27 shows the data and total SM contributions before and after varying the ¢tV contribution
by its cross-section uncertainty in the transverse momentum distribution in the electron (a) and
muon (b) channels, respectively, for 2018. The other years’ results can be found in Appendix

H. The same anlaysis made for 2018 applies to the other years.

The cross-section uncertainty variations produce negligible differences when compared to the
nominal model, and therefore the same outcome as the nominal is observed, which shows the
presence of NPFL when pr < 40 GeV in the electron and pr < 30 GeV in the muon channels,
respectively. Only the fake rates in these pr regions will be used to estimate the NPFL in the
signal region. Figure 5.28 shows the nominal efficiency and fake rate, and the fake rates after

the cross-section uncertainty variations in the transverse momentum distribution for 2018.
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FI1GURE 5.27: The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (a) and muon
(b) channels for 2018, when varying the ¢tV SM processes up and down by their cross-section
uncertainties. The black points show the data and the blue line shows the nominal model contri-
bution, while the green and red show the model contributions after the variations. The hashed
areas show the statistical, luminosity and simulation uncertainties on the model contributions.
The lower panel plot shows the ratio between the model after the variations and the nominal
model.
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F1GURE 5.28: The upper panels show the nominal efficiencies and fake rates, and after the

cross-section uncertainty variations have been applied to the t£V SM processes in the transverse

momentum distribution, in the electron (a) and muon (b) channels for 2018. The black and

blue points show the nominal efficiencies and fake rates, while the green and red show the up

and down variations, respectively. The error bars show the statistical uncertainty. The lower
panel plot shows the ratio between the fake rate after variation and the nominal.

Figure 5.29 shows the invariant mass of the lepton + J/v distribution of the nominal (black)
background model, and the background model when the ¢V SM processes are varied up (red)

and down (blue) within their cross-section uncertainties. The lower panel shows the ratio
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between the variations and the nominal. The largest difference is around 0.5%, and thus a small
impact is expected. The systematic uncertainty associated with the ¢V contribution is 0.00 +

0.00 GeV.
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FIGURE 5.29: The upper panel shows the invariant mass of the lepton + J/v distribution of

the nominal (black) background model, and the background model when the ¢tV SM processes

are varied up (red) and down (blue) within their uncertainties. The lower panel shows the ratio
between the variations and the nominal.

o J/h+ W

The J/¢+W SM processes have a cross-section uncertainty of 100% [142], which will be applied

in both the fake rate control region and the signal region.

The contribution from J/¢ + W processes is arguably the largest in the fake rate control region,
and with 100% uncertainty on the cross-section, large changes are expected. Figure 5.30 shows
the data and total SM contributions before and after varying the J/v + W contribution by its
cross-section uncertainty in the transverse momentum distribution in the electron (a) and muon
(b) channels, respectively, for 2018. The other years’ results can be found in Appendix H. The

same anlaysis made for 2018 applies to the other years.

The cross-section uncertainty variations produce large differences, up to 50% when compared
to the nominal model. In both channels, the up variations results in the same outcome as the
nominal, which shows the presence of NPFL when pr < 40 GeV in the electron and pr < 30
GeV in the muon channels, respectively. However, the down variations result in an extra bin
where the data and SM processes disagree, and therefore the presence of NPFL exists when
pr < 45 GeV in the electron and pr < 35 GeV in the muon channels, respectively. Only the
fake rates in these pr regions will be used to estimate the NPFL in the signal region. Figure 5.31
shows the nominal efficiency and fake rate, and the fake rates after the cross-section uncertainty

variations in the transverse momentum distribution for 2018.
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F1GURE 5.30: The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (a) and muon
(b) channels for 2018, when varying the J/i¢ + W SM processes up and down by their cross-
section uncertainties. The black points show the data and the blue line shows the nominal
model contribution, while the green and red show the model contributions after the variations.
The hashed areas show the statistical, luminosity and simulation uncertainties on the model
contributions. The lower panel plot shows the ratio between the model after the variations and
the nominal model.
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FI1GURE 5.31: The upper panels show the nominal efficiencies and fake rates, and after the
cross-section uncertainty variations have been applied to the J/¢ + W SM processes in the
transverse momentum distribution, in the electron (a) and muon (b) channels for 2018. The
black and blue points show the nominal efficiencies and fake rates, while the green and red show
the up and down variations, respectively. The error bars show the statistical uncertainty. The
lower panel plot shows the ratio between the fake rate after variation and the nominal.

Figure 5.32 shows the invariant mass of the lepton + J/v distribution of the nominal (black)
background model, and the background model when the J/v) + W SM processes are varied up

(red) and down (blue) within their cross-section uncertainties. The lower panel shows the ratio
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between the variations and the nominal. The largest difference is around 30%. The systematic
uncertainty associated with the J/i¢ + W contribution is 0.04 + 0.15 GeV. This systematic
uncertainty is dominated by its statistical component. Additional simulation could reduce the
sensitivity to possible statistical fluctuations. Furthermore, the cross-section is not well-known,
and therefore, if more accurate measurements of the cross-section are produced, the impact of

this systematic could improve.
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FIGURE 5.32: The upper panel shows the invariant mass of the lepton + J/v¢ distribution

of the nominal (black) background model, and the background model when the J/¢ + W SM

processes are varied up (red) and down (blue) within their uncertainties. The lower panel shows
the ratio between the variations and the nominal.

5.3.5 Experimental uncertainties

The uncertainties associated to the reconstructed objects used in the analysis affect the measured
top quark mass. There are a wide range of uncertainties tied to each object based on a number of
different aspects, which could due to the efficiencies arising from the various selections criteria,

parameters within algorithms, and more.

All experimental (or detector) systematic uncertainties going forward are estimated from top
quark pair events. At the time of writing, the single top quark events detector systematics have

not been estimated, and will be considered in future studies.

The pdf fit over each experimental systematic component can be found in Appendix I.

5.3.5.1 Leptons

As mentioned under Section 3.3.5.4 and 3.3.4.4, there are efficiency corrections (or scale factors,

SF) applied to the simulated events to match data. These scale factors have a total uncertainty
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of < 0.5% for muons with pr > 15 GeV across the muon pr spectrum [95], and for electrons
with pr > 30 GeV [94]. The muons from the .J/1 can have a momentum down to pr = 3.0 GeV.
The scale factors for muons with 3.0 < pr < 15 GeV were estimated from J/¢¥ — pp events,
while scale factors for muons with pr > 15 GeV came from Z — uu events. The uncertainties
from these two different selections are treated as uncorrelated, as mentioned in reference [95].
This results in a discontinuity between the low and high py muon scale factors, and thus leads
to significant uncertainties. All muon scale factors consist of separate statistical and systematic

variations.

Additional sources of uncertainty come from the corrections made to the simulation’s lepton
momentum scale and resolution to match those in the data. These corrections were made using
reconstructed distributions of the Z — pu/ee and J/¢ — pp/ee masses as well as the measured
E/pin W — ev events, where E and p are the electron energy and momentum as determined by
the calorimeter and the tracker, respectively [94, 95]. The event selection is performed with the
lepton momentum changed by +1¢ in order to assess the impact of momentum scale uncertainty,

and smeared to account for the momentum resolution uncertainties.

The individual systematic uncertainties can be seen in Table 5.14, and the total systematic
uncertainty associated with the selected leptons is 0.36 + 0.09 GeV. The statistical component
is ~ 26% of the systematic uncertainty, and therefore additional simulation could improve this

systematic.

However, this systematic is dominated by the identification scale factor for muons from the J/v,
especially the systematic variation for muons with pr < 15 GeV. These muons must satisfy the
Low-pr identification criteria. Figure 5.33 shows the efficiency of the Low-pr selection criteria in
different 7 regions for muons with 3 < pr < 15 GeV. The total uncertainty of muons satisfying
the Low-pp selection with 3.0 < pp < 5.0 GeV is quite large (> 10%) and therefore, a large
uncertainty should be expected for these muons. Selecting J/v¢ with muons that have pr > 5
GeV could reduce the systematic uncertainties, however, the statistics is already limited and
throwing away these events would reduce the precision by a factor of three. Additional data
and simulation would allow for an increase in the pr selection of the muons from the J/v¢ and

thus could improve this systematic uncertainty.
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Source of uncertainty o(miep) [GeV]

Electron momenta systematics
Momentum scale 0.040 £ 0.015
Momentum resolution 0.020 = 0.004

W-boson electron systematics
Trigger SF 0.000 £ 0.001
Reconstruction SF 0.003 £+ 0.002
Identification SF 0.007 £ 0.007
Isolation SF 0.003 £ 0.002

Muon momenta systematics
Momentum scale 0.006 £+ 0.001
Momentum ID resolution 0.012 £ 0.009
Momentum MS resolution 0.009 £+ 0.004
Charge-dependent momentum scale 0.008 + 0.004
W-boson muons systematics
Trigger SF statistical 0.003 £ 0.002
Trigger SF systematic 0.001 £+ 0.001
Identification SF statistical 0.000 £+ 0.000
Identification SF systematic 0.009 + 0.003
Isolation SF statistical 0.010 + 0.004
Isolation SF systematic 0.108 + 0.023
TTVA SF statistical 0.002 £ 0.001
TTVA SF systematic 0.003 £ 0.001
J/¢¥ muons systematics

Identification SF statistical pr > 15 GeV | 0.007 £ 0.002
Identification SF systematic pr > 15 GeV | 0.019 4 0.008
Identification SF statistical pr < 15 GeV | 0.074 £+ 0.021
Identification SF systematic pr < 15 GeV | 0.328 £+ 0.102
Leptons 0.36 + 0.09

TABLE 5.14: The contributions from the various lepton systematic sources affecting the top
quark mass measurement. The uncertainty values quoted as 0.000 are smaller than 0.0005.
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FIGURE 5.33: Muon reconstruction and identification efficiencies for the Low-pr selection cri-

teria. The plot shows the efficiencies measured in Ji — pu events for different 7 regions in

nine pr bins (3-3.5, 3.5-4, 4-5, 5-6, 6-7, 7-8, 8-10, 10-12, 12-15 GeV). The resulting values are

plotted as distinct measurements in each 7 bin, with pr increasing from 3 to 15 GeV going from

left to right. When not negligible, the statistical uncertainty in the efficiency measurement

is indicated by the error bars. The panel at the bottom shows the ratio of the measured to
predicted efficiencies, with statistical and systematic uncertainties [95].

5.3.5.2 Jets

The accuracy of jet reconstruction and identification using the JVT variable, as well as the jet

energy scale (JES) and resolution (JER), all contribute to the uncertainty surrounding jets.

The jet-vertex-tagger (JVT) uncertainty includes a systematic uncertainty determined by uti-
lizing various MC generators for simulation of Z — uu and tt events, as well as uncertainty on
the assessment of the residual contamination from pile-up jets after pile-up suppression [169].

The systematic uncertainty associated with the JVT is 0.01 4+ 0.01 GeV.

The uncertainty due to the JES is estimated by combining LHC collision data and simulation
and test-beam data [170], and consist of 29 decorrelated nuisance parameters with contributions
from flavour of the jet, pile-up, punch-through and single-particle response. The JES uncertainty
rapidly decreases with increasing jet pr and is around 5.5% for jets with pr = 25 GeV [171].
For central jets with pr between 100 GeV and 1.5 TeV, it is less than 1.5%. It is one of the
main causes of uncertainty for reconstructed objects, having an impact on how the signal and
backgrounds are normalized in relation to one another across different bins of the number of
jets. The individual systematic uncertainties can be seen in Table 5.15, and the total systematic
uncertainty associated with the jet energy scale is 0.14 4+ 0.01 GeV. Additionally, the systematic
uncertainty associated with the b-jet energy scale is 0.06 + 0.01 GeV.
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Source of uncertainty o(miep) [GeV]

Pile-up parameters
Number of vertices 0.012 4+ 0.005
Mean number of interactions | 0.001 4 0.004
pr term 0.016 + 0.007
Density 0.038 £ 0.002

in-situ parameters
Detector 1 0.001 + 0.000
Detector 2 0.001 £ 0.001
Mixed 1 0.012 £+ 0.004
Mixed 2 0.009 £+ 0.001
Mixed 3 0.001 £ 0.000
Modelling 1 0.004 £+ 0.002
Modelling 2 0.001 +£ 0.002
Modelling 3 0.002 £+ 0.001
Modelling 4 0.000 £+ 0.001
Statistical 1 0.004 £+ 0.000
Statistical 2 0.007 £+ 0.000
Statistical 3 0.000 £+ 0.001
Statistical 4 0.001 + 0.000
Statistical 5 0.001 £ 0.000
Statistical 6 0.002 £ 0.000

n-calibration parameters
Method 0.012 £+ 0.007
Modelling 0.060 £+ 0.017
High energy non-closure 0.000 %+ 0.000
Positive 1 non-closure 0.001 £ 0.001
Negative 1 non-closure 0.001 + 0.001
Additional parameters

Flavour composition 0.105 £ 0.015
Flavour response 0.058 4+ 0.003
High-pp jets 0.000 £ 0.000
Punch-through jets 0.000 £ 0.000
Fast simulation non-closure | 0.001 £ 0.003
JES 0.14 + 0.01

TABLE 5.15: The contributions from the various JES systematic sources affecting the top quark
mass measurement. The uncertainty values quoted as 0.000 are smaller than 0.0005.
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The JER uncertainty was estimated using dijet events in Run 1 data and simulation, i.e. col-
lected between 2010 and 2012, as a function of jet pp and rapidity. They were discovered to be
within 10% of each other [172]. The extrapolation from the conditions of Run 1 to Run 2 has
been analysed with additional uncertainties [170]. The combined uncertainty is propagated in
the simulation by smearing the jet pr [171]. It is determined through an eigenvector decom-
position approach comparable to the systematic uncertainty in the jet energy scale. Numerous
effects are examined through simulation-to-data comparisons using eight nuisance parameters.
The individual systematic uncertainties can be seen in Table 5.16, and the total systematic

uncertainty associated with the jet energy resolution is 0.12 4+ 0.02 GeV.

Source of uncertainty | o(myop) [GeV]
Data vs MC 0.045 + 0.018
Parameter 1 0.022 4+ 0.037
Parameter 2 0.038 £ 0.020
Parameter 3 0.037 £ 0.001
Parameter 4 0.058 + 0.011
Parameter 5 0.010 £+ 0.004
Parameter 6 0.050 = 0.021
Parameter 7 0.047 + 0.004

JER 0.12 + 0.02

TABLE 5.16: The contributions from the various JER systematic sources affecting the top
quark mass measurement.

5.3.5.3 Flavour tagging

The efficiencies of b-tagging in simulated samples are rectified to match the efficiencies in data.
Separate calibration analyses are used to produce correction scale factors (SF) for jets emanating
from b, ¢, and light quarks [173-175]. SF are calculated as a function of pp for jets originating
from b- and c-quarks, whereas light-jet efficiency is scaled by pr- and 7-dependent parameters.
The minimal spacing angle between the target jet and its nearby jets, as well as the hadron pr
over jet pp ratio, are all factors that influence the tagging efficiency. The simulation’s parton
shower and hadronization model establishes these dependencies. In order to take these impacts
into account, MC-to-MC correction factors are put in place. These factors correct the data-to-
MC SF for the difference in the parton shower and hadronization model’s tagging effectiveness

and the sample in question.

By adjusting each source of uncertainty up and down by one standard deviation, uncertainties

on the data-to-MC SF are estimated. These uncertainties are included into an eigen-variation
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model with a reduction strategy that treats only significant variations separately while combin-
ing all other small variations into a single variation. A total of eight, three and three independent
variations are considered for b-, c- and light-jets, respectively, and are taken as uncorrelated
between the different tagged jets. Two additional uncertainties are included due to the ex-
trapolation of SF for jets with pr beyond the kinematic reach of the data calibration samples
used. The uncertainty due to flavour tagging is the sum in quadrature of the these variations.
The individual systematic uncertainties can be seen in Table 5.17, and the total systematic

uncertainty associated with the flavour tagging is 0.02 £+ 0.00 GeV.

Source of uncertainty

‘ o (Mmiop) [GeV] ‘

b-tagging
B variation 1 0.010 + 0.004
B variation 2 0.015 £ 0.002
B variation 3 0.006 4+ 0.002
B variation 4 0.001 £ 0.001
B variation 5 0.000 4 0.000
B variation 6 0.000 £ 0.000
B variation 7 0.000 4 0.000
B variation 8 0.000 £ 0.000
c-tagging
C variation 1 0.001 + 0.000
C variation 2 0.002 + 0.000
C variation 3 0.000 =+ 0.000
light jet-tagging
L variation 1 0.000 + 0.000
L variation 2 0.001 £ 0.000
L variation 3 0.000 £ 0.000
High-pr extrapolation
Extrapolation b-tagging | 0.000 £ 0.000
Extrapolation c-tagging | 0.014 4+ 0.002

Flavour tagging 0.02 + 0.00

TABLE 5.17: The contributions from the various flavour tagging systematic sources affecting
the top quark mass measurement. The uncertainty values quoted as 0.000 are smaller than
0.0005.

5.3.5.4 Missing transverse momentum

The missing transverse momentum (or E?”SS , or even just MET) uncertainty comes from the
uncertainties associated with leptons and jet, since they affect the reconstruction of E%l”ss. Addi-
tional uncertainties related to the modelling of the underlying event are taken into consideration,
including their effects on the pr scale and resolution of unclustered energy. The individual sys-
tematic uncertainties can be seen in Table 5.18, and the total systematic uncertainty associated
with the MET is 0.10 £+ 0.01 GeV.



Measurement of the top quark mass 113

| Source of uncertainty | o(mup) [GeV] |
Scale 0.046 + 0.012
Parallel resolution 0.089 &+ 0.012
Perpendicular resolution | 0.018 + 0.006
MET 0.102 + 0.012

TABLE 5.18: The contributions from the various MET systematic sources affecting the top
quark mass measurement.

5.3.5.5 Pile-up

To match the conditions in the data, the distribution of the average number of interactions
per bunch crossing in MC samples is reweighted. The uncertainty is based on the difference in
instantaneous luminosity between data and simulation [176]. The systematic uncertainty asso-
ciated with pile-up is 0.100 & 0.04 GeV. The statistical component is ~ 40% of the systematic

uncertainty, and therefore additional simulation could improve this systematic.

5.3.6 Summary of the systematic uncertainties

There are a wide range of systematic uncertainties affecting this top quark mass measurement.
Table 5.19 shows the various sources of systematic uncertainties and the impact each one has

on the top quark mass.

The top quark mass measured in MC is 172.56 & 0.90 (statistical) + 2.75 (systematic) GeV. This
has a precision of 1.67% on the total uncertainty and 1.59% on the total systematic uncertainty.
The modelling of signal processes is the largest source of uncertainty, with the final-state radi-
ation, b-quark fragmentation and choice of NLO generator dominating the contribution. The
second-largest source of uncertainty comes from the statistical uncertainty in the determination
of the top quark mass. The systematic uncertainties due to the modelling of background pro-
cesses and detector response systematics are small in comparison, with the largest contributions

coming from NPFL and W/Z+jets, as well as leptons, respectively.

This analysis searched for a top quark decay mode with a low branching ratio, and is expected
to be statistical limited. This statistics limitation is observed in the statistical uncertainty of
the measurement, as well as in the MC simulation statistics. The limited MC statistics leads to
large systematic uncertainties, which dominate every area of the analysis, and therefore, most

of the systematics could be improved with additional simulation.
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Source of uncertainty

o(Mmiep) [GeV]

Method 0.18 £ 0.06

NLO generator 1.08 + 0.61

Parton shower and hadronization 0.09 £ 0.68

b-quark fragmentation 1.69 + 0.61

B-hadron production fractions 0.08 £ 0.01

B-hadron decay branching ratios 0.08 £ 0.01

hdamp tuning 0.08 4 0.42

Initial-state radiation 0.13 £ 0.08

Final-state radiation 1.76 + 0.57

Colour reconnection 0.40 £+ 0.44

Choice of PDF 0.05 £ 0.01

Modelling of signal processes 2.71 + 0.54

W +jets 0.10 + 0.12

Z+jets 0.12 £ 0.10

Vv 0.03 £ 0.02

ttV 0.00 £ 0.00

J/p+ W 0.04 £ 0.15

NPFL 0.16 £ 0.05

Modelling of background processes | 0.23 + 0.09

Leptons 0.36 + 0.09

Jet energy scale 0.14 £ 0.01

b-jet energy scale 0.06 £ 0.01

Jet energy resolution 0.12 £ 0.02

Jet vertex fraction 0.01 + 0.01

Flavour tagging 0.02 + 0.00

Missing transverse momentum 0.10 £+ 0.01

Pile-up 0.10 £ 0.04

Detector Response 0.43 £+ 0.08

Total systematic 2.75 + 0.53
Statistics 0.90

Total 2.89 + 0.53

TABLE 5.19: The contributions from the various sources affecting the top quark mass measure-
ment. The uncertainty values quoted as 0.00 are smaller than 0.005.
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5.4 The effect of larger samples on systematic uncertainties

As mentioned above, this analysis is heavily statistically limited due to the low branching ratio
of the top quark decay mode of interest. In order to reduce the uncertainties, more events would

need to be generated, which requires a lot of computational resources.

An event filter has been developed in the generation of simulated events to try and increase
the statistical power. The event filter generates top quark pair events and only keeps events
where one of the top quarks decayed to a b-quark and the b-quark produced a J/1 that decayed
into two oppositely charged muons. This filter reduced the amount of computational resources

required to produce far more events than the previous simulated samples.

The dominant source of uncertainty comes from the modelling of the signal processes, and thus
new samples for various signal modelling systematics can be generated. These new samples
were generated with the same settings used before, and increased the statistical power at least
seven-fold. However, these new filtered samples only account for events that have the top quark
decay mode at the particle-level. Since the signal region consists of top quark events that do
not have the top quark decay mode at the particle-level (~ 18 %), this contribution is taken
from the non-filtered samples to ensure the model with these new filtered samples describe the

data and is consistent with the nominal model.

At the time of writing, only some filtered samples have been produced and simulated using
the fast ATLAS simulation. Filtered samples associated with the largest three signal modelling
systematics are available and will be estimated. The pdf fit over these new samples can be

found in Appendix J.

5.4.1 NLO generator

The uncertainty due to the NLO matrix element matching scheme is estimated by comparing a
sample generated with Powheg-Box + Pythia 8 and one with MadGraph5_aMCQ@NLO + Pythia
8. Only the Powheg-Box sample is available with the filter at the time of writing, as simulation
issues arose when producing the MadGraph5_aMC@NLO. The systematic uncertainty associated
with the NLO generator was 1.08 £+ 0.61 GeV and is now 0.05 £ 0.56 GeV. The reduction in
the systematic uncertainty seems like a statistical fluctuation, since the statistical component
has not improved by much. The statistical uncertainty is large and originates from the non-
filtered MadGraph5_aMC@NLO sample, which has much fewer statistics than the new filtered

Powheg-Box sample.
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5.4.2 b-quark fragmentation

The b-quark fragmentation estimated above compared the reconstructed top quark masses from
a sample with r,=0.855 and one with r,=1.05. These two r, values are far apart and a large

uncertainty was expected.

According to a previous top quark mass measurement [149], the best combined fit to LEP+SLD
data produces an 1,=1.05 4+ 0.02. Two samples were generated with the filter using r;, values of
1.03 and 1.07, respectively. Unfortunately, the events that do not contain the top quark decay
mode of interest at the particle-level were not generated for the 7, values of 1.03 and 1.07. This
contribution will be taken from r,=1.05 to ensure the model is consistent and complete. The
systematic uncertainty associated with the b-quark fragmentation was 1.69 £+ 0.61 GeV and is
now 0.18 4+ 0.42 GeV.

The 0.18 4 0.42 GeV is a more accurate representation of the b-quark fragmentation systematic,
however, the nominal sample, as well as the templates, were generated with an 7, value of 0.855.
At the time of writing, there are top quark samples generated with a my,, = 172.5 GeV and an
rp = 1.05 available, but not for the other my,, samples used to develop the extraction method.
The r, = 1.05 is the more accurate b-quark fragmentation parameter, and new samples with

this r, value will be considered in future studies.

Since the nominal sample is generated with an r;, = 0.855, 1.69 + 0.61 GeV will be considered

as the systematic uncertainty associated with b-quark fragmentation.

5.4.3 Final-state radiation

Final-state radiation (FSR) considers the impact of QCD emissions and is evaluated using varied
PS weights in the Pythia 8 sample with r,=1.05, which adjusts the renormalization scale up
and down by a factor of two while keeping the factorisation scale constant. The systematic
uncertainty associated with the final-state radiation was 1.76 4+ 0.57 GeV and is now 1.12 £
0.40 GeV.

This statistical component and systematic uncertainty are large, despite the increase in statistics.
The same analysis as before is drawn, which is that the large event weights from Pythia 8 causes
the large systematic uncertainty. Figure 5.34 shows the event weights for the renormalization
scales 2.0 and 0.5, respectively. The event weights for pr=2.0 produce weights up to 170000,
and a top quark mass of 170.32 + 0.17 GeV, which is -2.243 GeV away from the nominal value.
The event weights for ur=0.5 produce weights up to 40000, and a top quark mass of 172.56
+ 0.57 GeV, which is 0.001 GeV away from the nominal value. The same suggestion as before

is given: reference [164] shows that Pythia 8’s event weight variations of ur=2.0 and pr=0.5
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roughly correspond to samples generated with set renormalization scale values of ur = /2 and
pur = 1/4/2, respectively. These new samples should not consist of large event weights, and

could produce a more reasonable estimation of the final-state radiation systematic.
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F1GURE 5.34: Distribution of event weights in the nominal top quark pair sample using the
new filter when using a renormalization scale of 2.0 (blue) and 0.5 (red), respectively.

5.4.4 Summary of systematic uncertainties

Table 5.20 shows the comparison of two of the three largest signal modelling systematics esti-
mated with and without the filtered samples, and the impact on the total systematic uncertainty.
The signal modelling systematics improves by ~ 24% after re-estimating the previous two of
the three largest sources of uncertainty. The samples with more events improved the precision
of the systematic uncertainty from 1.59% to 1.2%, however, the systematic due to b-quark frag-
mentation and FSR is large and dominates this analysis. Suggestions have been made to try

and improve these systematic uncertainties, and should be considered in future studies.

Source of uncertainty \ Without filter o(myop) [GeV] \ With filter o(myop) [GeV]
NLO generator 1.08 + 0.61 0.05 £ 0.56
Final-state radiation 1.76 £ 0.57 1.12 4+ 0.40
Modelling of signal processes 2.71 + 0.54 2.08 + 0.45
Total systematic \ 2.75 + 0.53 \ 2.14 + 0.44
Total \ 2.89 + 0.53 \ 2.32 + 0.44

TABLE 5.20: The contributions from the three signal modelling systematics with and without
using the filtered samples, and its impact on the total systematic uncertainty.
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5.5 Extracting the top quark mass in data

The extraction method has been developed, tested, and the various sources of uncertainties has

been estimated, and now the top quark mass in data can finally be measured.

Figure 5.35 shows the data and SM prediction in the signal region where the top quark is
described by Pythia 8 with a mass of 172.5 GeV, in the invariant mass of the lepton + J/¢
distribution in the upper panel. The statistical and systematic uncertainties are shown. The
systematic uncertainties are used as a visual representation and is not completely accurate.
The systematic uncertainty comes from generating the invariant mass of the lepton + J/1
distribution with a top quark mass +1c systematic from the nominal value, using the total
pdf. The lower panel shows the ratio between the data and SM prediction. The data and SM

prediction agree within uncertainty over the variable sensitive to the top quark mass.
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FIGURE 5.35: The upper panel shows the data and SM prediction in the signal region where

the top quark is described by Pythia 8 with a mass of 172.5 GeV, in the invariant mass of the

lepton + J/1 distribution in the signal region. The statistical and systematic uncertainties are
shown. The lower panel shows the ratio between the data and SM prediction.

Figure 5.36 shows the data and total pdf fit (blue) in the invariant mass of the lepton + J/¢
distribution in the upper panel. The individual contributions from the Gaussian (red), Gamma
(green), and Novosibirsk (purple) are shown. The fit quality can be found in the top left corner
of the upper panel. The lower panel shows the ratio between the data and the total pdf fit. The
pdf fit over the data produces a reasonable fit quality of 0.76. Figure 5.37 shows the -logLl of

the fit to data. The curve is smooth around the minimum at least up to 5o of the statistical



Measurement of the top quark mass 119

uncertainty, which indicates an accurate estimation of the statistical uncertainty. The top quark

mass in data is, therefore, measured to be

Miop = 172.03 £ 0.76 (stat) £ 2.14 (syst) GeV.
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FIGURE 5.36: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/¢ distribution in data. The individual contributions from the Gaussian (red),

Gamma (green) and Novosibirsk (purple) are also shown. The lower panel shows the ratio
between the model and the pdf.
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Chapter 6

Conclusion

The top quark is not called the top without reason. It’s the heaviest quark and fundamental
particle in the SM. The top quark mass plays vital roles in a number of areas of physics, with
the vacuum stability of the SM being one of the most crucial. The precision of the top quark

mass is a treasure many physicists seek.

The leading precision measurement of the top quark mass is 171.77 4+ 0.38 GeV. However,
this has yet to be published in a peer reviewed journal, and, therefore, the leading published
precision measurement of the top quark mass is considered to be 172.69 + 0.25 (statistical) +
0.41 (systematic) GeV. The most precise measurement comes from a combination of ATLAS
measurements that used the kinematics of jets with either leptons or more jets. The dominant
source of uncertainty comes from the jet energy scale, which constitutes 0.22 GeV. Furthermore,

the uncertainties associated with jets plagues this measurement.

Measuring the top quark mass using the kinematics of the decay products of the top quark that
do not consist of jets have low branching ratios. Huge amounts of data are required to start
measuring the top quark mass with these non-jet decay modes, and even then, the measurements

will be tormented by the limited statistics available.

However, you don’t have to be great to start, but you have to start to be great. This analysis
performed a top quark mass measurement using proton-proton collision data collected by the
ATLAS detector during 2015-2018, which corresponded to a total integrated luminosity of 139.0
fb~!. The top quark decay mode used to perform this measurement is t — W (— lv)b(— J/¢[—
pwtp~] + X), which has a branching ratio on the order of 10~*. This analysis is expected to be
statistically limited and not yet be competitive, but is a stepping stone for future measurements

when more data becomes available.

The top quark mass is measured to be 172.03 + 0.76 (statistical) + 2.14 (systematic) GeV. The

systematic uncertainties originating from modelling the signal processes were estimated only

120
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from top quark pair processes and not from single-top quark process, which will need to be
evaluated in the future. The statistical uncertainty is large, and the limited statistics has been
shown to be a consistent occurrence throughout this measurement. The b-quark fragmentation
and final-state radiation dominates the systematic uncertainty, and without them, the system-
atic uncertainty comes to 0.45 GeV, which would be more competitive. The large systematic
from b-quark fragmentation is due to comparing far apart r, values, however, comparing closer
7, values has been shown to drastically improve this systematic. The large systematic from
FSR is affected by the large event weights in Pythia 8 when using renormalization scales of
2.0 and 0.5, respectively. Producing dedicated samples with renormalization scales of /2 and
1/v/2 could remove the large event weights problem and provide an improved estimate of the

systematic uncertainty.

The statistical uncertainty associated with this measurement is larger than the combination
of the statistical and systematic uncertainties in the most precise top quark measurement.
This measurement becomes more inspiring when comparing specific systematic uncertainties
between this and the leading precision measurement. The jet energy scale uncertainty in the
leading precision measurement comes to 0.22 GeV, whereas in this measurement it is 0.14 GeV.
The main objective of using a top quark decay mode without jets, is to reduce the dominating

source of uncertainty, and this objective has been met.

There is light at the end of the tunnel, however, there are obstacles in the way. These obstacles
require effort and time to overcome. Suggestions have been presented to try and reduce the
dominant sources of systematic uncertainties, and should be investigated. However, the top
quark decay mode used in this analysis will only become competitive, and potentially be the
most precise top quark mass measurement, when the curse of limited statistics is broken, as

almost every source of systematic uncertainty could be improved with more data and simulation.

THE END



Appendix A

Non-prompt and fake leptons
background

The following chapter shows the non-prompt and fake lepton background results for 2015, 2016,
and 2017, respectively.

A.1 Measurement of the fake rates

The fake rates, €gke, are measured in a control region dominated by non-prompt and fake lepton
background events, i.e. multi-jet events, but can still contain contributions from real leptons.
This control region was defined to closely represent the signal region in order to estimate the
fake leptons more accurately, and the main difference is an orthogonal E?iss selection. These

events must satisfy the following selection criteria:

e At least one jet
e Exactly one loose electron (muon) that fired a lepton trigger
e Exactly one J/¢ candidate with no selection on T
o ENSS < 20 GeV
This control region contains contributions from real leptons, which are modelled by different

SM processes and therefore, to get a pure NPFL sample, these contributions are subtracted

from the data. The fake rate is determined using Equation A.1.

N NT - NT
€fake = < fake> = <£6a1> . (Al)

L L
Nfake N*™ — Nreal
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The results are split per year and per lepton to account for the different pile-up distributions
and triggers, respectively. Table A.1 is the same table shown in the main body of the thesis, but
is shown again for convenience. The yields are low for loose and tight leptons in both channels

for every year, especially in 2015. Therefore, this control region is statistically limited across all

years.
2015 2016 2017 2018 Total
Channel
data | model | data model data model data model data model

Tight electron | 135 | 64 + 22 | 1025 | 685 + 204 | 1434 | 1015 + 285 | 1886 | 1359 + 382 | 4480 | 3123 + 519
Loose electron | 239 | 66 & 23 | 1339 | 711 4+ 214 | 1921 | 1059 & 302 | 2523 | 1425 4+ 405 | 6022 | 3261 + 549
Tight muon 86 | 66 &= 23 | 884 | 837 £ 233 | 1177 | 1190 & 317 | 1556 | 1487 £ 417 | 3703 | 3580 £ 574
Loose muon 131 | 67 & 24 | 1091 | 837 & 244 | 1396 | 1235 & 333 | 1856 | 1562 & 444 | 4474 | 3701 £ 607

TABLE A.1: The number of events of the data and model for each channel split per year when
the lepton passes either the loose or tight selection criteria.

The yields show deviations between the data and model within uncertainty in the electron
channel, and agreement in the muon channel, for both loose and tight leptons. This indicates
the presence of non-prompt and fake leptons (NPFL) in the electron channel and no NPFL in

the muon channel.

The following results are shown for 2015, 2016 and 2017, while the results for 2018 can be found
in the main body of the thesis in Section 4.4.4. Figures A.1 and A.2 show the distribution of
E?iss for 2015, 2016, and 2017 in the electron and muon channels, respectively. These figures
show large contributions originating from W/Z+jets and J/1 + W events in 2016 and 2017,
with small contributions from the other SM processes. This is the same outcome found in
2018. In 2015, however, the largest contribution originates from .J/¢ + W events, with small
contributions from W/Z+jets events and the other SM processes. The different W/Z+jets
contributions between 2015 and 2016-2018 is due to the fact that 2015 has at least a factor of
10 fewer events than the other years. This control region is already statistically limited and

therefore, the minimal contributions from W/Z+jets in 2015 are understandable.

The region between the top of the stacked simulated sources and the data is assumed to come
from the NPFL background contribution. In the muon channel, the data and the SM prediction
agree within uncertainty, indicating no presence of NPFL. In the electron channel, deviations

between data and SM prediction indicate the presence of NPFL.
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FIGURE A.1: The upper panel shows the distribution of EZ'* for data and the different SM

processes for events passing the loose (left) and tight (right) selection criteria in the electron

channel for 2015 (a, b), 2016 (c, d), and 2017 (e, f), respectively. Only the statistical, cross-

section and luminosity uncertainties are shown. The lower panel shows the ratio between the
data and the SM predictions.



Non-prompt and fake leptons background 125

[ - . 2 7oETTTT T
g 100~  {s=13TeV, 321" =i - & F  (s=13Tev,3210" =
a = ] @ 60F- !
= eoats 4 E
8op Do ] 50~
- 3 Uncertainty - E
601 - 401
[ ] 30(—
40— ] E
. | 20
201 E
C ' 10— }
n‘ x 1 i ’7 {A
8 E g % 3 E
s 3/ ) E $ 3 /// E
8 2 7 72 3 2 + A
0 2 4 6 8 10 12 14 16 18 0 0 2 4 6 8 10 12 14 16 18 0
Eniss [ GeV] Eniss [ GeV]
(a) (b)
P e e 2 gopTTTTT
© 700F-  ys=13TeV,33.01" - ® L Vs=13TeV,33.0 fo" -
o = @k =
6001 e 500~ A
500 e iy 400F- U iy
400 E
E 300
3001 E
E 200~
200— £
100E 1001~
W crnnsasa: (\Eé%
o F 3 o L,
o 2F 3 o 14 %
3 15?/ = 512
g E| g 1
g% 77 M .. 7
0 2 4 6 8 10 12 14 16 18 20 0"‘0 2 4 6 10 12 14 16 18 20
Eniss [GeV] Eniss [GeV]
(c) (d)
@« F T T T T T T Q10007 T T T T T T T
§1000~  ys-13Tev,44.310" = § [ Vs=13TeV,44310" =
w |- s Single t it} C 2 Single t
= Wsjets I — Wjets
r Zsjets 8007 Zsjets
800— =y E =
C W = o JysW
r 3 Uncertainty L 3 Uncertainty
6001 600~
400 400
2001 200~ 7
5 0 Ll L 0 e T— \
@ E 3 2 14F , E
] A S 7
< <
© NG ° 08 / 1/ Z
0 2 4 6 8 10 12 14 16 18 20 0"‘[ 2 4 6 8 10 12 14 16 18 0
T T
Eniss [ GeV] Eiss [ GeV]
(e) ()

FIGURE A.2: The upper panel shows the distribution of EX* for data and the different SM

processes for events passing the loose (left) and tight (right) selection criteria in the muon

channel for 2015 (a, b), 2016 (c, d), and 2017 (e, f), respectively. Only the statistical, cross-

section and luminosity uncertainties are shown. The lower panel shows the ratio between the
data and the SM predictions.

Figures A.3-A.8 show the lepton py and |n| distributions for the data and the SM prediction
for leptons passing the loose (left) and tight (right) selection criteria for 2015, 2016 and 2017,

respectively. The fake rate is determined by the difference between the number of tight leptons
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in the data subtracted by the number of tight leptons in the SM prediction, divided by the
same differences in the loose lepton case. Since the tight lepton contribution represents the
numerator and has “tighter” criteria, the difference in the data and SM prediction in the tight

case is considered when analysing the results.

Across all years in the electron channel, the presence of NPFL is clearly visible in the range
pr < 35 GeV and slightly visible between 35 < pr < 40 GeV, showing the presence of NPFL
in that region. The data and SM prediction agree within uncertainty from pr > 40 GeV and
thus showing no presence of NPFL. The |n| distribution shows the NPFL background is clearly
visible in the range |n| < 0.5 and 1.5 < |n| < 2.5 in 2015, 1.5 < |n| < 2.5 in 2016, and 1 < |n| <
1.5 and 2 < |n| < 2.5 in 2017, and no NPFL in the other ranges. Across all years in the muon
channel, the presence of NPFL is only visible in the range pr < 30 GeV. The data and SM
prediction agree within uncertainty from pp > 30 GeV, as well as the entire |n| distribution,

which shows no presence of NPFL in those regions.
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FIGURE A.3: The upper panels show the distributions of pr (a, b) and || (¢, d) for data and

the different SM processes for events passing the loose (left) and tight (right) selection criteria

in the electron channel for 2015. Only the statistical, cross-section and luminosity uncertainties
are shown. The lower panel shows the ratio between the data and the SM predictions.
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are shown. The lower panel shows the ratio between the data and the SM predictions.
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are shown. The lower panel shows the ratio between the data and the SM predictions.

Events

data/pred

Events

data/pred

1000

800

600

400

200

T
L Vs=13Tev,4431b" Y -
[ = ]
C Zyjets ]
— -IW —
- W 7
L 21 Uncertainty i
c Y ]
£, ]

3
N
5y
L

SN WA 0D

i

i
N
hk
S|

Vil

A

60 80 100 120 140 160 180 200
Lepton P [GeV]

(b)
e
Vs=13TeV, 443 0" = e
s Single t
- Wjets
Zsjets

W
1 Uncertainty

7 %
1.5 2 25

Lepton |

0

(d)



Non-prompt and fake leptons background

129

Events

data/pred

Events

data/pred

TT T T T
90 Vs =

— ——
13 TeV, 3.2 1b™ Pt

o =

70 iy

60

50

40

30

20

10 }

0

o E
o E
2 zd%r 9 |

40 60 80 100 120 140 160 180 200

Lepton P, [GeV]

(a)
e
70 s=13TeV, 321" = e
5 Single t
60 -3".}:;;’

W
1 Uncertainty

[ ST I e

10E y IIIII IS Z
™"y
g? e - — - — E
E 7
i7) %
177/ 272777 :
0 0.5 1 1.5 2 25
Lepton |
(c)

Events

data/pred

Events

data/pred

e
-1 —— data

Vs=13TeV,3.2 10 =
s Single t
=i
Z‘o)ets

-V
T

W
72 Uncertainty

2 . E
40 60 é’O 100 120 140 160 180 200
Lepton P [GeV]
(b)

—— T

50 fs=13TeV, 321" =

= Single t

. Wjets

Zsjets

W
1 Uncertainty

7/7 7 /

1.5 2 25
Lepton |

(d)

FIGURE A.6: The upper panels show the distributions of pr (a, b) and |n| (¢, d) for data and

the different SM processes for events passing the loose (left) and tight (right) selection criteria

in the muon channel for 2015. Only the statistical, cross-section and luminosity uncertainties
are shown. The lower panel shows the ratio between the data and the SM predictions.
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FIGURE A.8: The upper panels show the distributions of pr (a, b) and |n| (c, d) for data and

the different SM processes for events passing the loose (left) and tight (right) selection criteria

in the muon channel for 2017. Only the statistical, cross-section and luminosity uncertainties
are shown. The lower panel shows the ratio between the data and the SM predictions.

A.1.1 Measurement of the efficiencies

The efficiencies, €,0a1, are measured in a control region dominated by real leptons. The t¢ SM
process is used to define the control region, where both W-bosons from the two different top

quarks must have decayed leptonically. These events must satisfy the following selection criteria:

e At least one jet.

e Exactly two loose electrons (muons) with opposite signs, where both leptons must fire a

lepton trigger.

The control region is defined for real leptons, and the efficiency is determined across the same

object kinematics as the fake rates. The efficiencies are estimated using Equation A.2.
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€real = <§z> . (A.2)

The results are split per year and per lepton to account for the different pile-up distributions
and triggers, respectively. Table A.2 is the same table shown in the main body of the thesis, but
is shown again for convenience. The yields are low for loose and tight leptons in both channels
for every year, especially in 2015. Therefore, this control region is statistically limited across all

years.

2015 2016 2017 2018 Total
Tight | Loose | Tight | Loose | Tight | Loose | Tight | Loose | Tight | Loose

Electron 16 16 132 136 175 184 255 267 578 603
Muon 10 10 107 110 140 144 190 197 447 461

Channel

TABLE A.2: The number of tf events in each channel split per year when the leptons pass either
the loose or tight selection criteria.

The yields show negligible difference between loose and tight leptons in both channels and across
all years. This indicates that loose and tight leptons are the same and the efficiencies should

equal one.

Similarly to the fake rate measurements, the results are split per year and per lepton, and shown
for 2015, 2016 and 2017, respectively. The results for 2018 can be found in the main body of
the thesis in Section 4.4.5. Figures A.9 and A.10 show the lepton ppr and |n| distributions for
leptons passing the loose (black) and tight (red) selection criteria in ¢ events for 2015, 2016 and
2017, respectively. The results show the loose and tight contributions agree within uncertainty,
and therefore should indicate the efficiencies are 1. However, since the comparison is made with
the same SM process, if the loose contribution is reduced by the uncertainty, so is the tight
contribution. This means the central value between the bins will be different regardless of the

variation, and therefore the central values will be used to determine the efficiencies in all bins.
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FIGURE A.9: Distributions of pr (left) and || (right) for loose (black) and tight (red) leptons
in the electron channel for 2015 (a, b), 2016 (c, d), and 2017 (e, f), respectively. The error bars

show the statistical uncertainties.
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A.2 Efficiencies and fake rates

95 2 25

Lepton n|

Figures A.11 and A.13 show the measured efficiencies and fake rates as a function of lepton pp

and |n| in both electron and muon channels for 2015, 2016 and 2017, respectively. The results
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for 2018 can be found in the main body of the thesis in Section 4.4.6.

The fake rates and efficiencies have large statistical uncertainties due to the limited amount
of events passing the selection criteria, which comes from the low branching ratio of having
J/¥ — pp in every event. The efficiencies increase as a function of lepton pp and are relatively
constant across || in 2016 and 2017. In 2015, the efficiencies also increase as a function of lepton
pr, but vary across |n|. The fake rates, on the hand, are relatively flat at low pr and increase
at higher pr in the electron channel, and decrease at low pr in the muon channel. Additionally,
the fake rates vary across |n| in both channels for 2015, 2016 and 2017, respectively. The regions
with no fake rate or efficiency are due to the fact that the data is smaller than the SM prediction.
When estimating the NPFL contribution in the signal region, only the measured efficiencies and
fake rates in regions where sizeable deviations between the data and SM prediction are observed,

will be used, while in the other regions, the amount of NPFL is considered to be zero.
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FIGURE A.11: The measured efficiency (red) and fake rate (blue) in the transverse momentum

(a, ¢) and absolute pseudorapidity (b, d) distributions in the electron (top row) and muon

(bottom row) channels for 2015. The error bars correspond to the statistical uncertainty from
the bin entries. No systematic uncertainties are shown.
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Appendix B

Signal templates fits

The following chapter shows the signal pdf fit results over the invariant mass of the lepton +
J/v distribution in the signal region, for the seven different top quark mass samples used to
develop the extraction method to obtain the top quark mass in data, that are not shown in the
main body of the thesis. The other two top quark mass distributions can be found in Section
5.1.1.

Figures B.1-B.2 shows the invariant mass of the lepton + J/v distribution with the pdf fit
(blue) and the individual contributions from the correct (red) and incorrect (green) pairing
components when the top quark mass is set to 169, 171, 172.25, 172.75, 173, 174 and 176 GeV,
as well as the best fit values for the different parameters of the pdf in the upper panel. The

lower panel shows the ratio between the MC sample and pdf.

138



Signal template fits 139

%] E LI L L L UL L N 3 2} E L B L B U S |
5 9500 (5= 13TeV, 130017 o, =7206+-028 5 35005 (- 13TeV, 130.0 07 Moy, Z7211+-028
w E qoen_ Ogauss = &1-29 +/- V. | o C_gen_ Oauss = 22.24 +/- 0. B
3000} Moy = 169 GeV forns = 0.47 4/~ 0.01 = 3000} Mo = 171 GeV fome = 0.50 4/ 0.01 =

F x/df=1.52 Yo, =185 +-0.03 E F x/df=1.24 Vs = 202 +/- 0.04 E
25001 B = 4533 4/-0.77 3 25001 Boe = 45.61+/-0.87
2000; Heamma = 12.08 +/- 0.16 é 2000; Hema = 12.11 +/- 0.46 é
1500 = 1500 —~ =
10001~ = 1000 2 =
500 — = « =

E o ] E S E

O: L O'Lo'w"ﬁ"ol-c B4 b. 5 P L . \Lou&w"l“"ol-owm-n. b .

S 1.4F = 5 =
[} = 3 Q =
g 12f — [ S e } | } Il I» | g b b L | } |l Il l 3
0.8F R I = rrbt I
0.6 = E|
0 50 100 150 200 250 300 _ 350 100 150 200 250 300 _ 350

m,, [GeV] my,, [GeV]

(a) (b)

FIGURE B.1: The upper panel shows the invariant mass of the lepton+.J/¢ distribution with

the total pdf (blue) fitted over the my,, = 169 GeV (a) and 171 GeV (b) signal MC samples,

respectively. The individual contributions of the Gaussian (red) and Gamma (green) functions

and the best fit values are shown. The lower panel shows the ratio between the signal MC
samples and pdf.
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FIGURE B.2: The upper panel shows the invariant mass of the lepton+.J/¢ distribution with
the total pdf (blue) fitted over the my,, = 172.25 GeV (a), 172.75 (b), 173 (c), 174 (d) and 176
(e) GeV signal MC samples, respectively. The individual contributions of the Gaussian (red)
and Gamma (green) functions and the best fit values are shown. The lower panel shows the

ratio between the signal MC samples and pdf.



Appendix C

Parameter correlation matrices

The following chapter shows the correlation matrices for the parameters in the signal template
pdf for the eight different top quark mass samples used to develop the extraction method to
obtain the top quark mass in data. The ninth top quark mass sample’s correlation matrix can

be found in Section 5.1.2.

Tables C.1-C.8 shows the strength of the correlations between each parameter in the signal
template pdf for eight different top quark mass MC samples. The pgquss parameter describes
the position of the Gaussian peak, whereas the ogquss parameter describes the Gaussian’s width.
The Ygamma and Bgamma parameters together describe the shape of the Gamma function, while

the pGammae parameter describes the Gamma function’s starting point.

Parameter ‘ HGauss ‘ O0Gauss ‘ fGauss ‘ YGamma ‘ ﬁGauss ‘ HGamma

HGauss 1 -0.18 -0.20 -0.39 -0.14 0.06
OGauss -0.18 1 0.67 0.00 0.25 0.13
fsauss -0.20 0.67 1 -0.23 0.57 0.09
YGamma -0.39 0.00 -0.23 1 -0.86 -0.44
Baamma 0.14 0.25 0.57 -0.86 1 0.30
HGamma 0.06 0.13 0.09 -0.44 0.30 1

TABLE C.1: Correlation matrix of each parameter in the pdf describing the invariant mass of
the three lepton system fitted over the m,, = 169 GeV MC sample.
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Parameter HGauss | OGauss ‘ fGauss ‘ YGamma ‘ /BGauss ‘ HGamma

KGauss 1 -0.15 | -0.17 [ -0.30 0.13 -0.08
OCGauss -0.15 1 0.72 | -0.29 0.44 0.53
Fyauss -0.17 | 0.72 1 -0.40 0.65 0.45
YGamma | -0.30 | -0.29 | -0.40 1 -0.90 | -0.68
BGamma 0.13 0.44 | 0.65 -0.90 1 0.59
LGamma | -0.08 | 0.53 | 0.45 -0.68 0.59 1

TABLE C.2: Correlation matrix of each parameter in the pdf describing the invariant mass of
the three lepton system fitted over the my,, = 171 GeV MC sample.

Parameter | pGauss | OGauss ‘ faauss ‘ YGamma ‘ BGauss ‘ HGamma

HGauss 1 -0.17 | -0.17 -0.26 0.10 -0.01
OGauss -0.17 1 0.80 -0.45 0.60 0.58
foauss -0.17 0.80 1 -0.57 0.77 0.57
YGamma -0.26 -0.45 | -0.57 1 -0.93 -0.80
BGamma 0.10 0.60 0.77 -0.93 1 0.74
HGamma -0.01 0.58 0.57 -0.80 0.74 1

TABLE C.3: Correlation matrix of each parameter in the pdf describing the invariant mass of
the three lepton system fitted over the m,, = 172 GeV MC sample.

Parameter HGauss | OGauss ‘ faauss ‘ YGamma ‘ BGauss ‘ HGamma

HGauss 1 -0.23 | -0.23 -0.27 0.09 -0.14
OGauss -0.23 1 0.75 -0.29 0.45 0.58
foauss -0.23 0.75 1 -0.40 0.65 0.48
YGamma -0.27 -0.29 | -0.40 1 -0.90 -0.68
BGamma 0.10 0.45 0.65 -0.90 1 0.60
UGamma -0.14 0.58 0.48 -0.68 0.60 1

TABLE C.4: Correlation matrix of each parameter in the pdf describing the invariant mass of
the three lepton system fitted over the mo, = 172.25 GeV MC sample.

Parameter HGauss | OGauss ‘ faauss ‘ YGamma ‘ BGauss ‘ HGamma

[Gauss 1 029 | -0.27 | -0.18 | 0.01 0.15
O Causs -0.29 1 0.81 | -0.40 | 0.56 0.62
Fyauss 027 | 081 1 -0.51 0.73 0.56
Yeamma | -0.18 | -0.40 | -0.51 1 0.92 | -0.74
Beamma | 0.01 | 056 | 0.73 | -0.92 1 0.68
[iGamma | -0.15 | 0.62 | 0.56 | -0.74 | 0.68 1

TABLE C.5: Correlation matrix of each parameter in the pdf describing the invariant mass of
the three lepton system fitted over the mop, = 172.75 GeV MC sample.
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Parameter HGauss | OGauss ‘ fGauss ‘ YGamma ‘ /BGauss ‘ HGamma

LGauss 1 -0.26 | -0.25 [ -0.18 0.01 -0.12
OGauss -0.26 1 0.83 | -0.48 0.62 0.66
[ -0.25 | 0.83 1 -0.61 0.78 0.64
YGamma | -0.18 | -0.48 | -0.61 1 -0.94 | -0.78
BGamma 0.01 0.62 | 0.78 -0.94 1 0.74
LGamma | -0.12 | 0.66 | 0.64 | -0.78 0.74 1

TABLE C.6: Correlation matrix of each parameter in the pdf describing the invariant mass of
the three lepton system fitted over the my,, = 173 GeV MC sample.

Parameter ‘ HGauss | OGauss ‘ fGauss ‘ YGamma ‘ BGauss ‘ HGamma

[LGauss 1 026 | -0.26 | -0.11 | -0.04 | -0.17
O Gauss ~0.26 1 0.83 | -054 | 0.64 0.70
Fyauss 0.26 | 0.83 1 -0.65 | 0.80 0.67
Yeamma | -0.11 | -0.54 | -0.65 1 0.94 | -0.81
BGamma | -0.04 | 0.64 | 0.80 | -0.94 1 0.76
[iGamma | -0.17 | 0.70 | 0.67 | -0.81 0.76 1

TABLE C.7: Correlation matrix of each parameter in the pdf describing the invariant mass of
the three lepton system fitted over the m,, = 174 GeV MC sample.

Parameter HGauss | OGauss ‘ faauss ‘ YGamma ‘ ﬁGauss ‘ HGamma

[LGauss 1 027 | -0.26 | -0.42 | 0.16 0.09
O Causs ~0.27 1 0.72 | 0.02 0.26 0.16
Fyauss 026 | 0.72 1 0.18 | 054 0.11
YGamma | -0.42 | 0.02 | -0.18 1 -0.86 | -0.58
BGamma | 0.16 | 026 | 054 | -0.86 1 0.42
[iGamma | 0.09 | 0.16 | 0.11 | -058 | 0.42 1

TABLE C.8: Correlation matrix of each parameter in the pdf describing the invariant mass of
the three lepton system fitted over the m,, = 176 GeV MC sample.



Appendix D

Parameter relationship with the top

quark mass

The following chapter shows the signal template’s parameter relationship with the top quark
mass after removing each top quark mass sample’s information from the fits. This is done for

each top quark mass individually.

Table D.1 shows the slope and intercept values between the fraction of Gaussian and the Gaus-
sian mean and width parameters with the top quark mass, after removing one top quark mass
sample’s information from the fits. The relationship between each parameter and the top quark
mass is of the form parameter = slope(myp-172.5) + intercept. The fraction of Gaussian has
slopes consistent with 0 within uncertainty, and therefore is independent of the top quark mass.
Additionally, the slopes and intercepts are consistent with each other within uncertainty after
removing each top quark mass sample’s information individually. This shows the stability of
the independence of the fraction of Gaussian and the top quark mass. The Gaussian width has
slopes not consistent with 0 within uncertainty, and shows dependence of the top quark mass.
Additionally, the slopes and intercepts are consistent with each other within uncertainty after
removing each top quark mass sample’s information individually. This shows the stability of the
dependence of the Gaussian width and the top quark mass. The Gaussian mean has slopes not
consistent with 0 within uncertainty, and the size of the slope is relatively large, which shows
large dependence with the top quark mass. Additionally, the intercepts are consistent with each
other within uncertainty after removing each top quark mass sample’s information individually.
However, the slopes are only consistent with each other within uncertainty for top quark masses
between 171-174 GeV. The slopes, after removing the 169 GeV and 176 GeV top quark mass
sample’s information from the fits, show consistency with other slopes within 20 uncertainty.
The method uncertainty systematic includes variations up to 20, and therefore accounts for

these possible fluctuations.
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Removed my,, information HGauss OGauss fGauss
from parameter fits [GeV] slope intercept slope intercept slope intercept
169 0.67 £ 0.06 | 72.76 = 0.09 | 0.07 £ 0.05 | 21.86 £ 0.09 | 0.00 £ 0.00 | 0.48 £ 0.01
171 0.52 £ 0.05 | 72.95 = 0.08 | 0.09 £ 0.04 | 21.78 £ 0.09 | 0.00 £ 0.00 | 0.48 £ 0.01
172 0.51 £ 0.05 | 72.89 + 0.09 | 0.10 £ 0.04 | 21.79 £ 0.09 | 0.00 £ 0.00 | 0.48 £ 0.01
172.25 0.51 £ 0.05 | 72.91 = 0.08 | 0.10 £ 0.04 | 21.79 £ 0.09 | 0.00 £ 0.00 | 0.48 £ 0.01
172.5 0.51 £ 0.05 | 72.94 = 0.09 | 0.08 £ 0.04 | 21.86 £ 0.09 | 0.00 £ 0.00 | 0.48 & 0.00
172.75 0.52 £ 0.05 | 72.86 £ 0.08 | 0.07 &= 0.04 | 21.91 4+ 0.08 | 0.00 £ 0.00 | 0.48 £ 0.00
173 0.51 £ 0.05 | 72.88 + 0.09 | 0.06 £+ 0.04 | 21.96 £ 0.09 | 0.00 & 0.00 | 0.48 4+ 0.00
174 0.47 £ 0.05 | 72.81 + 0.08 | 0.08 £ 0.04 | 21.97 £ 0.08 | 0.00 & 0.00 | 0.48 4+ 0.00
176 0.35 £ 0.07 | 72.78 £ 0.09 | 0.13 £ 0.06 | 22.00 £ 0.09 | 0.00 & 0.00 | 0.48 4+ 0.00

TABLE D.1: The slopes and intercepts of the relationships between the fraction of Gaussian
and Gaussian’s mean and width parameters with the top quark mass, after removing each top
quark mass sample’s information from the fits.

Table D.2 shows the slope and intercept values between the Gamma’s parameters and the top

quark mass after removing one top quark mass sample’s information from the fits. The relation-

ship between each parameter and the top quark mass is of the form parameter = slope(mq)-

172.5) + intercept. The Gamma’s parameters have slopes consistent with 0 within uncertainty

and therefore, is independent of the top quark mass. Additionally, these slopes and intercepts

are consistent with each other within uncertainty after removing each top quark mass sam-

ple’s information individually. This shows the stability of the independence of the Gamma’s

parameters and the top quark mass.

Removed my,, information YGamma BGamma UGamma
from parameter fits [GeV] slope intercept slope intercept slope intercept
169 0.00 £+ 0.00 | 2.06 + 0.04 | 0.00 + 0.01 | 44.57 £+ 0.86 | 0.00 £ 0.00 | 11.66 + 0.40
171 0.00 £ 0.00 | 1.99 + 0.03 | 0.00 + 0.01 | 44.96 £+ 0.74 | 0.01 £ 0.00 | 12.02 + 0.16
172 0.00 £ 0.00 | 2.00 + 0.02 | 0.00 + 0.00 | 44.99 £ 0.56 | 0.00 £ 0.00 | 11.95 + 0.15
172.25 0.00 & 0.00 | 2.01 £ 0.02 | 0.00 £ 0.00 | 45.43 + 0.42 | 0.00 £ 0.00 | 11.74 + 0.13
172.5 0.00 £ 0.00 | 2.00 & 0.02 | 0.00 + 0.00 | 45.66 £ 0.39 | 0.00 £ 0.00 | 11.73 + 0.13
172.75 0.00 £ 0.00 | 2.01 +£ 0.01 | 0.00 + 0.00 | 45.54 £ 0.33 | 0.00 £ 0.00 | 11.65 + 0.12
173 0.00 £ 0.00 | 2.01 4+ 0.01 | 0.00 &+ 0.00 | 45.66 £ 0.32 | 0.00 £ 0.00 | 11.64 £+ 0.11
174 0.00 £ 0.00 | 2.02 & 0.01 | 0.01 £ 0.01 | 45.66 £+ 0.29 | 0.01 £ 0.00 | 11.66 + 0.11
176 0.01 £ 0.01 | 2.02 &£ 0.01 | 0.15 £ 0.18 | 45.68 £ 0.29 | 0.00 £ 0.01 | 11.69 + 0.11

TABLE D.2: The slopes and intercepts of the relationships between the Gamma’s parameters
and the top quark mass, after removing each top quark mass sample’s information from the fits.



Appendix E

Extraction method calibration

The following chapter shows the individual fits in order to understand the relationship between
the reconstructed and generated top quark masses in an unbiased manner. One top quark mass
point is removed from the fit (also called the testing sample), and the parameter relationships
are re-determined without the testing sample’s information. Appendix D shows the parameter
relationships with the top quark mass after removing the information from each top quark mass
individually. Every parameter dependency with the top quark mass is consistent no matter

what top quark mass is used as the testing sample.

The resulting pdf’s are fit over the full model, with the testing sample used as the signal
top quark contribution, to determine the reconstructed top quark mass. Figures E.1 and E.2
show the total pdf fit (blue) over the full model for all nine different top quark masses. The
Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed
and generated top quark masses can be found in the top left corner of the upper panel, while

the ratio between the total pdf and the model is shown in the lower panel.
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FIGURE E.1: The upper panel shows the invariant mass of the lepton + J/1 distribution of
the full model when using m,, = 169 (a), 171 (b), 172 (c), 172.25 (d), 172.5 (e), and 172.75 ()
GeV as the signal top quark processes. The total (blue), Gaussian (red), Gamma (green) and
Novosibirsk (purple) pdf fits are shown. The generated and reconstructed top quark masses
are shown in the top left corner, together with the fit quality. The lower panel shows the ratio

between the full model and the pdf.
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FIGURE E.2: The upper panel shows the invariant mass of the lepton + J/v distribution of

the full model when using my,, = 173 (a), 174 (b), and 176 (c) GeV as the signal top quark

processes. The total (blue), Gaussian (red), Gamma (green) and Novosibirsk (purple) pdf fits

are shown. The generated and reconstructed top quark masses are shown in the top left corner,

together with the fit quality. The lower panel shows the ratio between the full model and the
pdf.



Appendix F

Pull study

The following chapter shows the pull distributions for the seven different my,, values not shown

in the main body of the thesis in Section 5.2.

Figures F.1-F.2 show the pull distributions for my,, = 169, 171, 172.25, 172.75, 173, 174 and
176 GeV, fitted with a Gaussian where the pull mean and width, and fit quality can be seen in

the top left corner.
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FIGURE F.1: Pull distributions from 1000 pseudo-data sets with the Gaussian fit when myo, =
169 (a), 171 (b), and 172.25 (¢) GeV. The pull mean and width is shown in the top left corner.
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FIGURE F.2: Pull distributions from 1000 pseudo-data sets with the Gaussian fit when my,p
= 172.75 (a), 173 (b), 174 and 176 (d) GeV. The pull mean and width is shown in the top left
corner.



Appendix G

Signal modelling systematic fit

results

The following chapter shows the fit results for the different signal modelling systematic uncer-

tainties.

Figures G.1-G.15 shows the fit results for the different signal systematic uncertainties with the
reconstructed top quark mass and its statistical uncertainty, as well as the fit quality in the top
left corner of the upper panels. The lower panels consist of the ratio between the model and the
pdf. The blue shows the total pdf while the red, green and purple shows the Gaussian, Gamma
and Novosibirsk contributions, respectively. Each signal systematic fit shows a good fit with a
x2/df ~ 1.
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G.1 NLO Generator
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FIGURE G.1: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/v distribution using Powheg-Box (a) and MG5_aMC (b) to generate the NLO matrix

element matching scheme. The individual contributions from the Gaussian (red), Gamma

(green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses with the

statistical uncertainty can be found in the top left corner. The lower panel shows the ratio
between the model and the pdf.

G.2 Parton shower and hadronisation model
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FIGURE G.2: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/v¢ distribution using Pythia 8 (a) and Herwig 7 (b) to model parton showering

and hadronisation. The individual contributions from the Gaussian (red), Gamma (green) and

Novosibirsk (purple) are also shown. The reconstructed top quark masses with the statistical

uncertainty can be found in the top left corner. The lower panel shows the ratio between the
model and the pdf.
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G.3 Modelling of heavy-quark fragmentation
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FIGURE G.3: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution, setting the fragmentation parameter r, to 1.05 in Pythia 8. The

individual contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are

also shown. The reconstructed top quark masses with the statistical uncertainty can be found
in the top left corner. The lower panel shows the ratio between the model and the pdf.

G.4 Colour Reconnection
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FIGURE G.4: The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/4 distribution when using a QCD base model to describe multiple parton interactions and
colour reconnection. The individual contributions from the Gaussian (red), Gamma (green) and
Novosibirsk (purple) are also shown. The reconstructed top quark masses with the statistical
uncertainty can be found in the top left corner. The lower panel shows the ratio between the
model and the pdf.
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G.5 Modelling of hadron production
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FIGURE G.5: The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton
+ J/1 distribution, when varying the production fractions of B®/B* up (a) and down (b), B?
up (c¢) and down (d), and B-baryon up (e) and down (f). The individual contributions from the
Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed
top quark masses with the statistical uncertainty can be found in the top left corner. The lower
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G.6 Modelling of hadron decays
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FIGURE G.6: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution, when varying the direct J/v decay fractions up (a) and down (b),

indirect 1(2S) decay fractions up (c¢) and down (d), and indirect x. (1P) decay fractions up

(e) and down (f). The individual contributions from the Gaussian (red), Gamma (green) and

Novosibirsk (purple) are also shown. The reconstructed top quark masses with the statistical

uncertainty can be found in the top left corner. The lower panel shows the ratio between the
model and the pdf.
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G.7 Modelling of radiation

FIGURE G.7: The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/v distribution, setting the hggm, parameter to 3my,, in Pythia 8. The individual
contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.
The reconstructed top quark masses with the statistical uncertainty can be found in the top
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left corner. The lower panel shows the ratio between the model and the pdf.

fs=13TeV, 139.0 b

mi;': 172.5 GeV

miEe°: 173.459 £ 0.274GeV
$2/df=1.313

T T
—— total pdf fit
------ Gaussian (Sig)
»»»»»» Gamma (Sig)
------ Novosibirsk (Bkg)

model/pdf
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shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution, when varying the final-state radiation ugr up to 2.0 (a) and down to
0.5 (b). The individual contributions from the Gaussian (red), Gamma (green) and Novosibirsk
(purple) are also shown. The reconstructed top quark masses with the statistical uncertainty
can be found in the top left corner. The lower panel shows the ratio between the model and
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FIGURE G.9: The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/% distribution, when varying the initial-state radiation a!% up (a) and down (b),
and pp up (¢) and down (d), and pr up (e) and down (f). The individual contributions from the
Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed
top quark masses with the statistical uncertainty can be found in the top left corner. The lower

panel shows the ratio between the model and the pdf.
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FIGURE G.10: The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution of the 1 (a), 2 (b), 3 (c), 4 (d), 5 (e), and 6 (f) PDF replicas of
the PDFALHCI15 error set. The individual contributions from the Gaussian (red), Gamma
(green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses with the
statistical uncertainty can be found in the top left corner. The lower panel shows the ratio

()

between the model and the pdf.
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FIGURE G.11: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution of the 7 (a), 8 (b), 9 (c), 10 (d), 11 (e), and 12 (f) PDF replicas

of the PDF4LHCI5 error set. The individual contributions from the Gaussian (red), Gamma

(green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses with the

statistical uncertainty can be found in the top left corner. The lower panel shows the ratio
between the model and the pdf.
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FIGURE G.12: The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/v distribution of the 13 (a), 14 (b), 15 (c¢), 16 (d), 17 (e), and 18 (f) PDF replicas
of the PDF4LHCI15 error set. The individual contributions from the Gaussian (red), Gamma
(green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses with the
statistical uncertainty can be found in the top left corner. The lower panel shows the ratio
between the model and the pdf.
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FIGURE G.13: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/v distribution of the 19 (a), 20 (b), 21 (c¢), 22 (d), 23 (e), and 24 (f) PDF replicas

of the PDF4LHCI15 error set. The individual contributions from the Gaussian (red), Gamma

(green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses with the

statistical uncertainty can be found in the top left corner. The lower panel shows the ratio
between the model and the pdf.
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FIGURE G.14: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/v distribution of the 25 (a), 26 (b), 27 (c), 28 (d), 29 (e), and 30 (f) PDF replicas

of the PDF4LHCI15 error set. The individual contributions from the Gaussian (red), Gamma

(green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses with the

statistical uncertainty can be found in the top left corner. The lower panel shows the ratio
between the model and the pdf.
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FIGURE G.15: The upper panel shows the total (blue) pdf fit over the invariant mass of

the lepton + J/¢ distribution of the nominal PDF4LHC15 PDF error set. The individual

contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.

The reconstructed top quark masses with the statistical uncertainty can be found in the top
left corner. The lower panel shows the ratio between the model and the pdf.



Appendix H

Background modelling systematic fit

results

The following chapter shows the fit results for the different background modelling systematic
uncertainties. Additionally, the control region results for measuring the fake rates are shown

after varying the background SM processes accordingly.

H.1 NPFL

Figure H.1 shows the fit results for the different NPFL systematic uncertainties with the recon-
structed top quark mass and its statistical uncertainty, as well as the fit quality in the top left
corner of the upper panels. The lower panels consist of the ratio between the model and the
pdf. The blue shows the total pdf while the red, green and purple shows the Gaussian, Gamma
and Novosibirsk contributions, respectively. Each signal systematic fit shows a good fit with a
x2/df ~ 1.
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FIGURE H.1: The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/1 distribution after varying the efficiencies up (a) and down (b) and the fake rates
up (c) and down (d) within their statistical uncertainties. The individual contributions from the
Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed
top quark masses with the statistical uncertainty can be found in the top left corner. The lower

H.2 Background SM processes

panel shows the ratio between the model and the pdf.

Figures H.2-H.4, H.9-H.11, H.16, H.19, and H.22 show the results in the control region used to
measure the fake rates before and after varying the different background SM processes accord-
ingly, for 2015, 2016, and 2017, respectively. The results for 2018 is found under Section 5.3.4.2

in main body of the thesis.

Figures H.5-H.7, H.12-H.14, H.17, H.20, and H.23 show the nominal efficiencies and fake rates,
and the fake rates after varying the different background SM processes accordingly for 2015,
2016, and 2017, respectively. The results for 2018 is found under Section 5.3.4.2 in main body

of the thesis.
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Figures H.8, H.15, H.18, H.21, and H.24 show the fit results for the background SM processes
systematic uncertainties with the reconstructed top quark mass and its statistical uncertainty,
as well as the fit quality in the top left corner of the upper panels. The lower panels consist of
the ratio between the model and the pdf. The blue shows the total pdf while the red, green and
purple shows the Gaussian, Gamma and Novosibirsk contributions, respectively. Each signal

systematic fit shows a good fit with a x?/df ~ 1.
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FiGure H.2: The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (left) and muon
(right) channels for 2015, when varying the W+jets SM processes up and down by its cross-
section (top row) and normalisation (bottom row) uncertainties. The black points show the
data and the blue line shows the nominal model contribution, while the green and red show the
model contributions after the variations. The hashed area shows the statistical, cross-section
and luminosity uncertainties on the model contributions. The lower panel plot shows the ratio
between the model after the variations and the nominal model.
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FiGure H.3: The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (left) and muon
(right) channels for 2016, when varying the W+jets SM processes up and down by its cross-
section (top row) and normalisation (bottom row) uncertainties. The black points show the
data and the blue line shows the nominal model contribution, while the green and red show the
model contributions after the variations. The hashed area shows the statistical, cross-section
and luminosity uncertainties on the model contributions. The lower panel plot shows the ratio
between the model after the variations and the nominal model.
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FiGureE H.4: The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (left) and muon
(right) channels for 2017, when varying the W+jets SM processes up and down by its cross-
section (top row) and normalisation (bottom row) uncertainties. The black points show the
data and the blue line shows the nominal model contribution, while the green and red show the
model contributions after the variations. The hashed area shows the statistical, cross-section
and luminosity uncertainties on the model contributions. The lower panel plot shows the ratio
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FiGure H.5: The upper panels show the nominal efficiencies and fake rates, and after the cross-
section (top row) and normalisation (bottom row) uncertainty variations have been applied to
the W+jets SM processes in the transverse momentum distribution, in the electron (left) and
muon (right) channels for 2015. The black and blue points show the nominal efficiencies and
fake rates, while the green and red show the up and down variations, respectively. The error
bars show the statistical uncertainty. The lower panel plot shows the ratio between the fake
rate after variation and the nominal.
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FiGURE H.6: The upper panels show the nominal efficiencies and fake rates, and after the cross-

section (top row) and normalisation (bottom row) uncertainty variations have been applied to

the W+jets SM processes in the transverse momentum distribution, in the electron (left) and

muon (right) channels for 2016. The black and blue points show the nominal efficiencies and

fake rates, while the green and red show the up and down variations, respectively. The error

bars show the statistical uncertainty. The lower panel plot shows the ratio between the fake
rate after variation and the nominal.
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FiGure H.7: The upper panels show the nominal efficiencies and fake rates, and after the cross-
section (top row) and normalisation (bottom row) uncertainty variations have been applied to
the W+jets SM processes in the transverse momentum distribution, in the electron (left) and
muon (right) channels for 2017. The black and blue points show the nominal efficiencies and
fake rates, while the green and red show the up and down variations, respectively. The error
bars show the statistical uncertainty. The lower panel plot shows the ratio between the fake
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FIGURE H.8: The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton

+ J/v distribution after varying the W-+jets SM processes by its cross-section, up (a) and down

(b), and normalisation, up (¢) and down (d), uncertainties. The individual contributions from

the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed

top quark masses with the statistical uncertainty can be found in the top left corner. The lower
panel shows the ratio between the model and the pdf.
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FicUrReE H.9: The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (left) and muon
(right) channels for 2015, when varying the Z+jets SM processes up and down by its cross-
section (top row) and normalisation (bottom row) uncertainties. The black points show the
data and the blue line shows the nominal model contribution, while the green and red show the
model contributions after the variations. The hashed area shows the statistical, cross-section
and luminosity uncertainties on the model contributions. The lower panel plot shows the ratio
between the model after the variations and the nominal model.
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FiGure H.10: The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (left) and muon
(right) channels for 2016, when varying the Z+jets SM processes up and down by its cross-
section (top row) and normalisation (bottom row) uncertainties. The black points show the
data and the blue line shows the nominal model contribution, while the green and red show the
model contributions after the variations. The hashed area shows the statistical, cross-section
and luminosity uncertainties on the model contributions. The lower panel plot shows the ratio
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FiGure H.11: The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (left) and muon
(right) channels for 2017, when varying the Z+jets SM processes up and down by its cross-
section (top row) and normalisation (bottom row) uncertainties. The black points show the
data and the blue line shows the nominal model contribution, while the green and red show the
model contributions after the variations. The hashed area shows the statistical, cross-section
and luminosity uncertainties on the model contributions. The lower panel plot shows the ratio

N
S|

100 120 140 160 180
Lepton P, [GeV]

|
=1
=]

Events

variation/nom

Events

tion/nom

varial

R
6001 VS =13TeV, 443 10" dota 3
C nominal model |
500i | Zsjets cross-section Up model |
r [S55Y] Z+jets cross-section Down model —
400~ -
300 -
2001 -
Et T,
10 01 S R RBRRGRRERILRRR
ofL ) 3
1.02E E
F——————————————=—= E|
0.98F E

40 60 80 100 120 140 160 180 200
Lepton P, [GeV]

(b)

L e e B A B e
600 Vs =13TeV,44.3 fo! —— data =
E nominal model |
E Zujets normalisation Up model |
500: . S35 Z+jets normalisation Down model |
£ S |
400F- & -
300 ks =
2001 *~ -
£, R Oy
100: R R
E ) 7
l.Ug, E|
FlL— —— T |
e — :
| ]
on:’ -

: 40 60 80 100 120 140 160 180 200

Lepton P, [GeV]

between the model after the variations and the nominal model.



Background modelling systematic fit results 176

> T T T T 1 5 T T T T T
5 14 Vs=13TeV,3.2fp" —— Eficiency = § 14 Vs=13TeV,3.2fp" —— Efciency =
S £ ’ —«— Nominal Fake Rate ] S £ ! —«— Nominal Fake Rate ]
£ 1.2 Z+jets cross-section Up Fake Rate __| £ 1.2 Zujets cross-section Up Fake Rate __|
wher —+— Zsjets cross-section Down Fake Rate | w e —+— Zsjets cross-section Down Fake Rate |
1= _ } - 1= — | =
- + ! E ’+ 1 T E
08 3 0.8%: =
0.6 — 0.6 —
0'4}++ = 0.4%: =
02f 3 0.2;+ =
g g : £ ' :
2 105 E ERE E
s I E s E
+ 0.95F 3 2 0. 3
g E 3 8 3
g 09 40 60 80 100 120 140 160 180 200 g 60 80 100 120 140 160 180 200
Lepton P, [GeV] Lepton P, [GeV]
(a) (b)
5 T T T T 5 A o B S B B S
§ 140 (5=13TeV,3.21fp" —— Eficiency = § 140 5=13TeV,3.21fp" —— Eficioncy =
5 E —— Nominal Fake Rate ] 5 E —+— Nominal Fake Rate ]
£ 1.2 +— Z+jets normalization Up Fake Rate _ | £ 1.2 +— Z+jets normalization Up Fake Rate _ |
wep —+— Zujets normalization Down Fake Rate | w ep —+— Zujets normalization Down Fake Rate |
1} e — i — 1} it i {
i , : A : :
0.8%‘ — 0.8% —
0.6 - 0.6 =
0'4}++ 3 0.4% 3
0.2k 4 0.2;+ 3
e J e J
S 11E = 2 11E
£ £ "l
2 S I
s 3 = B 0.9 -
‘E 08 40 60 80 100 120 140 160 180 200 § 08 40 60 80 100 120 140 160 180 200
Lepton P, [GeV] Lepton P, [GeV]
(c) (d)

FiGure H.12: The upper panels show the nominal efficiencies and fake rates, and after the

cross-section (top row) and normalisation (bottom row) uncertainty variations have been applied

to the Z+jets SM processes in the transverse momentum distribution, in the electron (left) and

muon (right) channels for 2015. The black and blue points show the nominal efficiencies and

fake rates, while the green and red show the up and down variations, respectively. The error

bars show the statistical uncertainty. The lower panel plot shows the ratio between the fake
rate after variation and the nominal.
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FiGure H.13: The upper panels show the nominal efficiencies and fake rates, and after the

cross-section (top row) and normalisation (bottom row) uncertainty variations have been applied

to the Z+jets SM processes in the transverse momentum distribution, in the electron (left) and

muon (right) channels for 2016. The black and blue points show the nominal efficiencies and

fake rates, while the green and red show the up and down variations, respectively. The error

bars show the statistical uncertainty. The lower panel plot shows the ratio between the fake
rate after variation and the nominal.
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FiGure H.14: The upper panels show the nominal efficiencies and fake rates, and after the

cross-section (top row) and normalisation (bottom row) uncertainty variations have been applied

to the Z+jets SM processes in the transverse momentum distribution, in the electron (left) and

muon (right) channels for 2017. The black and blue points show the nominal efficiencies and

fake rates, while the green and red show the up and down variations, respectively. The error

bars show the statistical uncertainty. The lower panel plot shows the ratio between the fake
rate after variation and the nominal.
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FIGURE H.15: The upper panel shows the total (blue) pdf fit over the invariant mass of

the lepton + J/v distribution after varying the Z-+jets SM processes by its cross-section, up

(a) and down (b), and normalisation, up (c¢) and down (d), uncertainties. The individual

contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.

The reconstructed top quark masses with the statistical uncertainty can be found in the top
left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE H.17: The upper panels show the nominal efficiencies and fake rates, and after the
cross-section uncertainty variations have been applied to the V'V SM processes in the transverse
momentum distribution, in the electron (left) and muon (right) channels for 2015 (a, b), 2016
(c, d) and 2017 (e, f), respectively. The black and blue points show the nominal efficiencies and
fake rates, while the green and red show the up and down variations, respectively. The error
bars show the statistical uncertainty. The lower panel plot shows the ratio between the fake
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FIGURE H.18: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/1 distribution after varying the V'V SM processes by their cross-section uncertain-

ties, up (a) and down (b), respectively. The individual contributions from the Gaussian (red),

Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses

with the statistical uncertainty can be found in the top left corner. The lower panel shows the
ratio between the model and the pdf.
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FiGURE H.19: The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (left) and muon
(right) channels for 2015 (a, b), 2016 (¢, d) and 2017 (e, f), respectively, when varying the
ttV SM processes up and down by their cross-section uncertainties. The black points show the
data and the blue line shows the nominal model contribution, while the green and red show the
model contributions after the variations. The hashed area shows the statistical, cross-section
and luminosity uncertainties on the model contributions. The lower panel plot shows the ratio
between the model after the variations and the nominal model.
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FiGURE H.20: The upper panels show the nominal efficiencies and fake rates, and after the
cross-section uncertainty variations have been applied to the £V SM processes in the transverse
momentum distribution, in the electron (a) and muon (b) channels for 2015 (a, b), 2016 (c, d)
and 2017 (e, f), respectively. The black and blue points show the nominal efficiencies and fake
rates, while the green and red show the up and down variations, respectively. The error bars
show the statistical uncertainty. The lower panel plot shows the ratio between the fake rate
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FIGURE H.21: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/1 distribution after varying the t£V SM processes by their cross-section uncertain-

ties, up (a) and down (b), respectively. The individual contributions from the Gaussian (red),

Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses

with the statistical uncertainty can be found in the top left corner. The lower panel shows the
ratio between the model and the pdf.
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FicUrReE H.22: The upper panels show the data and total SM contribution in the fake rates
control region in the transverse momentum distribution in the tight electron (left) and muon
(right) channels for 2015 (a, b), 2016 (¢, d) and 2017 (e, f), respectively, when varying the
J/v + W SM processes up and down by their cross-section uncertainties. The black points
show the data and the blue line shows the nominal model contribution, while the green and
red show the model contributions after the variations. The hashed area shows the statistical,
cross-section and luminosity uncertainties on the model contributions. The lower panel plot
shows the ratio between the model after the variations and the nominal model.
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FiGURE H.23: The upper panels show the nominal efficiencies and fake rates, and after the
cross-section uncertainty variations have been applied to the J/¢¥ + W SM processes in the
transverse momentum distribution, in the electron (left) and muon (right) channels for 2015
(a, b), 2016 (c, d) and 2017 (e, f), respectively. The black and blue points show the nominal
efficiencies and fake rates, while the green and red show the up and down variations, respectively.
The error bars show the statistical uncertainty. The lower panel plot shows the ratio between
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FIGURE H.24: The upper panel shows the total (blue) pdf fit over the invariant mass of

the lepton + J/v distribution after varying the J/¢ 4+ W SM processes by their cross-section

uncertainties, up (a) and down (b), respectively. The individual contributions from the Gaussian

(red), Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top quark

masses with the statistical uncertainty can be found in the top left corner. The lower panel
shows the ratio between the model and the pdf.



Appendix 1

Experimental systematic fit results

The following chapter shows the fit results for the different experimental systematic uncertain-
ties. Figures 1.1-1.34 shows the fit results for the different experimental systematic uncertainties
with the reconstructed top quark mass and its statistical uncertainty, as well as the fit quality in
the top left corner of the upper panels. The lower panels consist of the ratio between the model
and the pdf. The blue line shows the total pdf while the red, green and purple lines show the
Gaussian, Gamma and Novosibirsk contributions, respectively. Each experimental systematic
fit shows a good fit with a x2/df ~ 1.
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FIGURE I.1: The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton

+ J/v distribution when varying the pile-up reweighting factors up (a) and down (b). The

individual contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are

also shown. The reconstructed top quark masses with the statistical uncertainty can be found
in the top left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE 1.2: The upper panel shows the total (blue) pdf fit over the invariant mass
lepton + J/4 distribution when varying the electron’s momentum scale up (a) and down (b),
momentum resolution up (c) and down (d), and the trigger scale factors up (e) and down
The individual contributions from the Gaussian (red), Gamma (green) and Novosibirsk
(purple) are also shown. The reconstructed top quark masses with the statistical uncertainty
can be found in the top left corner. The lower panel shows the ratio between the model and

(f).

L e e e L LA A A o e e B

fs=13TeV, 139.0 fb” —— total pdf fit
my1725GeV T Gaussian (Sig)
mgs°:172.604 £ 0.346GeV Gamma (Sig)
yodf=1335 e Novosibirsk (Bkg)

Ifimi S TR R FRTRE U N IYETE AR FYARA O

50 100 150 200 250 300 350
myy, [GeV]
(a)
E T T T T T
E- {s=13TeV, 139.0 o™ —— total pdf fit
E mi:1725Gev Gaussian (Sig)
E mge:172.583+40.353GeV Gamma (Sig)
= yfdf=1382 e Novosibirsk (Bkg)

8“ Jmimmimn i [TTE IYETE FEEYA FRURE RRARY NRRTY AUTL FRATI IO,

oL
4
2]
1
.8
.6E
0 50 100 150 200 250
m, ., [GeV]
(c)
E T T T T T T T |
E- =13TeV,139.01" " total pdrfit 3
E miy:1725Gev Gaussian (Sig) 3
E m,’::”: 172.563+0.353GeV " Gamma (Sig) 3
E- ydf=133 e Novosibirsk (Bkg) —]
o"‘-"""'b;*‘}}}}}}}%
50 100 150 200 250 300 35
myy, [GeV]

(e)

S

@ ABOO) -
S E =)
:>J’ 4000F- 5 =13TeV, 1390 fb” — total pdt fit =
3500; mg 172.5 GeV “+ Gaussian (.Slg) é
E mg°:172525£0361GeV Gamma (Sig) 3
3000 eoi-t343 e Novosiisk (Bkg)
2500 E
2000 3
1500~ 5
1000= E
500F -
0= - -
5 14
Qo =
S i v
°
0.8 I
g 06 E
0 50 100 150 200 250 300 _ 350
myy, [GeV]
(b)
 4500¢ T T T T T 3
2 E 3
E 4000;7 {s=13TeV, 139.0fb" —— total pd fit é
35005 mi;': 172.5 GeV ~++ Gaussian (Sig) 3
E mLfg“ :172.575+0.349GeV Gamma (Sig) 3
3000F- y%df=t310 e Novsibirsk (Bkg)  —|
2500/ E
20001 3
1500F-
1000
500
0= & b
5 14
2: 1.21 : ¥ LA B T } % } } * %
0.8F
g 06E
0 50 100 150 200 250 300
my, [GeV]
(d)
@ 4500 . : : .
f= E =
S 4000 fs=13TeV,139.01b" — total pdt fit =
E QeN, o E AN, eeae i =
3500E- mgg: 172.5 GeV Gaussian (Sig) 3
E m{::" :172.563+0.353GeV Gamma (Sig) 3
3000 y¥d=1335 e Novosibirsk (Bkg) |
2500 E
2000 E
1500 3
1000
500F-
ok
B 1.4F
L 12F
@ 1;
8 08
£ 065
0 50 100 150 200 250 300
m,y, [Ge

the pdf.

()




Ezperimental systematic fit results 191

@ 4500 g e @ 4500 e
f= E 3 f= E 3
2 40005 fs=13TeV, 139.0 0" — total pdt fit - © 4000 Vs=13TeV, 139.01b" —— total pdf fit =
u 350 0; m?(::m 1725GeV e Gaussian (.Slgl é w 350(); mfip”m 1725GeV e Gaussian (.Slgl é
E me: 172,566 +0.352GeV Gamma (Sig) El E mge:172560+0.353Gey - Gamma (Sig) E
3000 y¥df=1335 e Novosibirsk (Bkg)  — 30005 =133 e Novosibirsk (Bkg)
2500/ = 2500/ =
2000 = 20005 E
1500 - 1500 E
1000F- = 1000F- -4
5001 = 5001 =
Bl T 4 e [ e e
214 '; g 14F
3 o"'-"“"'b;"}}}}}}}g §,1.._‘.‘.“.""’}}}}}}|}
] 3 o 08
£ 0.6t 3 E 06 E
0 50 100 150 200 250 300 _ 350 0 50 100 150 200 250 300 _ 350
myy, [GeV] my, [GeV]
(a) (b)
@ 4500 @ 4500 pr—r T
= E = E
2 4000 f5=13TeV, 139.0fo" — total pd fit S 4000F- f5=13TeV, 1390 fb" —— total pdt it
. 3500; mﬁi"c;wz,s Gev. Gaussian (Sig) w 3500; mﬁi,cc 172.5 GeV aussan i)
E Mygg® 172.556 + 0.349GeV Gamma (Sig) = Migg® 172.570 + 0.356GeV Gamma (Sig)
3000 ;7 $2/df=1.337 e Novosibirsk (Bkg) 3000 ? $/df=1.333 e Novosibirsk (Bkg)
2500 25007
20005 2000F-
1500 1500
1000£- 1000F-
E 500E-
0= & o = 0= & = o =
B 14F 5 14
Qo = Qo
- SN sl SENNTT
g o8F [t 8 o8F [t
E 0.6F E E 06 E
0 50 100 150 200 250 300 _ 350 0 50 100 150 200 250 300 _ 350
m,, [GeV] m,,, [GeV]
(c) (d)
@ 4500 T T T T T 3 @ 4500 T T T T T 3
f=4 = = =4 F 3
2 40005 fs=13TeV, 139.0fb" — total pdtfit - 2 4000 fs=13TeV, 139.0 0" — total pdi fit =3
3500; m?%"w 172.5 GeV Gaussian (Sig) é w 3500; mz:z,"m 1725GeV v Gaussian (Sig) é
E mgs :172.566 + 0.352GeV Gamma (Sig) 3 Emgs :172.560 + 0.354GeV Gamma (Sig) E|
3000;7 x?df=1336 e Novosibirsk (Bkg) i 3000;7 x?df=1335 e Novosibirsk (Bkg) ~ —]
2500 = 2500
2000F = 2000F
1500F- = 1500F-
1000~ - 1000~
= 500F-
=] ok a T = o
3 ; % 14
3 I %1.2"70 "vvvggltr}}}*!l
3 E 8 08F [
E E E 06
0 50 100 150 200 250 300

FIGURE 1.3: The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton

+ J/t distribution when varying the electron’s reconstruction scale factors up (a) and down

(b), identification scale factors up (c¢) and down (d), and isolation scale factors up (e) and down

(f). The individual contributions from the Gaussian (red), Gamma (green) and Novosibirsk

(purple) are also shown. The reconstructed top quark masses with the statistical uncertainty

can be found in the top left corner. The lower panel shows the ratio between the model and
the pdf.
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FIGURE 1.4: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J /% distribution when varying the muon’s momentum scale up (a) and down (b) and

charge-dependent momentum scale up (c) and down (d). The individual contributions from the

Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed

top quark masses with the statistical uncertainty can be found in the top left corner. The lower
panel shows the ratio between the model and the pdf.



Ezperimental systematic fit results 193

@ 4500 T e @ 4500 e
f= E 3 f= E 3
2 40005 fs=13TeV, 139.0 0" — total pdt fit - © 4000 Vs=13TeV, 139.01b" —— total pdf fit =
u 350 O; mz::m 1725GeV e Gaussian (.Slgl é w 3500; mfip”m 1725GeV e Gaussian (.Slgl é
E mee:172,573+0.351GeV Gamma (Sig) El E mge:172548+0.360GeV - Gamma (sig) 3
30001 y¥df=1359 e Novosibirsk (Bkg)  — 3000 fdi=1386 e Novosibirsk (Bkg)
2500/ = 2500/ =
2000 = 20005 E
1500 - 1500 E
1000F- = 1000F- -4
5001 = 5001 =
o= T s o e e e 0= e
B i B
E' o"""“"'O}"}}i}}}’E §,1.._..‘.“."."}}}}}}|}
o 0. 3 o 08
E 065 E E 06 E
0 50 100 150 200 250 300 _ 350 0 50 100 150 200 250 300 _ 350
myy, [GeV] my, [GeV]
(a) (b)
@ 4500 @ 4500
= E = E
2 4000 f5=13TeV, 139.0fo" — total pd fit S 4000F- f5=13TeV, 1390 fb" —— total pdt it
. 3500; mﬁi"c;wz,s Gev. Gaussian (Sig) w 3500; mﬁi,cc 172.5 GeV aussan i)
E Mygg® 172.552 + 0.355GeV Gamma (Sig) = Migg® 172.570 + 0.359GeV Gamma (Sig)
3000 ;7 $B/df=1.331 e Novosibirsk (Bkg) 3000 ? y2/df=1.384 e Novosibirsk (Bkg)
2500 25007
20005 2000F-
1500 1500
1000£- 1000F-
E ! 500E- !
0= - = & e iy e 0= i SO
5 14F 5 14
Q - o =
%1.21o A %é}}}%}lllF %1.2"0 ey e}}}}}}!lr
g o8F ' [t 8 o8F f [t
E 06F = E 06 E
0 50 100 150 200 250 300 _ 350 0 50 100 150 200 250 300 _ 350
m,, [GeV] M,y [GeV]

(©) (d)

FIGURE 1.5: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution when varying the muon’s momentum inner detector resolution up

(a) and down (b) and momentum muon spectrometer resolution up (c) and down (d). The

individual contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are

also shown. The reconstructed top quark masses with the statistical uncertainty can be found
in the top left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE 1.6: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/v distribution when varying the muon’s trigger scale factors up (a) and down

(b) by its statistical and up (¢) and down (d) by its systematic uncertainties. The individual

contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.

The reconstructed top quark masses with the statistical uncertainty can be found in the top
left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE 1.7: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution when varying the muon’s identification scale factors up (a) and down

(b) by its statistical and up (¢) and down (d) by its systematic uncertainties. The individual

contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.

The reconstructed top quark masses with the statistical uncertainty can be found in the top
left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE 1.8: The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the muon’s isolation scale factors up (a) and down
(b) by its statistical and up (c) and down (d) by its systematic uncertainties. The individual
contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.
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left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE 1.9: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/v distribution when varying the muon’s track-to-vertex association scale factors up

(a) and down (b) by its statistical and up (c) and down (d) by its systematic uncertainties. The

individual contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are

also shown. The reconstructed top quark masses with the statistical uncertainty can be found
in the top left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE 1.10: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution when varying the muon’s identification scale factors up (a) and down

(b) by its statistical and up (c) and down (d) by its systematic uncertainties, for muons with

pr > 15 GeV. The individual contributions from the Gaussian (red), Gamma (green) and

Novosibirsk (purple) are also shown. The reconstructed top quark masses with the statistical

uncertainty can be found in the top left corner. The lower panel shows the ratio between the
model and the pdf.
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FIGURE 1.11: The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the muon’s identification scale factors up (a) and down
(b) by its statistical and up (c) and down (d) by its systematic uncertainties, for muons with
pr < 15 GeV. The individual contributions from the Gaussian (red), Gamma (green) and
Novosibirsk (purple) are also shown. The reconstructed top quark masses with the statistical
uncertainty can be found in the top left corner. The lower panel shows the ratio between the
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1.3 Jet energy scale (JES)
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FIGURE 1.12: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution when varying the in-situ corrections’ detector parameter 1 up (a)

and down (b) and 2 up (c¢) and down (d). The individual contributions from the Gaussian (red),

Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses

with the statistical uncertainty can be found in the top left corner. The lower panel shows the
ratio between the model and the pdf.
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FIGURE 1.13: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/1) distribution when varying the in-situ corrections’ mixed parameter 1 up (a) and

down (b), 2 up (c) and down (d), and 3 up (e) and down (f). The individual contributions from

the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed

top quark masses with the statistical uncertainty can be found in the top left corner. The lower
panel shows the ratio between the model and the pdf.
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FIGURE 1.14: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/v distribution when varying the in-situ corrections’ modelling parameter 1 up (a)

and down (b) and 2 up (c¢) and down (d). The individual contributions from the Gaussian (red),

Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses

with the statistical uncertainty can be found in the top left corner. The lower panel shows the
ratio between the model and the pdf.
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FIGURE 1.15: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/v distribution when varying the in-situ corrections’ modelling parameter 3 up (a)

and down (b) and 4 up (c¢) and down (d). The individual contributions from the Gaussian (red),

Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses

with the statistical uncertainty can be found in the top left corner. The lower panel shows the
ratio between the model and the pdf.
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FIGURE 1.16: The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton

+ J/1 distribution when varying the in-situ corrections’ statistical parameter 1 up (a) and down

(b), 2 up (c) and down (d), and 3 up (e) and down (f). The individual contributions from the

Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed

top quark masses with the statistical uncertainty can be found in the top left corner. The lower
panel shows the ratio between the model and the pdf.
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FIGURE 1.17: The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton

+ J/1 distribution when varying the in-situ corrections’ statistical parameter 4 up (a) and down

(b), 5 up (c) and down (d), and 6 up (e) and down (f). The individual contributions from the

Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed

top quark masses with the statistical uncertainty can be found in the top left corner. The lower
panel shows the ratio between the model and the pdf.



Ezperimental systematic fit results

206

@ 4500 e 8 4500 e
f= E 3 f= E 3
2 40005 fs=13TeV, 139.0 0" — total pdt fit - © 4000 Vs=13TeV, 139.01b" —— total pdf fit =
u 350 0; m?(::m 1725GeV e Gaussian (.Slgl é w 350(); mfip”m 1725GeV e Gaussian (.Slgl é
E me: 172,555 +0.350GeV Gamma (Sig) El E mge:17257940351Gev - Gamma (Sig) E
3000 % xPldf=1.341 e Novosibirsk (Bkg) —; 3000 % xP/df=1.343 e Novosibirsk (Bkg)
2500/ = 2500/ =
2000F = 2000F E
15005 - 1500 -
1000F- = 1000F- -4
5001 = 5001 =
Bl T 4 e oL 4 Tt st bt
% 14 1 % 4
3 i -"“‘OH;HHHH}E §'1o"'-""'HHHHHH}
] 3 o 08
£ 0.6t 3 E 06 E
0 50 100 150 200 250 300 _ 350 0 50 100 150 200 250 300 _ 350
myy, [GeV] my, [GeV]
(a) (b)
@ ABO0L @ ABO0L e
= E = E
2 4000 f5=13TeV, 139.0fo" — total pd fit S 4000F- f5=13TeV, 1390 fb" —— total pdt it
. 3500; mﬁi"c;wz,s Gev. Gaussian (Sig) w 3500; mﬁi,cc 172.5 GeV aussan i)
E Mygg® 172.616 + 0.345GeV Gamma (Sig) = Migg® 172.496 + 0.363GeV Gamma (Sig)
3000 ;7 yB/df=1.343 e Novosibirsk (Bkg) 3000 ? A2/df=1.33¢ e Novosibirsk (Bkg)
2500 25007
20005 2000F-
1500 1500
1000£- 1000F-
E 500E- .
0= & o = 0= & & o =
B 14F 5 14
Qo - o =
%12“0 "'b'*[}l*}!llr %1210 "l"‘[}}*}!lf
8 08 [E 3 o8F [t
E 06F = E 06 E
0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
m,, [GeV] m,,, [GeV]
(c) (d)
@ 4500¢ T T T T T 3 @ 4500 T T T T T 3
F = | c F 3
2 40005 fs=13TeV, 139.0fb" — total pdtfit - 2 4000 fs=13TeV, 139.0 0" — total pdi fit =3
3500; mf%"w 172.5 GeV Gaussian (Sig) é w 3500; m?.’,::c;ﬂz.s Gev e Gaussian (Sig) —%
E mgs :172.563 + 0.353GeV Gamma (Sig) 3 Emgs :172.563+0.353GeV = Gamma (Sig) E|
3000;7 x?df=1335 e Novosibirsk (Bkg) i 3000;7 x?df=1335 e Novosibirsk (Bkg) ~ —]
2500F- = 2500
2000F = 2000F
1500F- = 1500F-
1000~ - 1000~
= 500F-
=] ok a = o
he] B 14F
2 [ 213 bbb
3 ! 3 “vv"'l}llll
8 E S 08F [
E = £ 0.6E
0 50 100 150 200 250 300
myy, [GeV]

FIGURE 1.18: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution when varying the n-calibration parameters, i.e. method up (a) and

down (b), modelling up (c¢) and down (d), and high energy non-closure up (e) and down (f). The

individual contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are

also shown. The reconstructed top quark masses with the statistical uncertainty can be found
in the top left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE 1.19: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/v distribution when varying the n-calibration parameters, i.e. positive  non-

closure up (a) and down (b), and negative n non-closure up (c¢) and down (d). The individual

contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.

The reconstructed top quark masses with the statistical uncertainty can be found in the top
left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE 1.21: The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton

+ J/4 distribution when varying the high-pr jets up (a) and down (b), punch-through jets up

(c) and down (d), and relative non-closure up (e) and (f). The individual contributions from the

Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed

top quark masses with the statistical uncertainty can be found in the top left corner. The lower
panel shows the ratio between the model and the pdf.
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FIGURE 1.22: The upper panel shows the total (blue) pdf fit over the invariant mass of the lepton

+ J/4 distribution when varying the JES pile-up parameters: mean number of interactions

up (a) and down (b), and number of primary vertices up (¢) and down (d). The individual

contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.

The reconstructed top quark masses with the statistical uncertainty can be found in the top
left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE 1.23: The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the JES pile-up parameters: density up (a) and down
(b), and pr term up (c) and down (d). The individual contributions from the Gaussian (red),
Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses
with the statistical uncertainty can be found in the top left corner. The lower panel shows the

ratio between the model and the pdf.
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FIGURE 1.24: The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/¢ distribution when varying the JES for b-tagged jets response up (a) and down

(b).

The individual contributions from the Gaussian (red), Gamma (green) and Novosibirsk

(purple) are also shown. The reconstructed top quark masses with the statistical uncertainty
can be found in the top left corner. The lower panel shows the ratio between the model and
the pdf.

I.4 Jet-vertex-tagger (JVT)
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FIGURE 1.25: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution when varying the JVT up (a) and down (b).

The individual con-

tributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.
The reconstructed top quark masses with the statistical uncertainty can be found in the top
left corner. The lower panel shows the ratio between the model and the pdf.
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I.5 Jet energy resolution (JER)
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FIGURE 1.26: The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the JER data versus MC parameter (a), and the JER
1 (b), 2 (¢), 3 (d), 4 (e), and 5 (f) nuisance parameters. The individual contributions from the
Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed
top quark masses with the statistical uncertainty can be found in the top left corner. The lower

panel shows the ratio between the model and the pdf.

@ 45001 . ‘ : : : _
£ E 3
2 4000 fs=13TeV, 139.0fo" —— total pd fit =
w 3500; mi;':172.5 GeV Gaussian (»Sig) é
E mgs°:172.541 £0.389GeV Gamma (Sig) E
3000F- y%df=t.349 e Novosibirsk (Bkg) —
2500
2000F E
1500F- 3
1000 E
500F- =
0= & betiomied
5 14
e b
B 08F t [E
£ 06 E
0 50 100 150 200 250 350
my, [GeV]
(b)
4500 . ‘ : : : .
= E 5
2 4000F- fs=13TeV, 139.0fo" — total pdt fit =
w asoon. w1250V e cavssntse
E m{:;" :172.600 + 0.350GeV Gamma (Sig) 3
3000 ydi=1395 e Novosibirsk (Bka) |
2500F-
20005 E
1500 E
1000 3
500F- E
0 -
5 14F
8 12 F
g 1 |
8 08 L
g 06 E
0 50 100 150 200 250 300 _ 350
my, [GeV]
(d)
@ ABOOL
S E =
Q4000 V5=13TeV,139.01b™" — total pdf fit =
o 3500§ me:: 172.5 GeV Gaussian (.Slg) é
E mg°:172553+0357GeV Gamma (Sig) 3
3000F- pdi-t3st e Novosiisk (Bkg)
2500
2000 3
1500~ E
1000F- 3
500 3
o0& & bomie]
5 14
3 AT HLHIF
8 o8F ' i t U
g 06 E
0 50 100 150 200 250 300 _ 350
myy, [GeV]



Ezperimental systematic fit results 214

@ 4500 T T T 3 @ 4500 T T T
1= E 3 c E
2 4000F- {5 =13TeV, 139.0fo" — total pdtfit - © 4000F- 5=13TeV, 139.0fb" —— total pdt fit
E mi:1725Gev v Gaussian (Sig) E E my:1725Gev Gaussian (Sig)
3500 ) = 3500 %, I
E  mg;°:172.513+0.373GeV Gamma (Sig) 3 E mg°:172.610£0.357GeV Gamma (Sig)
3000 xdf=1364 e Novosibirsk (Bkg) —] 3000 y%df=1371 e Novosibirsk (Bkg)
2500F- = E E
2000 % 7; ;— 7;
15005 3 e =

LY T b

Qi."."‘}}}}}|}

150 200 250 300
m,y, [Ge

"'HHHH}HH
150 200 250 300
m,y, [Ge

Ll (B

model/pdf
mmmn|
model/pdf

<w
S§

<w
S§

(a) (b)

FIGURE 1.27: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution when varying the JER 6 (a) and 7 (b) nuisance parameters. The

individual contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple)

are also shown. The individual contributions from the Gaussian (red), Gamma (green) and

Novosibirsk (purple) are also shown. The reconstructed top quark masses with the statistical

uncertainty can be found in the top left corner. The lower panel shows the ratio between the
model and the pdf.
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1.6 Flavour tagging
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FIGURE 1.28: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution when varying the flavour tagging calibration eigen-vectors 1 up (a)

and down (b), 2 up (c¢) and down (d), and 3 up (e) and down (f) for b-tagged jets. The

individual contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are

also shown. The reconstructed top quark masses with the statistical uncertainty can be found
in the top left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE 1.29: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution when varying the flavour tagging calibration eigen-vectors 4 up (a)

and down (b), 5 up (c) and down (d), and 6 up (e) and down (f) for b-tagged jets. The

individual contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are

also shown. The reconstructed top quark masses with the statistical uncertainty can be found
in the top left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE 1.30: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution when varying the flavour tagging calibration eigen-vectors 7 up (a)

and down (b), and 8 up (c) and down (d) for b-tagged jets. The individual contributions from

the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed

top quark masses with the statistical uncertainty can be found in the top left corner. The lower
panel shows the ratio between the model and the pdf.
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FIGURE 1.31: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution when varying the flavour tagging calibration eigen-vectors 1 up (a)

and down (b), 2 up (c¢) and down (d), and 3 up (e) and down (f) for c-tagged jets. The individual

contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.

The reconstructed top quark masses with the statistical uncertainty can be found in the top
left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE 1.32: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution when varying the flavour tagging calibration eigen-vectors 1 up (a)

and down (b), 2 up (c¢) and down (d), and 3 up (e) and down (f) for light-tagged jets. The

individual contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are

also shown. The reconstructed top quark masses with the statistical uncertainty can be found
in the top left corner. The lower panel shows the ratio between the model and the pdf.
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FIGURE 1.33: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution when varying the flavour tagging calibration extrapolation of high-

pr b-tagged jets up (a) and down (b), and c-tagged jets up (c) and down (d). The individual

contributions from the Gaussian (red), Gamma (green) and Novosibirsk (purple) are also shown.

The reconstructed top quark masses with the statistical uncertainty can be found in the top
left corner. The lower panel shows the ratio between the model and the pdf.
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1.7 Missing transverse momentum (MET)
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FIGURE 1.34: The upper panel shows the total (blue) pdf fit over the invariant mass of the
lepton + J/4 distribution when varying the effects of the pr resolution in both the parallel (a)
and perpendicular (b) directions of unclustered energy, and the pr scale up (¢) and down (d)
of unclustered energy, in MET. The individual contributions from the Gaussian (red), Gamma
(green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses with the
statistical uncertainty can be found in the top left corner. The lower panel shows the ratio
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Appendix J

Signal modelling systematic fit

results with filtered samples

The following chapter shows the fit results for the different signal modelling systematic uncer-

tainties produced with the t — b — J/¢ — pu filter.

Figures J.1-J.3 shows the fit results for the different signal systematic uncertainties produced
with the new filter, with the reconstructed top quark mass and its statistical uncertainty, as
well as the fit quality in the top left corner of the upper panels. The lower panels consist of the
ratio between the model and the pdf. The blue shows the total pdf while the red, green and
purple shows the Gaussian, Gamma and Novosibirsk contributions, respectively. Each signal

systematic fit shows a reasonable fit with a x?/df between 1 and 2.
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J.1 NLO Generator
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FIGURE J.1: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution using Powheg-Box to generate the NLO matrix element matching

scheme produced with the new filter. The individual contributions from the Gaussian (red),

Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses

with the statistical uncertainty can be found in the top left corner. The lower panel shows the
ratio between the model and the pdf.

J.2 Modelling of heavy-quark fragmentation
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FIGURE J.2: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/4 distribution, setting the fragmentation parameter r, to 1.07 (a) and 1.03 (b) in

Pythia 8 produced with the new filter. The individual contributions from the Gaussian (red),

Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses

with the statistical uncertainty can be found in the top left corner. The lower panel shows the
ratio between the model and the pdf.
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J.3 Modelling of final-state radiation
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FIGURE J.3: The upper panel shows the total (blue) pdf fit over the invariant mass of the

lepton + J/v distribution, when varying the final-state radiation pg up to 2.0 (a) and down

to 0.5 (b), produced with the new filter. The individual contributions from the Gaussian (red),

Gamma (green) and Novosibirsk (purple) are also shown. The reconstructed top quark masses

with the statistical uncertainty can be found in the top left corner. The lower panel shows the
ratio between the model and the pdf.
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