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A B S T R A C T 

We present a new, cosmologically model-independent, statistical analysis of the Pantheon + Type Ia Supernovae spectroscopic 
data set, improving a standard methodology adopted by Lane et al. We use the Tripp equation for supernova standardization 

alone, thereby a v oiding any potential correlation in the stretch and colour distributions. We compare the standard homogeneous 
cosmological model, i.e. spatially flat � cold dark matter ( � CDM), and the timescape cosmology which invokes backreaction 

of inhomogeneities. Timescape, while statistically homogeneous and isotropic, departs from average Friedmann–Lema ̂ ıtre–
Robertson–Walker evolution, and replaces dark energy by kinetic gravitational energy and its gradients, in explaining independent 
cosmological observations. When considering the entire Pantheon + sample, we find very strong evidence ( ln B > 5) in fa v our 
of timescape o v er � CDM. Furthermore, even restricting the sample to redshifts beyond any conventional scale of statistical 
homogeneity, z > 0 . 075, timescape is preferred o v er � CDM with ln B > 1. These results provide evidence for a need to revisit 
the foundations of theoretical and observational cosmology. 
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 I N T RO D U C T I O N  

he � cold dark matter ( � CDM) model, which has served as the
tandard cosmological model for quarter of a century, is facing 
erious challenges in light of recent results (Abbott et al. 2024 ;
dame et al. 2024 ) and may need to be reconsidered at a fundamental

evel (Di Valentino et al. 2021 ; Peebles 2022 ; Aluri et al. 2023 ). In
his Letter, we present definite statistical evidence that the timescape 
osmological model (Wiltshire 2007a , b , 2009 ) outperforms � CDM
n matching Type Ia Supernovae (SNe Ia) observations. It may 
rovide not only a viable alternative to the standard cosmological 
odel, but ultimately a preferred one. This result potentially has 

ar-reaching consequences not only for cosmology, but also for other 
ey aspects of astrophysical modelling from late epochs to the early 
niverse. 
We perform an empirical cosmologically independent analysis 

ithin which both the � CDM and timescape cosmologies may be 
mbedded, and thus compared via Bayesian statistics. The timescape 
odel is a particular implementation of Buchert’s scalar averag- 

ng scheme which incorporates backreaction of inhomogeneities 
Buchert 2000 , 2001 ; Wiltshire 2014 ; Buchert, Mourier & Roy 2020 ).
nstead of a matter density parameter relative to average Friedmann–
ema ̂ ıtre–Robertson–Walker model (as in � CDM), timescape is 
haracterized by the void fraction , f v , which represents the frac-
ional volume of the expanding regions of the universe made up 
y voids. 
 E-mail: zachary .lane@pg.canterbury .ac.nz 
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2024 The Author(s). 
ublished by Oxford University Press on behalf of Royal Astronomical Society. Th
ommons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whic
rovided the original work is properly cited. 
A key ingredient of the timescape model is a particular integrability 
elation for the Buchert equations: the uniform quasi-local Hubble 
xpansion condition. Physically, it is moti v ated by an extension of
instein’s Strong Equi v alence Principle to cosmological averages at 
mall scales ( ∼ 4 – 15 Mpc) where perturbations to average isotropic
xpansion and average isotropic motion cannot be observationally 
istinguished (Wiltshire 2008 ). 
In standard cosmology, differences from av erage FLRW e xpansion 

re assumed to be mostly attributed to local Lorentz boosts – i.e.
eculiar velocities – of source and observer, with gravitational 
otentials contributing fractional variations of ∼ 10 −5 of average 
xpansion at galaxy and galaxy cluster scales. In timescape, the 
ame fractional variation can be up to ∼ 10 −3 and the equivalence of
ifferent choices of background, via the Cosmological Equi v alence 
rinciple, means that notions of average isotropic expansion persist 
ell into the non-linear regime of structure formation. The signature 
f the emergent kinetic spatial curvature of voids has now been
dentified in cosmological simulations using full numerical general 
elativity without � (Williams et al. 2024 ). 

Both the standard cosmology and the timescape model agree 
mpirically on a Statistical Homogeneity Scale (SHS), typically 
iven as z CMB ∼ 0 . 033 by the two-point galaxy correlation function
Hogg et al. 2005 ; Scrimgeour et al. 2012 ; Dam, Heinesen &

iltshire 2017 ). Timescape offers its most important tests and 
redictions below the SHS, at scales where the filaments, sheets 
nd voids of the cosmic web are still expanding but in the non-linear
egime. 

To conduct our analysis, we use the largest spectroscopically con- 
rmed SNe Ia data set, Pantheon + (Scolnic et al. 2022 ). SNe Ia have
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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een a pillar for informing the distance ladder used for cosmological
odel comparison, and have a rich history in revolutionising the field

Riess et al. 1998 ; Perlmutter et al. 1999 ). More modern methods for
tandardizing SNe Ia light curves use the SALT2 fitting algorithm
Guy et al. 2007 ; Taylor et al. 2021 ), as used by Pantheon + , and more
ecently SALT3 (Kenworthy et al. 2021 ) used by the Dark Energy
urv e y 5-year release (DES5yr; Abbott et al. 2024 ). The SALT fitting
lgorithms fit the distance moduli, μ, using a modified version of the
ripp formula: 

= m 

∗
B 

− M B + αx 1 − βc, (1) 

here α and β are considered constant across all redshifts 1 , x 1 is the
ime stretch/decay parameter, c is the colour, and m B and M B are
he apparent and absolute magnitude in the rest frame of the B band
lter. Rest-frame measurements are identical for theories obeying

he Strong Equi v alence Principle of general relativity – in particular,
n both the FLRW and timescape models. In our analysis, x 1 , c, and
 B are taken directly from the Pantheon + data. 
The observational distance modulus from equation ( 1 ) is then

ompared with the theoretical distance modulus, given by 

≡ 25 + 5 log 10 

(
d L 

Mpc 

)
, (2) 

hich is determined using the bolometric flux. The luminosity
istance, d L , can be calculated using the redshift of the supernovae
nd suitable cosmological model parameters. Typically, these are

M0 for the spatially flat � CDM model and f v0 for the timescape
osmology. 2 Thus, the distance modulus constitutes the pillar of
osmological model comparison via supernovae analysis. 

As noted in Lane et al. ( 2024 ), we omit peculiar velocity
orrections. These are typically made using FLRW geometry as-
umptions, making it impossible to include them while preserving
odel-independence, or to perform a fair comparison. Ho we ver, as

istinctions between peculiar motion and expansion are central to the
urther development of timescape, the inclusion of such corrections
ill be addressed in future work. We would expect such corrections to
ave a small impact for low-redshift data cuts and negligible impact
or z min taken within a statistically homogeneous regime (Carr et al.
022 ). Furthermore, for the same reasons we do not include other
osmological model and metric-dependent bias corrections, such as
almquist biases. Such corrections are small and cannot drive any

ubstantial changes to the Bayes factors since the trend with redshift
s expected to be very similar 3 in both � CDM and timescape. 

Lane et al. ( 2024 ) already presented moderate preference in fa v our
f the timescape model o v er � CDM. A similar result was also
btained by the DES team, with z min = 0 . 033, using the Akaike
nformation Criterion on the DES5yr supernovae sample (Camilleri
t al. 2024 ). They further noted a change from 

1 
2 � AIC = −1 . 7 (in

a v our of timescape) to 1 
2 � AIC = 6 . 3 (in fa v our of spatially flat

 CDM), when SNe Ia data were combined with Baryonic Acoustic
scillation (BAO) measurements. Ho we ver, the BAO analysis of
amilleri et al. ( 2024 ) assumes purely geometric adjustments to the

tandard FLRW pipeline, using a � CDM calibration of the BAO drag
poch, which is not the case in timescape. Incorporating detailed
NRASL 537, L55–L60 (2024) 

 F or P antheon + , Scolnic et al. ( 2022 ) adopt values of α = 0 . 148 and β = 

 . 112, respectively, for their nominal fit. 
 See Dam et al. ( 2017 , appendix A) for detailed comparisons of luminosity 
istance calculations in the timescape and FLRW models. 
 The principal small difference occurs in the geometric homogeneous 
ddington bias (McKay 2016 ), leading to the potential for future tests. 
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2  
AO analysis into the timescape cosmology requires extraction
f the BAO from galaxy clustering statistics, which has already
een implemented (Heinesen et al. 2019 ). Ho we ver, since the ratio
f baryonic matter to non-baryonic dark matter is different from
 CDM, matter model calibrations in the early universe must also be

evisited. 

 STATISTICAL  ANALYSI S  

e determine Bayes factors, B, using the standard Jeffrey’s scale
Kass & Raftery 1995 ) for model comparison, whereby | ln B| < 1
ndicates no statistical preference, 1 ≤ | ln B| < 3 moderate prefer-
nce, while 3 ≤ | ln B| < 5 and | ln B| ≥ 5 represent strong and very
trong preference respectively. In this Letter, positiv e (ne gativ e) ln B 

alues indicate a preference for the timescape (spatially flat � CDM)
odel. 
Bayesian statistics have already been implemented on SNe Ia data

or cosmological analysis, originally in the SDSS one-year sample
Kessler et al. 2009 ; March et al. 2011 ) but later extended to the
oint Light curve Analysis (Betoule et al. 2014 ) sample (Nielsen,
uffanti & Sarkar 2016 ; Dam et al. 2017 ) and more recently in the
antheon + (Brout et al. 2022a , b ; Scolnic et al. 2022 ) data set (Lane
t al. 2024 ). 

The previous studies implemented a Bayesian hierarchical likeli-
ood construction in the form 

 ≡
N ∏ 

i= 1 

Pr 
[ 

( ̂  m 

∗
B 
, ̂  x 1 , ̂  c ) 

i 

∣∣∣H 

] 

= 

N ∏ 

i= 1 

∫ 

Pr 
[ 

( ̂  m 

∗
B 
, ̂  x 1 , ̂  c ) 

i 

∣∣∣ ( M B , x 1 , c) 
i 
, H 

] 
× Pr 

[
( M B , x 1 , c) 

i 

∣∣H 

]
d M B d x 1 d c, (3) 

here the quantities which are denoted with a hat are considered to
e observed values, the true values are the quantities not denoted
y a hat, and N is the number of supernovae observations. The true
ata represents the intrinsic parameters utilised explicitly in the Tripp
Tripp 1998 ) relation. 

Nielsen et al. ( 2016 ), Dam et al. ( 2017 ), and Lane et al. ( 2024 )
ollow the analysis of March et al. ( 2011 ) and adopt global, inde-
endent Gaussian distributions for M B , x 1 , and c to determine the
robability density of the true parameters. Ho we ver, both of these
implifying assumptions are ultimately flawed. Indeed, (i) the true
alues of x 1 and c are expected to be highly correlated as these are
f fecti ve parameters obtained by coarse-graining the highly complex
rocesses behind supernovae explosions; (ii) both the distributions
f x 1 and c present strong non-Gaussian features that cannot be
 xplained a way by systematics or biases in the data. Whilst the former
l w ays represented an o v erly simplifying assumption, the latter was
 reasonable assumption when it was first implemented, ho we ver, the
ast increases in observed SNe Ia have shown the second assumption
o be flawed (Hinton et al. 2019 ). 

To o v ercome the faulty assumptions of the previous analyses,
 full non-Gaussian modelling of the joint distribution for x 1 and
 would be required. This represents non-trivial changes in the
ikelihood construction and integration, which will be addressed
n future work (in prep.). Therefore, in this Letter, we propose an
lternative approach to sidestep the issue. Our new approach builds
pon the Bayesian hierarchical likelihood construction method by
irectly seeding the priors of x 1 and c with the inferred values from
he SALT2 fitting algorithm (Guy et al. 2005 , 2007 ; Taylor et al.
021 ). Specifically, we define the priors o v er the true values for each
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Table 1. Bayesian and frequentist priors on parameters used in 
the analysis. All priors are uniform on the respective intervals 
and, importantly, relatively broad for both models to ensure fair 
comparison. 

Parameter Priors 

f v0 [0.500,0.799] (2 σ bound) 
�M0 [0.143,0.487] (2 σ bound) 
α [0,1] 
β [0,7] 
x 1 [ −20,20] 
c [ −20,20] 
M B [ −20.3,18.3] 
σ 2 

M B 
log 10 ( σ ) [ −10,4] 
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4 This is the regime beyond which average homogeneity and isotropy are 
assumed to apply to all observations. Hogg et al. ( 2005 ); Scrimgeour et al. 
( 2012 ) take this range as � 70–120 h −1 Mpc (corresponding to a redshift 
range of approximately 0.023–0.04). 
5 The Lane et al. ( 2024 ) value z min = 0 . 075 is larger than other estimates and 
thus gives a robust upper bound for the SHS. 
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upernovae as 

r 
[

( M B , x 1 , c) 
i 

∣∣H 

] = N 

(
M B | M̄ B , σM B 

)
δ( x 1 − ˆ x 1 ,i ) δ( c − ˆ c i ) , 

(4) 

here N ( M B | M̄ B , σM B 
) is a normal distribution with mean value

¯
 B and variance σ 2 

M B 
, and δ is the Dirac delta distribution. Thus, the 

rior distribution in M B is common to all the supernovae data, while
he priors in x 1 and c are supernovae specific. Therefore, our new
pproach sidesteps the problem of modelling the joint distribution, 
nly requiring five parameters (a cosmological parameter, α, β, M B , 
nd σ 2 

M B 
), by assuming that the SALT2 parameters represent the 

true’ parameters, i.e. the most probable values for both x 1 and c for
his version of the SALT model. 

Equi v alently, gi ven a single-shot inference for any physical quan-
ity, the best guess for its true value is precisely the one inferred
hrough the observational procedure. The assumption of being the 

ost probable value introduces a caveat that it may, ho we ver,
otentially o v erlook astrophysical systematics inherent in the SALT2 
ight-curve procedure. 

Our approach here has essential differences from previous method- 
logy (Nielsen et al. 2016 ; Dam et al. 2017 ; Lane et al. 2024 ),
nd is not merely a change of priors. Earlier work assumed that all
upernovae are drawn from ideal independent Gaussian distributions 
n stretch ( x 1 ) and in colour ( c), with mean values and standard
e viations deri ved from the cosmological fit. In contrast, this study
oes not assume any particular statistical distribution for x 1 and c, 
or do we assume these parameters follow the same ideal distribution
cross the supernova sample. Instead, x 1 and c are treated as fixed,
ith values provided by the SALT2 fit. Taylor et al. ( 2021 ) show

hrough simulations that SALT2 reliably reco v ers input superno va 
arameters. To compare this method with the previous one, we use 
he same data set as Lane et al. ( 2024 ). 

Therefore, by now following the same procedure as in Lane et al.
 2024 ), we find the likelihood to be 

 = (2 π ) −3 / 2 det 
[
D + � d 

]−1 / 2 
exp 

[
−1 

2 
X T

 ( D + � d ) 
−1 X 

]
, (5) 

here the distributional error matrix ( D) is the block-diagonal matrix 
ith each block defined as diag 

(
σ 2 

M B 
, 0 , 0 

)
i 
, � d is the 3 N × 3 N 

tatistical and systematic covariance matrix given by Lane et al. 
 2024 , section 2), and the residual vector X is defined by 

 : = [ ̂  m 

∗
B , 1 

− μ1 − M B , 1 + α ˆ x 1 , 1 − β ˆ c 1 , 0 , 0 , ..., 

ˆ m 

∗
B , N 

− μ
N 

− M B , N + α ˆ x 1 ,N − β ˆ c 
N 
, 0 , 0] T . (6) 

imilarly to Dam et al. ( 2017 ) and Lane et al. ( 2024 ) we utilize
 nested Bayesian sampler PyMultiNest (Buchner et al. 2014 ), 
hich interacts with the MultiNest (Feroz & Hobson 2008 ; Feroz, 
obson & Bridges 2009 ; Feroz et al. 2019 ) code to compare the

patially flat � CDM and timescape models with a tolerance of 10 −3 

nd n live = 800 for nine parameters. We choose the same priors as
ane et al. ( 2024 , table B2 & section 3) summarized in Table 1 . 
Finally, in our analysis we reconstruct the z CMB by applying a 

oost (Fixsen et al. 1996 ) to the Pantheon + heliocentric redshifts,
xcluding peculiar velocity corrections. We then remove all super- 
ovae with z CMB ≤ z min for varying redshift cuts z min and fit the
osmological model to the remaining supernova events. This allows 
s to examine how the Bayes factor, cosmological parameters, and 
ripp parameters vary across different redshift regimes. 
 RESULTS  

esults for the Bayes factor, cosmological and light-curve parameters 
re shown in Fig. 1 . 

The Bayesian comparisons are best understood by splitting the 
inimum redshift cutoff used into three regimes: (i) for 0 < z min <

 . 023 we find very strong to strong evidence on the Jeffrey’s
cale (Kass & Raftery 1995 ) in fa v our of timescape o v er � CDM;
ii) for 0 . 023 ≤ z min < 0 . 054 we enter the calibration regime , 4 

nding moderate to no significant preference for timescape; (iii) for 
 min ≥ 0 . 075, be yond an y measure of a SHS 

5 , we find e xclusiv ely
oderate preference for the timescape cosmology . Notably , the log-
 vidence, ln Z, v alues found here for both models are ∼10 –100 ×
reater compared to the previous analysis by Lane et al. ( 2024 ). 

Since timescape’s uniform quasi-local Hubble expansion condi- 
ion holds down to scales ∼ 4 – 15 Mpc, as we decrease z min an
ncrease in the Bayesian evidence fa v ouring timescape is expected 
f the model accurately captures the average cosmic expansion deep 
n the non-linear regime of structure formation. Beyond the SHS, 
 CDM of course provides an excellent description of our Universe.
o we ver, the e vidence in fa v our of timescape remains small b ut
odest ( ln B > 1) at the highest redshift cuts, z min ≥ 0 . 075, pointing

o the ability of the model to describe the Universe’s expansion
istory on scales greater than the SHS. This moderate evidence 
 ln B > 1) can be interpreted as resulting from the integrated effects
cross the redshift range z min < z < 2 . 26, reflecting the 1–3 per cent
ariations in the expansion history between timescape and � CDM. 

In comparing two models with different assumptions in the non- 
inear regime, the redshift distribution of the data becomes partic- 
larly important. For example, Lane et al. ( 2024 ) found consistent
eak preference in fa v our of timescape using the P + 580 subsample

n which data from the full sample is truncated at high and low
edshifts. While the evidence for the P + 1690 sample changes
ignificantly of order ln B ∼ 1 . 5 – 2 . 5 in our revised analysis, the
 + 580 subsample result remains consistent (Fig. 2 ). The discrepancy
etween the results of the full data set and the subsample suggest
he need for further analysis on how the redshift distribution of
upernovae, and the probed redshift range impact evidence for 
osmological models. The uncertainty in the Bayes factor, ∼0 . 014,
MNRASL 537, L55–L60 (2024) 
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Figure 1. The Bayes factors and Bayesian Maximum Likelihood Estimate 
(MLE) parameters for the fitting parameters across different redshift cuts, 
with Bayes factor uncertainties too small to display in the plot. The top 
plot shows the Bayes factors, where the upper section ( ln B > 1) fa v ours 
timescape, the unshaded section fa v ours neither hypothesis and the lower 
section ( ln B < −1) fa v ours � CDM. The following plots show the various 
MLE parameter estimates, with values beyond SHS α = 0 . 054 + 0 . 007 

−0 . 012 indicated 
by the dashed vertical line. 

Figure 2. The difference in the Bayes factors for the full P + 1690 sample 
and the P + 580 subsample between Lane et al. ( 2024 ) and our results. For 
the subsample, the results from the new analysis presented here align very 
well with the results by Lane et al. ( 2024 ), while for the full sample the new 

analysis greatly increases the preference in fa v our of timescape. 

Figure 3. The convergence of the αx 1 light-curve parameter for the spatially 
flat � CDM model across various redshift cuts, where x 1 is the median value 
from the distrib ution. A power -law model has been fit to the data, and the 
shaded band represents within 5 per cent of the median value within the 
range 0 . 1 ≤ z min < 0 . 14 indicating when the model conv erges. The v ertical 
dotted line represents the SHS α found at z min = 0 . 054 + 0 . 007 

−0 . 012 . The power-law 

uncertainty is smaller than the plotted line. 
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s so small that it does not influence the Jeffrey’s scale classifications
r the conclusions drawn. 
The Bayes factors and Bayesian Maximum Likelihood Estimate

MLE) parameters for different redshift cuts are shown. The top panel
hows Bayes factors with blue indicating preference for timescape,
ed for � CDM, and white for neither. The subsequent plots show

LE parameter estimates, with values beyond the scale of the
tatistical homogeneity (SHS) marked by the dashed vertical line. 

Lane et al. ( 2024 ) introduced an additional empirical data-driven
otion of statistical homogeneity, defining SHS α from a power law
tted to the αx 1 degenerate parameter. The analogous SHS β defined
rom βc does not yield a true convergence for the analysis by Lane
t al. ( 2024 ), nor for this analysis, due to Malmquist bias not being
ccounted for. While the SHS β appears to converge below z min ≈
 . 12, this is not the case for higher redshift cuts. For the reanalysis
resented in Fig. 3 we find SHS α = 0 . 054 + 0 . 007 

−0 . 012 , which is 1.2 σ greater
han the maximum value of the SHS gathered from the two-point
alaxy correlation function (Hogg et al. 2005 ; Scrimgeour et al.
012 ) and somewhat lower but within 2.3 σ of the result Lane et al.
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 2024 ) determined. The differences with respect to the analysis in
ane et al. ( 2024 ) derive from the lifting of the Gaussian assumption
f the underlying distributions of x 1 and c. 
The Bayesian analysis can be used to find the MLE of the

arameters, including the single free cosmological parameter. For 
 min cuts beyond the SHS α , ( z min ≥ 0 . 055), for � CDM we find

M0 = 0 . 377 ± 0 . 021, within 1.2 σ of the value found from the
ES5yr release (Abbott et al. 2024 ), and just outside of 2 σ of
antheon + (Brout et al. 2022a ). 6 

In the case of timescape, we find a void fraction of, f v0 = 0 . 737 ±
 . 029, within 2 σ of the Camilleri et al. ( 2024 ) DES5yr value. Signifi-
antly, our f v0 value is also within 2 σ of independent values predicted
rom the Planck CMB power spectrum, f v0 = 0 . 695 + 0 . 041 

−0 . 051 (Duley,
azer & Wiltshire 2013 ); and well within 1 σ of strong gravitational

ensing distance ratios, f v0 = 0 . 736 ± 0 . 099, (Harv e y-Ha wes &
iltshire 2024 ). We also find the evolution of the Tripp constants, α,

, and M B with varying z min cuts following Dam et al. ( 2017 ), Lane
t al. ( 2024 ). To a v oid the underlying de generac y between H 0 and
 B , we fix H 0 for both models as a nuisance parameter. 7 Moreo v er,

lthough the values for the individual parameters differ between the 
wo statistical methods, the Tripp distance modulus, μ, changes on 
verage by only | � ( −M B + αx 1 − βc) | � CDM 

= 0 . 030 ± 0 . 019 for
edshift cuts beyond z min = 0 . 054. This variation is observed when
omparing the median values of x 1 and c in the Tripp methodology,
o the general Gaussian distribution fit values. 

The change in μ between this work and Lane et al. ( 2024 ) is thus
ot statistically significant in this regime. Ho we ver, it is expected
hat differences in the prior distribution cause differences in the 
tted parameters. This behaviour will be investigated further for 
upernovae statistics built on skewed, non-Gaussian distributions in 
uture work (in prep.). 

In the beams with Bias Correction method (Kessler & Scolnic 
017 ) a galaxy host correction is introduced with an additional 
arameter, γ , defined by the mass-step 

G Host = δG . Host = 

{ 

γ / 2 if M Galaxy ≥ 10 10 M �
−γ / 2 if M Galaxy < 10 10 M �. 

(7) 

e examined including this term but found that it does not affect the
ayes factor conclusions, with an average offset of | � ln B| = 0 . 077
ompared to the uncorrected value. Furthermore, the statistical cost 
f introducing additional free parameters can be assessed by the rel-
tive Bayesian Information Criterion (BIC) statistic (Schwarz 1978 ; 
ass & Raftery 1995 ) BIC = k ln N − 2 ln Z for k free parameters,
 sample size, N , and likelihood Z. We find that independent of
osmology the model with a mass step is strongly disfa v oured
elative to the uncorrected Tripp model, with � BIC = −7 . 90 at
 min = 0. Furthermore, there is no significant change in the value
f the cosmological parameter, with �� ≈ 0 . 0016, which is well 
M0 

 The α and β values reported by Scolnic et al. ( 2022 ) and Lane et al. 
 2024 ) are derived at various stages of the cosmological fitting pipeline, 
nd are influenced by the specific subsample used (Lane et al. 2024 ). Any 
light differences in cosmological parameters can be attributed to these 
ethodological variations and to the omission of cosmology dependent bias 

orrections. 
 The relative contributions of Hubble constant uncertainty and absolute 
agnitude uncertainty, respectively δH 0 

and δM B 
, propagate according 

o σM B 
= 

[ 
δ2 

M B 
+ 

(
5 

H 0 ln 10 

)2 
δ2 

H 0 

] 1 / 2 
. This makes the two contributions 

mpossible to unravel and explains the larger uncertainty, σM B 
, relative to 

ncertainties in other parameters from the fitting (see Fig. 1 ). 
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ithin the 1 σ range of our statistical and systematic uncertainties. 
hus our final results are stated without galaxy host corrections. 8 

 DI SCUSSI ON  A N D  C O N C L U S I O N S  

e performed a new Bayesian statistical analysis on the Pantheon +
upernovae data set, accounting for the non-Gaussian x 1 and c 
eatures of the supernovae parameter distributions. The Bayesian 
vidence yields very strong to strong evidence for the timescape 
odel in the low-redshift regime. This late-universe result could be 

xpected, as the timescape models accounts for non-kinematic differ- 
ntial expansion on scales z � 0 . 03 where the local inhomogeneous
tructure of our nearby cosmic web most impacts measurements. 
n the other hand, for samples strongly weighted by SNe Ia in the

alibration regime of the � CDM model ( z CMB ≈ 0 . 04) there is no
ignificant preference either way, the two models being statistically 
qui v alent. With a restriction to higher redshifts, well beyond any
cale of statistical homogeneity generally accepted (Lane et al. 2024 ), 
ayesian evidence is driven once again in fa v our of timescape. 
Our new analysis makes fewer assumptions about any particular 

tatistical distribution of the data. Specifically, the likelihood function 
s constructed directly from the x 1 and c values obtained using
he SALT2 algorithm – values employed in most SNe Ia analyses. 
he empirical SNe Ia data obtained via the cosmology independent 
ALT2 fit strongly fa v ours the timescape model o v er � CDM. 
Any astrophysical or environmental biases w ould lik ely impact 

oth cosmological models. Thus the strong preference for timescape 
ould require an extremely subtle combination of such biases for this

o be its prime cause. The largest systematic error in the Pantheon +
nalysis is the standardization of the heterogeneous mix of low- z 
ample light curves (Abbott et al. 2024 ; Lane et al. 2024 ). Future
mpro v ements with the new DES5yr sample (Abbott et al. 2024 )
ill allow for a more homogeneous and careful selection of the

o w- z sample. Ho we ver, in this Letter we concentrate on the impact
f the new statistical method on cosmological model selection, and 
herefore we use the same data as Lane et al. ( 2024 ). 

Since timescape has the same number of free parameters as 
patially flat � CDM, Bayesian evidence offers the best comparison. 
o expand our results to include other popular FLRW-type alternative 
osmological models, which contain more parameters, e.g. wCDM, 
e determine the BIC statistic (Schwarz 1978 ; Kass & Raftery
995 ) for fair model comparison. For the full sample, we find that
elative to timescape � CDM models with FLRW curvature are very
trongly disfa v oured with � BIC = −13 . 39, while wCDM is also
ery strongly disfa v oured with � BIC = −11 . 70. 

The results presented in this Letter indicate that the timescape 
osmology is not only a viable contender to the � CDM framework,
ut may also provide new insights to the astrophysics of modelling
Ne Ia. Timescape’ s non-FLR W a verage ev olution rev eals de genera-
ies between cosmological parameters and empirical SNe Ia model 
arameters that were already partly unco v ered in earlier work (Dam
t al. 2017 ) but which are striking with Pantheon + , as shown by
ane et al. ( 2024 ) and the present Letter. 
MNRASL 537, L55–L60 (2024) 

 A further reason for not including galaxy-host corrections is the observation 
hat the γ parameter exhibits inconsistent behaviour across different redshift 
uts for a simple mass-step function. This inconsistency most likely arises 
rom the heterogeneous subsamples of low- z data, as γ is well constrained 
n a more statistically homogeneous sample. It is possible, but less likely, 
hat these fluctuations arise from other astrophysical factors explored by the 
ES5yr team and recent studies (Dixon et al. 2024 ), but these are beyond the 

cope of this Letter. 
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Regardless of what model cosmology is to be the standard
n future, exploring more than one model is important. Indeed,
he timescape framework is consistent with new analysis of void
tatistics in numerical relativity simulations using the full Einstein
quations (Williams et al. 2024 ). These are consistent with an
merging kinetic spatial curvature of voids on small scales. Much
emains to be done in calibrating the dark matter fraction, primordial
ound speed and the BAO scale. Ho we ver, ne w results are likely
o provide a robust framework for this (Galoppo & Wiltshire 2024 ;
aloppo, Re & Wiltshire 2024 ). 
Our results imply profound consequences for cosmology and

strophysics. Indeed, a net preference for the timescape cosmology
 v er the standard FLRW cosmologies may point to a need for revision
f the foundations of theoretical cosmology, both ontologically and
pistemologically, to better understand inhomogeneities and their
ackreaction on the average evolution of the Universe. 
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