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Abstract – Schrödinger’s equation is a local differential equation and boundary conditions are
required to determine the solution uniquely. Depending on the choice of boundary conditions, a
given Hamiltonian may describe several different physically observable phases, each exhibiting its
own characteristic global symmetry.
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We live in a complex world. – The mathematical
theory of complex variables was developed centuries before
the physical theories of gravity, electricity and magnetism,
fluid mechanics, and relativity, but complex numbers did
not appear in the formulation of physical theories before
the advent of quantum mechanics. Indeed, the funda-
mental physical phenomena of propagation, equilibrium,
and diffusion are described by hyperbolic, elliptic, and
parabolic equations, all of which are real. Physicists have
long used powerful complex-variable techniques to perform
theoretical calculations, but the world was not thought to
be influenced by what might be happening off the real axis
and in the complex plane.

The development of quantum mechanics changed every-
thing because the Schrödinger equation

iψt(x, t) = −ψxx(x, t) + V (x)ψ(x, t)

depends explicitly on i, so the quantum amplitude ψ(x, t)
is complex and calculating the real probability density
|ψ(x, t)|2 requires complex conjugation. The number i is
ubiquitous in quantum theory: The uncertainty principle
follows from the operator commutation relation [x̂, p̂] = i;
fermionic representations are complex; tunneling involves
propagation in complex space; as Wigner noted, the time-
reversal operator T performs complex conjugation.

A mathematical description of a complex universe is
fundamentally different from that of a real universe be-
cause complex calculus differs from real calculus. In the
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Fig. 1: 1-to-1 mapping from a sphere to the complex plane.

complex plane the number z = x + iy is a single variable
and d

dz is an ordinary derivative. In the real plane (x, y) is
a pair of real numbers, and derivatives with respect to x or
y are partial derivatives. If the complex derivative f ′(z) of
the function f(z) exists, then all higher derivatives of f(z)
also exist. However, if the partial derivative, say fy(x, y),
of a real function f(x, y) exists, derivatives with respect to
x and higher derivatives with respect to y may not exist.

The topology of the complex plane is profoundly dif-
ferent from that of the real plane. The complex plane is
compact and there is a unique point at complex ∞. The
compactness of the complex plane allows there to be a
1-to-1 stereographic mapping between each point p on a
sphere and a corresponding point p′ on the complex plane
(see fig. 1). The south pole of the sphere sits at z = 0
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in the complex plane. A straight line from the north pole
on the sphere to a point on the plane passes through a
unique associated point on the sphere. The north pole on
the sphere corresponds to the unique point z = ∞.
Complex infinity is defined as ∞ ≡ limz→0

1
z , where

the complex limit z → 0 may be taken along any path in
the complex plane that approaches z = 0. Because z may
approach 0 along the negative-real axis or the positive-real
axis, it follows that negative-real infinity and positive-real
infinity are the same point. In contrast, the real plane is
not compact and ∞ is not a unique point; (+∞, 0) on the
x-axis is infinitely distant from (−∞, 0).

Complex classical mechanics. – An elementary
classical-mechanical system illustrates the topological dif-
ference between the real plane and the complex plane.
Consider the motion of a particle on the real-x axis in an
upside-down quartic potential. The nonrelativistic Hamil-
tonian for such a system is H = p2 − x4 and Hamilton’s
equations of motion read [1,2]

ẋ(t) = 2p(t), ṗ(t) = 4[x(t)]3. (1)

If a particle is initially at the origin x(0) = 0 and its initial
energy is positive E > 0, the time T for this particle to
slide down the potential hill and reach x = ∞ is finite:

T =

∫ ∞

0

dx(4E + 4x4)−1/2 = 0.927037 . . . E−1/4. (2)

This raises an interesting question: Where is the particle
when t > T? There are two answers to this question. If
the particle is strictly confined to the real line, it remains
at x = ∞; it has nowhere else to go.

However, if the real line is embedded in the complex-
x plane, we observe a totally different classical behavior.
We treat x(t) and p(t) as complex functions of the param-
eter t. The classical equations of motion (1) determine the
classical trajectories in the complex-x plane (see fig. 2).
Figure 2 shows two pairs of classical turning points, one

in the upper-half and the other in the lower-half complex-
x plane. A classical particle may oscillate between each
pair of turning points. The other orbits are periodic and
enclose the pairs of turning points. The real axis is a
separatrix; no trajectories may cross the real axis. Large
orbits are roughly D-shaped and in the limit as the orbits
increase in size, one side of the orbit approaches the real
axis while the other makes a huge semicircular sweep from
±∞ to ∓∞. Thus, a particle initially at the origin runs
off to ±∞ and then returns to the origin from ∓∞.

As a consequence of Cauchy’s theorem and path inde-
pendence, the period of every classical orbit in fig. 2 is 2T .
Thus, particles in larger orbits move faster. If a particle
starts at the origin, it zooms off to ±∞ along the real-x
axis and it reaches infinity in time T . It then returns to
the origin from ∓∞, again in time T .
How did such a particle go from ±∞ to ∓∞ in no time?

The physical answer is that the particle travels at infinite

Fig. 2: Classical paths of a particle of energy E = 1 subject to
a −x4 potential in the complex-x plane. All orbits are closed
and periodic with period 2T (see (2)). There are four turning
points at a distance of 1 from the origin, two in the upper-
half and two in the lower-half x plane. All orbits are left-right
symmetric (PT symmetric). A particle at x = 0 will run off to
±∞ and return to x = 0 from ∓∞ in time 2T .

speed at |x| = ∞. The mathematical answer is that the
point at complex∞ is unique because the complex plane is
compact; so, if the particle is at ±∞, it is already at ∓∞.
The stereographic image of this path is quite simple: The
particle begins at the south pole, travels on a great circle
up to the north pole, and then continues along the great
circle back to the south pole. This particle never changes
its direction of travel; if it leaves the origin traveling to the
right, it returns to the origin still traveling to the right.
The real-world and complex-world dynamical behaviors

of a classical particle are profoundly different. A classical
particle traveling along the x-axis in the real plane is in an
unbound state; it goes from the origin to ±∞ and never
comes back. This classical behavior resembles that of an
unstable decaying quantum system located at x = 0:

−∞ ←− 0 −→ ∞. (3)

However, in the complex plane all orbits are periodic
and return to their initial positions:

−∞ −→ 0 −→ ∞ and −∞ ←− 0 ←− ∞. (4)

This system is dynamically stable. Because the particle is
statistically most likely to be found where it is traveling
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slowly, the complex motion resembles that of a localized
quantum bound state. The classical probability of finding
the particle near x = 0 in the complex plane is peaked at
x = 0 and vanishes like x−2 for large |x| (see [2]).
Particle trajectories corresponding to these real-

unstable and complex-stable behaviors exhibit different
global symmetries. In (3) particles on the negative-real
line are left-moving and particles on the positive-real line
are right-moving. These trajectories are parity P symmet-
ric; under P reflection (x → −x) right-moving particles for
x > 0 become left-moving particles for x < 0.
However, in the complex plane every trajectory is

parity-time (PT ) symmetric. This is because space reflec-
tion P replaces x + iy with −x − iy and time-reversal T
performs complex conjugation and thus it replaces −x−iy
with −x + iy. Combined P and T changes the sign of x,
so PT performs a horizontal (left-right) reflection about
the imaginary axis. (The direction of motion in each or-
bit is also reversed under this PT reflection because time
reversal changes the sign of the velocity.)
While the PT operator performs a reflection about the

imaginary axis, Hermitian conjugation (complex conjuga-
tion) is a reflection about the real axis. Thus, these are
two orthogonal and independent symmetry operations. In
the complex plane these symmetry operations are distinct
from parity P, which performs a reflection through the
origin (x+ iy → −x− iy).

Classical phases. – The example above shows that
one Hamiltonian may generate completely different kinds
of classical-mechanical behaviors, which we refer to as
phases. In one phase particles on the real axis escape
to ±∞, as illustrated schematically in (3). This phase is
characterized by having global P symmetry. Classical tra-
jectories in this phase are invariant under parity reflection.
In the second phase particles follow periodic orbits. On

the real axis these particles run off to ±∞ and come back
from ∓∞, as illustrated schematically in (4). This phase
is globally PT symmetric. All trajectories in this phase
are parity-time symmetric and particle trajectories on the
real axis in this phase are said to be unidirectional [3].

Quantum phases. – Quantum-mechanical Hamiltoni-
ans can also define multiple phases that are distinguished
by having different global symmetries. For example,
the quantum anharmonic-oscillator Hamiltonian with an
upside-down quartic potential,

Ĥ = p̂2 + x̂2 − x̂4, (5)

defines two phases. The time-independent Schrödinger
equation associated with Ĥ in (5) is

− ψ′′(x) + x2ψ(x)− x4ψ(x) = Eψ(x). (6)

Physically observable solutions to (6) belong to two dis-
tinctly different phases because they obey different bound-
ary conditions at |x| = ∞. Depending on how the negative
sign in front of the quartic term in Ĥ is obtained, we get

either a P-symmetric phase with complex-energy eigen-
values and unstable states, or a PT -symmetric phase for
which the energy spectrum is entirely real and positive,
and the states are all stable.
To obtain the P-symmetric phase of (5), we begin with

the Hamiltonian for a quantum anharmonic oscillator with
a right-side-up potential:

Ĥ = p̂2 + x̂2 + gx̂4 (g > 0). (7)

The Hamiltonian (7) is parity symmetric; it is invariant
under x̂ → −x̂ and p̂ → −p̂. We construct the upside-
down quartic Hamiltonian in (5) from Ĥ in (7) by per-
forming an analytic rotation in complex-coupling-constant
space; that is, we let g = eiθ and rotate smoothly in the
positive sense from θ = 0 to θ = π. Under this rotation
the parity symmetry of Ĥ in (7) is preserved.
We must perform this θ rotation carefully: As we in-

crease θ, we must simultaneously rotate the boundary con-
ditions on the eigenfunctions of Ĥ in (7). We cannot solve
the Schrödinger equation (6) exactly, but WKB theory
provides an asymptotic approximation to ψ(x) for large
|x|, and thus WKB specifies the boundary conditions that
the eigenfunctions obey as the θ rotation is performed [4].

When θ = 0, the usual boundary conditions on the
eigenfunctions ψ(x) are simply that ψ(x) → 0 as x → ±∞.
However, the WKB approximation to ψ(x) specifies that
the eigenfunctions vanish exponentially for large |x| like
exp(− 1

3 |x|3). These eigenfunctions also vanish exponen-
tially as |x| → ∞ in the complex-x plane in a pair of
wedge-shaped regions called Stokes sectors. These sectors
are centered about the positive-real and negative-real axes
and have an angular opening of 1

3π. As θ increases from 0
to π, this pair of wedges rotates clockwise like a propeller
by an angle of 1

6π until at θ = π the upper edge of the
right sector lies on the positive-x axis and the lower edge
of the left sector lies on the negative-x axis.
We can also rotate θ in the negative sense from 0 to −π.

In this case the pair of Stokes sectors rotate anticlockwise
by an angle of 1

6π until the lower edge of the right sec-
tor lies on the positive-x axis and the upper edge of the
left sector lies on the negative-x axis. Both the positive
and negative θ rotations preserve the P symmetry of the
original Hamiltonian (7); during the rotation process the
pair of Stokes sectors remains symmetric under a reflection
through the origin in the complex-x plane.

For both positive and negative rotations of θ, the edges
of the Stokes sectors lie on the real-x axis. This implies
that the eigenfunction solutions to the Schrödinger equa-
tion (6) become wave-like (oscillatory). Depending on
the choice of rotation direction, there are either outgoing-
wave or incoming-wave solutions to the time-dependent
Schrödinger equation. Figure 3 shows that a stable bound
state in the right-side-up quartic potential (7) becomes un-
stable in the upside-down potential (5) and that the state
tunnels outward to ±∞. This is the quantum analog of
the classical behavior represented in (3).
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Fig. 3: Schematic diagram showing how a stable bound state
in the right-side-up quartic potential x̂2 + eiθx̂4 at θ = 0 (left
panel) becomes unstable as θ is rotated from 0 to π. At θ = π
waves propagate outward to x = ±∞ in a parity-symmetric
fashion (right panel).

We can obtain the PT -symmetric phase of the upside-
down potential in (5) by performing a smooth complex
deformation of the harmonic-oscillator Hamiltonian. To
do so, we use the complex non-Hermitian Hamiltonian

Ĥε = p̂2 + x̂2 + x̂2(ix̂)ε (ε real). (8)

This Hamiltonian is PT symmetric because a P reflection
changes the signs of the x̂ and p̂ and a T reflection changes
the signs of p̂ and i. When ε = 0, Ĥε is the harmonic-
oscillator Hamiltonian, which is both P and PT symmet-
ric. As we smoothly increase ε from 0 to 2, Ĥε deforms
into the Hamiltonian (5).
This smooth deformation breaks the P symmetry but

preserves the PT symmetry of the harmonic-oscillator
Hamiltonian. The harmonic-oscillator eigenfunctions van-
ish in a pair of Stokes sectors of opening angle π

2 centered
about the positive-real and negative-real axes. These sec-
tors are invariant under both P and PT reflections. How-
ever, as ε increases, both sectors rotate downward; the
right sector rotates in the negative direction and the left
sector rotates in the positive direction until the upper edge
of each sector lies on the real axis. The opening angles of
each sector shrink from π

2 to π
3 as ε increases from 0 to 2.

The orientation of these sectors is no longer P symmetric
but remains PT (left-right) symmetric.

The schematic diagram in fig. 4 shows that a real en-
ergy level in the right-side-up potential of Ĥε at ε = 0
continues to be real when ε = 2 even though the potential
is upside down. This is because the boundary conditions
at x = ±∞ are unidirectional [3,5]. While the probability
current flows out of the well on one side, there is an equal
flow into the well on the other side, so the state in the
potential well does not decay.
There is another way to perform a PT deformation of

the harmonic oscillator that preserves the reality of the
eigenvalues. Instead of deforming the Hamiltonian (8),
we can deform the PT -symmetric Hamiltonian

Ĥε = p̂2 + x̂2 + x̂2(−ix̂)ε (9)

by increasing ε smoothly from 0 to 2. This deformation
gives the same discrete positive-energy spectrum as in the
ε defomation above, but the wave configurations are op-
posite to those shown in fig. 4; there are incoming waves

Fig. 4: Schematic diagram showing how a stable bound state
in the right-side-up potential x̂2 + x̂2(ix̂)ε at ε = 0 (left panel)
remains stable as ε increases from 0 to 2. Even though the
potential is upside-down at ε = 2 (right panel) waves propagate
out to x = ±∞ in a parity-time-symmetric (unidirectional)
fashion (right panel); that is, incoming waves from the left
balance outgoing waves to the right, so the amplitude of the
bound state in the potential neither grows nor decays in time.

at x = +∞ and outgoing waves at x = −∞. Each of these
unidirectional wave configurations is separately invariant
under PT reflection. The energy levels and wave configu-
rations can be observed in laboratory experiments [5].
The PT -symmetric real-eigenvalue phase and the P-

symmetric complex-eigenvalue phase of the Hamiltonian
(5) are distinct physically observable phases of the Hamil-
tonian (5). The positive-coupling Hamiltonian (7) has a
positive-spectrum phase that is both P and PT symmet-
ric and the negative-coupling Hamiltonian (5) has a PT -
symmetric phase with a positive spectrum, but these two
spectra are different. One spectrum cannot be obtained
from the other by analytic continuation in the coupling
constant g.
Furthermore, the Green’s functions Gn of the two

Hamiltonians Ĥ = p̂2 + x̂2 ± gx̂4 are completely differ-
ent. The odd-n Green’s functions of the positive-g theory
vanish, but the odd-n Green’s functions are nonzero for
the negative-g PT -symmetric theory [2].
The energy levels of the simpler Hamltonian

Ĥ = p̂2 + x̂2(ix̂)ε (10)

are plotted in fig. 5 for −1 < ε ≤ 4. This is the earliest
class of PT -symmetric Hamiltonians that was studied in
detail [6]. For ε ≥ 0 the eigenvalues of Ĥ in (10) are
all real, positive, and discrete. This property was first
discovered in [6] and spectral reality was proved in [7].
Figure 5 indicates that there is a spectral transition at

ε = 0: When ε < 0, some eigenvalues remain real but
others occur in complex-conjugate pairs. (These complex
eigenvalues are not shown in the figure.) This transition,
which is called the PT transition, has been observed in
many laboratory experiments involving different kinds of
PT -symmetric physical systems (see refs. in [8]).

Quantum Hamiltonians with multiple phases. –
The number of phases defined by a quantum-mechanical
Hamiltonian Ĥ equals the number of pairs of Stokes sec-
tors in which one can pose an eigenvalue problem for the
Schrödinger equation associated with H. For example, the
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Fig. 5: First twenty-one eigenvalues of the PT -symmetric
Hamiltonian H in (10) plotted for −1 < ε ≤ 4. The eigenval-
ues are all real, positive, discrete, and monotonically increasing
for ε ≥ 0. Note that as ε decreases below 0 some eigenvalues
become degenerate pairwise and enter the complex plane as
complex-conjugate pairs, but the ground-state energy contin-
ues to remain real and becomes singular as ε approaches −1.
(This plot only shows the eigenvalues when they are real.)

cubic-potential Hamiltonian

Ĥ = p̂2 + ix̂3. (11)

has five Stokes sectors in the complex-x plane in which the
solutions to the Schrödinger equation

− ψ′′(x) + ix3ψ(x) = Eψ(x) (12)

associated with Ĥ can vanish exponentially as |x| → ∞.
These sectors are labeled in fig. 6 as A, B, C, D, E.
The eigenfunctions of H in (11) must vanish exponen-

tially in a pair of noncontiguous Stokes sectors. There are
five such pairs of sectors: AC, AD, BD, BE, and CE. Thus,
the Hamiltonian Ĥ defines five different phases. Each of
these phases has a countably infinite set of eigenfunctions
and corresponding eigenvalues. However, the eigenvalue
problem associated with the AD pair of sectors is special
because the eigenvalues are all real and positive; this is
because the AD pair of Stokes sectors is PT (left-right)
symmetric. These real eigenvalues are shown in fig. 5 for
the value ε = 1. The eigenvalues associated with the other
four phases are all complex.
Next, consider the sextic Hamiltonian

Ĥ = p̂2 + x̂6. (13)

There are eight Stokes sectors in the complex-x plane in
which the solutions to the Schrödinger equation

− ψ′′(x) + x6ψ(x) = Eψ(x) (14)

Fig. 6: Stokes sectors in the complex-x plane in which solutions
to the Schrödinger equation (12) may vanish exponentially as
|x| → ∞. Each sector has an angular opening of 72◦.

associated with Ĥ can vanish like exp(− 1
4 |x|4) as |x| → ∞.

The angular opening of each sector is 45◦. The sectors are
shown in fig. 7 and are labeled A, B, . . . , H.
The lowest five eigenvalues in the Hermitan AE sectors

are approximately 1.145, 4.339, 9.073, 14.935, and 21.714,
and the lowest five eigenvalues in the PT -symmetric BD
and FH sectors are 2.439, 11.882, 25.412, 42.024, and
61.222. WKB analysis reveals that for high energies the
PT -symmetric eigenvalues are larger than the Hermitian
eigenvalues by a factor of 23/2. This feature might be
analogous to families of particles having similar physical
properties, such as the electron, muon, and tau, that have
increasingly larger masses [9].

Relationship between classical and quantum
phases. – The three positive-energy quantum phases of
Ĥ in (13) have a clear classical analog. Figure 8 gives a
plot of the classsical paths corresponding to E = 1. Corre-
sponding to the three left-right-symmetric pairs of quan-
tum Stokes sectors, there are three left-right-symmetric
phases of classical paths. These phases fill the entire
complex-x plane and are bounded by separatrix paths.

There are also three phases of classical paths having
E = −1 corresponding to negative quantum energies.
These phases are oriented vertically, corresponding to the
vertical pairs of Stokes sectors BH, CG, and DF in fig. 7
and are bounded by separatrix paths.

Phase transitions. – For want of a better term, we
use the term phases to describe the distinct sets of eigen-
functions and corresponding eigenvalues of a Hamiltonian.
It is not yet clear if there is an order parameter that can
be used to characterize these phases and if there are phase
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Fig. 7: Stokes sectors for the eigenfunctions of the Hamiltonian
(13). If the eigenfunctions vanish exponentially in the AE pair
of Stokes sectors, which contain the positive-real and negative-
real axes, the associated eigenvalues are those of the conven-
tional Hermitian x6 potential. However, if the eigenfunctions
vanish exponentially in the BD or FH pair of Stokes sectors,
which are adjacent to and above or below the AE sectors, both
sets of associated eigenvalues are those of the PT -symmetric
sextic theory in (10) with ε = 4. These eigenvalues are plotted
in fig. 5. The Hamiltonian (13) is real, so the Schrödinger eigen-
value problem is symmetric under complex conjugation and
the array of Stokes sectors is up-down symmetric. Hence, the
eigenvalues associated with the BD and the FH pairs of Stokes
sectors are identical. Only these three PT -symmetric pairs of
sectors correspond to real spectra. The three up-down sym-
metric DF, CG, and BH pairs of Stokes sectors give negative-
real eigenvalues. The remaining 14 nonadjacent pairs of Stokes
sectors give complex eigenvalues.

transitions. However, at the classical level one can arrange
for particles in one phase to visit another phase. If the
classical energy is complex, particle trajectories are no
longer closed. Trajectories unwind and enter other phases,
as shown in fig. 9. (The average time for a classical parti-
cle to enter and leave a phase is proportional to 1/ImE,
which is a classical analog of the time-energy uncertainty
principle.) At the quantum level there are relationships
between corresponding energy levels in different phases.
For example, for Ĥ in (11), if EN

n is the n-th energy level
in the N -th phase, then E1

n + E2
n + E3

n + E4
n + E5

n = 0.

PT -symmetric quantum theory. – In a phase in
which the spectrum is entirely real and positive one can
formulate a fully consistent quantum-mechanical theory
that is based on a PT -symmetric Hamiltonian instead
of a Hermitian Hamiltonian [2,6,8]. Specifically, one can
construct a Hilbert space of states with an appropriate
positive-definite inner product. For example, there is a
phase in which all of the energy levels of the deformed
Hamiltonians in (10) are real and positive if ε > 0 (see
fig. 5). Thus, despite its non-Hermiticity, Ĥε defines a
physically acceptable quantum-mechanical system.

Fig. 8: Classical paths in the complex-x plane for the sextic
Hamiltonian H = p2 + x6 for which the energy E = 1. These
paths are all closed and periodic. The classical turning points
are indicated by black dots. The paths in the central phase all
have the same period and are associated with the Hermitian
spectrum of the quantum version of this Hamiltonian in (13).
The upper and lower phases of classical paths all have the same
period but this period is shorter than the period of the paths
in the central phase because the quantum energies in the PT -
symmetric phases are higher.

PT -symmetric quantum field theory. – This
multiple-phase phenomenon extends from quantum me-
chanics to quantum field theory. For example, a gφ4

(g < 0) quantum field theory appears to have two phases,
an unstable P-symmetric phase for scalar φ and a sta-
ble PT -symmetric phase for pseudoscalar φ. The g > 0
theory is not asymptotically free, but the PT -symmetric
g < 0 theory is asymptotically free [10,11].

Another example of a PT -symmetric quantum field the-
ory is lurking in the classic 1952 paper on the diver-
gence of perturbation series in quantum electrodynamics
(QED) [12]. This paper argued heuristically that a per-
turbation series in powers of the fine-structure constant
α must diverge because if α were replaced by −α, elec-
trons and positrons would repel and the vacuum state
would become unstable. Thus, the nature of the physics
would change discontinuously at α = 0. The conclusion
of this argument is correct, as shown in subsequent re-
search [13–17], but the mathematical reason for this di-
vergence is simply that the number of Feynman diagrams
grows factorially with the order of perturbation theory.

There is an important subtlety not considered in
ref. [12]. Like the anharmonic-oscillator Hamiltonian (5),
the negative sign of α in QED leads to two phases,
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Fig. 9: Complex-energy version of fig. 8. A classical particle
having complex energy is not confined to one of the three re-
gions of fig. 8. Here E = 1+0.2 i, which breaks PT symmetry
and the pairs of turning points are no longer left-right sym-
metric. The particle is initially at x(0) = 1.167 i. This particle
exhibits deterministic random behavior as it tunnels from re-
gion to region. The trajectory is uniquely determined by its
initial position and the path of the particle never crosses itself.
When the particle enters a region, it spirals inward and then
outward, and then randomly enters an adjacent region. The
trajectory of the particle in this figure is plotted from t = 0 to
t = 31.42; the particle goes from the upper to the middle to
the lower and back to the middle phase.

1) a P-symmetric phase (PQED) with an unstable vac-
uum state, and 2) a non-Hermitian PT -symmetric phase
(PTQED) in which Aμ is an axial-vector field [18]. Un-
like conventional Hermitian QED, the PTQED phase is
asymptotically free and appears to have a stable vacuum
state.
The program of Johnson, Baker, and Willey for cal-

culating α in massless QED failed because QED is not
asymptotically free, as shown by the absence of a con-
vergent sequence of positive zeros in the weak-coupling
expansion of F1(α) (the logarithmic-divergent part of the
Beta function) [19–21]:

F1(α) =
4

3

( α

4π

)
+4

( α

4π

)2

− 2
( α

4π

)3

− 46
( α

4π

)4

+ · · · .

Even if this series is converted to Padé approxi-
mants [20–25], no sequence of positive zeros emerges.
However, for massless PTQED F1(α) does appear to have
a convergent sequence of negative zeros α = −4.187,
−3.657, −3.590, . . . , which suggests that PTQED has an
asymptotically free phase that is fundamentally different
from Hermitian QED [26].
Studies of the Casimir force support the possibility that

QED has a PTQED phase. In QED a conducting spherical
shell experiences a repulsive Casimir force that tends to
inflate the sphere [27]. However, in PTQED a conducting
spherical shell tends to collapse. If this attractive force is
balanced by placing an electric charge on the shell, one
obtains the approximate negative α = −0.09235 [26].

Concluding remarks. – Even though these field-
theory results are not rigorous, it is now clear that studies
of quantum theory in the complex domain will continue to
reveal a rich array of new, unexpected, and experimentally
observable behaviors.
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