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Abstract

We present a general method, called Qade, for solving differential equations using a quantum
annealer. One of the main advantages of this method is its flexibility and reliability. On current
devices, Qade can solve systems of coupled partial differential equations that depend linearly on
the solution and its derivatives, with non-linear variable coefficients and arbitrary inhomogeneous
terms. We test this through several examples that we implement in state-of-the-art quantum
annealers. The examples include a partial differential equation and a system of coupled equations.
This is the first time that equations of these types have been solved in such devices. We find that the
solution can be obtained accurately for problems requiring a small enough function basis. We
provide a Python package implementing the method at gitlab.com/jccriado/qgade.

1. Introduction

The development of methods for the solution of differential equations is fundamental for the mathematical
modeling of most systems in nature. Methods based on machine learning techniques, first proposed in
references [1-4], have gained increasing attention for their versatility in recent years [5-17]. At their core,
these methods reformulate the task of solving differential equations as an optimization problem, for which
the existing machine learning frameworks are designed [18-27].

Quantum annealing devices [28—40] are particularly well-suited for optimization tasks, as the
computation they perform is directly the minimization of their Hamiltonian, which the user can specify. It
has been shown that quantum annealers can find the global minimum of the target function more efficiently
than classical alternatives in some problems [41-44].

Most quantum annealers are based on a continuous-time evolution using a transverse Ising model
Hamiltonian. The specific form of such Hamiltonian requires a dedicated encoding strategy for the problem
at hand, i.e. here for the solution of differential equations. A general method for approximately encoding
arbitrary target functions with the compact domain as the Hamiltonian of a quantum annealer has been
introduced in [44]. The size of the problems that can be solved in the current devices is limited by the
number of available qubits and connections between them. To overcome this limitation, one can solve a
series of coarse-grained approximations to the problem, each of which require a lower number of qubits,
while iteratively improving the precision of the solution, as proposed in [45].

We apply these quantum optimization techniques to the solution of differential equations in the machine
learning-oriented formulation described in references [10, 27]. Previous implementations of other methods
in quantum computers have been applied successfully to solving differential equations in references [46—49].
In references [46, 49] a variational quantum circuit is used to parametrize the potential solutions. This
provides an expressive non-linear ansatz for the solutions. The parameters of this ansatz are then found using
a classical method. In references [47, 48], the solution is found using a purely quantum algorithm instead,
using either digital quantum computers or quantum annealers.

In this work, we focus on this second possibility; that is, that the solution to the differential equations is
directly provided by the quantum computation, with no classical algorithm involved. The main advantage of

© 2022 The Author(s). Published by IOP Publishing Ltd
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our method, which we call Qade, is its generality: it does not make assumptions about the equations or
boundary conditions beyond the requirement that they depend linearly on the solutions and their derivatives,
which is required in order for the corresponding Hamiltonian to be that of an Ising model, and thus
embeddable in publicly accessible quantum annealing devices, e.g. devices from D-Wave. This means that
systems of coupled linear partial differential equations of any order, with variable coefficients and arbitrary
inhomogeneous terms, can be handled by this approach. This allows it to go beyond the method proposed
in [47], which deals with functions of a single variable; and the one in [48], which requires that the equations
arise as the Euler—Lagrange equations of some functions, and that the basis functions satisfy the boundary
conditions. Some examples of equations that fit in the Qade framework are: any of the Sturm-Liouville
equations, Maxwell’s equations, the Schrédinger equation or the inhomogeneous wave or heat equations.

We provide a Python package implementing Qade in full generality. This package contains the tools for
obtaining the quantum annealing formulation of linear differential equations. Furthermore, users with
access to the cloud interface to the D-Wave quantum annealers can also perform the necessary annealing
runs and decode the results into the final solution.

The rest of this paper is organized as follows. In section 2, we briefly introduce the quantum annealing
framework. In section 3, we present the Qade method, which reformulates the task of solving differential
equations as a problem directly solvable by quantum annealers. Examples of application of Qade to 3
differential equations are shown in section 4. We summarize our conclusions in section 5. Finally, the
accompanying Python package is introduced in appendix.

2. Quantum annealing

In the quantum annealing paradigm, computations are encoded as finding the ground state of an Ising
model Hamiltonian

H(O‘)ZZUi]ijUj-f—ZhiUi, (1)
ij i

for a collection of N spin variables o; = & 1. To perform a quantum annealing calculation, one must then
find a way to reduce the problem at hand to the minimization of H. In section 3, we describe how to obtain
the J;; and h; parameters corresponding to any system of linear partial differential equations.

We now review how H is minimized in a quantum annealing device. Internally, the device has access to a
quantum system that it partially controlled. The system is described by a Hilbert space constructed as the
tensor product of N 1-qubit spaces C? and a Hamiltonian

Hquantum = A(S) Z Oix
+B(s) | Y oiijoi+ Y hioi| (2)
ij i

with o, the ath Pauli matrix applied to the ith qubit, and A(1) = B(0) = 0. The annealer can set the values of
Jij and h;, prepare the system in the ground state of Hguantum at s =0, change the value of s continuously, and
measure the observable ), o, at the end of the annealing process, when s =1.

The dependence s(¢) of the s parameter with time ¢ is referred to as an schedule. In the D-Wave devices
we use in the examples in this work, a typical schedule is a monotonically increasing from function s =0 at
the initial time to s =1 at the final time, which, depending on the application, can vary between a few us to
about 1 ms. A pause in the increase of s(¢) for some time or an increase in its slope towards the end of the run
is commonly used. When an appropriate schedule is selected, the final measurement of the annealer is
expected to return the ground state of H. Specifically, the adiabatic theorem ensures that the ground state is
found with a high probability if process is sufficiently slow [50].

In real-world devices, the number of couplings J;; that can be set to a non-zero value is relatively low,
since each qubit is physically connected only to a few others. Abstract systems with a higher degree of
connectivity can be embedded in the physical device by chaining qubits with a large negative coupling, so
that they are forced to take the same value. Each spin in the abstract system is then represented by a qubit
chain in the device, which can have a larger number of non-vanishing connections. The calculation of the
embedding corresponding to a given set of values of J;; and h; is computationally expensive. Thus, once it has
been obtained, it is commonly re-used in several runs of the annealing process, which are performed to
reduce noise. The final state with the minimal energy is selected as the final solution.
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3. Method

We now present Qade, our quantum annealing-based method for solving differential equations. We denote
the equations to be solved as

Ei(x)[.ﬂ|xEX, = Oa (3)

for a function f : R"» — R"u, where the E;(x) are local functionals of f (i.e. they only depend on the value
of f and its derivatives at x), and the A are the domains in which the equations must be satisfied. Initial and
boundary conditions can be viewed as a particular case of these equations, in which &; is the initial or
boundary set of x values. We impose that all the equations are linear functions of f and its derivatives:

)[fl = ZC )+ (0 fulx)) + Bi(x), (4)

where the B;(x) are the inhomogeneous terms, while, the Cl(lf ) (x) are the variable coefficients of the
derivatives, and 9" f,, is a vector containing all the partial derivatives of order k of f,.

As explained in section 2, to solve equation (4) in a quantum annealer, it has to be encoded as the ground
state of an Ising model Hamiltonian. We first reformulate it as a minimization problem. Following the
machine learning-oriented methods described in references [10, 27], we discretize the domains into finite
subsets of sample points X; C A}, and define the loss function

LIl =" E@IA) (5)

There is a certain amount of arbitrariness associated with the definition of L[ f]: instead of the equations
E;(x)[f], one can use any complete and linearly-independent set of combinations of them. A particular case
of this is the weighting of each equation E;(x)[ f] by a different constant factor. Although the system of
equations to be solved is equivalent, such a weighting can be useful in practical applications. For example,
one can increase the weight for boundary conditions when a first attempt at the solution violates them. We
will use this in the example in section 4.3.

The global minimum L[ f;,1] = 0 is attained if and only if all the equations are satisfied at all the sample
points in the X; sets. Now, we parametrize the function f as a linear combination of a finite set of ‘basis’
functions ®,,,, as

= anm<1>m(x). (6)

Then, the equations can be written as linear functions of a finite set of parameters, the weights wy,,,:

ZHm ) Wam + Bi(x), (7)

Zc“) (0 (). (®)
and the L becomes a quadratic function of them:

Z Wam Jum paWpq T+ Z Py Wam, %)

nmpq

where

Tompg = 3 S Hin()[@] Hip(x)[@]. (10)

i x€X;
ham =2 > Hin(%)[®@] Bi(x). (11)
i x€X;
The final step in converting L into an Ising model Hamiltonian is the binary encoding of each weight in

terms of spin variables fvg,%) =+1,as

Mepins (

—Cnm+5nmz 2o (12)
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Table 1. Hyperparameters of the method presented in section 3, with example values.

Example value Description Definition
annealing Mreads = 200 number of reads section 2
s(t) = t/(200pus) quantum annealing schedule
encoding Hpins = 3 number of spins per weight equation (12)
Ccmn =0 (initial) central values of the weights
Spn = 1 (initial) scales of the weights
general Dy (x) =x" basis of functions equation (6)
Hepochs = 10 number of epochs in the iterative procedure equation (17)
S=1/2 scale factor to update s, in each epoch

with the free parameter c,,, and s, being the center values of the w,,,,, and the scales by which the can change
within the encoding, respectively. Replacing this expression into equation (9), we finally get the Ising model

Hw):=Lw)= Y wle) Tl why
nmpqo3

+ ki), (13)

nmao

where

jr(;)yfgq = 27(a+6)5nm Spq]nm,pm (14)

fzﬁ) = ziasnm(hnm + ZCPQI"mqu)' =

The original problem can then be solved by minimizing H in a quantum annealing device. The solution
is recovered by decoding the weights using equation (12), and substituting them in equation (6). The total
number of spins in the Ising model is controlled number of spins per weight rpin,, the number iy, of
functions in the basis ®,,, and the number n,,; of functions f; to be solved for:

N= Nspins X Mbasis X Mout- (16)

The size of an Ising model embedded in a current quantum annealer is limited, both in the allowed
number of spins N and the number of connections between them. This means that not many spins per
weight ng,i, can be currently used, which implies that each weight can only be determined up to a low
precision 2~ " in a single quantum annealing run. To improve the accuracy of the results, we use a version
of the iterative algorithm proposed in [45]. In each iteration I, which we call an epoch, the annealer is run for
the model defined by setting the centers to the values of the weights obtained in the previous iteration, while
all the s,,,,, are scaled by a factor 0 < S < 1

(17)

We remark that the use of #1¢pochs > 1 is due to the limited number of qubits and connections available in
the physical device being used. A potential problem when z¢pochs > 1 is that, if the wrong values of the
parameters are chosen in the first few epochs, this cannot be corrected in later epochs, when the
exponentially-decaying scales s, have decreased significantly. This can be mitigated by choosing a scale
factor S closer to 1, so that s,,, decreases slowly, and successive epochs have the chance of correcting errors in
the previous ones. In future annealers with a larger size, one might be able to set a larger ngpins and
Mepochs = 1, 50 that the solution is obtained in one annealing step, eliminating these problems and taking full
advantage of the quantum computation.

The method we have presented contains several hyperparameters that need to be adjusted to suitable
values before application to a concrete problem. We collect them in table 1, together with examples of the
typical values they might take to solve differential equations with current quantum annealing devices. To
choose a correct set of values for the hyperparameters, one might use domain knowledge about the problem
to be solved, such as which basis of functions is most suited or what is the typical size that the corresponding
weights might have. When this knowledge is not available, the process involves some trial and error, using the
value of loss function L(w) as a measure of the goodness of the solution.
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4, Results and discussion

This section illustrates how to use the Qade method proposed in this paper to solve different kinds of
differential equations. First, we solve equations whose solutions are known analytically to be able to compare
them to the numerical results: the Laguerre equation, as an example of a single ordinary differential equation
with variable coefficients; the wave equation, as an example of a partial differential equation; and an example
of a first-order system of coupled differential equations. The code for these examples is available at gitlab.
com/jccriado/qade/-/tree/main/examples.

4.1. Laguerre equation
The Laguerre equation is given by

xy'' +(1—x)y' +ny=0. (18)
Its solutions are the Laguerre polynomials L, (x). We thus impose the boundary conditions

y(0)=1,  y(1)=L,(1). (19)

We look for a solution of the form y = w,,x™, with 0 < andm < 4. We employ the Ising model
formulation outlined in section 3 to find the weights w,, using D-Wave’s Advantage_system4. 1. Since the
weights w,, are expected to grow for increasing 1, we pick the scales s,, = n — 2. We also find that setting a
high #1,e.4s = 500 gives more consistent results. The rest of the hyperparameters are set to the values in
table 1. The corresponding Ising model has N = 12 spins.

We show our results for n = 3,4,5,6 in figure 1, together with the analytical solution. The loss function
for all of them is below 2 x 1072. The distribution of the energies for the final states of the 500 reads
performed in each epoch is presented in the left panel of figure 2. The graph shows that most of the final
states concentrate on the bottom part of the distribution. The iterative procedure produces distributions that
concentrate on a smaller range of energies for larger epochs.

4.2. Wave equation
The wave equation is

0*¢ 0%
e (20)
For the initial and boundary conditions, we pick
. o))
¢(x,0) = sin(27x), —| =mcos(2mx), (21)
ot |,
(0,1) = ¢(1,t) = sin(27e) /2. (22)

We use the natural choice of basis for the solution of this problem, which is the Fourier basis. Since the
input space is two-dimensional (#;, = 2), the basis is given as all products @,,, (x) @, (1), with ¢o(z) =1,
¢1(z) = sin(27z), etc. We set the number of ¢,,, functions per input component to d = 3, so the total
dimension of the basis is 9. In order to reduce the number of qubits required for the encoding, we pick
Nepins = 2, With the rest of hyperparameters set to the values in table 1. We get a total of N = 18 spins in the
Ising model.

We obtain a solution with a loss of L =2 x 10~!. We present it in figure 1, together with the analytical
solution, which is given by

Orrue(x, 1) =cos(2mx) sin(27 t)
+ sin(27x) cos(27t) /2. (23)

The quartiles for the energies of the final states from the 100 reads from each epoch are shown in the
center panel of figure 2. As compared to the distribution of energies for the Laguerre equation, we find that
they are even more concentrated towards low energies. The minimum of the distribution decreases
significantly for the first few epochs. We attribute both effects to the fact that we have used n14ins = 2, which
leads to a lower precision in the results. This might make it easier for the annealer to find the optimal
solution, but the low precision will limit the goodness of the solution in the early epochs.
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Figure 1. Solutions obtained with Qade to the Laguerre equation (top, see section 4.1), wave equation (center, see section 4.2) and
a system of first-order coupled equations (bottom, see section 4.3). The dashed lines show the analytical solutions.

4.3. Coupled first-order equations
As an example of a system of coupled equations, we solve

2x' +x+3y=0, 2y +3x+y=0, (24)

x(0) =5, y(0)=3. (25)

In the t € [0, 1] interval. We use a monomial basis x(f) = w1, y(t) = wimt™. We pick the value s, = 4
for the scales of the binary encoding of the w,,,, weights, to account for the relatively large values of x and y.
We set all the other hyperparameters to the values in table 1. The resulting Ising model has N = 18 spins.
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Figure 2. Distribution of energies of the final states from the different reads as a function of the epoch, for the solution of the
Laguerre equation (left), the wave equation (center) and the system of coupled equations (right) presented in sections 4.1-4.3,
respectively. The four sections in different colors of the block displayed for each epoch show the four quartiles of the energy
distribution.

Finally, we find that we need to increase their relative importance in the loss function for the initial conditions
to be satisfied. We do so by multiplying the equations (and not the initial conditions) by a factor of 1/10.

We obtain a solution with a value of the loss of 2 x 1072, and present it in figure 1, together with the
analytical solution:

Xerue(£) = €'+ 4672 prye(t) = —e' +4e7 . (26)

The distributions of the energies of the final states for the 200 reads in each epoch is displayed in the right
panel of figure 2. They are similar to the ones found for the Laguerre equation, with a concentration of states
with low energies, and a quick reduction in the range of energies for larger epochs.

4.4. Comparison to classical

In order to compare the performance of Qade against a classical algorithm, we implement the three examples
in this section in the state-of-the-art classical solver Elvet [27]. Elvet is based on machine learning methods
similar to Qade. A trial function (usually a neural network) with adjustable parameters is proposed. The
optimal values of these parameters are obtained by minimizing the loss function equation (5), using an
stochastic gradient descent algorithm.

We use a neural network with a single hidden layer to solve each of the examples, with 10, 30 and 5
hidden nodes for the Laguerre, wave and coupled equations, respectively. To find the solution, we train the
network using the Adam optimizer [51] with 0.01 learning rate, for 10 000 epochs. An epoch in this context
is an step of the gradient descent algorithm, in which all points in the discretized domain are taken into
account. The results are shown in figure 3. We show the evolution of the loss function (normalized by the
number of points N in the discretized domain) as function of the number of epochs, both for Qade and
Elvet. As an alternative measure of the goodness of the solution, we also display the evolution of the mean
squared error (MSE) between the approximate solution f(x) and the true one fiye(x):

1

MSE = D (f() = farue(x))*. (27)

n,x

For the Laguerre equation, Qade gives better results both in terms of loss and MSE for its first 3 epochs,
as compared to the first 2000 epochs of Elvet. For longer training times, Qade reaches a reasonably good
value of 1072 of the MSE. The limiting factor for improving the solution is its representation in terms of a
degree-3 polynomial. Due to its use of a much more expressive neural network, Elvet is capable to
significantly reducing the loss and MSE beyond 10~ in this case.

For the wave equation, Qade outperforms Elvet in the MSE and reaches a similar final loss, even while we
use a larger neural network (with 30 hidden units) in Elvet for this case. At epoch 8, Qade reaches an MSE of
about 1073, Elvet’s final MSE of 10~! is comparable to Qade’s third epoch. This is due to the more adequate
parametrization used by Qade in terms of a (in this case, periodic) basis of functions, as opposed to a
generic, fully connected neural network in Elvet. An even larger and/or more specialized network
architecture would be able to overcome this eventually, but then the comparison would cease to be a fair one,
given minimality of the examples we consider here for Qade.
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Figure 3. Comparison of the iterative approximation of the solution by Qade and the classical solver Elvet. The loss function (top)
and MSE (bottom) are shown as functions of epoch, for the solution of the n = 4 Laguerre equation (left), the wave equation
(center) and the system of coupled equations (right) presented in sections 4.1-4.3, respectively.

For the system of coupled equations, Qade performs better than Elvet only in its first epoch. While the
solution is consistently improved in Qade throughout epochs 1-6, giving good final approximation with an
MSE of 1072, Elvet obtains a near-perfect solution with an MSE of 10~7.

The neural networks used in the Elvet calculations are small enough to be trained more efficiently in a
modern laptop CPU than in a specialized graphical processing unit device. In an Apple M1 processor, the
training times for the Laguerre, wave and coupled examples are: 25, 5s and 6 s. For Qade, the total annealing
times in the D-Wave device for each example are: 1s,0.4s, and 0.4s.

5. Conclusions

We have presented Qade, a general method for the solution of differential equations using quantum
annealing devices. The first step is to re-formulate the equations as an optimization problem, by means of a
general procedure which was originally developed for the application of machine learning. Then, this is
transformed into a binary quadratic problem, which can directly be solved in a quantum annealer. We find
that quantum annealing provides a reliable and fast way of solving highly non-trivial differential equations,
encoded as an Ising-model ground-state finding problem.

We have implemented Qade the proposed method in a Python package, described in appendix which
provides a user-friendly interface for the calculation of the binary quadratic model corresponding to a set of
equations, and for its solution in a D-Wave quantum annealer.

We have applied the method to three examples of differential equations, with features including variable
coefficients, partial derivatives, and coupled equations. The current quantum annealing technology only
allows to solve problems that require a low number of qubits to encode, but we find that the chosen
equations can already be solved reliably. We also run a comparison to a classical solver for these equations.
The performance we obtain is comparable to that of Qade, but the lack of limitations in the representation of
functions in the classical algorithm leads to a more precise solution in two of the three examples. However, in
view of the relatively good performance we achieve with Qade so far, if the current limitations are lifted in
future quantum annealers (with a larger number of qubits and a higher degree of connectivity), Qade has the
potential to surpass classical methods for the solution of the larger differential equations that arise in
real-world applications.
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Data availability statement
The data that support the findings of this study are available upon reasonable request from the authors.
Appendix. The qade Python package

We provide an implementation of the Qade method, described in section 3, in the form of the Python
package qade, which is publicly available in GitLab (gitlab.com/jccriado/qade) and PyPl, from which it can
be installed through:

> pip install qade

For qade to send problems to be solved in the D-Wave systems, an installation of the D-Wave Ocean
Tools, with the access token configured, is required. If this is not present, gade can still be used to compute
the Ising model, whose ground state represents the solution to a given set of equations. In the rest of this
section, we describe qade’s interface in full generality. For examples of use, see gitlab.com/jccriado/qade/-/
tree/main/examples.

Defining the problem

The input data for qade consists of the sets X; of sample points for the equations to be solved, together with
the values of the vectors coefficients Ci(llf) (x) and inhomogeneous terms B;(x) defined in equation (4),
evaluated at all points x € X;. For easiness of use, an interface allowing for the specification of these

parameters through a symbolic expression for an equation is provided. In order to define an equation

o o
C](X)kiflk +C2(X)17le++b(x):0, (Al)
Ox)' ++- Oxp. oxy -+ - Oxp
the user would write the code:
f1, £2,...= qade.function(n_in, n_out)

eq = gade.Equation(
cl = f1[k1,...] + c2 x £2[11, ...]
+...+ b,
samples,

)

where samples is an array-like’ with shape (n_samples, n_in) (orjust (n_samples,) whenn_in =
= 1), representing the set of samples X;; while c1, c2, ..., b are either scalars or array-like objects of shape
(n_samples,), giving the values of the corresponding parameters in the equation at all the sample points.

Solving the problem
The first step in solving a given set of equations is choosing an adequate basis of functions. The function

basis = qade.basis(
name, size_per_dim, n_in = 1, scale = 1.0

)

provides access to five pre-defined bases, which are listed in table Al. The size_per_dim defines the d
parameter for the first three bases in the table, and how many grid points per input-space dimension are
defined for the last 2. In both cases, the total dimension of the bases is size_per_grid ** n_in. The last
two arguments, n_in and scale are only used by the last two bases. scale corresponds to A in the
definition of the corresponding ¢(r) functions.

Given a list of equations equations = [eql, eq2, ...] and a basis, Qade computes the quadratic loss
function using equations (10) and (11). As a simplification, the pairs of indices nm and pq are flattened as
N = n1tmax + m and P = pgmax + g, so that ] and h become a matrix Jpg and a vector hp. They are obtained
using the function

J, h = qade.loss(equations, basis)

The corresponding parameters J and h for the Ising model Hamiltonian are computed using
equations (14) and (15). They are also flattened into a matrix Jz; and a vector hg, through N = aNpa + N

3 An array-like object is either a numpy array or an object that can be converted into one. This includes scalars, lists and tuples.
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Table Al. Bases of functions implemented by Qade.

Basis functions Name Definition

" . " COS(7T nx)
Dy (x) = Py (%1) Py (x2) - ... fourier Om(x) = sin(r (1 + 1)x)
(0<m<d, m=m+md+...)

"monomial" Om(x) ="

"trig" Gm(x) = cos™ "1 (x) sin™ (x)
Dy (x) = d(|x — zm|) "gaussian" ¢(r) = —exp [—(r/A)?]
(zm € equally-spaced grid in [0, 1]™") "multiquadric" o) = VAT A2

and P = 3P, + P, so that they can be directly provided to the D-Wave framework to be embedded in a
quantum annealer. They are given by the function:

J_hat, h_hat = gade.ising(
equations, basis,
n_spins, centers, scales,

The last three arguments are optional. n_spins (default: 3) is the number of spins to use per weight wy.
centers (default: array of zeros) and scales (default: array of ones) are the flattened arrays of center values
cn and scales sy from the binary encoding in equation (12).

The complete process of finding these parameters, sending them to a D-Wave quantum processing unit
(QPU), setting it up and running the annealing process, reading the results, and decoding them back into the
Wpm matrix of weight is automatized by a single function call:

sol = gade.solve(equations, basis, ...)

The returned object sol is a callable that receives an array x of samples and returns the value sol (x) of
the solution at the sample points. It also contains three attributes:

e sol.basis, the basis of functions in which the problem was solved (its name is available through
sol.basis.name).

e sol.weights, the matrix wy,, of weights.

e sol.loss, the value of the loss function.
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