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RESUME

Cette thése présente une mesure du rapport d’embranchement et du facteur
de forme de la désintégration semileptonique B® — 7= ¢*v, et une détermination
exclusive de la norme de I’élément V,;, de la matrice CKM avec une technique
de reconstruction relachée du neutrino. Notre mesure est basée sur un échantillon
contenant environ 227 millions de paires de mésons BB produites par des collisions
ete™ a lénergie de la résonance 7°(45) et enregistrées avec le détecteur BABAR, au
Stanford Linear Accelerator Center. La mesure de |V,;| est importante puisque sa
valeur est un paramétre libre du Modéle Standard. De plus, cette mesure présente
un vif intérét en raison de 'actuelle différence de plus de deux écarts types entre la
valeur de la mesure directe de |V,;| et sa valeur prédite par le lissage du Triangle
d’Unitarité, dans le cadre du Modéle Standard.

La technique de reconstruction relachée du neutrino développée dans cette thése
consiste a utiliser I'impulsion manquante des événements pour déduire I'impulsion
du neutrino de la désintégration B® — 7~ ¢Tv, sans toutefois utiliser les sélections
dites de “qualité du neutrino”. Cette nouvelle méthode permet d’obtenir une trés
haute efficacité de sélection du signal tout en conservant un rapport signal/bruit
acceptable. Nous avons ainsi mesuré les rapports d’embranchement partiels de la
désintégration B° — 7~ ¢Tv dans 12 intervalles de ¢?, la masse invariante au carré
du boson W — (v, en évaluant la matrice de covariance compléte de ces 12 rapports
d’embranchement partiels. Cela nous a permis de déterminer le rapport d’embran-
chement total B(B® — 7~ (*v) et les paramétres de la forme du spectre de ¢* : apx
et |V fi(0)]. Ces deux derniers paramétres sont reliés au facteur de forme f, (¢?)
de la désintégration B® — 7 (*tv.

Nous avons obtenu :

B(B® — 7 0tv) = (1.46 £ 0.07 54 £ 0.08545:) x 1074,
apk = 0.52 £ 0.05444 = 0.035y4,
Vis f+(0)] = (9.6 £ 0.3510¢ & 0.25) X 1074,

ou les deux incertitudes sont expérimentales, statistique et systématique, respecti-



vement. Ces résultats sont plus précis que ceux de toute autre mesure individuelle
et ont été obtenus indépendamment de toute hypothése théorique.
Enfin, en utilisant un calcul théorique récent du facteur de forme de la désinté-
gration B — 7= (Tv, pour ¢> > 16 GeV'%, nous avons obtenu :
Vi) = (4.1 £ 0.2500¢ & 0.2,570 35w ) x 1073,
ou la derniére incertitude provient du calcul théorique de la norme du facteur de

forme.

Mots clés : électrofaible, chromodynamique, quark, méson, semileptonique, CKM,

Vub, BaBar, CP, antimatiére.



ABSTRACT

We report the results of a study of the exclusive charmless semileptonic decay,
B — 7= (*v, undertaken with approximately 227 million BB pairs collected at the
7 (4S) resonance with the BABAR detector. The analysis uses events in which the
signal B decays are reconstructed with an innovative loose neutrino reconstruction
technique. We obtain partial branching fractions in 12 bins of ¢?, the momentum
transfer squared, from which we extract the f,(¢?) form-factor shape parame-
ters : aprx = 0.52 £ 0.0554: £ 0.035y51, |Vinf+(0)] = (9.6 £ 0.3500¢ £ 0.25) X 1074,
and the total branching fraction : B(B? — 7 (*v) = (1.46 £ 0.0744; & 0.084,5) X
1074, Based on a recent theoretical calculation of the form factor in the range
¢®> > 16 GeV? we find the magnitude of the CKM matrix element |V,;| to be
(4.1 £ 02500 £ 0.2455 70 4FF) x 107, where the last uncertainty is due to the nor-

malization of the form factor.

Key words : electroweak, chromodynamics, quark, meson, semileptonic, CKM, Vub,

BaBar, CP, antimatter.
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la série R18.

SVT :“Silicon Vertex Detector”, composante du détecteur BABAR (voir Sec. 2.3.1).



Awake.

Shake dreams from your hair

My pretty child, my sweet one.

Choose the day and choose the sign of your day
The day’s divinity.

First thing you see.

A wvast radiant beach in a cool jeweled moon
Couples naked race down by its quiet side

And we laugh like soft, mad children. [...]

The music and voices are all around us.

—Jim Morrison

La connaissance brise les chaines qui nous clouent au sol,
et fait de nous des étres libres.

Que Uamour soit notre quide vers les paradis vivants !
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INTRODUCTION

“Ce qui est incompréhensible, c’est que le monde soit compréhensible.”

—Albert Einstein

Le besoin de comprendre ’Univers pourrait bien étre ce qui distingue les hu-
mains des autres étres vivants de la Terre. Motivés par cette curiosité, nos lointains
ancétres ont entrepris un formidable travail de recherche que nous poursuivons au-
jourd’hui. Si bien que la science et la technologie ont accompli des progrés fabuleux,
tandis que la recherche scientifique est devenue une entreprise collective mondiale.
Et tout indique que nos connaissances actuelles sembleront dérisoires en regard de

ce qui aura été découvert par les futures générations de scientifiques!

Contexte social

On le verra bientot, la physique des particules actuelle ne manque pas d’énigmes
passionantes ni d’opportunités de recherche excitantes. Au-dela du seul sentiment
de curiosité, il est néanmoins légitime de s’interroger sur la pertinence de telles
recherches dans une société ou les ressources disponibles ne parviennent pas a
combler tous les besoins. Je voudrais donc d’abord écrire quelques mots sur ce
sujet afin de motiver I'utilité de cette thése dans un cadre un peu plus élargi.

Il est indéniable que la compréhension graduelle du fonctionnement de la Nature
a permis le développement de la technologie en général. Quant a elle, la techno-
logie a considérablement amélioré ’espérance de vie et le bien-étre de I’humanité
entiére, bien que tous n’aient pas la chance d’en profiter également. En ce sens,
autant la recherche fondamentale que la recherche appliquée sont nécessaires au
progres social. La recherche fondamentale procure la compréhension essentielle au
développement de nouvelles applications technologiques, alors que la recherche ap-

pliquée développe des technologies nouvelles qui améliorent entre autres les outils



de la recherche fondamentale. En physique des particules, les grands thémes de la
recherche menée avant 1950 ont tous aujourd’hui des applications technologiques
extrémement utiles. Les progrés de 1’électromagnétisme, de la mécanique quan-
tique et du modéle atomique ont fait progresser dramatiquement la chimie et la
physique des matériaux, et permis le développement d'une part considérable de
toute 'industrie et de la technologie moderne, incluant entre autres 1’électronique
et les télecommunications. La compréhension de la force faible (radioactivité) a
des applications médicales!!l et permet entre autres la datationl®! au Carbone-14.
Alors qu’une certaine compréhension des forces forte et faible est nécessaire a la
production d’énergie nucléaire. Parmi les retombées technologiques récentes de la
physique subatomique, on retrouve notamment le World Wide Web et les accélé-
rateurs utilisés en radiothérapie.

Quelles seront les applications technologiques a long terme de la recherche fon-
damentale actuelle en physique des particules? Il est présentement impossible de
répondre avec certitude a cette question, méme si ’expérience passée suggére que
ces applications potentielles auront sans doute un jour un réle important a jouer. De
facon générale, il faut cependant garder a I’esprit que les recherches fondamentales
pointues telles que celles qui sont présentées dans cette thése ne sont pas congues
pour faire avancer directement la technologie, mais tentent plutot de provoquer un
changement de paradigme, par exemple en prouvant ’existence de physique nou-
velle “au-deld du Modéle Standard”. Lorsque cette stratégie fonctionne, I'histoire
des sciences montrel® que les changements de paradigme engendrent des champs de
recherches complétement nouveaux ainsi qu’une nouvelle fagon de voir le monde.
Le plus souvent, ce sont ces changements de perspectives qui améneront des progres
technologiques nouveaux.

Par ailleurs, il faut souligner que 'importance des recherches fondamentales vi-
sant & décrire correctement 1’Univers dans son ensemble ne se limite pas aux seules
applications technologiques. En effet, la description de 'Univers a une importance
philosophique majeure pour beaucoup de gens. Cette tache revét donc aussi un

caractére sociologique. Pour s’en convaincre, pensons seulement aux conséquences



du conflit qui avait opposé I’'Eglise Catholique géocentriste aux scientifiques hélio-
centristes durant la Renaissance. Depuis cette époque, les victoires répétées de la
science sur la religion ont conduit & de profonds changements sociaux.

Sur la question des ressources, celles consacrées a la recherche me semblent
pleinement justifiées, étant donné les bénéfices durables que les découvertes scien-
tifiques apportent souvent a 'humanité entiére. Comme dans les autres industries,
les dollars investis dans la recherche scientifique font eux-aussi “rouler I’économie”
en créant des emplois divers. Au jeu des comparaisons, les nouvelles découvertes
produites par la recherche scientifique ne me semblent certes pas moins utiles que
les joujous militaires ou les innombrables biens de (sur)consommation et de diver-

tissement produits par les industries dominantes de notre société occidentale.
Contexte scientifique

A la base de I'édifice scientifique moderne, la physique a beaucoup a dire sur la
composition, le fonctionnement et I’histoire de I’'Univers. D’une part, 'attraction
gravitationnelle de la masse explique les structures a grande échelle de I’Univers
par la théorie de la Relativité Générale d’Einstein et prédit ’existence du Big
Bang!¥l. D’autre part, les trois interactions fondamentales (forte, faible et électro-
magnétique) entre les particules élémentaires du Modéle Standard expliquent le
comportement de la matiére & trés petite échellel.

Si le concept de particule élémentaire remonte au moins a I’Antiquité (pensons
a I'atome de Démocrite), la découverte du Modéle Standard s’est faite progres-
sivement au cours des cent derniéres annéesl®. I’électron fut découvert en 1898
(Thompson) et le noyau atomique en 1911 (Rutherford ). La Mécanique Quan-
tique fut batie entre 1900 et 1930 (Planck, Schroedinger, Heisenberg, etc.). L’anti-
matiére fut découverte en 1932 (Anderson). La force faible fut inventée en 1933
(Fermi), utilisant le neutrino postulé en 1930 (Pauli) mais observé seulement en
1956 (Reines et Cowan). En 1964, on découvre avec surprise que la force faible

peut agir differemment sur la matiére et 1’anti-matiére (Cronin et Fitch). Ce phé-



nomeéne, appelé violation CP, ne fut interprété dans le cadre du Modéle Standard
quen 1973 (Kobayashi et Maskawalfl). Quant a eux, les quarks furent découverts
en 1968 (SLAC-MIT), suite au perfectionnement des accélérateurs de particules,
alors que la ChromoDynamique Quantique (CDQ) décrivant les interactions fortes
entre les quarks fut inventée en 1973 (Gross, Politzer, Wilczek). Le Modéle Stan-
dard tel que nous le connaissons aujourd’hui est énoncé pour la premiére fois en
1974 (Iliopoulos), quelques mois avant la découverte du quark ¢ (Richter et Ting),
avec seulement deux générations de particules élémentaires. Deux ans plus tard, on
découvre la premiére particule de troisiéme génération : le lepton 7 (Perl, 1976),
tandis que le quark b est découvert en 1977 (Lederman). Finalement, pendant que
les hypothéses du Modéle Standard se voient confirmées les unes apreés les autres
par de nombreuses expériences, il faut attendre plusieurs années pour que les décou-
vertes du quark top (Fermilab, 1995) et du neutrino 7 (DONUTI? 2000) viennent
finalement compléter le portrait de famille des particules élémentaires prédites par
le Modéle Standard.

Les succés spectaculaires du Modéle Standard peuvent donner 'impression &
certains que la physique des particules est une science plus ou moins achevée,
ou il ne reste plus rien d’important & découvrir. Il s’agit 14 d’une grave erreur!
Tout d’abord, I'incohérence mathématique et conceptuelle de la Relativité (Géné-
rale “classique” et du Modéle Standard “quantique” prouve d’emblée que notre
compréhension des lois de la Nature n’est pas complétel®l. De plus, les observations
cosmologiques du satellite WMAP?! indiquent!*! que la matiére baryonique décrite
par le Modéle Standard ne constitue en fait que 4% du contenu de ’Univers, alors
que le reste est constitué de matiére sombre (22%) et d’énergie sombre (74%) in-
connues ! Par ailleurs, la quantité de violation CP observée a ce jour est trés faible
en regard de ce qui est nécessaire pour que 'omniprésence de la matiére dans notre

Univers actuel puisse étre expliquée de facon satisfaisantel®). Cela suggére que de

'Les conclusions de WMAP, obtenues en étudiant le rayonnement de fond cosmologique, sont
corroborées par plusieurs observations indépendantes, telles que les supernovae de Type Ia et les
amas de galaxies!!]. De plus, la densité observée de matiére baryonique est en accord avec les
prédictions théoriques de la nucléosynthése du Big Bangl*l.



nombreux autres phénomeénes encore inconnus doivent aussi violer CP. En ce sens,
I'observation de 'oscillation (et donc de la masse) des neutrinos en 1998 (Super-
Kamiokandel'”), qui ne faisait pas partie du Modéle Standard original, a ouvert
un tout nouveau champ d’étude qui pourrait notamment contribuer & résoudre le
mystére de la disparition de ’anti-matiére.

Le Modéle Standard original posséde aussi sa part de questions toujours sans
réponse. Ainsi, le Modéle Standard prédit que les forces faible et électromagnétique
s’'unifient a haute énergie pour ne former qu’une seule et unique force (Weinberg
et Salam, 1967), et que la brisure de cette symmétrie électrofaible & basse énergie
implique 'existence d'une particule appelée boson de Higgs qui serait responsable
de la masse des autres particules élémentaires!!. Or, en dépit d’intenses recherches,
le boson de Higgs n’a toujours pas été observé?. Aussi, le Modéle Standard contient
une vingtaine de parameétres libres dont les valeurs sont totalement inexpliquées.
Cela améne plusieurs questions sans réponse. Par exemple, pourquoi la masse du
quark top est-elle tellement supérieure & celle des autres quarks? Pourquoi celle
des neutrinos est-elle si faible ? Pourquoi y a-t-il trois générations de particules?
Et ainsi de suite. Enfin, certains aspects du Modéle Standard n’ont pas encore été
testés avec précision, notamment celui de la CDQ a basse énergie dont le calcul de
prédictions théoriques cause des difficultés considérables (voir Sec. 1.5). L’absence
de violation CP par la force forte observée en laboratoire ne s’explique pas non
plus de fagon satisfaisante dans le cadre du Modéle Standard (ce qu’on appelle le
strong CP problem)!'>12],

C’est dans ce contexte que les expériences BABAR!' et Bellel’l ont commencé a
opérer en 1999 avec comme but premier d’observer la violation CP par les mésons
BY, ce qu’elles ont fait!'"l dés ’été 2001. Il s’agissait alors de la premiére observation
de violation CP par d’autres particules que celles étudiées en 1964 (les mésons K°).
Successeurs de l'expérience CLEO!8! qui étudia les mésons B durant les années

1980-2000, BABAR et Belle sont souvent appelées “usines & mésons B” en raison

2La recherche du boson de Higgs continue de plus belle au Fermilabl!3], et bientot au LHC!4 !



de I’énorme quantité de mésons B qu’elles produisent®. Comme les mésons B sont
les particules les plus légéres & contenir un quark b, le Modéle Standard prédit
que leurs désintégrations doivent toujours inclure une interaction faible, car cette
interaction est la seule capable changer la saveur des quarks. Les usines a mésons
B sont donc des expériences idéales pour étudier les propriétés du quark b, et tout
particuliérement de ses interactions faibles. Ainsi, grice a leur grande quantité de
données, les usines & mésons B mesurent la violation CP précisément et de plusieurs
maniéres différentes. Elles mesurent aussi directement les couplages de I'interaction
faible pour les désintégrations b — wu et b — ¢, reliés aux éléments |V,,| et |V de
la matrice CKM qui sont des paramétres libres du Modéle Standard, et étudient
les propriétés de la CDQ pour ces désintégrations (voir Chap. 1).

En ce sens, 1'étude des désintégrations? B® — 7= ¢*v, sujet de la présente thése,
est particuliérement intéressante car elle permet a la fois la mesure directe de |V,
le test expérimental de nouveaux calculs prometteurs de la CDQ et la vérification
indépendante des mesures de |V,,;| dites “inclusives” qui donnent présentement une
valeur incohérente avec le reste du Modéle Standard par plus de deux écarts types.
Par ces différentes mesures®, les usines & mésons B sont particuliérement efficaces
pour tester la cohérence du Modéle Standard et chercher les signes de phénoménes

nouveaux.
Contenu de la thése
Cette thése présente une mesure du rapport d’embranchement et du facteur de

forme de la désintégration B — 7~ (T, et la détermination de |V,;|, avec une tech-

nique de reconstruction relachée du neutrino. Le Chap. 1 expose plus en détail les

3Les luminosités intégrées actuelles de BABAR et Belle combinées sont environ cent fois supé-
rieures & celle de CLEO.

4En ’abscence d’indication contraire, les leptons ¢ = e ou p et la désintégration conjuguée de
charge BY — 77 ¢~ sont implicitement désignés dans ce document.

5De nombreuses autres mesures importantes des propriétés des quarks b, mais aussi des quarks
c et des leptons 7 ont été publiées par les usines & mésons B, bien qu’elles n’aient pas été
mentionnées dans cette introduction.



éléments théoriques utiles a la compréhension et a 'interprétation de la mesure. Le
Chap. 2 contient une description de ’accélérateur Linac, du collisionneur PEP-II et
du détecteur BABAR qui furent les outils utilisés pour faire cette mesure. Le Chap.
3 est une note techniquel’ interne a la Collaboration BABAR décrivant en détail
le protocole expérimental et les résultats de la mesure. Le Chap. 4 est un article
publiél?’! dans European Physics Journal C décrivant un logiciel de repondération
des facteurs de forme des désintégrations semileptoniques nécessaire au succés de
la mesure. Le Chap. 5 est un article publié®! dans Physical Review Letters résu-
mant en quelques pages le contenu du Chap. 3. Aprés une conclusion résumant les
principaux résultats de cette thése, accompagnés de quelques remarques finales, le
document se termine avec I’annexe I contenant des extraits d’une note techniquel??!
interne & la Collaboration BABAR décrivant le protocole et les résultats d’une me-
sure de Defficacité de détection des K réels et simulés avec le détecteur BABAR.
Les résultats de cette étude des K furent utilisés dans cette thése pour évaluer
une erreur systématique liée a la reconstruction du neutrino de la désintégration

B — = (tw.



CHAPITRE 1

ELEMENTS DE THEORIE

Nous exposerons dans ce chapitre les éléments théoriques utiles & la compré-

hension et a I’appréciation de la mesure présentée dans cette these.

1.1 Survol du Modéle Standard

Le Modéle Standard postulel%2324 que la matiére est composée de particules
élémentaires, ponctuelles et indivisibles, obéissant & la fois aux régles de la méca-
nique quantique et de la relativité restreinte. Les interactions entre ces particules
sont déterminées par les trois forces électromagnétique, faible et forte!.

Les particules élémentaires sont caractérisées par neuf nombres quantiques dé-
finissant leurs propriétés intrinséques : la charge électrique, le spin, I'isospin faible,
la couleur, les trois nombres leptoniques, le nombre baryonique et la masse. Les si-
gnifications de la charge électrique et de la masse (inertielle) ne sont pas différentes
de leurs significations classiques bien connues. Le spin est le moment angulaire in-
trinséque des particules. L’isospin faible est la charge associée a la force faible, la
couleur est la charge associée a la force forte, et les nombres leptoniques et baryo-
nique définissent les régles des interactions élémentaires permises ou interdites par
le Modéle Standard. Conformément au théoréme de Noether!?3l, les lois de conser-
vation de ces nombres quantiques sont la conséquence de symétries fondamentales
de la Nature. En particulier, la conservation de la couleur, de I'isospin faible et
de la charge électrique découle de la symétrie de jauge SU(3)c @ SU(2), @ U(1)y
du Modéle Standard a haute énergie?. Quant a elle, la conservation des nombres
leptoniques et baryonique pourrait étre la conséquence d’'une hypothétique Grande

Unification des forces, qui n’est toutefois pas incluse dans le Modéle Standard.

1Comme on le verra bientot, la force de gravité n’est pas incluse dans le Modéle Standard.
2A notre échelle d’énergie, on verra que la symétrie SU(3)c ® SU(2)r ® U(1)y du Modéle
Standard est partiellement brisée pour devenir SU(3)c ® U(1) z,,-



TAB. 1.1 — Valeurs des nombres quantiques des quarks. () est la charge électrique. B
est le nombre baryonique, commun a tous les quarks. L’isospin fort I, ’étrangeté
(strangeness) S, le charme C, la beauté B et la vérité (truth) T, définissent la
saveur de chaque quark dans la base des états propres faibles (voir Sec. 1.2.1). Les
masses sont approximatives et contiennent des incertitudes données dans la Ref.
[, Les autres nombres sont exacts, et sont égaux et opposés pour les anti-quarks.

Quark génération masse (GeV) Q couler B I S C B T

d 1ere 0.002 1/3 1vb 1/3 -1/2 0 0 0 0
u 1ere 0.005 2/3 rvb 1/3 1/2 0 0 0 0
s geme 0.1 1/3 rvb 1/3 0 -1 0 0 0
¢ geme 1.25 2/3 rvb 1/3 0 0 1 0 0
b 3eme 45 1/3 rvyb 1/3 0 0 0 -1 0
t geme 173 2/3 rvb 1/3 0 0 0 0 1

Les particules élémentaires qui composent la matiére, ayant un spin 1/2, res-
pectent la statistique de Fermi-Dirac!?l. Elles sont appelées fermions. Parmi les
fermions, on distingue les quarks qui possédent une couleur et un nombre baryo-
nique, et les [eptons qui n’en possédent pas, mais qui ont trois nombres leptoniques.
La charge colorée des quarks peut prendre trois valeurs associées aux trois couleurs
primaires : rouge, bleu ou vert. Les quarks possédent en plus une charge électrique
fractionnaire de +2e ou —ze, alors que les leptons ont une charge entiére de —e
ou de zéro. Les leptons qui n’ont pas de charge électrique sont appelés neutrinos.
Ces derniers interagissent uniquement par la force faible. Par ailleurs, chaque fer-
mion posséde un anti-partenaire aux nombres quantiques égaux et opposés, mais
de masse identique. Enfin, notons que la charge électrique () des quarks est reliée

a leur hypercharge :

Y=B+S+C+B+T (1.1)

et a la composante longitudinale de leur isospin fort I, par la relation :

Q=1+, (1.2

ou les valeurs des nombres B, S, C, B, T et I, de chaque quark sont données
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TAB. 1.2 — Valeurs des nombres quantiques des leptons. () est la charge électrique.
L., L, et L; sont les nombres leptoniques associés aux trois générations. Les masses
sont approximatives et contiennent des incertitudes données dans la Ref. [4. Les
autres nombres sont exacts, et sont égaux et opposés pour les anti-leptons.

Lepton génération masse (GeV) Q couleur L. L, L,

e 1eme 0.0005 1 non 1 0 0
Ve 1eme ~0 0 non 1 0 0
W 2eme 0.1 1 non 0o 1 0
vy 2eme ~0 0 non 0 1 0
T 3eme 1.8 1 non 0 O 1
vy 3eme ~( 0 non 0 0 1

dans le Tableau 1.1.

Les Tableaux 1.1 et 1.2 résument les propriétés des douze quarks et leptons
connus. Comme le montrent les Tableaux, les fermions élémentaires possédent seule-
ment quatre différentes combinaisons de nombres quantiques et sont reproduits en
trois générations de particules différant par leurs masses croissantes. Exception a la
régle, un nombre leptonique distinct est défini pour chacune des trois générations
(Le, L, et L;). Ces trois nombres leptoniques sont conservés individuellement. Les
nombres S, C, B, T et I, définissent la saveur des quarks. Ils sont conservés par
les interactions électromagnétique et forte, mais non par les interactions faibles
(voir Sec. 1.2.1).

Les interactions entre les fermions élémentaires sont transmises par I’échange
de particules de spin 1 déterminant les propriétés différentes de ces forces. Ces
transmetteurs de force sont appelés bosons car ils obéissent aux statistiques de
Bose-Einstein??l. Le transmetteur de la force électromagnétique est le photon, de
masse et de charge nulles. Cette force répulsive ou attractive, selon le signe des
charges, se caractérise par sa portée infinie. Les transmetteurs de la force faible
sont les bosons massifs W* et Z°. La courte portée de la force faible a notre échelle
d’énergie s’explique par la masse élevée des bosons W+ et Z° qui sont autorisés

4 exister uniquement durant un temps trés court, conformément aux principes
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d’incertitudel® (AEAt < h) et de conservation d’énergie. Dans ces conditions, on
dit que les W= et Z° sont des particules virtuelles.

La force faible joue un roéle trés important dans le Modéle Standard car elle
est la seule capable de changer la saveur des fermions (voir Tableau 1.1). Cela se
produit par I’émission d’un boson W par un fermion de “type up” se transfor-
mant en fermion de “type down”, ou d'un W~ par un fermion de type down se
transformant en type up. Les fermions de type up sont : u, ¢, t, v, v, et v,. Ceux
de type down sont : d, s, b, e, p et 7. Des exemples de telles transformations sont
b — uW~ ou p~ — W~y,. Il a été observé expérimentalement® que ces inter-
actions faibles traitent différemment les composantes droite et gauche de 1’hélicité
des fermions?, c’est-a-dire qu’elles violent la parité. Dans le Modéle Standard, cela
est pris en comptel®! par la symétrie SU(2); ® U(1)y imposée aux bosons W*.
En conséquence, les interactions des bosons W* ne sont sensibles qu’a la compo-
sante d’hélicité gauche des fermions et ne se produisent jamais entre fermions du
méme type (up ou down). Par ailleurs, la probabilité des échanges de bosons W+
entre les quarks de différentes saveurs dépend de la matrice de Cabbibo-Kobayashi-
Maskawalfl (CKM), comme on le verra & la Sect. 1.2.

Quant 4 elle, la force forte, décrite par la ChromoDynamique Quantiquel?3 24
(CDQ), agit uniquement entre les quarks. Elle est propagée par huit bosons, appelés
gluons, correspondant aux huit générateurs du groupe SU(3)c de la couleur. La
force forte est toujours attractive, mais son intensité diminue a courte distance et
augmente a grande distance. Cette propriété unique appelée liberté asymptotique
des quarks provient du fait que les gluons possédent eux méme une couleur non-
nulle, de sorte que l'effet d’anti-écrantage des gluons domine I'effet d’écrantage des
quarksl?l. En conséquence, les particules composées de quarks (hadrons) doivent
toujours avoir une couleur nette nulle, tandis que les quarks ne peuvent jamais étre

isolés en laboratoire. C’est ce qu’on appelle le confinement des quarks. On distingue

3L hélicité est le produit scalaire des directions du spin et de Iimpulsion. Une particule aux
spin et impulsion paralléles (anti-paralléles) est dites “d’hélicité droite (gauche)”.
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deux différents types de hadrons® : les baryons comme le proton ou le neutron qui
sont composés de trois quarks aux couleurs différentes, de sorte que rouge + vert +
bleu = blanc, et les mésons comme les B® ou 7~ de la désintégration B® — 7= (*v
qui sont composés d'un quark et d’un anti-quark de méme (anti-)couleur, de sorte
que couleur + anti-couleur = blanc. Des détails supplémentaires a propos de la
CDQ sont donnés a la Sec. 1.5.

Les intensités relatives des trois forces sont trés différentes!?. La plus intense
est I'interaction forte. L’électromagnétisme est environ 137 fois moins intense que
la force forte et la force faible est environ 10° fois moins intense que la force
forte®. Quant & elle, la gravité n’est pas incluse dans le Modéle Standard. Bien
que cela constitue un probléme conceptuel important!®l, il est presque toujours
possible d’ignorer la gravité en pratique car cette derniére est environ 103 fois
moins intense que la force forte!

Mentionnons en terminant que les forces faible et électromagnétique ne sont
pas indépendantes dans le Modéle Standard, qui prédit I'existence d’au moins une
particule élémentaire supplémentaire de spin zéro appelée boson de Higgs“?3]. Les
interactions de chaque particule avec le champ de Higgs sont supposées étre a 1’ori-
gine des différentes masses des particules élémentaires, et on verra que cela a aussi
un lien avec la matrice CKM et la violation CP. Le boson de Higgs est la seule par-

ticule du Modéle Standard a ne pas encore avoir été observée expérimentalement.

1.2 La matrice CKM

Nous avons vu que la force faible joue un roéle trés important car elle est la seule
capable de changer la saveur des quarks. Les paramétres de ce mélange des saveurs
sont donnés par la matrice CKM. Etant donné son importance cruciale dans la

présente thése, nous allons maintenant exposer plus en détail le role et 1’origine de

4Les recherches entreprises pour observer les pentaquarks qui seraient composés de quatre
quarks et d’un anti-quark demeurent sans succés jusqu’a présent.

5Ces rapports d’intensité sont en fait dépendants de I’échelle d’énergie utilisée & cause de ce
qu’on appelle “les constantes de couplages courantes”. Cette propriété des interactions fondamen-
tales sera introduite a la Sec. 1.5.1.



13

la matrice CKM dans le Modéle Standard®.

1.2.1 Role et origine de la matrice CKM

On verra a la Sect. 1.4 que l'interaction faible est responsable de la transition
b — aW™ et donc de la désintégration B — 7 ¢*v. De la méme maniére, la
transition b — ul¥ ~ est responsable de la désintégration BY — 71/~ . Dans le
langage de la théorie des champs quantiques!?®! utilisé par le Modéle Standard, ces

deux interactions s’écrivent!?9 :

b—uW~™ = tpry"(1—7")Vw brr W, (1.3)
= Uur ’)/Mvub bL WM_’ (14)
b—aW™ = up "V, by W (1.5)

Dans I’Eq. 1.3, V., est I’élément de la matrice CKM responsable des transitions
b — wu, les indices L et R représentent les composantes d’hélicité gauche et droite
des quarks u et b, et 7#(1—~°) est opérateur vecteur-axialvecteur (V-A) caractéris-
tique de la force faible’. En passant & ’'Eq. 1.4, on remarque que 'opérateur V-A
sélectionne la seule composante gauche des quarks. Dans I’Eq. 1.5, on remarque
que linteraction entre anti-quarks b — @ est proportionnelle & o, le conjugué

complexe de V.

Ce type d’interaction peut étre généralisé® a tous les quarks de type down et

6En plus du changement de saveur des quarks, il est intréressant de noter que la récente obser-
vation de l'oscillation des neutrinos suggére que la force faible change aussi la saveur des leptons.
Les paramétres du mélange des saveurs des leptons sont donnés par la matrice (Pontecorvo-)Maki-
Nakagawa-Sakatal® 28! ((P)MNS).

"Les matrices de Dirac v* et +° sont des opérateurs standards en théorie des champs quan-
tiques, tout comme l’indice p indiquant la composante de ’espace-temps de Minkowski. Pour en
savoir plus, voir par exemple Ref. 23,

8Pour la suite de cette sous-section, nous avons reproduit la démonstration et le formalisme
de la Ref. 1301,
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de type up en définissant :

Drr=1| s , 5L,RE(3 5 E)LR (1.6)

L,R

de sorte que I'’Eq. 1.4 généralisée s’écrit :

D—UW~ = T, +v"Voxu Dp Wy (1.8)
Via Vis Vi \ [ d
= (met) 7| Vi Ve Vo || s | Wi 9
Vie Vis Vi b ),

La matrice CKM provient du fait que les interactions faibles opérent dans une
base d’états propres différente de celle des interactions avec le champ de Higgs.
Ainsi, on distingue la base d’états propres faibles et la base d’états propres de
masse. La matrice CKM peut donc étre vue comme une matrice de rotation dans
I'espace des saveurs permettant de passer d’une base d’états propres a 'autrel°l.

Dans le Modéle Standard, ’explication fondamentalel®” de ces deux bases d’états
propres découle de ’existence de la symétrie électrofaible SU(2);, ® U(1)y a trés
haute énergie, alors que tous les fermions sont sans masse, et de la brisure spontanée
de cette symétrie a basse énergie par le mécanisme de Higgs, qui donne une masse
aux fermions®. Avant la brisure de la symétrie électrofaible, la base des états propres
faibles est naturelle pour décrire les quarks sans masse d’hypercharge bien définie.
Aprés la brisure de la symétrie électrofaible, la base des états propres de masse de-

vient naturelle pour décrire les quarks “physiques” observés en laboratoire, de masse

9Plus précisément, le mécanisme de Higgs donne une masse au boson de Higgs et aux bosons
W et Z°, et c’est le couplage du Higgs avec les fermions qui donne une masse & ces derniers.
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bien définie mais d’hypercharge indéfinie. Or, I’'une des conséquences du mécanisme
de Higgs est que les bosons W= continuent de respecter la symétrie SU(2),@U(1)y
méme lorsque les fermions sont devenus massifs. Les échanges de bosons W+ entre
les quarks physiques doivent donc continuer de conserver I'hypercharge, définie
dans la base faible oul les changements de génération des quarks sont interdits. En
revanche, les interactions des quarks massifs avec le boson de Higgs, elles, sont in-
sensibles aux générations. Dans le Modéle Standard, ces deux bases d’états propres
sont donc indépendantes. Il n’y a aucune raison a prior: pour qu’elles coincident,
ni qu’elles ne coincident pas. Suite aux observations expérimentales!¥], il s’avére
toutefois que la base détats propres de masse est bel et bien différente de la base
des états propres faibles puisque la matrice CKM n’est pas diagonale.

Pour écrire les termes de masse des fermions, on utilise des interactions de

Yukawa de la forme :

m;b@ = TTL(Q/JLER + Q/JREL). (110)

Dans la base des états propres de masse, les termes de masse des quarks de type

up et de type down s’écrivent donc :

U M9, + T g M9 1, (1.11)
Do MY Dy + DpM¥s™ Dy (1.12)
m, 0 0 mg 0 O
ot les matrices de masse Md49 = 0 m. 0 |etMd9— 0 mg, O
0 0 my 0 0 my

sont diagonales et ou les valeurs m,, ., et m, s, sont les masses physiques des quarks
correspondant au m du terme de masse mitp (Eq. 1.10).

On peut aussi écrire ces mémes termes de masse, dans la base des états propres
faibles. Pour ce faire, redéfinissons d’abord les quarks de type down et de type up

dans la base faible, comme aux Eq. 1.6 et 1.7 qui les définissaient dans la base des
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états propres de masse :

0
d
DY = Dyn=(a575) (113
L,R = S ) LR = S L’R, .
b
LR
0
U
U9, = Uin=(1u z)o (1.14)
L,R — c y Yor=\ u ¢ L’R. .
t
L,R

Dans la base faible, les termes de masses s’écrivent alors :

U, MUY + T MUY, (1.15)
D) MDY + Dy, M;T DY, (1.16)

ou les matrices M, et M, sont maintenant des matrices 3 x3 quelconques. La masse
des quarks n’est donc pas bien définie dans la base des états propres faibles. En
revanche, on peut montrer que les matrices de masse de la base faible peuvent étre

diagonalisées par une transformation bi-unitaire :

ZUMZY" = M9, (1.17)
Z4MyZE" = Mes (1.18)

Cette méme transformation donne aussi la relation entre les expressions des quarks

de type up et type down dans les deux bases d’états propres :

u* 770 TT U

UIO/,R = ZL,;UL,I% UL,R = UL,RZL,R> (1-19)
* —0 -

DY =2 wDir,  Dyp=DrrZip (1.20)

Revenant maintenant & I’échange d’un boson W~ entre des quarks de type down

et de type up, nous pouvons réécrire ’Eq. 1.8 dans la base des états propres faibles
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ainsi :

D —UW™ =Ty 4" DY W, (1.21)

Dans I’Eq. 1.21, on remarque que seuls les éléments de U% et DY appartenant a
une méme génération peuvent interagir ensemble car aucune matrice non-diagonale
n’y permet le mélange des saveurs. En utilisant les Eq. 1.19 et 1.20, nous allons
finalement repasser aux états propres de masse et ainsi définir formellement la

matrice CKM :

D—UW~ = Ty+" D)W, (1.22)
= U Z¢ " 28 Dy W, (1.23)

= U4 (Zg : Zg*T) D, Wy (1.24)

(1.25)

= UL ¥"Vexm DL W, 1.25

Le passage de I'’Eq. 1.24 a I’Eq. 1.25 montre que :

Voxn =23 - 2§ (1.26)

Les matrices Z* et Z¢ peuvent prendre n’'importe quelles valeurs réelles ou
complexes, puisque le Modéle Standard ne fait pas de prédiction quant a la relation
entre les bases d’états propres de masse et d’états propres faibles. La matrice CKM
étant définie en terme des transformations quelconques Z* et Z¢, ses éléments sont
donc eux aussi des nombres complexes quelconques. Pour cette raison, les éléments
de la matrice CKM figurent en fait parmi les paramétres libres du Modéle Standard
et doivent étre déterminés expérimentalement. Comme on le verra bientot, 1’état
actuel des mesures montre clairement que la matrice CKM n’est pas diagonale.
Dans ce cas, on voit dans ’Eq. 1.25 que la non-diagonalité de la matrice CKM
autorise le mélange des saveurs par 1’échange de bosons W~ entre deux quarks
massifs. Il en va de méme pour 1’échange de bosons W*. Le role de la matrice
CKM est donc de controler les changements de saveurs des quarks massifs par

I'interaction faible.
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Par ailleurs, les Eq. 1.22 et Eq. 1.25 expriment la méme interaction faible entre
deux quarks de type down et de type up, dans deux différentes bases d’états propres.
La base des états propres faibles produit une matrice de mélange de saveur dia-
gonale mais une matrice de masse non-diagonale, conformément au fait que les
fermions n’aient pas de masse lorsqu’ils respectent la symétrie SU(2), ® U(1)y a
trés haute énergie. Au contraire, la base des états propres de masse produit une ma-
trice de masse diagonale mais une matrice de mélange des saveurs non-diagonale,
la matrice CKM, conformément au fait que les fermions massifs ne respectent pas
la symétrie SU(2), @ U(1)y a notre échelle d’énergie. Dans le Modéle Standard, la
masse des fermions et la conservation de la symétrie SU(2), @ U(1)y par les bosons
W= a l'origine de la matrice CKM s’expliquent conjointement par le mécanisme de

Higgs.

1.2.2 Paramétrisation de la matrice CKM

Les tests expérimentaux des trente derniéres années ont montrél! qu’il existe
trois générations de fermions dans le Modéle Standard!®. C’est pourquoi nous avons

vu que la matrice CKM est une matrice 3x3 donnée par :

Vud Vus Vub
Vek =\ Vg Vs Va |- (1.27)
Viae Vis Vi

En toute généralité, la matrice CKM contiendrait 18 paramétres réels indépen-
dants (2N? pour N générations de fermions) puisque ses éléments sont des nombres
complexes. Certaines considérations physiques imposent toutefois des contraintes
sur les propriétés de la matrice, ce qui permet d’en réduire le nombre de para-
metres indépendants. En effet, la matrice CKM doit étre unitaire pour conserver

I'amplitude de probabilité des interactions faibles!l. De plus, on peut montrer!3%:31

10Le nombre de générations de fermions n’est pas prédit par le Modéle Standard et doit donc
étre déterminé expérimentalement.
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2 +0.00024 40,0010 & pat0s, o 173
0073881 s 02272508018 (3962883 x 10
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FIG. 1.1 — Valeurs et précisions actuelles des éléments de la matrice CKMI4.

que certaines des phases complexes de ses éléments ne sont pas observables physi-
quement. Pour ces raisons, la matrice CKM contient seulement quatre parameétres
observables indépendantst*3%3 : trois angles de mélange (N(N — 1)/2 pour N
générations) et une phase complexe ((N — 1)(N —2)/2 pour N générations). Il est
intéressant de noter qu’au moins trois générations de quarks sont nécessaires pour
que la matrice CKM puisse avoir au moins une phase complexe.

Par ailleurs, la description de la matrice CKM peut étre simplifiée d’avantage
avec la paramétrisation de Wolfeinsteinl®?l. Cette paramétrisation tire profit de
la hiérarchie des éléments de la matrice CKM illustrée sur la Fig. 1.1. Les trois
angles de mélange y sont représentés par les paramétres \, A et p, et par la phase
complexe 7. Utilisant le fait que I’élément |V est a la fois petit et précisément
mesurél!l| la simplification de Wolfenstein consiste a poser que A = V,,, et a calculer
approximativement les autres éléments de la matrice jusqu’a I'ordre o(A*). Ainsi,

dans la paramétrisation de Wolfenstein, la matrice CKM est donnée par :

1-2 A AN (p—in)
Vorm = Y Rp AN? +o(AY). (1.28)

AN (1 —p—in) —AN? 1
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1.2.3 La violation CP

Si la découverte de 'anti-matiére avait été prédite théoriquement!!, la décou-
verte que les particules et anti-particules se comportent parfois différemment, et
donc violent la symétrie CP, fut une grande surprise. Cette découvertel® fut réali-
sée en 1964 suite a I'observation de la désintégration K — 7 par Cronin et Fitch
a Brookhaven. L’explication!®l de ce phénoméne dans le cadre du Modéle Standard
fut donnée par Kobayashi et Maskawa en 1973, prés de dix an plus tard!

Pour expliquer la violation CP, par la force faible, il faut noter que la matrice
CKM contient une phase complexe observable. Cette phase complexe correspond
au paramétre 1 de I’'Eq. 1.28. Sa présence dans la matrice CKM implique que
Vorm # Vi Clest cette inégalité de Vo et Vi, qui explique la violation
CP dans le Modéle Standard, puisque Vo s’applique aux quarks et que Vi,
s’applique aux anti-quarks (voir Egs. 1.4 et 1.5). Toutefois, en dépit du fait que
les amplitudes de probabilité M d’interaction faible entre les quarks sont propor-
tionnelles aux éléments de la matrice CKM, la plupart d’entre elles ne violent pas
CPM. La raison en est que les observables physiques sont proportionelles au carré
de ces amplitudes'?, I' ~ | M|?, et donc au carré des éléments de la matrice CKM
(|VCKM|2 = |V5KM|2)-

La phase complexe de la matrice CKM peut néanmoins causer la violation CP
dans certaines conditions. Pour que cela se produise, il faut qu’au moins deux
diagrammes de Feynman différents contribuent avec une importance semblable &
I’amplitude de probabilité M d’une certaine désintégration®!, tel qu’illustré sur la
Fig. 1.2. Dans ce cas, le terme d’interférence entre les diagrammes est sensible au
signe de la phase complexe des éléments de la matrice CKM. Le changement de
signe du terme d’interférence, provenant de la différence entre Vogar et Vi, peut

amener des différences observables entre une désintégration et sa désintégration

1Djrac réalise en 1931 que son équation de 1928 prédit existence d’anti-électrons/®l. L’an-
née suivante, ces derniers sont observés pour la premiére fois par Anderson dans les rayons
cosmiques(33.

12Voir Sec. 1.4.
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F1G. 1.2 — Illustration des deux principaux diagrammes de Feynman responsables
de la désintégration B° — 1 Kg. L’interférence des deux diagrammes fait en sorte
que le taux de désintégration I' ~ |[M(B® — 1 Kg)|? est différent de celui de la
désintégration B° — K, et explique la violation CP par cette désintégration.

CP-conjuguée, c’est-a-dire la violation CP. Par cet effet de la phase complexe de
la matrice CKM, la force faible est I'unique interaction autorisant la violation CP
dans le Modéle Standard.

Depuis la découverte originale de Cronin et Fitch, plusieurs manifestations dif-
férentes de la violation CP ont été observées, principalement grace aux usines a
mésons B. A ce jour, la violation CP a été observée dans les désintégrations :
K — mr, K —» mlv, B — ¢vKg, B - KTK~Kg, B — D**D*~, B — /K",
B — fuKg, B = K-rtetB— pr ¥ et tout récemment dans les désintégrations

BY — DtD~ B3 ot BY — 7pr 1361,

1.3 Pourquoi étudier la matrice CKM ?

Maintenant que les principaux concepts généraux du Modéle Standard ont été
introduits, nous pouvons entrer dans le vif du sujet et demander : pourquoi vouloir
étudier la matrice CKM ? Pourquoi s’intéresser a la présente thése qui rapporte une
mesure de ’élément V,,;, de cette matrice ? Nous allons voir que, en fait, il existe

plusieurs bonnes raisons d’étudier la matrice CKM, et que la mesure de son élément
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V. est particuliérement importante !

Tout d’abord, nous avons vu que les éléments de la matrice CKM sont des
paramétres libres du Modéle Standard. La détermination expérimentale de leurs
valeurs est donc importante en soi. A ce chapitre, la détermination de |V| revét
une importance particuliére puisqu’il s’agit de 1’élément le plus petit et le deuxiéme
moins précisément mesuré de la matrice CKM.

Tel que discuté briévement dans I’introduction du contexte social, le but ultime
de cette étude demeure toutefois de contribuer 4 mettre en évidence des phénoménes
physiques nouveaux. Pour ce faire, il est possible de mesurer chacun des éléments de
la matrice CKM de plusieurs facons différentes, en s’assurant d’obtenir chaque fois
la méme valeur. Il est cependant encore plus intéressant de combiner les différentes
mesures individuelles reliées a la matrice CKM afin d’étudier la matrice dans son
ensemble. En effet, on a vu que la matrice CKM doit étre décrite par seulement
quatre paramétres : A\, A, p et n, alors que chacun des neuf éléments de la matrice
peut étre mesuré indépendamment. Qui plus est, nous avons vu que onze différentes
désintégrations violant CP ont été observées jusqu’a présent, et nous verrons que
la disparition de I’anti-matiére donne de bonnes raisons de croire que de nombreux
autres phénomeénes encore inconnus doivent aussi violer CP. Or, le Modéle Standard
prédit que la valeur de la seule phase complexe n doit pouvoir expliquer toute
violation CP, tout en étant cohérente avec les mesures directes des éléments de la
matrice CKM.

Des mesures expérimentales précises et variées de tous les éléments de la ma-
trice CKM et de la violation CP par plusieurs désintégrations différentes constituent
donc une maniére puissante de surcontraindre le Modéle Standard et de rechercher
les preuves de I’existence de nouvelle physique. Pour combiner les contraintes pro-
venant de la violation CP et des mesures directes des éléments de la matrice CKM,
nous verrons que la construction du Triangle d’Unitarité!®3" est particuliérement
utile, et que I’'amélioration de la mesure de |V,;| y joue un réle important. Dans son
état actuel, nous verrons que le Triangle d’Unitarité montre déja quelques signes

intrigants qui pourraient bien étres causés par des phénoménes physiques inconnus.
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Enfin, nous verrons que 1’étude des désintégrations semileptoniques utilisées pour
mesurer |V,;,| permet aussi I’étude des propriétés encore mal connues de la CDQ a

basse énergie.

1.3.1 La disparition de ’anti-matiére

Suite & sa découverte en 1964, I'intérét pour la violation CP a été moussé par
Sakharovl®”l, qui montra que si I’'Univers primordial prédit par la théorie du Big
Bang contenait autant de matiére que d’anti-matiére, alors la violation CP est
I'une des trois conditions nécessaires'® pour expliquer la prédominance actuelle de
la matiére sur 'anti-matiére.

La quantité égale de matiére et d’anti-matiére dans I’Univers primordial n’est ce-
pendant pas logiquement nécessaire pour expliquer la disparition de I’anti-matiére.
En effet, il est possible d’ajuster les conditions initiales du Big Bang pour qu’il y
ait initialement eu un peu plus de matiére que d’anti-matiére.

Cependant, en se basant sur les estimations astrophysiques des densités des
baryons np et des photons du rayonnement de fond cosmologique n., dans I’'Univers,
on obtient le ratio :

R="B _"BTNB

i ~ 1071, (1.29)
ou nj repésente la densité d’anti-baryons. La valeur de R implique qu’il faudrait
que le nombre initial de particules soit précisement 1.0000000001 fois supérieur au
nombre initial d’anti-particules. Pour la plupart des physiciens, un tel ajustement
hyper-fin des conditions initiales n’est pas satisfaisant. En général, le ratio R ~
10710 est donc plutdt interprété comme une mesure de la quantité de violation CP
produite depuis le Big Bang.

En revanche, I’ensemble de la violation CP observée jusqu’a maintenant est net-

tement insuffisantel®l pour expliquer la disparition de I’anti-matiére, par au moins

dix ordres de grandeur! Il s’agit 14 d’un bon indice qu’il doit fort probablement

13Les deux autres conditions de Sakharov sont la non-conservation du nombre baryonique (B)
et la rupture de I’équilibre thermique lorsque se produisent les réactions violant CP et B.
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(0,0 (1,0)

F1G. 1.3 — Illustration du Triangle d’Unitarité.

exister des phénoménes physiques encore inconnus violant fortement la symétrie
CP'. La Supersymétrie et la plupart des modéles de physique nouvelle prédisent
d’ailleurs D'existence d’importantes sources de violation CP supplémentairel®!l (un
exemple sera présenté a la Sec. 1.3.3.1). L’étude de la violation CP constitue donc
une avenue des plus intéressantes pour rechercher des phénomeénes physiques nou-

veaux.

1.3.2 Le Triangle d’Unitarité

Le Triangle d’Unitaritél*3! est un outil particuliérement efficace pour la mise
en évidence de phénoménes nouveaux car il permet de combiner de nombreuses
mesures provenant a la fois de la violation CP et de la détermination directe des
éléments de la matrice CKM, pour les ramener a seulement deux paramétres (p
et 7). Comme son nom l'indique, le Triangle d’Unitarité repose sur I’hypothése de
I'unitarité de la matrice CKM, qui doit étre vraie si aucune particule inconnue ne

contribue aux interactions faibles. Cette unitarité de la matrice CKM impose la

MEn plus de la violation CP dans les transitions entre les quarks, il est intréressant de noter
que la récente observation de D’oscillation des neutrinos suggére que les leptons pourraient aussi
contribuer & la violation CP. Ce phénoméne encore hypothétique serait la conséquence de phases
complexes de la matrice de MNS, I’analogue de la matrice CKM pour le changement de saveur
des leptons.
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condition ), V;;V;} = 0,1, permettant notamment de déduire que :

ViV 4 VeaViy + ViV = 0 (1.30)
VudV*b Vud *b

W14 w — . 1.31

VedVy ViaVi, (131)

L’Eq. 1.31, obtenue en divisant I’'Eq. 1.30 par ses éléments les mieux connus, V.4V,
définit le Triangle d’Unitarité illustré sur la Fig. 1.3. Ce triangle posséde plusieurs
propriétés intéressantes. Une valeur non-nulle (< 7) de ses angles 3 et v («) im-
plique la présence de violation CP par les désintégrations des mésons B° et BO. Le

sommet du triangle est donné par les deux paramétres (p, 7) :

p=p(1= 2 +o(A9)) (1.32)
n=mn(l- %2 + 0()\4) ), (1.33)

ou p, n et A sont les paramétres de Wolfenstein définis a la Sec. 1.2.2. Enfin, on
peut montrer que les longeurs des cotés du triangle sont données par les expressions

écrites sur la Fig. 1.3 et que ses angles sont donnés par les relations :

Ved Z)
=arg | — <, 1.34
g g( ViaVi, (134
ViaVi,
= —_ 1.35
V.aVe
v = arg (— dV“f) . (1.36)
V;d cb

Il est possible de déterminer expérimentalement la valeur de chacun des angles
et des cotés du Triangle d’Unitarité par des mesures impliquant les mésons B, B,
et K. L’état actuel des contraintes expérimentales sur les paramétres du Triangle
d’Unitarité est illustré par la Fig. 1.4. Comme on peut le voir sur la figure, ’angle
[ est le paramétre le mieux mesuré du triangle, tandis que les autres angles ne
sont pas encore déterminés trés précisément. Les mesures des cotés du triangle

deviennent aussi relativement précises. La longeur du c6té opposé a I’angle v est
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FIG. 1.4 — Illustration des contraintes expérimentales du Triangle d’Unitaritéls].
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déterminé & partir des mesures des fréquences d’oscillation des mésons B° — BO

et BY — B_Q. La longeur du coté opposé a I’angle § dépend des mesures directes

Vudvu*b

VeaVa,
|Vip|. La réduction de l'incertitude de ce coté du triangle est souvent considérée

des éléments , et son incertitude actuelle est dominée par la précision de

comme la principale motivation de réaliser une mesure plus précise de |V,;|. La
zone hyperbolique verte indique la contrainte sur les paramétres p et 7 (i.e. la
position du sommet du triangle) provenant des mesures effectuées sur les kaons.
L’incertitude sur ces paramétres, prenant en compte toutes les contraintes, est
indiquée par une zone jaune cerclée d’un trait rouge. Dans tous les cas (sauf pour (3),
une part importante de I'incertitude totale provient des calculs de CDQ nécessaires

a 'interprétation des mesures expérimentales.

1.3.3 Questions ouvertes soulevées par le Triangle d’Unitarité

Jusqu’a présent, le Modéle Standard est parvenu & décrire correctement toutes
les mesures impliquant le changement de saveur des quarks, notamment celles qui
sont reliées au Triangle d’Unitarité. Deux indices suggérent cependant que les usines
4 mésons B pourraient étre sur le point de mettre en évidence I'existence de phé-

nomeénes physiques nouveaux.

1.3.3.1 Mesures de sin 23 avec diagrammes en arbre ou pingouin

Un indice particuliérement intrigant provient de la mesure de I’angle § du Tri-
angle d’Unitarité avec les mésons B. Ce premier indice n’est pas directement lié &
la mesure de |V,;|. Puisqu’il s’agit d’un exemple concret et intéressant de I'impact
que pourrait avoir I’étude de la matrice CKM par les usines & mésons B, nous y
consacrons néanmoins la Sect. 1.3.3.1.

La mesure de I’angle 3 du Triangle d’Unitarité souléve présentement bien des
interrogations puisqu’il existe deux maniéres différentes de mesurer sin 23, et que
ces deux types de mesures semblent donner des résultats incohérents. La valeur de

référence de sin 23 est mesurée avec des réactions dites “en arbre”, avec un état



28

RO
B Vcb
bl
W~ \\\
v *
d

F1G. 1.5 — Illustration des diagrammes de Feynman “en arbre” (a) et “pingouin”
(b). Dans le Modéle Standard, les interférences de ces deux diagrammes avec le
diagramme ajoutant une oscillation BO — B (illustré sur la Fig. 1.2 pour le
disagramme en arbre) doivent violer CP et mener a4 des mesures identiques de
sin 2. Le diagramme pingouin contient cependant une boucle qui pourrait étre
sensible a l'influence de particules inconnues, dénotées “...X(?)” sur la figure (b).

final “charmonium” (cc), illustrées par la Fig. 1.5 (a). Elles donnent sin28.; =
0.675 + 0.026. Par contre, les mesures impliquant des diagrammes dits “pingouins”
comme celui illustré sur la Fig. 1.5 (b) donnent plutdt sin 25,;,, = 0.52 4+ 0.05, en
désaccord avec sin 203, par 2.8 écarts types. L’état actuel de ces mesures est illustré
a la Fig. 1.6.

Si la probabilité statistique d’obtenir ces deux différentes valeurs de sin 25 est
faible, d’autres considérations rendent leur désaccord encore plus intéressant. Tout
d’abord, la présence d’une boucle dans les diagrammes pingouins, mais pas dans les
diagrammes en arbre, implique que les pingouins devraient étre particuliérement
sensibles & 'influence de particules nouvelles. Par exemple, des particules supersy-
métriques virtuelles pourraient fort bien contribuer significativement & I'interaction
en boucle du diagramme pingouin. D’autre part, des estimations théoriques de 1’in-
fluence de l'interaction forte et de diagrammes électrofaibles supplémentaires sur
les valeurs de sin 23,4 et sin 25, montrent*? que ceux-ci devraient avoir un effet
relativement faible. Qui plus est, ces estimations théoriques montrent que ces effets

devraient faire en sorte que sin203,,,, > sin20., tel qu’illustré sur la Fig. 1.7. Il
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sin(2B”") = sin(2¢;") EHXS

PRELIMINARY
b—ccs  World Average : ! 0.68 +£0.03
o . BaBar |l ¢ 042+031%0.10

X Belle 0.50 + 0.21 +0.06
< Average 0.39+0.18
P BaBar ¢ i 44 ¢ 058+0.10+0.03
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& Average ; : b ; 0.61+0.07
s ¥’ BaBar 1 i |—H—i 0.66+0.26+0.08
> Belle ' ; : ‘' 0.30£0.32£0.08
I & Average G =g 0.51£0.21
" BaBar 0.33+0.26 £0.04
x> Belle 0.33+0.35+0.08
&’ Average 0.33+0.21
o g BaBar ¢ 0 0.20+052+0.24
o Average H 0.20 £0.57
o, BaBar | S 0.62*52540.02
X Belle * 0.11+0.46+0.07
S Average 1 0.48 £ 0.24
I . BaBar T R 1 T 0.62+0.23
< Belle ; i i 0.18+0.23+0.11
» = Average ; =] 0.42+0.17
x> BaBar ———+—— T -084+0.71£0.08
| Averagel—————— R B 084071
®' X BaBarQ2B ; .—.{—1 0/41%018%0.07+0.11
¢ Belle : E |=H~ 10.68+0.15+0.03 0%
& Average : Do 0.58 +0.13
-3 2 -1 0 1 2 3

FIG. 1.6 — Moyennes mondiales!®! des mesures de sin 2 provenant de diagrammes
en arbre (b — ccs) et de divers diagrammes pingouins (b — s5s). La mesure de
sin 26,z = 0.68 £ 0.03 est indiquée tout en haut de la figure, et son étroite zone
d’incertitude est illustrée tout le long de la figure. Les autres mesures indiquées plus
bas impliquent toutes des diagrammes pingouins. La moyenne des valeurs obtenues
avec tous les diagrammes pingouins est sin 23,,,, = 0.52 £ 0.05.
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IKKKS‘

01 02
Asin2p (penguin-tree)

F1G. 1.7 — Intervalles de variation de (sin 23,,, —sin 2/3.;) prédit par la CDQ pour
différents diagrammes pingouins!*°l.

semble donc trés improbable que I’écart observé entre les deux valeurs de sin 203
soit la conséquence des contributions des interactions fortes ou de diagrammes
électrofaibles supplémentaires.

I sera intéressant de surveiller I’évolution des mesures de sin2(3,,, et sin 23,

alors que les usines a mésons B continuent d’accumuler de plus en plus de données.

1.3.3.2 Mesures directes et indirectes de |V,

Le second indice concerne directement la mesure présentée dans cette thése.
Cette fois-ci, on observe une différence de plus de deux écarts types entre la mesure
directe de |V,;| et sa valeur donnée par un lissage global des paramétres (p,7) du
Triangle d’Unitarité de la Fig. 1.4, en faisant I’hypothése que le Modeéle Standard
soit vrai. En effet, la mesure directe'® donne |V,p|girecte = (4.52 & 0.33) x 1073, alors
que les mesures indirectes obtenues par des lissages globaux du Triangle d’Unitarité
donnent |Vip|cxmrier = (3.59 T0:15) x 1073 et [Viplorra = (3.47 £0.16) x 1073

selon les groupes CKMFitter et UTFitl*!l, respectivement.

Une interprétation possible de cette différence serait la présence de physique

5Cette valeur correspond & la moyenne mondialel®®! des mesures inclusives utilisant les
calculsl*?! de Lange et al.
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nouvelle dans 1’oscillation des mésons B°— BO qui affecterait la valeur de sin 23, [43].

Quant a elles, les mesures directes de |V,;| ne sont pas propices a subir 'influence
de phénoménes physiques au-deld du Modéle Standard puisqu’un seul diagramme
électrofaible en arbre contribue a leur amplitude de probabilité.

Une autre interprétation de ces différentes valeurs de |V,;|, peut-étre plus pro-
bable & ce stade, pourrait étre que I’'une des approximations faites dans les difficiles
calculs de CDQ nécessaires a la détermination de |V;| soit inappropriée, ou encore
que l'incertitude de ces calculs soit sous-estimée. En effet, la grandeur du couplage
ag de l'interaction forte a 1’énergie relativement basse utilisée pour les mesures
de |V,,| empéche I'utilisation de la théorie des perturbations dans le calcul de ces
interactions. Ces calculs de la CDQ en régime non-perturbatif (i.e. 4 basse énergie)
posent des difficultés techniques considérables, méme pour les désintégrations se-
mileptoniques qui sont pourtant relativement simples. L’incertitude provenant de
la CDQ contribue donc fortement & l'incertitude actuelle sur |Vip|girecte; bien que
des progrés théoriques significatifs se soient produits depuis quelques années (voir
Sec. 1.5).

A ce propos, il faut spécifier que la mesure la plus précise présentement :
\Vab|directe = (4.52 4 0.33) x 1073, utilise une méthode dite “inclusive”. Les me-
sures inclusives sont réalisées en étudiant les désintégrations B — X, fv, ou X,
représente I’ensemble des mésons composés de quarks u et d. Il existe toutefois une
méthode indépendante dite “exclusive” pour mesurer |V,;|. Avec les mesure exclu-
sives, un seul des mésons X, est considéré, par exemple le méson 7 (ou pion). La
méthode exclusive est celle qui est utilisée dans la présente thése étudiant la désin-
tégration B® — 7~ (Tv. Le fait que les mesures inclusives et exclusives dépendent
de calculs de CDQ différents et indépendants est un avantage car cela leur permet
de se vérifier mutuellement.

Les calculs inclusifs* utilisent les techniques de I’ ezpansion en produits d’opéra-
teurs et de I’expansion des quarks lourds, et sont faits au niveau des quarks. Puisque
les quarks isolés ne sont jamais observés expérimentalement (seuls les hadrons le

sont), 'application des calculs inclusifs aux mesures expérimentales repose sur 1’hy-
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pothése de la “dualité quark-hadron” supposant que les propriétés de I’ensemble
des mésons X, sont similaires aux propriétés des quarks isolés qui les composent.
L’expansion en produits d’opérateurs sépare systématiquement les contributions
perturbatives et non-perturbatives de la CDQ. En paramétrisant les contributions
non-perturbatives des désintégrations b — ulv en termes de paramétres mesurés
expérimentalement avec les désintégrations b — cfv et b — s, les calculs inclusifs
de |Vi| parviennent & obtenir des résultats relativement précis. En revanche, les
incertitudes théoriques de ces calculs sont difficiles & estimer, notamment pour ce
qui concerne l'influence des sélections expérimentales et la dualité quark-hadron.

D’autre part, les calculs exclusifsi*! sont effectués directement au niveau des
hadrons et cherchent & obtenir les facteurs de forme s’appliquant & une réaction
particuliére, par exemple B° — 7= ¢*v. Les facteurs de forme sont des fonctions
empiriques reproduisant 1’effet des interactions fortes entre les quarks et les gluons.
Le role des facteurs de forme dans la désintégration B® — 7~ ¢*v sera expliqué en
détail & la Sect. 1.4, alors que la description des différentes techniques de calcul des
facteurs de forme pour cette désintégration sera le sujet de la Sect. 1.5.

Les calculs exclusifs sont présentement moins précis que les calculs inclusifs pour
ce qui concerne 'extraction de |V,;|. Par contre, les incertitudes expérimentales des
mesures exclusives de |V,;| sont inférieures a celles des mesures inclusives, et on
verra a la Sec. 1.5.4 que la technique de calcul exclusif de CDQ sur réseau pourrait
bient6t produire des résultats au moins aussi précis que ceux des calculs inclusifs.

La mesure exclusive de |V,,;| présentée dans cette thése est donc également utile
pour vérifier le résultat des mesures inclusives de |V,;| donnant présentement des
valeurs différentes de celles prédites par les lissages globaux du Triangle d’Unitarité.
A cause de sa plus grande précision expérimentale, elle pourrait méme devenir la
méthode favorite pour mesurer |V,;|, dépendant de 'ampleur des progrés théoriques
futurs. Si les présentes valeurs de |Vip|directe == 4.5 x 1073 et |Vip|prpie ==~ 3.5 x 1073
étaient confirmées avec de trés petites incertitudes, cela pourrait signifier que des
phénomeénes physiques nouveaux influencent I’oscillation des mésons B — BY. En

revanche, si la valeur exclusive de |V,;| s’avére significativement différente de sa
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valeur inclusive, cela signifierait plutot que les calculs utilisés par 1'une et /ou 'autre
de ces méthodes sont erronés. Parmi les calculs exclusifs, on verra a la Sec. 1.4.2.2
que des mesures expérimentales peuvent aussi permettre de tester les calculs réalisés
avec différentes techniques. Les mesures directes de |V,;| permettent donc en plus
de mettre & I’épreuve les techniques de calcul de la CDQ en régime non-perturbatif.

De facon générale, il peut étre surprenant d’apprendre que les propriétés de
base de particules pourtant bien connues, comme le spin et la masse des protons et
des neutrons, n’ont pas encore pu étre calculées avec la CDQ non-perturbativel?.
Bien qu’il n’existe pas de raison convaincante de douter de ’habileté de la CDQ a
décrire les interactions fortes a basse énergie, on peut néanmoins argumenter que ce
secteur du Modéle Standard demeure mal connu, au-dela de quelques prédictions
qualitatives comme la liberté asymptotique des quarks.

Jusqu’a présent, les résultats expérimentaux montrent que la CDQ est pour ainsi
dire cohérente avec elle-méme, c’est-a-dire que différentes mesures indépendantes
donnent des résultats compatibles lorsqu’ils sont interprétés dans le contexte de la
CDQ (les mesures de la constante de couplage courante ag(p) & divers énergies
i en sont de bons exemples[4]). Des tests expérimentaux indépendants de toute
hypothése théorique sur 'interaction forte sont toutefois souhaitables afin de mieux
mettre & I’épreuve cette théorie. En plus de mesurer |V,;|, on verra a la Sect. 1.4

qu’il est possible de réaliser un tel test avec la désintégration exclusive B — 7= ¢ v.

1.4 Détermination de |V,;| et étude expérimentale de la CDQ non-

perturbative avec la désintégration B — 7= (v

Nous avons mentionné que 1’étude de la désintégration B® — 7~ ¢*v permet une
mesure exclusive de la norme de 1’élément V,;, de la matrice CKM, qui peut étre
comparée aux valeurs données par les mesures inclusives et par les lissages globaux
du Triangle d’Unitarité. En plus, nous avons affirmé que I’étude de cette désintégra-
tion permet de tester certains calculs de CDQ non-perturbative indépendamment

de toute hypothése théorique.
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Nous allons maintenant expliquer comment la désintégration B® — 7= (v est
décrite par le Modéle Standard, et montrer du méme coup comment les relations
entre les observables physiques et les paramétres théoriques permettent les mesures

que nous venons d’énoncer.

1.4.1 Description qualitative de la désintégration B® — 77( 7

Avant de définir quantitativement les observables physiques et les paramétres
théoriques liés a la désintégration B — 7~ ¢*v, voyons d’abord qualitativement ce
qui s’y produit.

Le diagramme de Feynman de l’interaction électrofaible de la désintégration
BY — 70~ est illustré sur la Fig. 1.8. Comme on peut le voir sur la figure,
cette désintégration est relativement simple, étant décrite au premier ordre par un
diagramme “en arbre”. L’¢état initial'® de la désintégration est un méson B° composé
d’un quark b et d’un anti-quark d. Aprés un temps de vie moyen!!! relativement
long de 70 = (1.530 4= 0.009) x 107'2 sec, le quark b se transforme en un quark
u par l'interaction faible : b — uW~. Le boson W~ (virtuel) se désintégre quasi-
instantanément en une paire de leptons'” : W~ — (77, ol £ = e ou p. Quant
a lui, I'anti-quark d ne participe pas a l'interaction faible. On dit que c’est un
quark “spectateur”. Suite a la désintégration du quark b — u, les quarks d et u
interagissent par la force forte pour former le méson 7+ de 1’état final'®. L’intervalle
de temps caractéristique nécessaire a la formation du pion est de ’ordre de 10=23
sec.

Pour éviter toute confusion, mentionnons dés maintenant que l'appellation
“spectateur” donnée au quark d ne concerne que linteraction faible, et non pas

l'interaction forte. En effet, le quark d interagit constamment par force forte avec

16Dans le cas de 'expérience BABAR, on verra plus loin que ce méson B? est lui-méme produit
en laboratoire & partir de la réaction : ete~ — 7(45) — B°BO.

7Les désintégrations W~ — 7775 et W~ — g sont aussi possibles, mais ne sont pas I’objet
de la présente étude.

18a désintégration subséquente du pion ne joue aucun role dans cette mesure. Le temps de vie
moyen!*! du pion est si long, 7,4+ = (2.6033 4 0.0005) x 1078 sec, que sa désintégration n’est pas
observable & BABAR.
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B*{; AT

F1G. 1.8 — Diagramme de Feynman de l'interaction électrofaible d’une désintégra-
tion BY — 7™/~ . La transition b — u se produit par I’échange d’un boson W.

d

F1G. 1.9 - Exemple de diagramme de Feynman de 'interaction électrofaible et des
interactions fortes d’une désintégration B® — 77 ¢~ 1. Les interactions fortes entre
les quarks sont trés difficiles & décrire avec la CDQ non-perturbative.
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le quark b initial, le quark u final et les “quarks de la mer”[*4.

Le diagramme de
Feynman incluant ces interactions fortes est illustré sur la Fig. 1.9. Comme on le
voit en comparant les Fig. 1.8 et 1.9, la description des interactions fortes des quarks
est considérablement plus compliquée que celle de 'interaction faible b — ulV .
Ces interactions fortes ont un effet observable sur la désintégration B — 7+¢~©
et occasionnent des incertitudes importantes sur la mesure de |V,,|.

En revanche, méme sur la Fig. 1.9, la désintégration B — 77¢~7 demeure
grandement simplifiée du fait de la désintégration leptonique de son boson, W~ —
("7, puisque les deux leptons ¢~ et 7; sont insensibles aux interactions fortes. Cela
ne serait pas le cas si le boson W s’était désintégré hadroniquement (W — ¢q).
Un grand avantage de la désintégration semileptonique B — 7t/ est donc de
pouvoir y isoler I’effet des interactions fortes a la seule transition B — 7+. En
plus de simplifier la détermination de |V,;|, 'isolation des interactions fortes dans
la désintégration B — 7 ¢~ fait en sorte que son effet observable peut étre utilisé
de maniére relativement simple pour tester expérimentalement les prédictions de

la CDQ non-perturbative.

1.4.2 Définition quantitative des observables liées & la désintégration

BY — = (ty

Malgré la description qualitative qui précéde, on devine bien qu’il n’est pas
possible, expérimentalement, d’observer un quark b en temps réel, ni sa transfor-
mation en quark u, ni ses échanges de gluons avec le quark spectateur. Pour réaliser
la mesure présentée dans cette thése, nous avons utilisé des observables beaucoup
plus simples. Tout de méme, nous allons voir que ces observables permettent d’ap-

prendre beaucoup de choses.

1.4.2.1 Le rapport d’embranchement total et partiel

L’observable de choix dans cette thése est le rapport d’embranchement partiel

de la désintégration B® — 7~ (v en fonction de la variable cinématique ¢2, dénoté
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AB(q?). Nous allons voir que AB(¢®) peut étre déterminé expérimentalement par
I’Eq. 1.73, indépendamment de toute hypothése théorique, alors que I'Eq. 1.53
permet son interprétation théorique.

La variable ¢? représente la masse invariante au carré du boson W¥ virtuel réali-
sant les transformations b — uW~ ou b — @WW ™. Nous y reviendrons plus en détail
a la Sect. 1.4.2.2. Le rapport d’embranchement, lui, est défini en termes du taux
de désintégration I'. Pour la désintégration B — 7= ¢*v, le taux de désintégration

est définil?! par :

Nombre de désintégrations B — 7~ ¢*v par unité de temps

'(B° ty) =
(B" =7 (") Nombre de B° présents

Si on considére toutes les désintégrations possibles, B — X, alors le taux de

désintégration est égal a l'inverse du temps de vie moyen de la particule pére :
I'(B° — X)=1/7po. (1.37)

On remarque que I' a des unités de temps inverse'® et est invariant de Lorentz, bien

que, dans ’'Eq. 1.37, le temps de vie 750 soit défini dans le référentiel du B? au

repos. I peut aussi étre mesuré en unités d’énergie (GeV) et représente la largeur

(partielle ou totale) de la distribution de masse du méson B. Finalement, le rapport
d’embranchement B est donné par le ratio des taux de désintégration :

(B — n=(ty
BB - n (ty) = (F(BO =X ) (1.38)
= 7p0-[(B” — 7 (Tv). (1.39)

Le rapport d’embranchement B(B? — 7~ (Tv) représente la fraction des mésons
B se désintégrant vers I’état final spécifique 7= ¢Tv. On verra que la valeur de ce
rapport d’embranchement est d’environ 10~%. Pour I’ensemble des désintégrations

semileptoniques, le rapport d’embranchement B(B° — X ~{*v) est d’environ 10%.

19Nous utilisons la convention hc = 1.
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A Dexpérience BABAR, le rapport d’embranchement est mesuré en comptant le
nombre total de mésons BY, npo, et le nombre de désintégrations B° — 7 (T,
Ny, contenues dans un méme échantillon de données. Pour mesurer le nombre
de désintégrations B — 7~ ¢*v dans un échantillon, il est nécessaire d’appliquer
certaines sélections expérimentales?®. L’effet des ces sélections est la perte d’une
certaine fraction f des désintégrations B — 7~ ¢*v de I’échantillon. Cette fraction
définit Defficacité :

N

e=0-f=% (1.40)

ou N est le nombre de désintégrations B® — 7~ ¢*v contenues dans I’échantillon
apres les sélections expérimentales. En déterminant expérimentalement npgo, € et
N, le rapport d’embranchement est donné par la relation :
N N
B(B® — n(ty) = =L = (1.41)

npo E'TLBO.

On peut aussi étudier le rapport d’embranchement différentiel d3, que la théorie

des champs quantique définit!?! ainsi :

dB(B® — wlv) = 2:5;0 ( H / (2:;3%> |IM(B® — wﬁy)f (27)46@W (PBO — ZP,) :
r=n{ T

— 1t

(1.42)

Dans I'Eq. 1.42, M(B° — m(v) est amplitude de probabilité de la désintégration

B® — 77 {Tv, mpo est la masse du méson BY, E est 1'énergie, P est la quadri-

impulsion, I'indice r indique les particules 7, ¢*, v de I’état final et 5 est la
fonction delta de Dirac imposant la conservation de la quadri-impulsion.

L’amplitude de probabilité M(B° — 7/lv) est représentée par le diagramme

de Feynman de la Fig. 1.8. Dans ce diagramme, nous avons déja mentionné que

I’on peut séparer les courants hadronique b — ulWW ™~ et leptonique W~ — (77,

puisque le courant hadronique est influencé par les interactions fortes du quark

20Beaucoup plus de détails au sujet des considérations expérimentales de cette mesure seront
donnés dans les Chap. 3 et 5.
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spectateur d et par l’environnement mésonique B9 — 7t en général, mais pas le
courant leptonique. Ces concepts apparaissent explicitement dans la définition*!

de I'amplitude de probabilité :

M(B® — 7)) = —iG—\/gVubL“HH (1.43)
" = g1 —~°) v, (1.44)
H, = <w+\u%(1—%)b‘@> (1.45)

ou G est la constante de couplage de I'interaction faible, L* est le courant lepto-
nique et H, est le courant hadronique placé entre les “bra” et “ket” de I’environne-
ment meésonique BY — 7.

Ainsi, on peut montrer(*>%6 en combinant les Eqs. 1.42 & 1.45 que :

dB(B° — 7lv) o GH|Vi|? (% —m})?\/ B2 —m? (1.46)
dq? b 2473 qim, .
m2 3m2
X {(1 + 2—(;;)7"1230(53 —m2) | f+(¢*))? g;(szo —m2)? |f0(q2)|2}

oil les fonctions f1(¢?) et fo(q?) sont les deux facteurs de forme nécessaires pour
décrire complétement les effets observables de la CDQ sur la désintégration B® —
7 {Tv. La forme de ’Eq. 1.46 est générale, et s’applique a toutes les désinté-
grations Aps — Bpglr, d'un méson pseudo-scalaire Apg vers un autre méson
pseudo-scalaire Bpg. Dans le cas qui nous intéresse ou ¢ = e ou u, et donc ou
m2 << 1 GeV?, cette équation peut cependant étre simplifiée considérablement.

On obtient alors :

dB(B° — mtv) . G|V |?

dg? B T s

< { p=l - I+ (@) } (1.47)
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ol |p;| est une fonction de ¢? :

bzl = VEZ;—m3 (1.48)
2 2 2)2
_I_ J—
\/ (s 47::;” CF e (1.49)
BO

Il suffit enfin d’intégrer I’Eq. 1.47 pour obtenir le rapport d’embranchement total :

0 GE|Va|? Tmas 3 2\(2 7 2
B(B” — mlv) = Tpo - o, Ip=|” |+ (a7 dg (1.50)
qmin
d’ou on trouve que :
B(BY — wtv)
V| =4 ————= 1.51
Vs e (1.51)
en posant que :
Gy Tras 3 202 7.2
=i [P 1P de (1.52)

Avec I’Eq. 1.51, nous avons établi la maniére exclusive de mesurer |V,,|, en
séparant explicitement les trois ingrédients de cette mesure : B, 7po et (. D’une
part, le rapport d’embranchement B(B? — 7lv) et le temps de vie 7o peuvent

t2L. D’autre part, la variable ¢ doit étre déterminée

étre mesurés expérimentalemen
par des calculs théoriques.
Dans I’Eq. 1.52 définissant (, le facteur de forme f, (¢®) doit étre calculé théo-
riquement avec la CDQ non-perturbative. Le reste de ’équation est toutefois trés
bien connu. La forme de ’Eq. 1.52 est connue exactement dans le Modéle Standard,
tout comme les valeurs de ¢2., et ¢, (définies dans la Sect. 1.4.2.2), alors que
les valeurs de Gr, mpo, m, sont mesurées précisément. C’est donc la valeur de
I'intégrale de la fonction f,(¢?) qui est a lorigine de I'incertitude théorique de la

variable (, se transmettant a |V,|.

Plutot que de considérer le rapport d’embranchement total, défini pour la plage

21Les mesures les plus précises du temps de vie 7o sont faites aux usines & mésons B, & partir
de la fréquence d’oscillation des mésons BY — BO 141,
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compléte des valeurs de ¢2, (¢2,,, G20, ), 1l est parfois utile de ne considérer qu’une
plage de valeurs réduite (g7, ¢7). Dans ce cas, les Eq. 1.50 & 1.52 demeurent valides

et s’écrivent simplement :

G2\V.,l2 19
AB(¢?) = TBO'igL 3b| / x> | f(®)]? dg® (1.53)
T qi2

AC = G (" 27 | f+(¢®) dg? (1.54)

2473 e T + ’

AB(q?)

= =1 1.

(2 AC T (1.55)

On verra maintenant que la forme du facteur de forme f, (¢?) peut étre mesurée
expérimentalement, ce qui permet a la fois de réduire I'incertitude sur |V,;| et de
tester les calculs de CDQ en régime non-perturbatif. La norme de f,(¢?) doit

cependant toujours étre calculée théoriquement.

1.4.2.2 La forme du spectre de ¢°> de la désintégration B® — 7= (Tv

On a vu que l'observable de choix AB(q*) est donnée par I'Eq. 1.53, ou la
variable ¢? est la masse invariante au carré du boson W. Pour la désintégration

BY — 1= (*v, les limites cinématiques® de ¢* sont :

min = Mf =0 (1.56)
Ce = (mpo —myg)? ~ 264 GeV? (1.57)

Il est possible de mesurer ¢*> pour chaque désintégration B — 7~ (Tv détectée
expérimentalement. Pour ce faire, on peut alternativement mesurer les quadri-
impulsions des leptons ¢ et v ou celles des mésons B° et m, comme le montrent

les relations :

¢ = (P+P) (1.58)
¢ = (Pp—Pr)’ (1.59)
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F1G. 1.10 — Tllustration des angles 0, 0y et y décrivant la désintégration B —
AN

Nous verrons aux Chap. 3 et 5 que la relation 1.59 est celle que nous avons choisi
d’utiliser dans la mesure présentée dans cette thése.

Trois autres variables cinématiques sont généralement utilisées pour décrire la
cinématique des désintégrations semileptoniques. Ces variables sont illustrées sur
la Fig. 1.10. Il s’agit de I’angle 6, d’hélicité du boson W, de I'angle 6y de la dés-
intégration du pion, et de ’angle dihédral y formé par les plans de désintégration
du W et du 7. Les quatres variables ¢2, 0, 6y et \ sont entiérement décorrélées??.

Pour la désintégration B® — 7= ¢*v, le rapport d’embranchement différentiel

en fonction des quatres variables cinématiques est!*? :

dB(B® — 7~ 0ty,) G|V |?
dq?d cos Oyd cos Oy dy B T o8

-sin? 0 sin Oy - |pr?| £ () (1.60)

Les deux seuls termes inconnus de I'Eq. 1.60 sont le facteur de forme f,(¢*) et
la constante |V,;|. Le reste de ’équation est trés bien connu. Afin de simplifier le
probléme, on peut intégrer la composante angulaire de ’Eq. 1.60 sans introduire

d’incertitude théorique puisque cette composante n’est pas couplée a la fonction

22Notons que les angles 0y et x de la désintégration B — 7~ T v ne sont pas mesurables avec
le détecteur BABAR, puisque la désintégration du pion chargé n’y est pas observable.
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F1G. 1.11 — Principales prédictions théoriques du rapport d’embranchement diffé-
rentiel dB(B° — n~(Tv)/dq?, normalisées par |V,,|?. Les variations de la forme et
de l'intégrale de dB(B° — 7~ (*v)/dq? proviennent des changements du facteur de
forme f(q?) prédits par différents calculs définis a la Sec. 1.5. Ce sont : le modéle
de quark ISGW2l47! (noir), les RSCLI®! (rouge) et les calculs de CDQ sur réseau
de HPQCDM (vert) et Fermilabl® (bleu).

f+(¢?) inconnue®®. On retrouve alors 'Eq. 1.47. Pour cette raison, I'incertitude
théorique provenant de l’interaction forte, paramétrisée par le facteur de forme
f+(q%), ne dépend que de la seule variable cinématique ¢*> de la désintégration
B — (v,
Différentes prédictions théoriques du rapport d’embranchement différentiel dB(B° —

7 ¢*v)/dg* sont montrées sur la Fig. 1.11. Comme on peut le voir sur la figure, les
spectres de ¢? prédits par les différents calculs varient autant par leur forme que
par leur intégrale. Ces différences proviennent des variations de la fonction f(¢?)
prédite par les différents calculs. L'effet de la valeur de |V,,;| a été enlevé de la

Fig. 1.11 pour faciliter son interprétation en terme du seul facteur de forme. La

230n verra au Chap. 4 que cette propriété fort utile ne s’applique pas & toutes les désintégrations
semileptoniques.
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valeur de |V,;|? affecte linéairement la valeur du rapport d’embranchement mais
n’a aucune influence sur la forme du spectre de ¢

Ces incertitudes sur la forme et I'intégrale du spectre de ¢* ont plusieurs consé-
quences importantes. L’incertitude sur la forme du spectre de ¢*> peut notamment
causer une incertitude importante sur I'efficacité de sélection expérimentale € se
traduisant par une incertitude sur le rapport d’embranchement® (voir Eq. 1.41).
Cette incertitude était d’ailleurs dominante lors de la toute premiére mesure de
B(B® — 7= ¢*v) BU. 11 est cependant possible de la réduire substantiellement par
quelques précautions, tel que décrit ci-apres.

Pour étudier I'influence de f,(¢?) sur la mesure de B(B® — 7~ (*v), réexpri-
mons d’abord Defficacité de sélection expérimentale ¢ (Eq. 1.40) en termes théo-
riques, comme & ’Eq. 1.47. Pour ce faire, il est utile de séparer les composantes de

normalisation [ et de forme fy (¢*) du facteur de forme :

Jola?) = 12 Tl / folq?) dg* = 1. (1.61)
On trouve alors (Eq. 1.41) que :
No = npo-B(B — 71 (1Y) (1.62)
2
= npo-rpn - ZEE o, / e PP dg® (163)
N = npo-Tpo- % : |f2|2-/jgnaz S(¢*) |pl® 1) dg®  (1.64)

Qmin

d’on Defficacité est donnée par (Eq. 1.40) :

2 ~
NS S@) 5P () de?
N _ )

Noo e |53 | Fo(@?)? de?

(1.65)

€ =

24Ne pas confondre cette incertitude avec celle de |V,;| dont nous avons surtout parlé jusqu’ici.
Tl s’agit bien ici d’une incertitude supplémentaire s’ajoutant & celle de ¢ (voir Eq. 1.51).
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ot S(g*) donne la dépendance selon ¢ de Defficacité intrinséque des sélections
expérimentales. L’efficacité intrinséque S(¢?) indique la fraction de I'espace des
phases conservée par les sélections en fonction de ¢?. Par exemple, la sélection
|p¢| < 1 GeV conserve une plus grande fraction des états possibles a haut ¢* qu’a
bas ¢?. Cette efficacité intrinséque différe de efficacité effective € car cette derniére
dépend de I'amplitude de probabilité de la désintégration B° — 7= ¢*v dans la
portion conservée de l'espace des phases. Par ailleurs, 'amplitude de probabilité
dépend elle méme du facteur de forme f, (¢?). L’efficacité dépend donc aussi de
f+(¢®). On note cependant que seule la forme f, (¢%) du facteur de forme contribue
a Defficacité, comme le montre ’Eq. 1.65.

Considérons maintenant effet de 'incertitude de f (¢®) sur Pefficacité e. Pour
ce faire, supposons deux calculs différents G et H produisant les fonctions ff(qz) et
ff (qz), respectivement. Comme c’est le cas en pratique, supposons aussi que nous
utilisions deux simulations différentes faites avec les calculs G et H pour obtenir
les efficacités e et eg. Ces efficacités seraient :

S S(q) 5 | TS (e dg?
€ = —nn - (1.66)
[ el 1Pl de?
S S(a?) P 171 (@) dg?
eg = —In — (1.67)
Sy el 1 F1(a?)? dg?
€x # €q (1.68)

Dans la mesure ol nous sommes incapables de déterminer lequel des deux calculs
décrit réellement le comportement de la Nature, la différence des efficacités totales
€q et ey introduit une incertitude systématique. Plus les formes des fonctions ff(q2)
et ff (¢?) différent, plus cette incertitude sera importante.

La situation est toutefois différente si 'on considére 'efficacité différentielle
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de/dq?. Dans ce cas, on obtient :

de S(@®) |l 16 ()

di _ - ‘3 ‘~G| —;(2 )| _ S(q2) (169)
q P23 1 f5 (¢?)]

de S(@®) a1 F7 ()2

dz h 13 ‘~H| +2(2 ! = 5(¢°) (1.70)
q o2 |3 | f (¢?)]

deg  deg

d—q2 —_ d—q2. (1.71)

Lefficacité differentielle de/dq? est identique pour toute fonction f(¢%) ou f¥(g?).
Cette quantité est donc entiérement indépendante des hypothéses théoriques. En
principe, son évaluation est un probléme purement expérimental.

En pratique, il n’est cependant pas possible d’utiliser la véritable efficacité dif-
férentielle dans une mesure expérimentale. En effet, de/dq* est définie pour un
intervalle infinitésimal dg? alors que le nombre limité de désintégrations obser-
vées expérimentalement impose 'utilisation d’intervalles finis Ag* = ¢7 —¢;. Entre
I'efficacité totale de I'Eq. 1.65 et 'efficacité différentielle de I’'Eq. 1.69, I’efficacité
partielle Ae(q?) s’avére un compromis fort utile. Cette quantité est définie pour un

intervalle fini (¢7,¢;)

2

- Ji2 8@ 17 | ()P dg?

— (1.72)
S22 17 ()P de?

Ac(q

Comme lefficacité totale, l'efficacité partielle n’est pas rigoureusement indépen-
dante des hypothéses théoriques sur la forme du facteur de forme f+(q2). Par contre,
sa dépendance sur f+(q2) peut étre grandement réduite par I'utilisation d’intervalles
Aq® = ¢; — g} suffisamment petits. Pour la mesure présentée dans cette thése, on
verra que l'utilisation d’intervalles relativement petits de Ag? = 2 GeV/2, combinée
aux connaissances actuelles de f, (¢2) qui excluent les variations extrémes et a un
choix de sélections expérimentales minimisant la variation en ¢* de S(¢?), nous a
permis d’obtenir une fonction d’efficacité partielle Ae(q?) ayant une dépendance

négligeable sur les hypothéses théoriques.
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Ainsi, comme & I’'Eq. 1.41, le rapport d’embranchement partiel AB(q?) est ob-

tenu expérimentalement de Ae(g?) par la relation :

AN(q?)

AB(q2) = AE(q2) “npo

(1.73)
ou AN(q?) est le nombre de désintégrations B® — 7~ ¢*v contenues dans 1’échan-
tillon aprés les sélections expérimentales pour un intervalle Ag® = ¢7 — ¢;. Si la
dépendance de Ae(g?) sur les hypothéses théoriques est négligeable, alors le rap-
port d’embranchement partiel AB(¢?) peut aussi étre mesuré avec une incertitude
théorique négligeable.

De plus, en subdivisant le spectre entier de ¢* € (g2, ¢%...) €n plusieurs petits
intervalles (7, ¢;), et en mesurant le rapport d’embranchement partiel AB(g;) dans
chaque intervalle, on peut aussi obtenir le rapport d’embranchement total avec une

incertitude théorique négligeable :
B(B® — n Ty =Y AB(g?). (1.74)

En termes théoriques, ’analogue de 'Eq. 1.74 est :

B(B" — 7 (*y,) = ij’? \vubf+|2><2</ 21 1 f+ (g 2>|2dq2>. (1.75)

Dans I'Eq. 1.75, les termes V,, fJOr et f+ (¢®) sont inconnus, et le reste est trés bien
connu. La mesure expérimentale de I’'Eq. 1.74, comparée & I’équation théorique
1.75, permet de déterminer la valeur des parameétres de normalisation |V,,f?| et de
forme f, (¢?). Les valeurs des constantes |V,;| et f{ ne peuvent cependant pas étre
déterminées individuellement par cette comparaison.

On a dit que la forme de I’Eq. 1.75 est connue exactement dans le Modéle Stan-
dard. Toutefois, la fonction & utiliser pour paramétriser f+(q2) n’y est pas prescrite.
Plusieurs fonctions ont d’ailleurs été suggérées dans la littératurel*®:4%52.53 pour

remplir cette fonction. En principe, les variations de paramétrisation de f+(q2)
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pourraient introduire une incertitude systématique indésirable. Une étude phéno-
ménologique récentel*3l montre toutefois que les valeurs de |V,;f?| obtenues avec
différentes paramétrisations sont similaires, tout comme les formes du spectre de
q? effectivement décrites avec chaque paramétrisation. Le choix de la fonction de
paramétrisation de f, (¢2) a donc peu d’effet sur la mesure de |V, f2] et de la forme
du facteur de forme avec la désintégration B — 7 (*v.

Puisque les rapports d’embranchement partiels AB(¢?) sont mesurables sans
dépendance sur les hypothéses théoriques (Eq. 1.74), que 'interprétation théorique
de ces mesures est claire (Eq. 1.75), et que le choix de la fonction de paramétrisa-
tion de f+(q2) a peu d’effet, nous pouvons donc réaliser un test de la CD(Q non-
perturbative indépendant de toute hypothése théorique en comparant le spectre
mesuré AB(B? — 7= ("v,¢*) aux prédictions théoriques illustrées sur la Fig. 1.11.

Par ailleurs, la désintégration B® — 7~ ¢*v permet aussi de tester un aspect
complétement différent de la CD(Q non-perturbative. Il s’agit ici de la méthode
dite de “factorisation” utilisée en Soft Colinear Effective Theory. Cette méthode
est trés importante pour étudier les désintégrations hadroniques de mésons lourds,
notamment pour interpréter la violation CP dans les désintégrations B — 7.

Elle pourrait étre testéel®» %! en comparant la valeur de |V,,f(0)| mesurée avec

B(BY—rtn—)

B(Bo—x0r—) Par la

la, désintégration BY — 7= ¢*v A celle prédite a partir du ratio

factorisation.

1.4.2.3 Extraction de |V,

On a vu que la mesure du rapport d’embranchement total B(B° — 7= (v)
permet d’obtenir |V,,| par ’Eq. 1.51. Historiquement, c’est ainsi que la valeur
exclusive de |V,;| fut déterminée en premier. Cependant, nous allons bientdt voir
que les calculs théoriques les plus performants ne sont utilisables que pour une
portion réduite du spectre de ¢? de la désintégration B — 7= ¢*v. L’extrapolation
de ces résultats théoriques a ’ensemble du spectre de ¢* affligeait alors la mesure
de |V,| d'une incertitude supplémentaire indésirable.

Cette erreur d’extrapolation fut éliminée lorsque les progrés expérimentaux per-
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mirent des mesures du rapport d’embranchement partiel AB(q?). Pour ce faire, on
utilise 'Eq. 1.55 afin d’extraire |V,;| en considérant seulement les calculs de f, (¢?)
a lintérieur de leur domaine de validité. On verra aux Chap. 3 et 5 que cette
approche est celle que nous avons utilisée dans cette thése.

Par ailleurs, suite aux progrés expérimentaux récents de la mesure de la forme?®
du facteur de forme f+(q2), notamment dans cette thése, certains auteurs ont pro-

sl43:55,56] ' T,eur idée est

posé des méthodes d’extraction de |V,;| plus sophistiquée
d’utiliser les mesures expérimentales de la forme f+(q2) pour contraindre d’avantage
les prédictions théoriques de f,(¢?) et ainsi réduire 'incertitude sur son intégrale.
Ainsi, plutot que d’utiliser une information expérimentale constante, AB, et une
prédiction théorique dépendante de ¢%, [ f(q?)dg?, comme dans I'Eq. 1.55, ces au-
teurs proposent d’utiliser I'information expérimentale dépendante de ¢2, f+(q2), et
de ne calculer la norme f,(g2) qu’a un seul point g2 particuliérement favorablel®®,
Cela serait avantageux car l'incertitude théorique de f, (q3) est inférieure a celle
de lintégrale [ f.(¢*)dg®. Alternativement, on proposel*3 de déterminer la norme
de f,(¢?) par un lissage des points théoriques les mieux connus ou la forme du
facteur de forme est fixée par la mesure expérimentale. Grace & ’amélioration de
la mesure de la forme de f,(¢®), ces nouvelles méthodes devraient donc bientot
réduire d’avantage 'incertitude des mesures exclusives de |Vy|

En terminant, mentionnons que la plus grande incertitude actuelle de la valeur
exclusive de |V,;| ne provient pas des incertitudes des calculs individuels de f, (¢?),
mais bien de la variation de |V,;| en utilisant un calcul ou un autre. En détermi-
nant expérimentalement lequel de ces calculs est le bon, une mesure trés précise
de la forme de f,(¢*) pourrait réduire encore plus substantiellement I'incertitude
des mesures exclusives de |V,;|. Nous verrons aux Chap. 3 et 5 que Iactuelle me-
sure de f+(q2) la plus précise, celle exposée dans cette thése, ne permet pas encore

de discriminer entre les plus récents calculs de f,(¢?). Des progrés en ce sens sont

25Tel que défini & I'Eq. 1.61, f+(q2) est la forme du facteur de forme, qui différe du facteur de
forme f(¢*) par une constante de normalisation. D’autre part, fi(g3) est la valeur absolue du
facteur de forme f, (¢?) & une certaine valeur ¢3.
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cependant attendus dans les années a venir, lorsque des mesures de f, (¢*) significa-
tivement plus précises seront réalisées avec les échantillons de données grandissants

des usines 4 mésons B.

1.5 Calcul du facteur de forme [, (¢*) avec la CDQ

Nous avons montré comment et pourquoi 'interaction forte influence la mesure
exclusive de |V,;| avec la désintégration B® — 7~ ¢Tv. Nous avons aussi montré que
tous les effets observables de la CDQ sur la désintégration B — 7~ ¢*v peuvent
étre décrits par une seule fonction relativement simple : le facteur de forme f, (¢?),
dont la forme peut étre mesurée expérimentalement, mais non la norme. Il est
néanmoins nécessaire de connaitre la valeur de I'intégrale du facteur de forme pour
déterminer la valeur de |V,;| avec une méthode exclusive. Heureusement, celle-ci
peut étre calculée théoriquement. Suite a quelques mots sur 'origine des difficultés
techniques de la CDQ, nous allons expliquer briévement comment fonctionnent les

différentes méthodes présentement utilisées pour calculer le facteur de forme f, (¢?).

1.5.1 Couplage des interactions fortes

Si les calculs avec la CDQ sont compliqués et difficiles, I’origine de ces difficul-
tés est simple : c’est parce que la constante de couplage ag est trop grande pour
y utiliser la théorie des perturbations. En effet, on a vu que ’amplitude de proba-
bilité d’une interaction faible au premier ordre est proportionelle & la constante de
couplage G . Pour un diagramme d’ordre n, ’amplitude de probabilité est propor-
tionelle & (Gg)". Il en va de méme pour la force forte. L’amplitude de probabilité
d’un diagramme d’interaction forte d’ordre n est proportionelle & (ag)™. Sauf que
la valeur typique de ag ~ 0.2 pour une désintégration B — 7~ ¢*v A I'expérience
BABAR est immensément supérieure a celle de G ~ 107°. Pour cette raison, les
diagrammes d’ordres supérieurs peuvent généralement étre négligés dans le calcul
des interaction faibles, mais non dans le calcul des interactions fortes. Ainsi, le

diagramme illustré sur la Fig. 1.9 correspond & un calcul au 10" ordre, ce qui est
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F1G. 1.12 — Mesures expérimentales et lissage théorique de la constante de couplage
forte ag(p1), pour plusieurs énergies p1 M.

impossible a réaliser avec la méthode des perturbations utilisée pour I'interaction
électrofaible. Pour les interactions électrofaibles, ces diagrammes d’ordre trés élevé
ont une influence totalement négligeable, mais ce n’est pas toujours le cas avec les
interactions fortes. C’est pourquoi les calculs avec la CDQ sont si difficiles.

Par ailleurs, une propriété importante des constantes de couplage est que leurs
valeurs varient en fonction de 1’énergie de 'interaction. Cette propriété est illustrée
sur la Fig. 1.12 pour l'interaction forte. Comme on peut le voir sur la figure, la
valeur de ag(p1) est élevée a basse énergie, mais devient relativement basse pour les
interactions de hautes énergies. En conséquence, il est possible d’utiliser la théorie
des perturbations pour les interactions fortes de hautes énergies. On parle alors
de CDQ perturbative. A basse énergie, la valeur de ag(p) peut cependant devenir
supérieure a un, et la théorie des perturbations devient clairement inutilisable. On
parle alors de CDQ non-perturbative.

Dans une désintégration B — 7~ (v, les multiples interactions fortes peuvent
avoir une gamme d’énergie relativement large couvrant les régimes perturbatif et

non-perturbatif de la CDQ. Aprés la transition b — u, I’énergie des interactions
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F1G. 1.13 — Orientation des impulsions du pion et des leptons de la désintégration
B — n (tvagi,, (a)et g2, (b)) L’impulsion de recul du quark u est minimale
a ¢2,,, et maximale & ¢2,; .

fortes entre le quark u et le quark spectateur d dépend de la valeur ¢2. A s le
quark u posséde une impulsion de recul maximale. Une plus grande impulsion doit
donc étre transférée au quark spectateur si le méson 7 doit se maintenir dans un
état lié. Au contraire, a ¢2, ., le quark u ne posséde aucune impulsion de recul et
devrait donc échanger des gluons de faible énergie avec le quark spectateur. Ces
situations sont illustrées sur la Fig. 1.13.

On s’attend donc naivement & ce que la CDQ soit “plutét non-perturbative”
a bas ¢? et “plutdt perturbative” & haut ¢?. D’autres effets viennent cependant
compliquer cette situation. Par exemple, il faut considérer les interactions avec les
quarks de la mer qui sont constamment créés et annihilés dans le vide quantique
ambiant, et qui peuvent avoir une énergie variable. Les interactions entre les gluons

doivent aussi étre prises en compte.

1.5.2 Modéles de quarks

Historiquement, les premiéres tentatives de résoudre I’épineux probléme de la
description des interactions fortes entre les mésons utilisérent ce qu’on appelle des
modeles de quarks. Sur ce sujet, il existe une trés vaste littérature qu’il n’est pas utile
de revoir entiérement dans cette thése. Une liste des principaux modéles est donnée
dans la Ref. [?l. Dans cette thése, nous avons testé les prédictions du modéle de
quark ISGW247] et montré que celles-ci sont incohérentes avec nos résultats. Il est

aussi intéressant de noter qu'un nouveau modéle de quarks capable de reproduire
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les résultats de la présente thése a récemment été rendu publicl®7l.

Pour calculer le courant hadronique de I’amplitude de probabilité, les modéles de
quarks postulent généralement certaines fonctions d’onde devant décrire les mésons
B et 7 en entier. Typiquement, ces fonctions d’onde sont le résultat d’un potentiel
agissant sur les quarks de valence, & la maniére de ’équation de Schrédinger pour
un atome. Selon la sophistication du modéle, des contraintes comme I’invariance
de Lorentz ou la symétrie des quarks lourds sont parfois ajoutées aux équations.

La grande faiblesse des modéles de quarks est la trés grande difficulté d’estimer
précisément leurs incertitudes. Cette difficulté provient du fait que les modéles de
quarks n’utilisent pas explicitement la CDQ pour batir leurs équations. Ils reposent
plutdt sur des hypothéses ad hoc qui peuvent sembler raisonnables, mais dont la
déviation par rapport a la vraie CDQ est presque impossible & estimer rigoureuse-
ment. Pour cette raison, les modéles de quarks sont maintenant considérés comme
des approximations raisonnables dans certaines circonstances, mais ne sont plus

utilisés pour déterminer rigoureusement la valeur de |V,

1.5.3 Reégles de Somme sur le Cone de Lumiére (RSCL)

Contrairement aux modéles de quarks, les calculs utilisant les Régles de Somme
sur le Cone de Lumiére (RSCL) sont basés sur le Lagrangien exact de la CDQ), ce
qui permet une estimation beaucoup plus rigoureuse de leurs incertitudes!. Qui
plus est, les RSCL permettent de calculer f,(¢?) pour ¢*> < 14 GeV?, étant ainsi
complémentaires de la CDQ sur réseau qui peut calculer f,(¢*) pour ¢*> 2> 15 GeV/?
(voir Sec. 1.5.4). Cette méthode est donc fort utile pour estimer |V,|.

La méthode des RSCL est difficile & vulgariser en termes simples et intuitifs.
Essentiellement, il s’agit d’exprimer les contributions de la CDQ perturbative et
non-perturbative par des séries d’opérateurs convergeant en puissance de ag et du
twist n = d—s, ol s est le spin et d est la dimension des opérateurs. Pour obtenir le
facteur de forme f, (¢?), la quantité de base est une fonction de corrélation reliant
le courant faible au courant hadronique. Cette fonction est évaluée “sur le cone de

lumiére”, & ¢> = 0, et est ensuite extrapolée jusqu’a ¢ ~ 14 GeV? o le pion cesse
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d’étre ultra-relativiste.

Le calcul le plus précis utilisant cette méthode!*®! inclut les contributions d’ordre
(as)? de twist n=2 et n=3, et les contributions d’ordre a,s de twist n—=4. Ce calcul
obtient une incertitude d’environ 13% sur f,(0) et d’environ 26% sur A(, pour
¢® < 16 GeV?. La Ref. 48] contient une description détaillée de la méthode des
RSCL et une revue de la littérature a ce sujet. Cette méthode est bien établie
et permet présentement, avec la CDQ sur réseau, de réaliser les calculs de f(¢?)
les plus précis. Une erreur irréductible d’environ 10% sur f,(0) serait toutefois en

mesure d’empécher des progrés majeurs avec cette méthode dans le futurl®®l.

1.5.4 CDAQ sur réseau

La CDQ sur réseau tente de résoudre numériquement les équations de la CDQ
par force de calcul brute. Bien que les résultats obtenus récemment avec cette tech-
nique par les groupes HPQCDI*) et Fermilab® soient d’une précision comparable
a ceux obtenus avec les RSCL, cette technique est sans contredit la plus promet-
teuse en regard de son potentiel d’amélioration future. Une revue de la littérature
récente en CDQ sur réseau se trouve dans les Ref. #4491,

La CDQ sur réseau fut inventée en 1974 par Kenneth G. Wilson, qui 'utilisa
pour démontrer le confinement des quarks. Son principe de base consiste & utiliser le
Lagrangien exact de la CDQ), et & y discrétiser I’espace-temps continu en un réseau
a quatre dimensions contenant un nombre fini de points. La valeur des observables
physiques sur les points du réseau est ensuite évaluée numériquement a I’aide de
simulations Monte Carlo, tandis que les valeurs entre les points sont extrapolées
par des relations analytiques. Tel qu’illustré sur la Fig. 1.14, chaque dimension du
réseau est paramétrisée par une longueur L et un espacement a entre les points. La
dimension typique des réseaux actuels est L ~ 2 fm et a ~ 0.1 fm.

La grande force de cette technique est de ne pas étre une approximation de la
CDQ), mais bien d’étre exactement la CDQ, du moins en principe. En effet, la fagon
de discrétiser I'espace-temps et 'incertitude introduite par cette discrétisation sont

données par des relations analytiques exactes dépendantes de I’espacement a et de
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F1G. 1.14 — Illustration de la longueur L et de I’espacement a caractéristisant un
réseau en CDQ sur réseau.

la statistique des simulations Monte Carlo. Ces relations sont appelées actions de
discrétisation. De facon générale, le Lagrangien discrétisé utilisé en CDQ sur réseau

est relié au Lagrangien de la CDQ exacte par la relation :
zréseau — gexaete +0(6Ln). (176)

Les incertitudes de la CDQ sur réseau sont donc d’autant plus faibles que 1’espace-
ment a est petit et que I’exposant n est grand. La valeur de n varie d’une action de
discrétisation a l'autre, et tend a augmenter lorsque de nouvelles actions améliorées
sont inventées. De plus, la CDQ sur réseau redevient la CDQ exacte dans la limite
a — 0.

Une autre propriété intéressante de la CDQ sur réseau est que I'impulsion des
particules y est discrétisée. En effet, la longueur d’onde A d’une particule d’impul-
sion p = 27” doit correspondre & un nombre entier de nombre d’espacements a pour

pouvoir étre décrite sur le réseau. Puisque \,,;,, = 2a, cela impose du méme coup
21

)\min

une limite supérieure p,,.. = = 2 & I'impulsion calculable sur le réseau. Pour
décrire des particules d’impulsion p > p,,.:, ce qui est nécessaire notamment pour
décrire les quarks de la mer, on doit avoir recours a la CD(Q analytique. Pour une
valeur d’impulsion suffisamment élevée, cela ne pose pas de probléme puisque la
valeur courante de ag(u) devient faible et qu’on peut alors utiliser la CDQ pertur-

bative. Idéalement, il faut donc choisir I’espacement entre les points du réseau pour
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que 'amplitude de probabilité des particules d’impulsion p > p,,.. soit calculable
avec la CDQ perturbative, et utilise la CD(Q non-perturbative sur réseau pour les
particule d’impulsion p < pqz-

En pratique, le grand probléme de la CDQ sur réseau est que le temps de
calcul nécessaire a la réalisation de cette situation idéale n’est pas techniquement
accessible, méme avec les ordinateurs les plus puissants. En effet, le temps de calcul
en CDQ sur réseau est proportionnel a (%)6, et cela oblige les groupes de CDQ sur
réseau a utiliser des espacements a trop grands?® et & introduire des approximations
supplémentaires. Pour cette raison, la CDQ sur réseau actuelle ne peut se vanter
d’étre exactement la CDQ.

Pour améliorer les calculs de CDQ sur réseau, le nerf de la guerre consiste a
utiliser des actions de discrétisation plus rapides, ce qui permet de réduire a, et de
calculer la CDQ perturbative & un ordre plus élevé, ce qui permet de réduire et de
mieux controler les incertitudes a une grandeur de a donnée.

A ce chapitre, des progrés spectaculaires ont été accomplis depuis I’an 2000. En
effet, les meilleurs résultats actuels utilisent une nouvelle action de discrétisation de
cinquante & mille fois plus rapidel*!! que celles qui étaient utilisées auparavant. Ce
progrés a permis de réaliser les premiers calculs de CDQ sur réseau simulant com-
plétement I’effet des quarks de la mer (“unqguenched”), éliminant ainsi la principale
source d’incertitude incontrolable des anciens calculs. Cet effet était auparavant né-
gligé en raison du temps de calcul considérable que requiert sa simulation. Comme
le montre la Fig. 1.15, cette approximation nuisait significativement au réalisme
des prédictions de la CDQ sur réseau et a I’estimation de ses incertitudes. Les nou-
veaux résultats incluant les quarks de la mer sont par ailleurs en trés bon accord
avec les mesures expérimentales.

La principale source d’incertitude sytématique en CDQ sur réseau incluant les
quarks de la mer est maintenant 1’utilisation de masses trop élevées pour les quarks

de valence et de la mer u et d. Cela force 'extrapolation des résultats pour les

26Des longueurs L trop petites peuvent aussi étre problématiques, mais ce n’est pas le cas pour
la désintégration B® — 7~ ¢t v.
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F1G. 1.15 — Comparaison/*! entre neuf quantités mesurées précisement et leur calcul
avec la CDQ sur réseau sans simulation des quarks de la mer (gauche) et avec
simulation des quarks de la mer (droite). La CDQ sur réseau incluant les quarks
de la mer est en meilleur accord avec les mesures expérimentales et ses incertitudes
théoriques sont mieux estimées.

masses réelles des quarks légers. Avec les masses de l'ordre de m,, 4 < ms/2 utilisées
actuellement, cette approximation est néanmoins controlable avec la théorie des
perturbations chiralel*¥. Une autre limitation importante de cette méthodel®® est
la dépendance en (pa)" associée aux quarks et gluons d’impulsion p. Bien que
cette incertitude soit bien controlée, elle limite les calculs de CDQ sur réseau aux
seules particules de relativement basse impulsion (p < 1 GeV/). Enfin, les quarks
sont reproduits 16 fois sur le réseau, et certains considérent que cela introduit
aussi une source d’incertitude incontrolable. Cette duplication est éliminée par
de simples facteur - placés stratégiquement?®l, et aucune valeur numérique n’est
présentement donnée pour quantifier I'incertitude qu’elle pourrait introduire. Pour
le moment, rien n’indique cependant que la duplication des quarks soit la source
d’une erreur significative.

D’autre part, les calculs de CDQ sur réseau incluant les quarks de la mer sont
particuliérement bien adaptés pour étudier la désintégration B — 7~ ¢ v parce que
cette désintégration ne contient qu’un seul hadron dans I’état final et que ce hadron

est “stable”[*4. Les théoriciens de la CDQ sur réseau disent que cette désintégration



est une “voie d’or” et font du calcul de son facteur de forme une priorité. Les
premiers calculs des facteurs de forme f, (¢?) et fo(¢?) de la désintégration B® —
7 {Tv incluant les quarks de la mer furent publiés en 2005 et 2006 par les groupes
Fermilabl®®l et HPQCDM ! respectivement. En raison de I'incertitude en (pa)™, ces
résultats sont valides uniquement pour ¢? > 15 GeV2. Dans cet intervalle, les deux
groupes citent une incertitude d’environ 6 a 10% f(¢?) et d’environ 25% sur A(.

La principale force des calculs de CDQ sur réseau actuels n’est pas tant leur
précision en soi, mais plutot le fait que leur incertitude puisse étre estimée rigou-
reusement. Comparativement aux anciens calculs qui ne simulaient pas les quarks
de la mer, ceci constitue déja un progrés majeur. Pour la prochaine génération
de calculs, les groupes de CDQ sur réseau promettent toutefois une réduction
significative de Iincertitude. Selon les observateurs!!, cette incertitude pourrait
descendre & oa¢ ~ 10%. Cela semble plausible, considérant que 'incertitude statis-
tique de 8% des résultats de premiére génération devrait étre réduite facilement!®°l.
Pour HPQCD, T’incertitude actuelle de 9% associée a la CDQ perturbative pour
P > Pmae devrait aussi étre réduite significativement en passant du premier au
second ordrel®0.

Les prochains calculs de CD(Q sur réseau pourraient aussi augmenter leur do-
maine de validité selon ¢2. Pour ce faire, des propositions ont été faites d’effectuer les
calculs dans un référentiel en mouvement paralléle & I'impulsion du pion, plutét que
dans le référentiel du B au repos!®!, ou encore d’utiliser un réseau anisotropiquel®.

A plus long terme, certains auteurs®! prédisent que f,(¢?) pourrait éventuel-
lement étre calculé avec une précision de ~ 2%. Cela ne serait qu’une question
de temps. Selon ce scénario alléchant, la CD(Q sur réseau devrait continuer de ré-
duire ses incertitudes en utilisant des réseaux d’espacement de plus en plus petits,
a mesure que la puissance de calcul disponible augmentera et que les actions de

discrétisation deviendront plus efficaces.
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CHAPITRE 2

DISPOSITIF EXPERIMENTAL ET ALGORITHMES DE
RECONSTRUCTION

2.1 Introduction

Nous avons vu au chapitre précédent que I’étude expérimentale des mésons
B est particuliérement intéressante, notamment pour étudier la violation CP et
mesurer plusieurs éléments de la matrice CKM. Dans les années qui ont suivi la
découvertel®2 du méson B, en 1977, cette étude semblait hors de portée. Elle de-
vint toutefois envisageable a la suite des découvertes du temps de vie étonnamment
long du quark b% (1983) et de la fréquence d’oscillation B° — B° particuliérement
grandel®! (1987). Pour faire ces expériences, il fut déterminél® que I’outil optimal
serait un collisioneur électron-positron d’énergies asymétriques et de trés grande
luminosité, proposé pour la premiére foisl%! en 1987. Cet appareil novateur, une
“usine & mésons B asymétrique”, fut construit simultanément aux laboratoires ca-
liforniens Stanford Linear Accelerator Center (SLAC)IST et japonais Ko Enerugi
Kasokuki Kenkyu Kiko (KEK)I®® & partir de 1994. Pour étudier les mésons B pro-
duits par ces collisionneurs, deux détecteurs furent aussi construits : BABARI®* "]
4 SLAC et Bellel™ ™ 3 KEK. Depuis leur mise en marche en 1999, BABAR et Belle
ont mesuré avec grand succeés les désintégrations de centaines de millions de mésons
B.

Pour réaliser la mesure présentée dans cette thése, nous avons travaillé au sein
de la Collaboration BABAR qui regroupe plus de 600 physiciens et ingénieurs de
75 institutions dans 10 pays. Pour produire les mésons B au SLAC, on accélére
des électrons de 9 GeV et des positrons de 3.1 GeV jusqu’au coeur du détecteur
BABAR, ot se produit la réaction e*e~ — 1(4S) — BB. La particule 7(45), une
résonance composée des quarks bb, se désintégre presque uniquement en paires de
mésons B'BY (50%) et B* B~ (50%)4.
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F1G. 2.1 — Section efficace de production hadronique en fonction de I’énergie au
centre de masse des collisions e"e~. On distingue clairement les résonances 7°(15)
a 1(4S), formées des quark b et b, au-dessus du continuum ete™ — ¢g, oil ¢ =
u,d, s, c. La résonance 1 (45) est cependant la seule qui soit suffisamment massive
pour se désintégrer en une paire de mésons B.

Les collisions eTe™ sont produites 4 une énergie au centre de masse Egy; =
10.58 GeV ~ Mys), exactement au seuil de production des mésons B. Cela inter-
dit les réactions telles que eTe~™ — BB, et permet I’étude des mésons B dans un
environnement expérimental trés “propre”. En revanche, les réactions ete™ — [T1~
et eTe” — ¢q, ou [ représente les leptons e, y1 ou 7 et g représente les quarks u, d,
s ou ¢, se produisent fréequemment. Ces réactions dites de “continuum” constituent
un bruit de fond pour I'étude des mésons B. Elles ont cependant 1’avantage de
permettre ’étude d’autres particules telles que les mésons D ou les leptons 7. Les
diverses sections efficaces des collisions ete™ & Eqy = My (4s) sont données dans
le Tableau 2.1. Les sections efficaces hadroniques de ces collisions, mesurées dans
Iintervalle 9.45 GeV < Eqpr < 10.62 GeV, sont illustrées sur la Fig. 2.1.

Si ’énergie des collisions ete™ a ’énergie de production des 7°(4.5) permet d’ob-
tenir un environnement expérimental trés propre, elle a cependant le désavantage

de produire des mésons B de trés basse impulsion dans le référentiel du centre de
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TAB. 2.1 — Sections efficaces de production®! & Eqy, = My (4s). Le nombre donné
pour ete” — ete” est la section efficace effective dans I’acceptance du détecteur
BABAR.

| ete™ — | section efficace (nb) |

bb 1.05
cc 1.30
S5 0.35
ull 1.39
dd 0.35
T 0.94
whp 1.16
ete” ~ 40

masse des collisions e*e™. En conséquence, la distance parcourue par les mésons B
avant leur désintégration serait trop courte pour étre mesurable si les électrons et
positrons initiaux avaient des énergies égales. Or, la mesure de cette distance est
nécessaire pour I’étude de la wviolation CP dépendante du temps®. C’est ici qu’in-
tervient ’asymeétrie des énergies des électrons et positrons des usines a mésons B
asymétriques. En effet, puisque les électrons y sont plus énergétiques que les posi-
trons, les collisions asymétriques eTe~ donnent une poussée relativiste (3 ~ 0.56)
au systéme 7(4S) — BB dans la direction du faisceau d’électrons. Grace & cette
poussée, la séparation moyenne des deux mésons B devient suffisamment grande
pour étre mesurablel3!l,

Par ailleurs, les mésons B produits en laboratoire ne sont pas observables di-
rectement & cause de leur instabilité. En effet, les mésons B produits & BABAR
voyagent en moyenne 260 pm avant de se désintégrer en particules plus légéres[3!.
Les particules issues de la désintégration des B peuvent elles-mémes étre stables
ou instables. Eventuellement, chaque (chaine de) désintégration d'un B produit

toutefois un certain nombre de particules “stables?”. A l’expérience BABAR, ces

IBien qu’elle sorte du cadre de cette thése, ’étude de la violation CP dépendante du temps
est trés importante aux usines & mésons B. Ce type d’étude permet notamment la mesure des
angles «, [ et v du Triangle d’Unitarité.

2Par “stable”, nous entendons toute particule au temps de vie suffisamment long pour parcourir
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ot et

particules stables sont les hadrons 7, K*, K° p* et n, les leptons e
v, et le photon 7. A I'exception des neutrinos (v), les interactions de toutes ces
particules stables sont observables avec le détecteur BABAR. Pour chaque paire de
mésons BB, il s’agit alors d’utiliser le détecteur pour identifier chaque particule
stable produite et en mesurer I'impulsion, 1’énergie et la position du vertex d’ori-
gine. Avec ces informations en main, il devient alors possible d’identifier aussi les
particules instables grace, par exemple, & la masse invariante de leurs produits
de désintégration. Lorsque toutes les particules stables sont correctement recons-
truites, on peut reconstruire ’entiére chaine de désintégration des mésons B, et
ainsi étudier les propriétés de ces derniers.

De fagon générale, les usines & mésons B asymétriques sont concues pour étudier
un grand nombre de processus subatomiques différents. En plus de la violation CP,
ces machines permettent de mesurer plusieurs autres propriétés des mésons B et D,
et des leptons 7 3. Elles permettent méme d’étudier les produits des annihilations
ete” sur une large plage d’énergies au centre de masse, en utilisant des réactions
avec radiation de ’état initiall™ : ete~ — ~vX. Toutes ces mesures sont rendues
possibles par la grande polyvalence des détecteurs BABAR et Belle.

Nous allons maintenant décrire le dispositif expérimental utilisé & ’expérience
BABAR, incluant 'accélérateur linéaire Linac, le collisionneur PEP-II et le détec-
teur BABAR. Cette description mettra I’emphase sur les caractéristiques les plus
importantes pour 1’étude de la désintégration B° — 7~ ¢*v avec “reconstruction du
neutrino”. Ces caractéristiques sont : une production de mésons B aussi copieuse
que possible, une excellente identification des leptons e* et u* et une efficacité de
reconstruction maximale de toutes les particules stables. Cette derniére caracté-
ristique est exigée par la technique de reconstruction du neutrino. En effet, bien
que les neutrinos ne soient pas observables directement avec le détecteur BABAR,

leur impulsion peut néanmoins étre déduite de I'impulsion manquante p,q,, par la

quelques métres avant de se désintégrer, aux énergies typiques de ’expérience BABAR.
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relation :

ﬁl/ =~ ﬁmanq = ﬁfaisc - p;tot (21)

ol Py est la somme des impulsions de toutes les particules détectées et pyqisc est

I'impulsion connue des faisceaux d’électrons et de positrons de PEP-II.

2.2 Production expérimentale de mésons B au Stanford Linear Acce-
lerator Center (SLAC)

La production des collisions ete~™ — BB au SLAC nécessite les contributions
de deux appareils principaux. D’abord, 'accélération des électrons et positrons
jusqu’aux énergies voulues de 9 GeV et 3.1 GeV, respectivement, est faite par I'ac-
célérateur linéaire Linac. Ensuite, les faisceaux séparés d’électrons et de positrons
doivent étre redirigés par le collisionneur circulaire PEP-II pour produire les col-
lisions frontales ete™ au coeur du détecteur BABAR. PEP-II est aussi responsable
de I'accumulation de paquets d’électrons et de positrons énergétiques en trés grand
nombre, de facon & augmenter au maximum le nombre de collisions par unité de
temps. Pour cette raison, PEP-II est aussi appelé anneau de stockage.

Le principe de base de ces deux appareils est d’utiliser le champ électrique
pour augmenter 1’énergie des électrons et positrons, et le champ magnétique pour
diriger leur trajectoire. En pratique, ’agencement de ces champs électriques et
magnétiques est un travail trés complexe qui demande énormément de précision
et de savoir-faire. Un schéma du Linac, de PEP-II et des autres accélérateurs du

SLAC se trouve sur la Fig. 2.2.

2.2.1 L’accélérateur linéaire Linac

Le Linac du SLAC mesure 3.1 km de longl™l. C’est I’accélérateur linéaire le
plus long au monde. En accélérant des électrons a 9 GeV pour les besoins de
I’expérience BABAR, le Linac n’opére pas a sa capacité maximalel’l de 50 GeV.
D’ailleurs, peu de temps aprés sa construction en 1966, il pouvait déja accélérer

des électrons jusqu’a 21 GeVI™l. Cela avait permis la premiére mise en évidence
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F1G. 2.2 — Schéma des accélérateurs du SLAC. Le pistolet & électrons est a 'ex-
tréme gauche de la figure, suivi d’une courte portion du Linac et des deux anneaux
d’amortissement. Le long du Linac, on voit ensuite la sortie des positrons de 3.1
GeV, puis celle des électrons de 9 GeV, et enfin la sortie des électrons de 25 GeV ser-
vant & produire les positrons. Le collisionneur asymétrique PEP-II est a droite de la
figure. Le détecteur BABAR est situé a IR-2. La derniére portion du Linac, les cibles
fixes (ESA, ESB, NLCTA, FFTB) et le synchrotron SPEAR ne sont pas utilisés
pour 'expérience BABAR. L’ancien détecteur SLD n’est plus utilisé aujourd’hui.
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directe de 'existence des quarks!™! et valu éventuellement au SLAC 'un de ses prix
Nobel (R. E. Taylor, 1990). Nous allons maintenant expliquer comment fonctionne
cette formidable machine, en se basant essentiellement sur la Ref. [76.

La premiére composante du Linac est le pistolet a électrons. Pour les élec-
trons non-polarisés utilisés & BABAR, le pistolet a électrons chauffe simplement
un filament métallique placé dans un fort champ électrique. I’agitation thermique
éjecte les électrons du filament, tandis que le champ électrique augmente le nombre
d’électrons éjectés et les accélérent vers un injecteur situé au commencement de
I’accélérateur linéaire principal. Les électrons sortant de I'injecteur ont une énergie
d’environ 200 MeV.

Pour accélérer d’avantage les électrons, ’accélérateur linéaire principal utilise
des ondes électromagnétiques produites par des appareils appelés klystrons. Ces
ondes poussent les électrons a la maniére de vagues déferlantes poussant des sur-
feurs. Dans un klystron, les ondes électromagnétiques sont produites par le pas-
sage d’un paquet d’électrons dans une cavité résonante®. A la maniére d’un tuyau
d’orgue vibrant lorsque traversé par un courant d’air, une partie de 1’énergie du
paquet d’électrons traversant le klystron est transformée en onde électromagné-
tique. Cette onde est amplifiée par le klystron et propagée avec un guide d’onde
jusqu’a un segment du Linac. ’amplitude, la fréquence et la phase de ’onde sont
précisement controlées.

Par ailleurs, le Linac contient une succession de plus de 80 000 tubes de cuivre
séparés par des espaces vides, tel qu’illustré sur la Fig. 2.3. Les ondes électromagné-
tiques produites par les klystrons produisent un courant alternatif a la surface de
ces tubes, résultant en un champ électrique dans 1’axe du Linac et un champ ma-
gnétique tournant autour des tubes. Dans les espaces vides, les électrons subissent
I’influence du champ électrique provenant de la différence de potentiel entre les
tubes. Ce n’est pas le cas lorsque les électrons sont a l'intérieur des tubes, qui

agissent comme des cages isolantes de Faraday. Pour étre accélérés, les électrons

3Notez que le paquet d’électrons provoquant la résonance du klystron n’est pas celui qui est
accéléré dans le Linac. Chaque klystron posséde son propre pistolet & électrons.
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FiG. 2.3 — Schéma d’un segment du Linac. La différence de potentielle entre les
tubes de cuivre (Drift Tubes) de polarité opposée accélére les électrons et positrons.
Les paquets d’électrons (positrons) sont synchronisés de fagon a étre entre les tubes
lorsque le champ électrique y est positif (négatif), et a 'intérieur des tubes lorsque
le champ électrique est inversé. En principe, la longeur des tubes augmente avec la
vitesse croissante des électrons accélérés. En pratique, la vitesse des électrons et po-
sitrons ultra-relativistes demeurent presque constante. La variation de la longueur
des tubes 1 & 5 est donc exagérée sur la figure.

sont donc synchronisés de maniére & ce que le champ électrique entre les tubes
soit positif lorsqu’ils sont dans les zones ouvertes et négatif lorsqu’ils sont isolés a
I'intérieur des tubes. C’est exactement le contraire pour les positrons. L’effet du
champ électrique sur les électrons et positrons est illustré sur la Fig. 2.4.

Le Linac est composé de 960 sections alimentées par 245 klystrons!™ de puis-
sances croissantes, produisant des ondes de fréquences de plus en plus élevées qui
accélérent les électrons a des énergies de plus en plus grandes. Les différents klys-
trons sont trés précisément synchronisés afin que les électrons quittant une section
du Linac arrivent dans la section suivante au bon moment, avec la bonne vitesse.

En plus d’accélérer les électrons, les “vagues de surf électromagnétiques” ont
aussi pour effet de régulariser leur vitesse et de les regrouper en paquets. En effet,
les électrons retardataires recoivent une plus forte poussée que les électrons les plus
rapides (voir Fig. 2.4). Toutefois, I’accélération et la régularisation de la vitesse des
électrons par les klystrons ne s’opére que dans une seule direction, celle de ’axe du
Linac. L'impulsion transversale des électrons n’est pas régularisée par les klystrons

du Linac. Cette impulsion transversale est indésirable car elle réduit la luminosité
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F1G. 2.4 — Ilustration de 'effet du champ électrique sur les électrons et positrons
dans le Linac. La méme onde électromagnétique peut accélérer simultanément élec-
trons et positrons, selon que ces derniers sont synchronisés avec sa composante
positive ou négative. L’onde a aussi pour effet de regrouper les électrons ou posi-
trons en paquets monoénergétiques, puisque les retardataires recoivent la plus forte
poussée alors que les plus rapides recoivent la poussée la plus faible.

des collisions e"e~. Une composante du Linac est donc consacrée uniquement a
I'éliminer. Ce sont les deux anneauz d’amortissement (damping rings), un pour les
électrons, ’autre pour les positrons, situés de chaque coté de ’accélérateur linéaire
principal (voir Fig. 2.2).

Lorsqu’ils atteignent 1.2 GeVI™,

les électrons ou positrons sont redirigés vers
leur anneau d’amortissement respectif. En circulant dans I’anneau, les électrons
perdent de I’énergie par radiation synchrotron et sont ré-accélérés par un champ
électrique. La radiation synchrotron réduit 'impulsion des électrons dans toutes
les directions, mais le champ électrique les ré-accélére seulement dans la direction
désirée. A mesure qu’ils circulent dans I’anneau d’amortissement, les directions des
électrons des paquets deviennent donc de plus en plus paralléles. Eventuellement,
les paquets d’électrons sont retournés a 1’accélérateur linéaire principal pour y étre
accélérés d’avantage.

A 9 GeV, les paquets d’électrons peuvent étre dirigés vers PEP-II. Une fraction
des électrons est toutefois accélérée d’avantage, jusqu’a 25 GeV, pour la production

18], Pour produire les positrons, le faisceau d’électrons de 25 GeV est

des positrons
envoyé sur une cible de tungsténe. Cette collision crée une gerbe contenant un grand

nombre de paires électron-positron. Les positrons sont alors séparés des électrons



68

avec un champ magnétique, pré-accélérés a 200 MeV et redirigés vers le début du
Linac. Ils sont ensuite accélérés jusqu’a 3.1 GeV et dirigés vers PEP-II, exactement
de la méme maniére que les électrons, si ce n’est qu’ils sont anti-synchronisés avec

ces derniers.

2.2.2 Le collisionneur PEP-I1

D’une circonférence de 2.2 km, le collisionneur circulaire PEP-II se distingue sur
deux aspects principaux : ses collisions d’énergies asymétriques, dont nous avons
déja discuté, et sa luminosité élevée. Aux usines & mésons B, les luminosités des
collisionneurs PEP-II et KEKB sont présentement les plus élevées au mondel*. La
luminosité maximale atteinte par PEP-II excéde de quatre fois sa valeur initiale-
ment prévuel® 8. Elle est maintenant de 1.2069 x 10%* ¢m~2s'321. Celle de KEKB
est de 1.7118 x 10%* em 257181, La luminosité est une mesure du nombre de col-
lisions par seconde par unité de surfacel’. Plus la luminosité de PEP-II est élevée,
plus grand sera le nombre de mésons B produits, et plus les mesures de BABAR
seront précises. Cette caractéristique de PEP-II est donc extrémement importante.

Le principe de base du fonctionnement de PEP-II est similaire a celui des an-
neaux d’amortissement décrit a la Sect. 2.2.1. Les paquets d’électrons et de po-
sitrons y circulent perpétuellement, dans deux tubes séparés, en émettant de la
radiation synchrotron. Les pertes d’énergies par radiation sont compensées par une
ré-accélération ajustée pour maintenir I’énergie des électrons & 9 GeV et celle des
positrons a 3.1 GeV. Une différence importante de PEP-II avec les anneaux d’amor-
tissement est cependant que les courants d’électrons et de positrons y sont large-
ment supérieurs, atteignant 2995 mA (1900 mA) pour les positrons (électrons)®?,
Une autre différence majeure est que PEP-II ne se contente pas de stocker les
paquets d’électrons et de positrons. Il provoque aussi leurs collisions au coeur du
détecteur BABAR.

Au point de collision eTe™, les paquets d’électrons et de positrons ont tous
deux la forme de rubans mesurant 1 cm de longueur, 157 pum de largeur et 4.7

um d’épaisseur!’. Quant a elle, la région d’interaction mesure 11 cm de longueur,
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160 pum de largeur et 6.9 pum d’épaisseurl®!l. Plus cette région est compacte, plus
la luminosité de PEP-II est élevée. Pour controler les faisceaux d’électrons et de
positrons, PEP-II utilise 1000 aimants dipéles et quadrupoles!*. Les dipoles dévient
les trajectoires des faisceaux, alors que les quadrupoles les focalisent.

En plus, grace a une synchronisation ultra-précise du Linac, de PEP-II et du dé-
tecteur BABAR, de nouveaux électrons (positrons) sont injectés dans PEP-II, chaque
0.333 sec (0.2 sec)BY, sans qu’il soit nécessaire d’interrompre la prise de données par
le détecteur®. Cette injection “continue” de PEP-II par le Linac, depuis novembre
2003, a augmenté la luminosité moyenne d’environ 40% comparativement au mode
d’injection initial qui nécessitait un arrét de la prise de données d’environ 6 minutes
par heurel®!l. Ainsi, PEP-II produit des collisions e*e™ chaque 4.2 nanosecondel®,
24 heures par jour, 7 jours par semaine, telle une véritable “usine” !

D’autre part, on a mentionné que les collisions eTe~ doivent avoir une éner-
gie au centre de masse Ecy; = 10.58 GeV pour que se produise la réaction
ete”™ — T (4S) — BB, et il en est effectivement ainsi pour environ 90% des col-
lisions produites par PEP-II (voir Sec. 3.2). Environ 10% des collisions e*e™ sont
cependant produites & une énergie volontairement plus basse, Ecy; ~ 10.54 GeV'.
Ces données, dites “hors-résonance”, sont utilisées pour étudier le bruit de fond
continuum ete™ — ¢g (voir Fig. 2.1) puisqu’aucun méson B ne peut étre produit
a cette énergie.

Au moment oil ces lignes sont écrites, la luminosité intégrée totale produite par
PEP-II et enregistré avec le détecteur BABAR est de 415 fb~ 184 Cette luminosité

861 Dans cette thése, nous

intégrée devrait atteindre environ 1 ab~! d’ici 2008
avons utilisé les données enregistrées entre le 22 octobre 1999 et le 31 juillet 2004,

correspondant & environ 230 fb~! (voir Sec. 3.2).

“L’injection est synchronisée avec le blocage du systéme de déclenchement de BABAR durant
environ 2.5 millisecondes(®®!.



70

2.3 Mesure des produits des désintégrations de mésons B avec le dé-

tecteur BABAR

Nous avons vu en introduction (Sec. 2.1) que le role du détecteur BABAR est
d’identifier les particules “stables” produites par les désintégrations des mésons B, et
d’en mesurer les propriétés (énergie, impulsion et position du vertex de production).
Ces particules stables sont les hadrons 7, K*, K°, p* et n, les leptons e*, u* et
v, et le photon ~y. Le v n’est pas observable directement avec le détecteur BABAR,
mais son impulsion peut néanmoins étre déduite de I'impulsion manquante pi,ang
par la relation 2.1. Les propriétés des autres particules stables sont directement
mesurables avec le détecteur BABAR.

Dans I’ensemble, les principes de fonctionnement du détecteur BABAR sont simi-
laires & ceux des détecteurs précédemment utilisés en physique des particules!’l. Sa
conception ressemble notamment & celle du détecteur CLEO-II®"]. Ainsi, le détec-
teur BABAR est composé de cinq sous-détecteurs cylindriques emboités les uns dans
les autres autour de la région d’interaction ete™. En s’éloignant de la région d’in-
teraction, ces cing sous-détecteurs sont : le détecteur de vertex au silicium (SVT),
la chambre & dérive (DCH), le détecteur de lumiére Cherenkov a réflections internes
(DIRC), le calorimétre électromagnétique (EMC) et le retour de flux instrumenté
(IFR), respectivement. Le SVT et la DCH mesurent I"impulsion et le vertex de pro-
duction des particules chargées. Le DIRC sert & I'identification des hadrons 7%, K+
et p*. Le EMC mesure 1'énergie et la direction des v, et sert a l'identification des
e*. Les SVT, DCH, DIRC et EMC sont entourés d’un solénoide supraconducteur
créant un champ magnétique de 1.5 Tesla dans la direction du faisceau de haute
énergie. Enfin, le IFR sert a l'identification u* et, dans une moindre mesure, des
hadrons neutres K.

Une coupe longitudinale et une vue arriére du détecteur BABAR sont montrées
sur la Fig. 2.5. Comme le montre la figure, le systéme de coordonnées utilisé dans
BABAR est le suivant : I'axe horizontal x pointe vers ’extérieur de ’anneau PEP-II,

I’axe vertical y pointe vers le ciel californien, I’axe longitudinal z pointe dans la
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F1G. 2.5 — Coupe longitudinale (haut) et vue arriére (bas) du détecteur BABAR.
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F1G. 2.6 — Relation entre les angles polaires des référentiels du laboratoire et du
7(4S). Les valeur de I’angle 6,,, du référentiel du laboratoire sont a 'extérieur
du demi-cercle et celles du cosinus de I’angle 6., du référentiel du 7°(45) sont a
I'intérieur.

direction du faisceau d’électrons, et I’origine (0,0,0) est située au point d’interaction
ete.
Le détecteur BABAR tout entier est allongé de 37 cm dans la direction +z pour
maximiser 1'acceptance géométrique des 7°(45), considérant leur poussée en direc-
tion +z. Dans le référentiel du laboratoire, ’acceptance géométrique du détecteur
va de 20° vers 'avant & 23° vers I’arriére. Dans le référentiel du 7°(4.5), oul sont pro-
duits les mésons B, I'acceptance va plutot de 33° vers 'avant & 14° vers Parriérel ™l
Par ailleurs, la section efficace de production des mésons B par la désintégration
T(4S) — BB est proportionnellel®® a sin?#* ot 6* est I’angle polaire dans le ré-
férentiel du 7°(45). Dans le référentiel du laboratoire, la production de mésons B
est donc maximale pour un angle d’environ 60° en direction +z. La relation entre
les angles polaires dans les référentiels du laboratoire et du 7°(4S5) est illustrée sur

la Fig. 2.6.
Le principal facteur limitant ’acceptance géométrique de BABAR est la nécessité

de placer les aimants de la region d’interaction de PEP-II trés prés du point de

collision ete™. Une acceptance géométrique maximale du détecteur BABAR serait
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toutefois souhaitable pour les besoins de la reconstruction du neutrino des désinté-
grations B — 7~ (*v. L’autre principal facteur limitant I’acceptance effective du
détecteur BABAR est la limite inférieure des impulsions mesurables des particules
chargées (~50 MeV) et des photons (20 MeV). Ces facteurs limitent la probabilité
de détection des particules chargées et des photons a environ 87% 7.

D’autre part, le détecteur BABAR est concu pour mesurer 'impulsion des par-
ticules stables avec la meilleure résolution possible. Cette résolution est principale-
ment limitée par la diffusion multiple (multiple scattering) des particules chargées
et par la création de paires v — ete~ des photons!™. L’impact de la diffusion mul-
tiple est d’ailleurs particuliérement important pour les particules de basses énergies

(< 1 GeV) qui sont majoritaires & BABAR. La déviation moyenne Af causée par

la diffusion multiple est donnéel¥ par la relation :

13.6 MeV

W,
Bep

Z\/x/Xo 1+ 0.038In(x/X,)] (2.2)

ol p est I'impulsion d’une particule chargée, Z est son nombre atomique, X, est
sa longueur de radiation® et = est le nombre de longueurs de radiation franchies
par la particule. En conséquence, le détecteur est généralement congu avec des
matériaux au nombre atomique aussi bas que possible, en utilisant le moins de
matériau possible entre le point d’interaction ete™ et le commencement du EMC,
afin de minimiser le nombre de longueurs de radiation & franchir par les particules
“stables”. Dans chaque sous-détecteur, ceci est notamment réalisé en installant les
composantes électroniques aux extrémités du détecteur.

Une autre considération importante dans la conception du détecteur BABAR
est bien siir son coit. Cette considération est a I'origine du volume relativement
compact du détecteur BABAR puisque le prix du sous-systéme individuel le plus
coliteux, le EMC, augmente considérablement avec le volume. Cependant, la mi-

nimisation du volume du EMC implique aussi celle du volume disponible pour la

5La longueur de radiation est la distance & parcourir par une particule pour perdre (1—1/e)Ey
(63.2%) de son énergie initiale Ey.
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reconstruction des traces chargées avec la DCH. Pour réduire le volume au maxi-
mum tout en conservant une excellente résolution sur I’impulsion, il faut un champ
magnétique trés intense, capable de courber suffisamment la trajectoire des par-
ticules chargées. C’est la raison pour laquelle le détecteur BABAR est muni d’un
aimant supraconducteur, refroidi 4 4.5 K, produisant un champ de 1.5 Tesla.

Enfin, tous les sous-détecteurs doivent étre capables de résister aux fortes doses
de radiations produites par PEP-II, pour une période de dix ans. Cette contrainte
est particulierement importante pour le SVT, le sous-systéme le plus fortement
exposé aux radiations.

Nous allons maintenant décrire plus en détail chaque sous-systéme du détecteur

BABAR, en se basant principalement sur la Ref. [l (sauf indication contraire).

2.3.1 Détecteur de vertex au silicium (SVT)

Le SVT mesure la trajectoire et la position du vertex de production des parti-
cules chargées prés du point d’interaction eTe™. Il mesure aussi la perte d’énergie
différentielle dF /dx de ces particules le long de leur trajectoire. Pour y arriver, le
SVT se base sur de minces bandes de silicium semiconducteur dopé, sous tension,
formant une “jonction p-n de polarisation inverse” illustrée sur la Fig. 2.7. Dans
cette configuration, le passage d’une particule chargée dans le silicium isolant crée
des paires électron-trou produisant une impulsion de courant électriquel*! mesurable
par le SVT.

Le SVT est composé de cinq double-couches de bandes de silicium. Tel qu’illus-
tré sur les Fig. 2.8 et 2.9, trois couches se trouvent prés du tuyau du faisceau de
PEP-II pour maximiser la précision des mesures de la direction et du vertex des
particules chargées. Les deux autres couches sont prés de la DCH pour faciliter I'ex-
trapolation des traces chargées de la DCH vers le SVT. Au total, le SVT posséde
une surface active de silicium de 0.96 m? et approximativement 150 000 canaux
électroniques. Ce qui est légérement supérieur aux autres détecteur au silicium
existants a I’époque de la conception du détecteur BABAR [T,

Pour mesurer la position des impacts de particules chargées, chaque couche de
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F1G. 2.7 — Jonction p-n de polarisation inverse. La jonction de deux échantillons
de silicium semiconducteur dopé positivivement (gauche) et négativement (droite)
forme une zone neutre non-conductrice. En appliquant une tension de polarité
inverse sur la jonction p-n, cette zone neutre s’aggrandie jusqu’a former presque
tout ’échantillon. Le passage d’une particule chargée dans la zone neutre crée des
paires électron-trou. Les électrons sont rapidement attirés jusqu’a la cathode, et les
trous jusqu’a ’anode, formant ainsi une impulsion de courant électrique mesurable
qui signale le passage de la particule.
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F1G. 2.8 — Vue transversale schématique du SVT. Trois couches se trouvent prés
du tuyau du faisceau de PEP-II. Les deux autres sont pres de la DCH.
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F1Gg. 2.9 — Vue longitudinale du SVT. Les modules des couches 1 a 3 ont une
géométrie droite, alors que ceux des couches 4 et 5 ont une géométrie en arche qui
minimise la quantité de silicium traversée par les particules tout en augmentant
I’acceptance géométrique du SV'T.

bandes comporte deux faces instrumentées. Les bandes d’une face ont une orien-
tation orthogonale & celles de I'autre face. Les bandes orientées selon z mesurent
la composante ¢ = tan_lg des impacts. Celles orientées selon ¢ en mesurent la
composante z. La composante r = \/Wy? des impacts est donnée par la po-
sition de la couche du SVT utilisée pour faire la mesure. Les bandes de silicium
ont une longueur de 50 mm, une épaisseur de 300 um et une largeur variant de
25 a4 110 pm. La largeur des bandes détermine la précision en (z, ¢) de la mesure
des impacts. L’épaisseur des bandes domine la quantité de matériau traversé par
les particules chargées. Pour le SVT entier, cette quantité de matériau correspond
a 0.04 longueurs de radiation (Xj). Les résolutions en z et ¢ de la position des
impacts sur chaque couche du SVT sont illustrées sur la Fig. 2.10.

Pour sélectionner les impacts physiquement intéressants, on exige que la charge
accumulée par une bande de silicium soit supérieure & 0.95 fC. Lorsque la charge
accumulée dépasse ce seuil, on mesure l'intervalle de temps durant lequel la charge
est supérieure au seuil : le Time over Threshold (ToT). La relation entre le ToT
et la charge totale est prédéterminée par un échantillonage. Connaissant 1’éner-
gie requise pour la création d’'une paire électron-trou et le nombre total de paires

produites (donné par la charge totale), le SVT mesure 1’énergie perdue par les par-
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F1G. 2.10 — Résolution en z (a) et ¢ (b) de la mesure des impacts avec le SVT. Les
résolutions sont données en fonction de I'angle d’incidence des particules chargées,

pour chacune des cinq couches du SVT.
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ticules chargées pour chaque impact. Lorsque la trajectoire d’une particule chargée
est déterminée (voir Sec. 2.3.3), le SVT peut ainsi déterminer sa perte d’énergie

différentielle dF /dx avec une précision d’environ 14%.

2.3.2 Chambre a dérive (DCH)

La DCH mesure la trajectoire et la perte d’énergie des particules chargées d’im-
pulsion transverse supérieure® & 120 MeV. Pour ce faire, la DCH est composée de
minces fils paralléles, sous haute tension électrique, plongés dans 5.2 m? de gaz.
En traversant la DCH, les particules chargées ionisent le gaz ambiant, ce qui pro-
duit des électrons libres (parfois appelés rayons §). Ces électrons sont attirés par le
champ électrique des fils sous tension. En s’approchant des fils, les électrons sont
accélérés par le champ électrique de plus en plus intense (E ~ 1/r), si bien qu’ils
ionisent eux-mémes d’autres atomes du gaz ambiant. Cela produit une avalanche
d’électrons libres qui amplifie le signal mesuré par la DCH. A la tension électrique
utilisée par la DCH, le nombre d’électrons des avalanches est proportionnel au
nombre d’électron d’ionisation initial et au gain du gaz ambiant. Par ailleurs, les
atomes excités émettent aussi des photons ultraviolets (UV) pouvant causer des
avalanches d’électrons incontrolables. Pour empécher ces avalanches indésirables,
le mélange de gaz ambiant doit aussi contenir un gaz absorbeur de photon appelé
gaz étouffant (quenching gas )%,

Le gaz utilisé dans la DCH est composé de 80% d’hélium et de 20% d’isobutane.
L’hélium a été choisi pour son faible Z qui minimise la diffusion multiple. L’isobu-
tane est utilisé comme gaz étouffant et procure en plus la majorité de I’ionisation.
Par contre, il cause relativement beaucoup de diffusion multiple & cause de son Z
élevé. Les fractions relatives d’hélium et d’isobutane ont donc été optimisées pour
maximiser a la fois I'efficacité de détection de la DCH, avec une probabilité d’ioni-
sation élevée, et sa résolution, avec une faible diffusion multiple. L’ensemble de la

DCH correspond a 0.01 longueur de radiation (Xj), o le gaz et les fils contribuent

6Les particules de pr < 120 MeV ne peuvent atteindre la DCH car leur trajectoire est trop
courbée par le champ magnétique.
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F1G. 2.11 — Vue longitudinale de la DCH. Les longueurs sont données en millimétres
et les angles en degrés.

pour environ 0.002 X,.

Une vue longitudinale de la DCH est montrée sur la Fig. 2.11. De forme cylin-
drique, elle mesure environ 3 m de longeur et 80 cm de rayon, et entoure le tube
de support du SVT. La paroi entre le SVT et la DCH est trés mince, 1 mm, afin
de faciliter I’extrapolation des trajectoires entre les deux sous-détecteurs. Les fils
électriques de la DCH sont organisés en cellules de dérive hexagonales mesurant
approximativement 11.9 x 19.0 mm?, dans le plan (x,y). Au centre de chaque cel-
lule se trouve un fil sous tension électrique” de 1930 V. Ce dernier est aussi mince
que possible afin de maximiser la force du champ électrique £ ~ 1/r trés prés du
fil. Six fils mis & la terre se trouvant aux sommets de ’hexagone viennent complé-
ter la cellule. Les cellules de dérive de la DCH sont organisées en 40 couches, et
10 supercouches, tel qu’illustré sur la Fig. 2.12 (pour les quatre premiéres super-
couches). Les supercouches sont alternativement inclinées de 0, +(45 & 76) mrad
et —(45 a 76) mrad. Comme nous le verrons bientdt, cette configuration “stéréo”
des supercouches permet la mesure de la composante z des trajectoires. Au sein
d’une supercouche, toutes les couches ont la méme inclinaison.

En traversant la DCH, les particules ionisantes laissent des “traces chargées”.

“En 1999-2000, la DCH fut utilisée avec des tensions de 1900V et 1960V, avant d’étre stabilisée
41930V 1901,



80

. .
L ZCI ;__.Z,\ 0
oy i 3 I}
15 ) 1 L7 S 0
T N N
w [o Lo LoD o
- »
13 bt alt I‘_""_é 0
e U S
w12l am
11 ,z',_____*,i.___‘*_,-om+ 1l 5
10 Z*:*I"j -54
S — e -.“?
9 i:_", * E,*_, s B2
5. _ " .
d 1 * pED DT
) "
7 ?/,A:I"I"’A 48
+ + L
[ *’--~?f"f‘-v"‘,f"‘*o-"'?-o a7
5 Y T 45
U,__.__U,o— e _ & —-‘0
4 & * ,.o.____+_,_j-~_ +__,.:|:\_ 0
e e
3 V_,AH;,.»H.% el a 0
+ +
2 L te Ao s 0
! NP N N 0
Layer Stereo

4 cm
+Sense o Field e Guard x Clearing

F1G. 2.12 — Vue schématique des cellules de dérive des quatre supercouches inté-
rieures de la DCH. Des traits ont été ajoutés entre les fils mis 4 la terre pour aider
a visualiser les cellules. Les nombres de la colonne de droite donnent les angles
d’inclinaison de chaque couche (en mrad).
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F1G. 2.13 — Courbes isochrones de cellules de dérive des couches 3 et 4 de la DCH.
Les courbes isochrones montrent les points de distance minimale d’approche ot les
avalanches d’électrons prennent un temps égal pour atteindre le fil sous tension. Les
différentes courbes isochrones sont séparées de 100 ns. A courte distance minimale
d’approche, ces courbes sont de simples cercles. Elles deviennent cependant irrégu-
liéres pour les longues distances. Les lignes perpendiculaires aux courbes isochrones
représentent le flux du champ électrique. Elles correspondent aussi aux trajectoires
suivies par les avalanches d’électrons.

Pour reconstruire ces traces et mesurer leur d£/dzx, U'information brute fournie par
la DCH est la liste des cellules de dérive ayant détecté une avalanche d’électrons,
le nombre d’électrons mesurés dans chaque avalanche et le temps ol s’est produit
chaque mesure. Partant de ces informations, la sélection des cellules associées a
chaque trace, les mesures des points de distance minimale d’approche dans cha-
cune de ces cellules, et la mesure de la trace chargée elle-méme sont accomplies
simultanément par ’algorithme de reconstruction décrit a la Sec. 2.3.3.

Lorsque I’algorithme de reconstruction détermine un temps t,45s associé au pas-
sage d’une particule chargée dans une cellule, la DCH calcule 'intervalle de temps
At = tapa — tpass entre le temps de passage de la particule et le temps ¢4, de
détection de I'avalanche. Le At permet ensuite de connaitre la distance minimale
d’approche d,, entre la particule chargée et le fil sous tension, dans le plan (z,y),

grace a des relations “temps-a-distance” calibrées avec des échantillons de controle
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dE/dx vs momentum

10° 1 10
Track momentum (GeV/c)

F1G. 2.14 — Mesure de la perte d’énergie différentielle dF/dx dans la DCH en
fonction de 'impulsion!?. Les courbes montrent les prédictions de la formule de
Bethe-Bloch pour différents types de particules. Le dE/dx est utile pour identifier
le type des particules de basse impulsion.

ete” — ete™ et ete” — puTp~. Ces relations temps-a-distance sont illustrées par
les courbes isochrones de la Fig. 2.13.

Une ambiguité demeure quant au point de passage précis sur la courbe iso-
chrone. Ce point ne peut étre déterminé pour une cellule de dérive isolée. Il peut
cependant 1’étre par I’algorithme de reconstruction en combinant 'information de
toutes les cellules (Sec. 2.3.3). Lorsque les composantes (z,y,t) des points de dis-
tance minimale d’approche de chaque cellule sont connues, on peut finalement
déterminer leur composante z. Pour ce faire, il faut trouver la valeur z permettant
d’aligner les segments de points (z, y, t) obtenus par les divers supercouches. La ré-
solution en z des points de distance minimale d’approche de la DCH est d’environ
700 pm 9. Dans le plan (z,y), cette résolution est de 125 pm en moyennel®.

Finalement, la perte d’énergie différentielle dF /dx associée aux particules char-
gées traversant la DCH est déterminée a partir de la charge totale mesurée dans
chaque cellule de dérive. L’énergie déposée dans une cellule par la particule chargée

est obtenue de la charge totale qui y est mesurée, connaissant la distance minimale
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d’approche de la particule, le gain du gaz hélium-isobutane et la perte d’énergie
d’ionisation moyenne. On obtient ainsi une résolution sur dE/dz d’environ 7% [,
Les mesures de dF/dx d’un grand nombre de particules en fonction de leur im-
pulsion sont montrées sur la Fig. 2.14. On trouve aussi sur cette figure les dE/dx

prédits par la formule de Bethe-Bloch!¥ pour divers type de particules.

2.3.3 Reconstruction de la trajectoire des particules chargées

Le SVT et la DCH mesurent une série de points d’impact supposés indiquer
le passage de particules chargées. Un algorithme sophistiqué est cependant néces-
saire pour interpréter cette information brute et en extraire le vecteur d’impulsion
de chaque particule chargée a son point (vertex) d’origine. Cette sous-section est
consacrée a la description de cet algorithme.

La reconstruction précise et efficace du vertex et de I'impulsion est cruciale pour
de nombreuses raisons. Tout d’abord, I’étude de la violation CP dépendante du
temps requiert une résolution d’au moins 80 pm sur le vertex de désintégration des
mésons B. De plus, la reconstruction des mésons D* — D7 nécessite la détection de
pions de trés basse impulsion transverse (50 < pr < 120MeV) par le seul SVT. Les
mesures d’impulsion et de vertex doivent demeurer efficaces et précises jusqu’a une
impulsion transverse d’au moins 2.5 GeV afin de reconstruire les particules les plus
énergétiques provenant des leptons 7. De fagon générale, une reconstruction plus
précise des traces chargées permet une meilleure discrimination du bruit de fond.
Par exemple, en reconstruisant plus précisément la masse invariante des particules
instables, ce qui permet d’utiliser des “fenétre de masse” plus étroites. Enfin, une
excellente résolution angulaire est importante pour ’extrapolation des trajectoires
vers le DIRC (principalement), le EMC et le IFR. Toutes ces contraintes sont
satisfaites par le détecteur BABAR.

Quant a elle, Pétude de la désintégration B — 7~ ¢ty présentée dans cette
thése bénéficie plus d’une efficacité de reconstruction maximale des traces chargées
que d’une résolution ultra-précise. En effet, la résolution de la masse invariante du

méson B (mgg, voir Chap. 3) est dominée par la résolution du neutrino, et non par
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POCA (point of closest approach to origin)

I XZ@

v

F1G. 2.15 — Illustration® du point d’approche maximale sur ’axe z ot sont définis
les cinq parameétres des traces chargées : dy, ¢g, w, 2o et tan A.

celles des ¥ et (*. 1l en va de méme pour la reconstruction de ¢®> = (Pg — Py)?,
dont la résolution est dominée par la connaissance imprécise du référentiel du B,
et non par la résolution de I'impulsion du pion (voir Sec. 3.3.5).

Les traces chargées sont décrites par cinq paramétres : dy, ¢g, w, 2o et tan \,
avec leur matrice de covariance. Ces paramétres sont définis au point d’approche
maximale sur I'axe z (POint of Closest Approach (POCA)), tel qu’illustré sur la
Fig. 2.15. dy et z, sont les distances entre ce point et I’origine, dans le plan (z,y)
et sur ’axe z, respectivement. ¢, est l'angle aximutal de la trace, A\ est l'angle
d’inclinaison par rapport au plan (z,y) & z = zy et w = 1/pr est l'inverse de
I'impulsion transverse. L’impulsion transverse est déterminée a partir du rayon
de courbure R des traces chargées dans le champ magnétique B produit par le
solénoide :

pr =0.3ZBR (2.3)

ou Z = =*1 est la charge de la particule.

La reconstruction des traces chargées est faites en deux étapes. D’abord, un
algorithme de reconnaissance de forme identifie les impacts associés a chaque (seg-
ment de) trace. Ensuite, les valeurs des paramétres de chaque trace sont déterminées
par le lissage d’une trajectoire hélicoidale passant prés des impacts pré-identifiés.

La premiére étape de la reconstruction consiste a déterminer le temps t, de

la collision e*e™ ayant produit les particules chargées étudiées, ce qu’on appelle
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un événement. On recherche ensuite des ensembles de cellules adjacentes dans la
DCH, en allant des cellules les plus éloignées du point d’interaction aux cellules les
plus rapprochées. Dans le SVT, les bandes adjacentes ayant regu des impacts sur
une méme couche sont regroupées, avant de rechercher des groupes adjacents sur
les cinq couches. Tous les impacts utilisés doivent étre temporellement compatibles
entre eux et avec le ¢y de I’événement. Ainsi, dans la DCH, les cellules doivent
étre mesurées durant un méme intervalle de 269 ns pour étres considérées par
I’algorithme de reconnaissance de forme. Dans le SVT, les impacts utilisés pour la
reconstruction doivent étre détectés® dans une fenétre de +200 ns autour du t, de
I’événement.

Le lissage des paramétres de chaque trace est ensuite effectué dans la DCH seule,
puis en ajoutant les groupes du SVT. Deux algorithmes de lissage indépendants
utilisent finalement les groupes non-utilisés par le premier lissage pour mesurer
les paramétres des traces chargées se trouvant uniquement dans le SVT. Ces trois
algorithmes de lissage tiennent compte de descriptions détaillées du matériau et
du champ magnétique dans le SVT et la DCH pour extrapoler les trajectoires des
particules entre les points d’impact mesurés.

Lefficacité de détection des traces chargées est de (96.4 + 0.8)% 1°2. Pour
0.5 < pr < 4 GeV, la résolution de 'impulsion transverse va de £0.5% a £1%,
et est dominée par la DCH. La résolution du POCA et de la direction des traces
chargées est dominée par le SVT. Elle est de :

o4, = 23 pm o4, = 0.43 mrad

0 = 29 pm  Opn, = 0.53 x 1073

8Ce temps de détection inclut une correction tenant compte de Iintervalle de temps typique
entre la création d’une paire électron-trou par une particule chargée et sa détection par l’algo-
rithme ToT du SVT.
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2.3.4 Détecteur de lumiére Cerenkov a réflections internes (DIRC)

Si le SVT et la DCH mesurent I'impulsion et le vertex des particules chargées,
ils sont en revanche incapables d’identifier le type de la plupart des particules au-
dessus de 700 MeV. Pour jouer ce réle, le DIRC est un nouveau type d’instrument
permettant principalement d’identifier les pions, kaons et protons de haute impul-
sion, 0.7 < p < 4.2 GeV. Ce sous-détecteur est notamment crucial pour I’étude de
la violation CP dépendante du temps avec les désintégrations B — 7w, B — K
et B — K K. Son importance est cependant modeste pour I'analyse de la désinté-
gration BY — 7= (T,

Si la conception mécanique du DIRC est innovatrice, le pincipe de base uti-
lisé par ce sous-détecteur, la lumiére Cerenkov, a déja été maintes fois utilisé pour
I’identification des particules. Le DIRC contient des barres de verre de silice syn-
thétique qui sont traversées par les particules chargées sortant de la DCH. En tra-
versant la silice, ces particules chargées se déplacent plus rapidement que la lumiére
dans ce matériau, telles des avions supersoniques. Ainsi, le champ électromagné-
tique de ces particules chargées se propage moins rapidement que ces derniéres dans
la silice, et prend la forme d’un céne qui polarise les atomes du matériau. En se dé-
polarisant, les atomes de silice émettent des photons (dans le visible) qui interférent
destructivement dans toutes les directions, sauf pour un céne d’angle d’ouverture

6. L’angle 0. est appelé angle de Cerenkov, et est défini par la relation :
cosfc = 1/np (2.4)

ot n=1.473 est I'indice de réfraction de la silice et 5 = v/c. Le but du DIRC est
de mesurer 'angle de Cerenkov produit par les particules chargées sortant de la
DCH, ce qui permet de déduire leur vitesse avec ’Eq. 2.4. Connaissant la vitesse et
I'impulsion des particules, on peut enfin déduire leur masse, et donc leur identité,

puisque p = ymu.

9Le DIRC est utilisé pour la pré-sélection du pion de la désintégration B® — 7~ ¢*v (voir
Chap. 3)
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F1G. 2.16 — Vue schématique des barres de silice et de I’écran de PMTs du DIRC.

Une vue schématique du DIRC est montrée sur la Fig. 2.16. Le DIRC contient
144 barres de verre de silice syntétique disposées cylindriquement autour de la DCH.
Chaque barre mesure 17 mm d’épaisseur, 35 mm de largeur et 4.9 m de longueur, et
est formée de quatre piéces de 1.225 m collées bout & bout!®. L’extrémité avant des
barres est terminée par un miroir perpendiculaire & I’axe des barres. A 'extrémité
arriére, se trouvent un résevoir de 6000 litres d’eau purifiée et un écran recouvert
de 10752 Tubes PhotoMultiplicateurs (PMT). L’écran est situé a environ 1.2 m de
I’extrémité des barres de silice.

La lumiére Cerenkov produite dans les barres est transmise jusqu’a ’extrémité
arriére par réflection totale interne, avant de se propager dans 1’eau et d’étre mesu-
rée par les PMTs. Le verre de silice a été choisi pour sa résistance aux radiations,
sa grande longueur d’atténuation et son indice de réfraction élevé. L’eau purifiée
a été choisie en raison de son faible cott et de son indice de réfraction (n=1.346)
similaire & celui de la silice. Les PMTs couvrent environ 90% de la surface sensible
de I’écran et ont la résolution temporelle la plus précise du détecteur BABAR.

Sur I’écran de PMTs, les cones de lumiére Cerenkov sont percus comme des

10Cette longueur est la plus grande présentement disponible pour des barres de haute qualité.



88

anneaux. L’algorithme de reconstruction du DIRC cherche & identifier ces anneaux
et & mesurer leur rayon. Connaissant la direction et le point de passage d’une par-
ticule chargée dans le DIRC, donnés par I’algorithme de reconstruction des traces
chargées (Sec. 2.3.3), la mesure du rayon de 'anneau sur I’écran de PMTs permet
de connaitre ’angle de Cerenkov de la particule. L’algorithme d’identification des
anneaux est basé sur le temps de détection des photons et sur la position du centre
de I'anneau prédits par les paramétres des traces chargées a I’entrée du DIRC. Une
fois confirmée I’association d’un anneau et d’une particule chargée, les mesures des
PMTs permettent de déterminer I'angle de Cerenkov avec une résolution de 2.5
mrad et le temps de passage des particules chargées avec une résolution inférieure

& une nanoseconde.

2.3.5 Calorimétre électromagnétique (EMC)

Le EMC mesure I’énergie et la direction des photons. Il est aussi responsable
de I'identification des électrons et, dans une moindre mesure, des hadrons neutres.

Les événements signaux typiquement considérés dans cette thése contiennent en
moyenne 9.8 photons et 7.6 traces chargées'!. Dans cette thése, I'excellente efficacité
de détection des photons avec le EMC est donc cruciale pour la reconstruction du
neutrino. L’identification précise des électrons avec le EMC est aussi nécessaire
pour I'analyse de la voie B — et v.

En général, cette excellente efficacité de détection du EMC doit étre combinée
a une excellente résolution énergétique et angulaire pour les photons de 20 MeV
a 8 GeV. Les photons de plus basse énergie proviennent principalement des désin-
tégrations des mésons B vers de multiples pions, avec m° — 77, mais aussi de la
radiation produite par PEP-II. C’est d’ailleurs la surabondance de la radiation de
PEP-II, et non une propriété intrinséque du EMC, qui rend inutilisables les photons
de trés basse énergie. A trés haute énergie, les photons proviennent de processus

comme ete” — ete (v) et efe” — 4, qui sont principalement utilisés pour la

" Ces nombres ont été déterminés avec une simulation Monte Carlo, aprés toutes les sélections
décrites a la Sec. 3.3.2. Environ 40% des photons proviennent du bruit de fond de PEP-II.
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F1G. 2.17 — Illustration d’une gerbe électromagnétique. Les électrons et positrons
énergétiques y émettent des photons de bremsstrahlung. Les photons énergétiques y
créent des paires électron-positron. La gerbe se développe jusqu’a ce que les photons
de bremsstrahlung aient une énergie inférieure a environ 1 MeV.

calibration du détecteur et la mesure de la luminosité. L’étude de la désintégration
B? — 7%7°% ot les 7° sont trés énergétiques, impose les contraintes les plus sé-
véres sur la résolution énergétique (~ 2%) et angulaire (quelques mrad) du EMC.
Meilleure est la résolution, plus étroites sont les fenétres de masse des 7 — v, et
moins grande est la contamination du bruit de fond.

Pour mesurer 1'énergie des photons, le EMC utilise un cristal scintillateur d’io-
dure de césium dopé au thallium, le CsI(Tl). Comme tous les scintillateurs, le
CsI(T1) absorbe les photons énergétiques et relache rapidement I’énergie absorbée
en réémettant des photons & une longueur d’onde caractéristique \,,.., dans le
visible. Le nombre de photons réémis est proportionnel & I’énergie absorbée. De
plus, les cristaux scintillateurs sont transparents a leur longueur d’onde de réémis-
sion. Pour le CsI(Tl), cette longeur d’onde caractéristique est A, = 565 nm.
Le EMC mesure donc I’énergie des particules incidentes en les absorbant avec des
cristaux scintillateurs de CsI(Tl), et en comptant le nombre de photons réémis par
le scintillateur autour de A ~ 565 nm.

Par ailleurs, les photons produits par les collisions e*e™ n’ont généralement pas
d’interaction avec la matiére avant d’atteindre un des cristaux de CsI(T1), en rai-
son de la faible quantité de matériau entre la région d’interaction et le EMC. En

pénétrant dans un cristal, les photons sont trop énergétiques (0.02 < E, < 8 GeV')
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pour étre directement absorbés par un atome de CsI(T1). Dans ce régime d’énergie,
les photons perdent plutét leur énergie par création de pairel, v — ete~. Quant a
eux, les électrons et positrons énergétiques émettent du rayonnement de freinagel4!
(bremsstrahlung), e* — e*v. A leur tour, les photons de bremsstrahlung créeront
une paire électron-positron. Et les électrons et positrons ainsi créés émettront de
nouveaux photons de bremsstrahlung. Ce processus, appelé gerbe électromagné-
tique, est illustré sur la Fig. 2.17. Le développement de la gerbe électromagnétique
continue jusqu’a ce que les photons de bremsstrahlung atteignent une énergie in-
suffisante pour créer une nouvelle paire électron-positron, & E, < 1.022 MeV. Ces
photons perdent alors leur énergie par diffusion Compton ou par effet photoélec-
triquel. Par ailleurs, les électrons et positrons d’énergies décroissantes perdent
éventuellement la majorité de leur énergie par ionisation, plutdét que par bremss-
trahlung, et les positrons de basse énergie s’annihilent avec les électrons des atomes
ambiants!¥. Cela termine la gerbe électromagnétique. A ce moment, la particule
énergétique initiale s’est transformée en un grand nombre de photons et d’élec-
trons d’énergies beaucoup plus basses, qui peuvent étre absorbés par les cristaux
de CsI(T1) du EMC.

Les photons, électrons et positrons pénétrant le EMC produisent donc une
gerbe électromagnétique. Dans ces conditions, la quantité d’énergie absorbée par le
CsI(T1) et le nombre de photons de scintillation réémis sont linéairement propor-
tionnels & ’énergie des particules incidentes, ce qui permet de déterminer 1’énergie
des particules incidentes en mesurant le nombre de photons de scintillation émis
autour de A ~ 565 nm. Ce mécanisme ne fonctionne cependant pas pour les autres
particules détectées par BABAR : les muons et les hadrons, puisque ces derniéres
font trés peu de bremsstrahlung. De plus, les hadrons ont des interactions fortes
avec les noyaux des atomes ambiants qui produisent des gerbes hadroniques. Pour
ces particules, la relation entre le nombre de photons de scintillation et I’énergie
incidente est fortement non-linéaire et dépendante du type de particule. La créa-
tion d’une unique gerbe électromagnétique est donc nécessaire a ’exactitude des

mesures d’énergie du EMC. C’est pourquoi on dit que c’est un calorimétre électro-
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F1G. 2.18 — Vue en coupe longitudinale du EMC. Seule la moitié supérieure est
illustrée. On y voit I'arrangement des 56 anneaux de cristaux scintillateurs. Toutes
les dimensions sont en millimétres.

magnétique.

Le EMC est constitué d’un “baril” cylindrique centré sur ’axe z et d’un “bou-
chon” conique a ’avant du détecteur. Une vue longitudinale du EMC est montrée
sur la Fig. 2.18. Son acceptance géométrique va de 15.8° & 141.8° dans le labo-
ratoire, et couvre 90% de 'angle solide dans le référentiel des 7°(4S). Le barril
contient 48 anneaux ayant chacun 120 cristaux de CsI(T1). Le bouchon contient
820 cristaux organisés en 8 anneaux, pour un total de 6580 cristaux dans le EMC
entier. Afin de minimiser le matériel traversé par les photons incidents, la structure
de support est située derriére les cristaux.

Les cristaux individuels ont une surface trapézoidale illustrée sur la Fig. 2.19.
Leur longueur est choisie pour contenir 1’entiére gerbe électromagnétique des pho-
tons les plus énergétiques (E, ~ 8 GeV). De Darriére a4 'avant du détecteur,
cette longueur passe de 29.6 cm (16 Xj) & 32.4 cm (17.5 X)) pour tenir compte
de I’énergie croissante des particules. La petite surface transversale des cristaux,
4.7 x 4.7 cm?, permet une excellente résolution angulaire. Cette surface est de di-

mension comparable au rayon de Moliére'? du CsI(TI). L’arriére des cristaux est

12Le rayon de Moliére (R);) donne une bonne approximation de la surface transverse des gerbes
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F1G. 2.19 — Schéma d’un cristal de CsI(T1) du EMC. Le support mécanique (CFC)
est ouvert & I'avant du cristal. L’arriére du cristal est instrumenté de deux photo-
diodes et d’un amplificateur servant a capter les photons de scintillation. Ce schéma
n’est pas a I’échelle.

instrumenté avec deux photodiodes et un amplificateur qui captent les photons de
scintillation. Les cristaux sont entourés d’un mince matériau réflecteur afin de mi-
nimiser la transmission des photons de scintillation hors des cristaux. La quantité
de matériau entre les cristaux est cependant réduite au minimum pour maximiser
I’herméticité du EMC. Pour distinguer les gerbes électromagnétiques du bruit de
fond ambiant dans chaque cristal, le EMC utilise un algorithme de reconnaissance
de forme qui recherche des pics d’émission de photons de scintillation en fonction
du temps. Le lissage des pics avec une fonction parabolique détermine ensuite le
temps et le nombre de photons de scintillation de chaque gerbe, dans chaque cristal.

Puisque la plupart des gerbes déposent de 1’énergie dans plusieurs cristaux a
la fois, le EMC utilise un algorithme de reconstruction pour regrouper les cristaux

associés au passage d’'une méme particule. Pour former un groupe, cet algorithme

électromagnétiques. Typiquement, 90% de ’énergie d’une gerbe est contenue dans un cylindre de
rayon Ry, et 99% est contenue dans un rayon de 3.5 Ry, [4l.
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requiert la présence d’au moins un cristal contenant plus de 10 MeV. Les cris-
taux voisins sont ajouté au groupe s’ils contiennent une énergie d’au moins 1 MeV
ou s’ils sont voisins immeédiats d’un cristal ayant au moins 3 MeV. L’algorithme
cherche ensuite la position des maxima locaux du groupe en identifiant les cristaux
ayant une énergie significativement supérieure a celle de leurs voisins. L’algorithme
permet plusieurs maxima locaux car il arrive que des photons rapprochés forment
des gerbes partiellement superposées. Enfin, I'algorithme compare les positions des
maxima locaux du EMC aux trajectoires des particules chargées mesurées par le
SVT et la DCH. Les maxima locaux aux positions compatibles avec une trace char-
gée sont associés a ces traces. Les autres maxima locaux sont supposés provenir de
particules neutres.

Les performances du EMC sont conformes aux exigences mentionnées au début

de cette sous-section. La résolution énergétique du EMC est donnée par la relation :

op _ (2322 030)% ) o5y 019)% (2.5)

E 1/ E(GeV)

ol le terme constant devient dominant aux énergies supérieures a 1 GeV. La réso-

lution angulaire du EMC est similaire selon 6 et ¢. Elle est donnée par la relation :

3.874+0.07

0p =0y = | ——=——=—= D (0.00£0.04) | mrad. (2.6)
E(GeV)

L’efficacité de détection des photons!®*l du EMC est de (97.440.7)%. Enfin, I’iden-

tification des électrons et des hadrons neutres sera discutée & la Sec. 2.3.7.

2.3.6 Retour de flux instrumenté (IFR)

Le IFR sert principalement & 'identification des muons (u) et, dans une moindre
mesure, des hadrons neutres (K?). C’est le sous-détecteur le plus éloigné du point
de collision eTe™. Il est installé aprés ’aimant supraconducteur, dans la structure
d’acier servant au retour du flux magnétique. Le IFR s’est aussi distingué par la

dégradation rapide de ses performances, ce qui & mené a des modifications impor-
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tantes de sa conception entre 1999 et 2007.

Le role du IFR est de détecter le passage des particules chargées vers I'extérieur
du détecteur, alors que la plupart des particules ont été absorbées par le calorimétre
ou par le matériau de 'aimant. Puisque les muons n’interagissent pas fortement
et sont trop lourds pour émettre du rayonnement de freinage, ce sont les seules
particules chargées capables de traverser tout le détecteur BABAR pour atteindre
le TFR. On identifie donc les muons en montrant que leurs impacts mesurés par
le IFR sont compatibles avec 'extrapolation de leurs trajectoires mesurées par le
SVT et la DCH. L’identification précise des muons avec le IFR est cruciale pour
lanalyse de la voie muonique, B° — 7~ u*v, dans cette thése.

En principe, les impacts du IFR qui ne sont pas associés a des traces chargées
peuvent étre utilisés pour identifier les hadrons neutres'®. Jusqu’a présent, cette
propriété du IFR a cependant été trés peu utilisée par la Collaboration BABAR,
et ne joue aucun role dans I’analyse présentée dans cette thése. Plus de détails a
propos de l'identification des muons et des hadrons neutres sont donnés a la Sec.
2.3.7.

Entre 1999 et 2007, trois dispositifs différents ont été utilisés par le IFR : les
Resistive Plate Chambers (RPC) de premiérel™ et secondel® générations, et les
Limited Streamer Tubes!®! (LST). Ces trois dispositifs utilisent un principe phy-
sique similaire & celui de la DCH. Les particules chargées y ionisent un gaz étouffant
plongé dans un fort champ électrique. Les électrons d’ionisation, accélérés par le
champ électrique, ionisent a leur tour le gaz ambiant, ce qui amplifie le signal
électrique original. Le champ électrique des RPCs (8000 V) et LSTs (5500 V) est
cependant beaucoup plus intense que celui de la DCH (1930 V). En conséquence,
alors que les électrons d’ionisation de la DCH produisent des avalanches, ceux des
RPCs et LSTs produisent des torrents (streams). Les torrents sont des avalanches

saturées dont la charge accumulée est telle qu’elle créé un champ électrique interne

13Plus précisément, ce sont les particules chargées des gerbes hadroniques produites par ’inter-
action des hadrons neutres avec les matériaux de 'aimant et du retour de flux qui peuvent étre
détectées par le IFR.
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F1G. 2.20 — Vue d’ensemble du IFR, incluant le barril et les bouchons avant et
arriére. Les dimensions sont indiquées en millimétres.

qui annule le champ externel®. A cause de cette annulation du champ externe,
plusieurs électrons du torrent se recombinent avec des ions positifs en émettant des
photons qui sont absorbés par le gaz étouffant.

L’utilisation des torrents implique deux choses importantes. D’une part, la
charge électrique mesurée par les RPCs et LSTs est beaucoup plus grande que
dans la DCH, ce qui simplifie 'extraction du signal. D’autre part, la charge mesu-
rée par les RPCs et LSTs n’est pas proportionnelle & la charge d’ionisation originale,
ce qui les empéche de mesurer I’énergie déposée par la particule chargée ionisante.

Une vue d’ensemble du IFR est montrée sur la Fig. 2.20. Le IFR entier contient
807 modules RPC/LST de longueurs et largeurs variées (10 cm a 422 cm), tel
qu’illustré sur la Fig. 2.20, et d’une épaisseur de 3.2 cm a 3.5 cm. Dans le barril, les
RPCs/LSTs sont installés dans 19 tranches séparées par des plaques d’acier d’une
épaisseur variant de 2 cm (intérieur) a 10 cm (extérieur). Les bouchons avant et
arriére du retour de flux contiennent 18 tranches o sont installés les RPCs/LSTs.
De plus, deux couches cylindriques de RPCs/LSTs sont placées entre le EMC et

I’aimant supraconducteur!®.

1 Cette configuration exacte du IFR s’applique aux RPCs de premiére génération. Elle a été
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F1G. 2.21 — Vue en coupe d’'un RPC, incluant le schéma des connections électriques
a haute tension.

Le schéma d’un RPC est montré sur la Fig. 2.21. La zone gazeuze de 2 mm
d’épaisseur y est placée entre deux plaques de Bakelite (polymére fortement iso-
lant), elles-mémes placées entre deux plaques de graphite ayant une différence de
potentiel de 8000 V. Le gaz utilisé est un mélange d’argon (56.7%), de fréon (38.8%)
et d’isobutane (4.5%). Les faces opposées des RPCs sont instrumentées de bandes
d’aluminium perpendiculaires détectant ’arrivé des torrents d’électrons. Sur le bar-
ril, ces bandes mesurent les composantes z et ¢ des impacts. La composante radiale
est déterminée par la position du RPC.

Les RPCs de premiére génération utilisés par BABAR ont été problématiques.
Leur efficacité est passée de 90% a 35% entre octobre 1999 et juillet 2004[4. En
2002, prés de 200 RPCs ont été remplacés par des RPCs de seconde génération!®.
Les performances de ces nouveaux RPCs ont été de beaucoup supérieures a celles
de la premiére génération. Néanmoins, les RPCs de seconde génération les plus
exposés aux radiations ont montré des signes clairs de vieillissement!®. En consé-
quence, la Collaboration BABAR a opté pour une technologie différente, et procédé
au remplacement de tous les RPCs par des LSTs a la fin de 1’été 2004 et a ’automne
200691,

Le schéma d’une plaque de LSTs est montré sur la Fig. 2.22. La plaque est

légérement modifiée pour les RPCs de seconde génération et les LSTs.
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F1G. 2.22 — Vue schématique d’une tranche de LSTs. Les bandes perpendiculaires
mesurant la composante longitudinale des impacts sont situées sous les tubes.

composée de 8 LSTs de forme tubulaire cote a cote. Chaque LST est rempli de
gaz étouffant et contient au centre un fil sous haute tension (5500 V). Le gaz est
un mélange de CO4 (89%), d’isobutane (8%) et d’argon (3%). Les huit tubes sont
instrumentés de bande orientées perpendiculairement & l'’axe des tubes. Dans le
barril, ces bandes mesurent la composante z des impacts, alors que la position du
tube en détermine les composantes ¢ et r. Les LSTs n’étaient pas encore installés

durant I'enregistrement des données utilisées dans cette these.

2.3.7 Identification des particules (PID)

Aprés avoir mesuré I'impulsion de chaque particule chargée et 1’énergie de
chaque particule neutre, il ne reste qu’a identifier leur type pour compléter la recons-
truction des particules stables détectables. Dans le cas des particules chargées, cette
identification permet de connaitre leur masse, et donc leur énergie £ = \/}m .
Pour les particules neutres, elle permet au contraire d’identifier les hadrons neutres
dont I’énergie est mal mesurée. A moins d’étre positivement identifiés comme une
particule d’un autre type, les traces chargées sont considérées comme des pions et
les maxima locaux du EMC comme des photons, ce qui correspond a leurs types
les plus probables a priori.

L’identification des particules est aussi trés utile pour éliminer le bruit de fond.
Dans le cas de la désintégration B — 7~ ¢*v, 'identification des pions, électrons
et muons permet d’éliminer 65% du bruit de fond tout en conservant 70% du

signall®’l. Dans cette thése, I'identification des particules ne joue aucun réle pour



98

la reconstruction du neutrino.

L’identification des particules est faite par plusieurs algorithmes différents dans
BABAR. Avec divers niveaux d’efficacité et de pureté, ces algorithmes permettent
d’identifier les particules stables : e*, p*, 7, K% p* et K?, en utilisant les
informations recueillies par tous les sous-détecteurs. Nous allons maintenant décrire
briéevement les algorithmes que nous avons utilisés dans cette thése.

Pour identifier les électrons, nous avons utilisé 1’algorithme PidL HElectrons!®®.
Cet algorithme utilise une fonction de vraisemblance (likelihood) correspondant au
produit des Fonctions de Densité de Probabilité (PDF) de sept variables de la DCH,
du DIRC et du EMC. Ces variables sont :

— pour la DCH : perte d’énergie différentielle dE/dx ;

— pour le DIRC : nombre de photons détectés et angle de Cerenkov

— pour le EMC : ratio de ’énergie mesurée par le calorimétre et de I'impulsion

mesurée par le SVT et la DCH (F/p ~ 1.0 pour les électrons), et nombre
de cristaux, distribution latérale et distribution longitudinale de la gerbe
électromagnétique.
Tel qu’illustré par les Fig. 2.23 et 2.24, 'algorithme PidLHElectrons permet d’iden-
tifier plus de 90% des électrons de plus de 500 MeV tout en rejetant environ 99.9%
des pions.

Pour idenfier les muons, nous avons utilisé I’algorithme muNNTight!*!. Cet
algorithme utilise un réseau de neuronnes pour optimiser non-linéairement une
combinaison de huit variables du EMC, du IFR et de la reconstruction des traces
chargées. Ces variables sont :

— D’énergie mesurée par le EMC;

— Ames, le nombre de longueurs de radiation de la trace chargée jusqu’au dernier

impact mesuré dans le IFR;

— AN = Xjred — AMmess OU A\preq est le nombre de longueurs de radiation prédites

pour un muon qui aurait les parameétres de la trace chargée;

— le x? du lissage des impacts du IFR avec un polynéme de degré trois

— le x? de la trace chargée en y ajoutant les impacts du IFR;
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— le nombre d’impacts moyen par tranche du IFR;

— D’écart-type du nombre d’impacts dans chaque tranche du IFR;

— la “continuité” de la trace dans le IFR'.

Tel qu’illustré par les Fig. 2.25 et 2.26, I'algorithme muNNTight permet d’iden-
tifier environ 70% des muons de plus de 1 GeV tout en rejetant plus de 96% des
pions.

Enfin, pour identifier les pions chargés, nous avons utilisé I'algorithme piL H-
Loosel', Cet algorithme utilise une fonction de vraisemblance correspondant au
produit des PDFs de six variables du SVT, de la DCH, du DIRC et du EMC. Ces
variables sont :

— pour le SVT : dE/dx;

— pour la DCH : dE/dx, numéro de la derniére couche mesurant un impact;

— pour le DIRC : nombre de photons détectés et angle de Cerenkov ;

— pour le EMC : énergie mesurée par le EMC.

De plus, la trace chargée ne doit pas satisfaire la sélection PidLHElectrons décrite
plus haut.

Tel qu’illustré par les Fig. 2.27 et 2.28, I'algorithme piLHLoose permet d’iden-
tifier environ 95% des pions de moins de 3 GeV tout en rejetant plus de 80% des
kaons.

D’autres algorithmes d’identification des kaons, protons et KY sont également
utilisés par la Collaboration BABAR, mais ne sont pas utiles pour la présente thése.
Les algorithmes d’identification des kaons et protons utilisent les mémes variables
que piLHLoose. Les algorithmes d’identification des K? sont différents. Ils utilisent
la forme des gerbes du EMC et la présence d’impacts dans le IFR. Les algorithmes
d’identification des K sont cependant beaucoup moins discrimants que ceux des
particules chargées, et doivent étre combinés avec des contraintes cinématiques

pour étre utiles.

15La continuité est une relation linéaire entre le nombre de tranches du IFR traversées par la
trace chargée et le nombre de tranches ayant détecté au moins un impact!190l,
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F1G. 2.23 — Efficacité d’identification des électrons en fonction de leur impulsion
avec l'algorithme PidLH Electrons.
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F1G. 2.24 — Probabilité de fausse identification des pions en électrons en fonction
de leur impulsion, avec 1’algorithme PidL HElectrons.
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F1G. 2.25 — Efficacité d’identification des muons en fonction de leur impulsion avec
I’algorithme muNNTight.
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F1G. 2.26 — Probabilité de fausse identification des pions en muons en fonction de
leur impulsion, avec 1’algorithme muNNTight.

DRC-FWD , 25.788 < 60.00

I~
i34 . T
ety |
0.9% *
*,
-
+
0.9 ¥
0.8%
O.Q 1 1 1 1

1 2 3 4 5
p [GeV/c]

DRC-CTR , 60.00s8 < 95.00

1
.M’**t : ﬁ
0.9% e T
+
0.9 &
0.8% +
0_0 1 1 1 1

1 2 3 4 5
p [GeV/c]

DRC-BWD, 95.00B< 146.10

1: g s -
***3
0g

0.35f~

0.0E —

1 2 3 4 5
p [GeV/c]

Selector : LooseLHPionMicroSelection

Dataset : rund-r16a

Tables created on 1/2/2005 (Data) , 1/2/2005 (MC)

F1G. 2.27 — Efficacité d’identification des pions en fonction de leur impulsion avec

I’algorithme piL HLoose.
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F1G. 2.28 — Probabilité de fausse identification des kaons en pions en fonction de
leur impulsion, avec 1’algorithme piL HLoose.
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2.3.8 Systéme de déclenchement

Nous avons maintenant exposé 1’essentiel du dispositif expérimental et des al-
gorithmes de reconstruction utilisés par la Collaboration BABAR pour étudier les
mésons B et les autres particules produites dans le continuum ete™ — X. Dans
le chapitre suivant, nous exposerons les différentes stratégies expérimentales utili-
sées pour isoler et analyser les évenements signaux B° — 7~ ¢*v. Il reste toutefois
a définir ce que nous entendons par “événement”. Cette définition est donnée par
I’algorithme de sélection du systéme de déclenchement du détecteur BABAR.

Le role du systéme de déclenchement est de sélectionner les collisions ete™
produisant des événements intéressants pour les physiciens de la Collaboration
BABAR. Cette sélection doit étre ultra-rapide puisque PEP-II produit des collisions
eTe” chaque 4.2 ns. En revanche, elle doit aussi étre trés efficace et trés bien
comprise puisque les événements rejetés par le systéme de déclenchement ne sont
pas récupérables.

Pour accomplir cette tache, le systéme de déclenchement utilise deux algo-
rithmes indépendants, L1 (hardware) et L3 (software), de complexité croissante'®.
Pour étre aussi rapides que possible, les deux algorithmes n’utilisent que la DCH
et le EMC!7, et exécutent des algorithmes de reconstruction simplifiés. Dans des
conditions normales, ’algorithme L1 doit présélectionner environ mille événements
candidats par seconde, et dispose de 12.8 us pour transmettre ses décisions. Parmi
ces mille événements, 1’algorithme L3 doit en sélectionner environ 120, et dispose
d’environ 8.5 ms pour prendre ses décisions. Les événements sélectionnés par 1’al-
gorithme L3 sont conservés sur des bandes magnétiques'® pour étre analysés en
détails par les physiciens de BABAR.

L’algorithme L1 est exécuté par trois microprocesseurs spécialisés situés direc-

16La conception du systéme de déclenchement permet I’ajout d’un algorithme intermédiaire L2,
en cas de forte hausse du bruit de fond de PEP-II, mais il n’a jamais été nécessaire de 'implanter.

7Le IFR contribue aussi au systéme de déclenchement, mais uniquement pour I’enregistrement
des rayons cosmiques servant 3 la calibration du détecteur.

18Les infrastructures nécessaires au stockage et 4 la manipulation des données informatiques
de BABAR sont considérables. Pour en savoir plus & ce sujet, voir les Refs. [102-104]
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TAB. 2.2 — Principales caractéristiques des catégories de traces du DCT et de tours
du EMT.

Description Origine Seuil
B Courte trace atteignant la supercouche 5 DCT 120 MeV
A Longue trace atteignant la supercouche 10 DCT 180 MeV
A’ Trace de haute impulsion transverse DCT 800 MeV
M Tout 6, énergie d’ionisation minimale EMT 100 MeV
G Tout 0, énergie intermédiaire EMT 250 MeV
E Tout 60, énergie élevée EMT 700 MeV
X Bouchon avant, énergie d’ionisation minimale EMT 100 MeV
Y Arriére du barril, énergie élevée EMT 1 GeV

tement sur le détecteur BABAR. Dans la DCH, le Drift Chamber Trigger (DCT)
forme des traces chargées rudimentaires en utilisant un algorithme de reconnais-
sance de forme. Le DCT estime aussi 'impulsion transverse de ces traces, avant de
les classer en trois catégories (voir Tableau 2.2) : B, A et A’, et de les envoyer au
global trigger (GLT). Aucun lissage n’est utilisé par le DCT.

Parallélement, dans le EMC, le ElectroMagnetic calorimeter Trigger (EMT)
évalue I’énergie de groupes de 19 & 24 cristaux, appelés tours. Seuls les cristaux
de plus de 20 MeV sont considérés pour cette évaluation. Selon leur énergie et
leur position dans le EMC, les tours sont ensuites classées en cinq catégories (voir
Tableau 2.2) : M, G, E, X et Y, et envoyées au GLT.

Recevant les informations du DCT et du EMT, le GLT est l'algorithme qui
décide si les événements candidats sont envoyés a 1’algorithme L3 ou non. Pour ce
faire, le GLT exécute une série de conditions logiques simples telles que : (A >
3&B*>1)ou(M>3&M*>1)ou(B>3&A>2& M >2)ou ... Dans les
conditions précédentes, le symbole * indique la présence d’objets du EMT et/ou
du DCT face a face selon ¢.

L’algorithme L3 est exécuté par une ferme de 50 ordinateurs. La philosophie
de cet algorithme est similaire a celle du L1, si ce n’est que ’algorithme L3 est

plus complexe et plus précis. Par exemple, les cinq paramétres des traces chargées



TAB. 2.3 — Efficacité (%) du systéme de déclenchement pour divers processus phy-
siques.

Algorithme L3 €EE  €B—n0n0 €B—ry €z €uds  Err
DCH (toutes conditions)  99.4 89.1 96.6 97.1 954 95.5
EMC (toutes conditions)  93.5 95.7 62.3 87.4 856 46.3
DCH + EMC >99.9 99.3 98.1 99.0 97.6 97.3
L1+L3 combinés >99.9 99.1 97.8 989 95.8 92.0

de la DCH (dy, ¢o, w, 2o €t tan \) sont déterminés par un lissage, les cristaux du
EMC sont considérés individuellement, le temps t; de 1’événement est déterminé
plus précisément, et ainsi de suite. Cela permet au L3 d’éliminer beaucoup plus
efficacement les bruits de fonds venant des faisceaux de PEP-II et les trop nombreux
événements Bhabha ete™ — ete™.

Les performances du systéme de déclenchement sont données dans le Tableau
2.3. Elles sont entiérement conformes aux exigences de rapidité et d’efficacité men-
tionnées au début de cette sous-section. On y remarque notamment que I’efficacité
de sélection des évenements ete~ — BB est supérieure a 99.9%. L’efficacité de-
meure trés élevée méme pour des désintégrations particuliérement difficiles telles
que B — 7% ou B — Tv.

Enfin, I’algorithme du systéme de déclenchement est congu pour avoir une
grande redondance entre la DCH et le EMC. C’est-a-dire que les événements sont

le plus souvent sélectionnés indépendamment par la DCH et le EMC. Cette redon-

dance permet de mesurer I'efficacité du systéme de déclenchement.
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CHAPITRE 3

ETUDE EXPERIMENTALE DE LA DESINTEGRATION B° — 7 /¢ty
AVEC UNE TECHNIQUE DE RECONSTRUCTION RELACHEE
DU NEUTRINO (BABAR ANALYSIS DOCUMENT #1313)

Nous avons présenté les éléments de théorie utiles & la compréhension de la
mesure présentée dans cette thése au Chap. 1, et décrit le dispositif expérimental
utilisé par la Collaboration BABAR au Chap. 2. Nous allons maintenant exposer
en détail le protocole expérimental suivi par ’auteur de cette thése et ses colla-
borateurs pour mesurer la forme du facteur de forme f,(¢*) de la désintégration
B — 7", le rapport d’embranchement B(B° — 7~ (*v), et la norme de 1’élé-
ment V,;, de la matrice CKM, avec le détecteur BABAR.

Le BABAR Analysis Document!™ (BAD #1313) présenté dans ce chapitre est
le document principal de cette thése. Ce document fut soumis deux fois & un exa-
men rigoureux par plus d'une vingtaine de spécialistes de la Collaboration BABAR ;
d’abord pour approuver une version préliminairel'%! des résultats présentés dans
cette thése qui fut rendue publique & I'occasion de la 33°"¢ Conférence Interna-
tionale sur la Physique des Hautes Energies (ICHEP’06), & Moscou (Russie, été
2006) ; puis pour approuver les résultats finaux de cette thése qui furent publiés/?!]
dans Physical Review Letters 98, 091801, le 28 février 2007. Plus de détails sont
donnés a ce sujet dans la Note to the reader au tout début du document.

Il est sans équivoque que ’auteur de cette thése est le principal auteur du BAD
#1313 formant ce chapitre et le principal artisan technique et conceptuel des tra-
vaux de recherche qui y sont présentés. L’auteur de cette thése est notamment
I’iniateur de la technique de reconstruction relachée du neutrino, qui a été cruciale
au succes de la mesure. Les principaux collaborateurs de ces travaux sont les co-
auteurs du BAD #1313 nommés plus bas, en ordre alphabétique : Sylvie Brunet,

Martin Simard, Paul Taras et Benoit Viaud.
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BAD 1313, Version 11
January 8, 2007

Measurement of the B — 77¢"v Form-Factor
Shape and Branching Fraction, and Determination
of |V,»| with a Loose Neutrino Reconstruction

Technique

David Cété! 2, Sylvie Brunet!,

Martin Simard!, Paul Taras'!, Benoit Viaud!

Abstract

We report the results of a study of the exclusive charmless semileptonic decay,
B° — 7~ (*v, undertaken with approximately 227 million BB pairs collected at
the 7°(45) resonance with the BABAR detector. The analysis uses events in which the
signal B decays are reconstructed with an innovative loose neutrino reconstruction
technique. We obtain partial branching fractions in 12 bins of ¢2, the momentum
transfer squared, from which we extract the f(¢?) form-factor shape and the total
branching fraction B(B® — 7 (*v) = (1.46 £ 0.0744 £ 0.084,5) X 107*. Based
on a recent unquenched lattice QCD calculation of the form factor in the range
¢® > 16 GeV¥c', we find the magnitude of the CKM matrix element |Vi| to
be (4.1 +0.240: £ O.2gygti_8:§1FF) x 1073, where the last uncertainty is due to the

normalization of the form factor.

IUniversité de Montréal
2e-mail : cote@slac.stanford.edu
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Note to the reader

This Version 11 of the BAD 1313 is a support document for the journal draft :
BAD 1647 V11 (hep-ex/0612020), which has now been approved and submitted
to Physical Review Letters. The main differences between this new document and
the precedent BAD 1313 V10, which was used for the Collaboration Wide Review
(CWR) of the BAD 1647 (V5), are :

— Four changes to the analysis approved by our Review Committee after the
CWR period. Three of them fix mistakes : superfluous v/2 factor when compu-
ting |V f+(0)|, accidental use of the SP8 values of semileptonic D branching
fractions instead of the SP5/6 ones, accidental variation of all D — K° bran-
ching fractions instead of only the D — K ones. The last one is a more
rigorous estimation of the tracking and EMC efficiency uncertainties. For
more details, see :
http ://babar-hn.slac.stanford.edu :5090/HyperNews /get /rev-SemiLep-02-03/47.html;

— Addition of Sect. 3.3.9 and 3.3.10 to describe the method that we use to
test QCD calculations and extract |V,,|, and of Sect. 3.7.4.4 and 3.7.4.5 to
give the results obtained with this method. Removal of the previous Sect. 8,
“Extraction of |V,;|”, now replaced by the new sections;

— General text improvements.

It may be relevant to note that the BAD 1313 V7 (and earlier versions) describes
a preliminary version of the result shown at ICHEP’06, and documented in the
BAD 1560 V9 (hep-ex/0607060). The differences between the preliminary and final
results are relatively minor, the main ones being that :
1. The continuum PDF is fixed in the signal extraction fit for the final result,
but floated for the preliminary result;

2. The ¢? spectrum shape is described with partial BFs (and covariance ma-
trices) for the final result, while normalized partial BFs were used for the

preliminary result ;
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3. A value of the constant |V,,f,(0)| is quoted for the final result, not for the

preliminary result ;

4. The covariance matrices of all the systematic errors (except FSR) are preci-
sely measured using at least one hundred different PDFs for the final result,
while the covariance matrices of few systematic errors were approximated

using only one PDF for the preliminary result.

How to read this document

After a general introduction and a description of the data samples in Sect. 3.1
and 3.2, the analysis method is described in Sects. 3.3 to 3.6. Then, the results
predicted by the MC simulation and the actual results obtained with the real data
are shown in Sect. 3.7. Several Data/MC comparison plots and the results of other
cross-checks are presented in Sect. 3.8, before a summary in Sect. 3.9.

Please note the presence of Appendix 3.10 which contains several useful defini-
tions used throughout this document. For example, we use ¢*> when we refer to its
true or unfolded value, while we use §> when we refer to its raw measured value.
The Appendices 3.11 and 3.12 show the results of additional studies done during

the development of the analysis.
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3.1 Introduction

3.1.1 Physics motives

There is an abundant literature on |V,,;| and semileptonic B decays (for example
[4,29,106]) " In this section, we provide information on the link between the CKM
matrix [ element |V,;| and B® — 7~ ¢*v decays®, and on the main difficulty to
extract |V,;| from the measurement of such decays. We also explain the importance
to know the value of |V,;| as precisely as possible.

In the Standard Model, quark flavor change can only occur through weak in-
teractions, via the coupling of a W gauge boson. Such couplings are proportional
to the relevant CKM matrix elements. In particular, the probability of a b quark
to decay into a u quark is proportional to |V,|?.

The requirement that the CKM matrix is unitary and the freedom to arbitrarily
choose the global phases of the quark fields reduce the initial nine unknown complex
elements of V' to three real numbers and one phase, where the latter accounts for
CP violation ['%]. These parameters are among the free parameters of the Standard
Model. The values of the CKM matrix elements measured independently have to
satisfy these conditions if the Standard Model is correct. Since |V,;| is the second
poorest known element of the matrix [, its precise measurement would greatly
help constrain the description of the weak interactions and CP violation by the
Standard Model. Together with the constraint given by the measurement of sin 2/3,
it would specially improve the constraint on the apex of the unitary triangle since
both constraints are tangential in the (p,7) plane (Fig. 3.1).

The measurement of |V,,;| requires the study of a b — w transition in a well-
understood context. Semileptonic b — ufv decays are best for that purpose since
they are much easier to understand than hadronic decays from a theoretical point of
view, and much easier to study experimentally than purely leptonic decays because

they are far more abundant. Fig. 3.2 shows the dominant Feynman diagram of

3The charge conjugate decay is always implied throughout this document unless explicitly
mentioned otherwise.
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F1G. 3.1 — Zoomed constraints in the (p, 77) plane not including the angle measure-
ments but sin 23 (results as of FPCP 2006) 3],

electroweak interactions in the case of a B® — 7/~ decay. An illustration of the
strong interactions between the b and u quarks with the “spectator” d quark of the
B meson involved in the same decay is given by Fig. 3.3. The theoretical description
of these strong interactions and of the quarks’ hadronization into a particular X,
meson(s) in the final state, where X, stands for any charmless meson, result in the
largest uncertainties when extracting a value of |V,;| from the measurement of the

branching fraction (BF) of B — X, /v decays.

l
w;‘f'< 7
OO L

FIG. 3.2 — Feynman diagram of electroweak interactions in a B9 — 7+¢~7 decay.
The b — wu transition occurs after the coupling with a W gauge boson.
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d d

FIG. 3.3 - Feynman diagram of electroweak and QCD interactions in a B® — 7~ 7
decay. The non-perturbative QCD interactions between the quarks are very difficult
to calculate from first principles.

The theoretical uncertainties have different sources in inclusive and exlusive
analyses of B — X, /v decays. In exclusive analyses, there are also important
differences according to the nature of the decay meson. If X, is a vector meson
(e.g. p, w, ...), its decay is expressed in terms of three QCD form factors®, but
if it is a pseudo-scalar meson (e.g. m, 7, ...), its decay is described by only one
form factor® : f (¢?), where ¢? is the squared invariant mass of the lepton-neutrino
system.

Only the shape of f,(¢®) can be measured experimentally (with high statis-
tics). Its normalization needs to be given by theoretical calculations which suffer
from relatively large uncertainties and, often, do not agree with each other. As a
result, the normalization of form factor(s) is the largest source of uncertainty in
the extraction of |V,;| from an exlusive B — X, v branching fraction. The theo-
retical predictions are currently more precise for B® — 7= ¢*v decays than for any
other exclusive B — X, /v decays 4. The most reliable calculation of f,(¢?) for
B — 7= ¢*v decays is currently provided by unquenched lattice QCD 4950 but
this technique can presently be used only at high ¢* (> 16 GeV?/c*). Light Cone

Sum Rules calculations 8! are also useful but they rely on approximations that are

4In the limit of a massless lepton, which is indeed a perfectly valid approximation for ¢ = e or
even y (see section 4.4 of [201),
5Also in the limit of a massless lepton.
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valid only at low ¢* (< 16 GeV?¥/c?).

Experimental data can be used to discriminate between the f,(¢?) shape pre-
dictions of various QCD models by measuring the f,(¢?) shape precisely. Such a
measurement not only tests the approximations made in the models but it also
leads to a smaller theoretical uncertainty on |V,;].

In this context, the present analysis of B® — 7~ ¢*v decays will concentrate on
obtaining an accurate measurement of the f,(¢?) shape in order to extract a more

precise value of |V,;| from the measurement of the total B(B® — 7~ (*v).

3.1.2 Physics observables measured in this analysis

The goal of this analysis is to measure the shape of the ¢? spectrum of B® —
7 ¢Tv decays as well as the total BF B(B° — 7 ¢*v). The final ¢* spectrum
is corrected for reconstruction effects by applying an unfolding algorithm on the
raw §° spectrum. The total BF is obtained from the sum of the partial BFs
AB(B® — 7 (*v,q?), denoted thereafter AB(q?), measured in 12 ¢* bins. The
q° shape of the signal is expressed as the spectrum of the partial branching frac-
tions AB(q?), together with a covariance matrix giving the correlations between
the the AB(q?) values measured in the various ¢ bins. The measured AB(¢?) spec-
trum is also compared to the predictions of various QCD calculations, and fitted
to model-dependent parametrizations of the f, (¢?) form factor. We obtain the va-
lue of |V, f4(0)] from the f,(¢?) fit results, extrapolated to ¢> = 0. The value of
the CKM matrix element |V,,;| is then extracted from the combination of all these

results.
3.1.3 Analysis strategy

3.1.3.1 Previous measurements

Values of |V,;| have already been extracted from the B(BY — 7=(*v) by CLEO
[51,107] " BABARI'%8:199] and BELLE %!, These results lead us to design an analysis

based on an innovative technique denoted “loose neutrino reconstruction”.
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In the first CLEO paper P!l the dominant uncertainty on both the B(B° —
7 0Tv) and |V,,| arose from the uncertainties in the f, (¢?) form factor. The effect
of these uncertainties on the B(B° — m~¢"v) has since been reduced to a negligible
level by minimizing the dependence of the experimental cuts on ¢> and by com-
puting the signal detection efficiency in several bins of ¢ ©. This approach is also
adopted in this analysis in which the investigation of the f, (¢?) model-dependence
is of utmost importance. A new generator, FLATQ2, as well as a form factor re-
weighting procedure [, have been elaborated to facilitate this investigation in the
entire ¢ range.

To reduce the uncertainty on the value of |V,;| contributed by the f,(¢?) de-
pendence, our strategy has been to maximize the extracted B — 7~ ¢*v signal
yields. This should lead to a better defined f,(¢?) shape and thus may allow us
to discriminate between the various QCD models used to generate this shape. A
precise experimental determination of the f,(¢?) shape also allows to extract V|
from only one well-calculated normalization point, with much reduced theoretical
uncertainties [*3l. A large signal yield is the main motivation for implementing the
loose neutrino reconstruction technique.

The B tagging techniques, which require cuts that result in a loss in detection
efficiency, lead to signal yields that are too small to allow a precise measurement of
the ¢? spectrum of B® — 7~ (v decays with BABAR’s runs 1-4 datasets [19%110] even
though they provide higher signal purity than with our approach. The traditional
neutrino reconstruction ¢ la CLEO has provided sufficiently large signal yields to

[197] " and more with

allow some ¢?-dependence information with CLEO’s dataset
BABAR’s runs 1-2 dataset 18], However, the requirement that the signal neutrino
be well reconstructed by vetoing events with additional missing particles causes

important signal detection inefficiencies that are avoided in our analysis.

6This ¢>-dependent approach works only for B — X, /v decays involving pseudo-scalar X,
mesons. See Appendix C of Ref. [20]
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3.1.3.2 The innovative loose neutrino reconstruction technique

The loose neutrino reconstruction is largely inspired by the “traditional” neu-
trino reconstruction : both methods use the events’ missing momentum as an ap-
proximation to the signal neutrino. The essential difference between the two ap-
proaches is that the tight neutrino quality cuts which ensure that the neutrino
properties are well taken into account when computing ¢> = (P, + P,)? are avoi-
ded in the loose neutrino reconstruction technique. In this analysis, we calculate
instead the momentum transfer as ¢> = (Pg — P;)% This difference may appear
to be small, but results in a significantly increased signal efficiency’. When using
q¢*> = (P, + P,)?, the resolution of ¢ is completely dominated by the reconstruc-
ted neutrino : the more precise the ¢* resolution, the more stringent the neutrino
quality cuts. But it turns out that the neutrino quality cuts depend as much on
the signal B decay as on the other B decay (B mesons are always produced in
pairs at B factories). As a consequence, many neutrino quality cuts are not good
at discriminating signal from background : they do improve the ¢*> = (P, + P,)?
resolution but not the signal /background (S/B) ratio, and they lead to important
signal yield loss. Tight neutrino quality cuts have also resulted in relatively large
systematic uncertainties in the past because of their sensitivity to many aspects
of the full event simulation. In an analysis with a large number of ¢® bins, this
effect becomes important. In the loose neutrino reconstruction, the reconstructed
neutrino does not have to match the real signal neutrino with a good resolution
because of the use of the relation ¢*> = (Pg — P;)%. Details on the reconstruction
of ¢> = (Pg — P;)?* are given in Sect. 3.3.3.

The process of reconstructing the neutrino can also be used quite efficiently to
reject backgrounds. For example, the cuts on the quantities AE and mpgg ' that
require that the sum of the reconstructed neutrino, 7 and ¢ energies and momenta

be compatible with B — 7~ ¢*v signal decays are among the most useful ones

“For example, the B® — 7~ (T v signal efficiency in this loose neutrino reconstruction analysis
is approximately 4.7 times higher than in the previous tight neutrino recontruction analysis [108]
by BABAR.
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in rejecting the background in this analysis. As explained in Sec. 3.3.2.6, AE is
the difference between the measured and expected values of the B-meson energy,
and mpgg is the measured B-meson mass. Other neutrino quality cuts such as the
events’ total charge and missing mass squared are not as useful to isolate the signal
and are thus not used and used in a very loose way, respectively.

To recapitulate, the loose neutrino reconstruction is a fully untagged technique
giving the largest signal yields. It depends on reconstructing the value of ¢ using
the relation ¢> = (Pg — P,)?, and uses the neutrino information only to the extent

that it can reject more background than signal.

3.1.3.3 Signal extraction

As a result of its loose cuts, the loose neutrino reconstruction technique leads to
very high signal yields, of the order of 5000 events for BY — 7~ ¢*v decays using the
BABAR’s runs 1-4 dataset! These higher signal yields are of course accompanied
by higher background yields. From a statistical point of view, high signal yields
can compensate low S/B ratios to give small uncertainties. However, with a cut
and count approach, these high background yields could result in large systematic
uncertainties because some of them are poorly known. In particular, the b — ulv
and continuum background yields are both approximately 2 times more abundant
than the signal yield with this technique.

Consequently, the signal and background yields are extracted using a fit in the
present analysis. In fact, the high background yields are useful since it makes it
possible to fit them in separated categories, in several §? regions. For example, AE
and Mgg shapes of the large number of continuum and b — ufv background events
can easily be fitted. The high statistics provided by our technique also have the
advantage that the off-resonance data control sample’s yield can be known with a
relatively good statistical precision, which is very useful to control the continuum-
related systematic errors, and allow us to make precise comparisons between data
and simulation. For this reason, the loose neutrino reconstruction technique results

in high signal yields with small statistical and relatively small systematic uncer-
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tainties. It is thus ideally suited for a measurement of the f,(¢?) shape as well as

the BF of B — 7~ (*v decays.

3.2 Data samples

All our measurements were made with real and simulated data reconstructed
with BABAR’s R16 software releases, skimmed with the XSLBtoXulnuFilter-R16¢
software [/l and analyzed with the analysis-26 release. The simulation was done
with BABAR’s SP5 and SP6 software releases.

We used additional run 5 off-resonance data and simulated SP8 data to generate
TOY MC samples (Sect. 3.7.1.1) and compute continuum MC corrections (Sect.
3.5.2.7). The SP8 wii/dd/s5/cc/TtT~ events are also combined with the SP5/6
ones to get the AFE-mgg histograms used as fit PDFs for the continuum. These
data were reconstructed with BABAR’s R18 software releases, skimmed with the

XSLBtoXulnuFilter-R18b software® and analyzed with the analysis-31 release.

The following samples are used in this analysis :
~ Runs 1 - 4 on-resonance data (~ 206.4fb~! which corresponds, according to
the B-counting algorithm ['*2 to 227.4 million BB decays) ;
~ Runs 1 - 4 off-resonance data (=~ 21.5fb7!);
~ Run 5 off-resonance data (=~ 5.503fb™1);
— Signal SP5/6 FLATQ2 2 Monte Carlo (SP-4764) :
~ 1638K B — 7 (*tv/ B® — X + (c.c.) decays, where X stands for any
possible final state of a B°(B°) decay (~ 4130fb~');
— 1130k B® — 77 ¢*v/ BY — X (+ c.c.) decays generated with PHOTOS [113]
turned off (=~ 2849fb~1);
— SP5/6 MC backgrounds :
— ~527M generic BB decays® (~ 957.6fb71);

8The selections of the XSLBtoXulnuFilter-R18b and XSLBtoXulnuFilter-R16¢ skims are
identical _
9The BY — 7~ (*v signal events have been removed from the BYB" samples.
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~ ~580M generic BTB~ decays (&~ 1053.6071);
— ~422M c decays (=~ 324.3fb7");

— ~677TM uii/dd/ss decays (=~ 323.9fb71);

— ~342M 77~ decays (=~ 383.9fb7!);

— SP8 MC backgrounds :

— ~465M generic BB decays'® (=~ 844.6fb7!);
— ~452M generic BT B~ decays (~ 820.8fb7');
— ~410M cé decays (=~ 315.3fb7"');

— ~345M u/dd/ss decays (~ 165.3fb71);

— ~244M 777 decays (= 274.5fb71).

The following assumptions were made to obtain the luminosities corresponding

to the MC samples :

— For BB, we used the central value given by the B counting algorithm ['?! for
the R16c runs 1-4 dataset : 1,101,692.361 BB pairs per fb~!, and assumed
that BF(Y(4S) — B°B%) = 50.0%;

— For B — 7~ (*v signal, from the BB numbers, we further assumed that
BF(B® — 7 (Tv) = 1.33 x 107*;

— For uiti/dd/s5 and c¢, we used the cross-sections given in Ref. ¥l yielding
respectively 2.09M and 1.3M events per fb—';

— For 777, we used the number given in Ref. '] : 890k /900k events per fb~"

for the on/off-resonance data.

10The B® — 7 ¢*v signal events have been removed from the B°B® samples.
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3.3 Method

3.3.1 Overview of the analysis steps

After performing an optimized event selection (Sect. 3.3.2), the final results of
this analysis are obtained by two subsequent fits (Sect. 3.3.4 and 3.3.8).

We first determine the ¢ spectrum of the B® — 7~ (v signal as well as its
total BF (Sects. 3.3.4 to 3.3.7). For that purpose, we split the selected samples in
12 ¢* regions!!. In each region, a fit to the two-dimensional AFE-mgg distribution
is performed in order to extract the signal yields'?>. The number of ¢ bins (12) has
been chosen to provide a good balance between reliance on simulation predictions,
complexity of the fit and total B(B® — 7~ (') uncertainty size (see App. 3.11). The
raw ¢ distribution is then unfolded to correct for the bias and resolution effects of
the reconstruction. The unfolded ¢? yields are divided by the signal reconstruction
efficiency in each ¢ bin to obtain the partial BFs AB(q?). The total B(B® — 7~ (*v)
is obtained from the sum of the AB(¢?). The ¢? spectrum of the signal is expressed
as the partial branching fractions spectrum, together with two covariance matrices
(one for the statistical uncertainties and one for the systematic uncertainties) which
give the correlations among the values of the AB(¢?) measured in the different ¢?
bins.

Secondly, we fit two different model-dependent parametrizations to the AB(q¢?)
distribution to evaluate the parameters defining the shape of f, (¢*) and obtain the
value of |V,;f4(0)| (Sect. 3.3.8). The AB(q?) spectrum and its covariance matrices
are however quoted explicitly to allow future studies with different f,(¢*) para-
metrizations using the present data. In the end, the measured AB(¢?) distribution
is compared with predictions from QCD calculations (Sect. 3.3.9), from which we

extract values of |V,;| (Sect. 3.3.10).

U The raw values of ¢ are defined as ¢ = (Pg — Py)? in a “Y-average frame” [115] (See Sect.
3.3.3).

12The b — ulv and other BB background yields are also determined by the fit, but the
continuum is fixed.
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3.3.2 Event selection

Even though the B mesons are always produced in pairs, the decay of the non-
signal B is not used with the loose neutrino reconstruction technique. All the cuts
attempt to extract the signal BY — 7~ ¢*v decays from background processes that

look similar to the signal'?

. The three main sources of background are semileptonic
b — clv and b — ulv decays, and continuum events with a D meson decaying
semileptonically. The cuts can be classified in six categories : skim preselection,
signal lepton and pion identification, kinematic consistency of the m meson and /¢
lepton momenta, continuum rejection, b — cfv rejection and neutrino reconstruc-
tion. When there are several signal candidates in an event after applying all the
cuts, we select only one of the candidate and reject the others.

As explained in Sect. 3.3.2.3, the signal 7% and ¢T tracks are fitted to a common
vertex. This fit re-evaluates the m and ¢ track parameters by constraining both
tracks to share a common point in the three-dimensional space. Except for the
skim preselection, we are always using the resulting 7% and (T refitted momenta.

An overview of all the cuts used in this analysis is given in Tables 3.1 and 3.2,
while the background reduction power of the main analysis cuts is illustrated by
Fig. 3.4. The composition of the final sample (according to MC simulation) is given
in Tables 3.3 and 3.4. The definition of each cut is given subsquently in Sect. 3.3.2.1
to 3.3.2.7. The values of the §>-dependent cuts are given in Fig. 3.5. The procedure
that leads to the particular choice of each cut value is described at the end, in Sect.

3.3.2.8 and 3.3.2.9.

3.3.2.1 Skim preselection

As a first analysis step, we reject most of the background events with a special
software tool named X SLBtoXulnuFilter skim!l. For the B° — 7~ ¢*v channel,

this skim rejects about 99.3% of the on-resonance data while keeping approximately

Ptot =
Etot

backgrounds, but were specifically designed to reject non-simulated continuum background events.

3Two of the selections,

and the photon conversion veto, contribute to isolate signal from
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TAB. 3.1 — Summary of all signal candidate selections. ¢? is given in units of
GeV?/ .
XSLBToXulnuFilter skim
—1.0 < cosfpy < 1.0
cos, < 0.85
cos By > —0.938 + 0.0994 - G — 0.00384 - ¢*
oS Oprust < 0.460 + 0.0576 - G2 — 0.00215 - ¢*
Prob(x*) Y > 0.01
Bhabha veto
Photon conversion veto
0.41 < Oep < 2.46 rad
0.41 < 0, < 2.46 rad
my < 3.07 and my > 3.13 GeV/c? (u* channel only : “.J/¥ veto”)
2.7 > Opiss > (0.512 — 0.0162 - % + 0.000687 - ¢*) rad
—1.0< AE < 1.0 GeV
5.19 < mpg < 5.29 GeV/c?
Number of GTVL tracks in the event > 4
M2, < (102 —1.12- 4%+ 0.0625 - ¢*) GeV?/c!
% < 0.64 (e~ channel only)
Fet= > 0.35 (e* channel only)
Best candidate : cos 8, closest to zero




TAB. 3.2 — Cut flow table. All the yields are scaled to the on-resonance data luminosity. The yields obtained from
the simulation are corrected with the central configuration of the weights described in Sect. 3.5.2. The first 9 cuts (up
to the empty line) do not involve tracks or neutrals killing and define reduced ntuples from which the last cuts are
applied. For the signal, Y., refers to (7 + ¢) candidates for which both tracks are truth-matched to the pion and
lepton of a B® — 7= ¢*v decay. Y,y refers to “combinatorial” signal candidates with either track not truth-matched
to a B — 7~ (*v decay.

Cut signal b — uly other BB continuum MC off-resonance data on-resonance data
Yy00d Yeomb evt Y evt Y evt Y evt Y evt Y evt
skim 24457.8  11213.3  32915.1 | 203971.4 154364.9 | 3391951.5 3068767.8 | 3248800.5 2690355.0 | 3618718.2 2982331.5 | 7311209.0 6263709.0
cos Oy 23371.4 9584.8  30806.3 | 176405.5 136862.2 | 2817792.0 2568015.0 | 2672202.5 2246098.0 | 2962379.5 2485470.0 | 6058460.0 5259120.0
cos By 19501.5 7232.7  25177.1 | 130698.5 101863.0 | 1276776.5 1147211.1 | 1674021.5 1418667.5 | 1888925.6 1590772.0 | 3385766.0 2901291.0
Prob(x?) Y 18541.7 5388.2  23008.8 | 105479.8 86152.7 924405.6 838048.4 | 1244526.8 1079378.1 | 1438628.6 1235867.6 | 2530977.0 2205081.0
Ox 17480.5 4999.0  21650.5 97992.5 80720.0 830263.8 751047.6 | 1164536.1 1014061.6 | 1328560.8 1142218.6 | 2323329.0 2023460.0
Olep 17422.3 4967.2  21567.0 97419.1 80265.5 825432.0 746538.6 | 1150156.0 1002418.6 | 1317671.0 1133355.4 | 2305985.0 2009120.0
J/¥ veto 17194.8 4939.9  21319.5 96804.9 79767.0 778553.2 718038.8 | 1142272.6 995841.9 | 1306421.9 1124492.1 | 2242307.0 1967003.0
Bhabha veto 16241.3 4757.0  20197.9 95669.0 78692.5 773210.6 713144.1 | 1042881.8 906645.2 | 1086225.0 919934.1 | 2013476.0 1754797.0
nb trk 16135.8 4741.5  20077.5 95307.0 78343.2 770807.8 710879.6 | 1034359.8 898408.4 | 1076887.6 910795.5 | 2001025.0 1742854.0
nb trk (killing) 16122.9 4739.5  20062.8 95268.1 78307.3 770564.4 710648.2 | 1033666.2 897759.7 | 1076887.6 910795.5 | 2001025.0 1742854.0
Bhabha veto (killing) 16081.3 4731.1  20013.6 95199.5 78244.4 770063.9 710189.1 | 1032692.9 896854.3 | 1076887.6 910795.5 | 2001025.0 1742854.0
~ conv veto 15800.1 4645.3  19661.4 93106.3 76509.4 753793.0 694936.9 902075.9 780876.2 974153.5 820564.8 | 1878693.0 1635204.0
cos Ot prust 12564.1 3040.6  15157.9 61498.9 52938.7 534429.7 498810.9 221439.0 197023.8 363683.5 312415.8 989123.0 886220.0
Omiss 9157.5 2182.7  11026.9 42034.0 36396.6 335396.1 313973.4 101471.8 91894.9 133415.1 118265.8 521844.0 476337.0
2 iss 6704.7 1910.0 8325.7 36733.9 31389.1 256917.2 241819.4 93591.7 84442.1 120575.2 106351.2 422981.0 384935.0
(Btot - 2)/ Etot 6454.7 1832.6 8008.4 35937.1 30688.9 254571.2 239538.7 92288.9 83271.2 112140.3 99178.1 410481.0 374205.0
AE 5949.1 1580.8 7295.7 28027.2 24442.9 142334.5 135269.2 41576.3 39430.3 47941.0 44966.2 223034.0 208032.0
mes 4344.1 677.4 4933.5 13423.2 12153.1 32930.2 31841.4 9530.8 9204.6 9650.9 9299.1 60622.0 57477.0
best couple 4338.3 595.2 4933.5 12153.1 12153.1 31841.4 31841.4 9204.6 9204.6 9299.1 9299.1 57477.0 57477.0

1¢1




* signal

* signal

Eb— utv

B other BB
Bl continuum

5
COSOBv

Eb— ulv

B other BB
Il continuum

* signal

Eb— utv

W other BB
Bl continuum

4.5
my (GeV/c?)
* signal

10
2 2
Mz, (GeV?/c*

Eb— ulv
B other BB

[l continuum

12 14
)

10*

10°

* signal

* signal
Eb— uv

B other BB
Il continuum

Eb-s ulv

Mother BB
Bl continuum

03 035 04 045 05
Y Prob(y?) (TreeFitter)

* signal

Eb-s ulv

Wl ther BB
Bl continuum

2.5
emissLAB (rad)

* signal

Eb— ulv

Wother BB
[l continuum
I

14 6
nb of GTVL

F1G. 3.4 — Illustration of the main analysis cuts after all the other cuts have been
applied. The signal histograms are scaled to the area of the backgrounds. The
actual values of the cuts are written in Table 3.1. AF and mgg plots of the signal
and backgrounds are shown in Figs. 3.28 and 3.29 (Sect. 3.7.2.1). my is plotted for
the muon channel only. Four of the illustrated variables, cos 0;,yst, COS 0p, O,iss and

M2

miss?

have ¢*>-dependent cuts shown in Fig. 3.5. None of these cuts were applied

for the cosfpy plot since G* is not defined when | cosOpy| > 1. The first and last

bin of each plot include underflow and overflow entries, respectively.
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F1G. 3.5 — Values of statistically optimal cuts of cos Oyyust (2), cosby (b), Opniss (€)
and M2,.. (d) in 10 ¢* bins based on the minimization of the quantity S/+/(S + B)
in the signal region (see Sect 3.3.2.9). The vertical axis represents the cut value in
each ¢* bin. The overlayed curve is the actual cut function used in the analysis and
was obtained with a simple y? fit of a second order polynomial function.
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TAB. 3.3 — Sample composition of the A FE-mgg fit region, corresponding to —1.0 <
AE < 1.0 GeV and 5.19 < Mpg < 5.29 GeV/c?.

Event Yields Sample
type electrons muons fraction
real | fake real | fake
BY — ¢ty || 2508.9 1.0 2071.0 | 41.1 8.0%
B — plv 2938.7 | 0.0 2636.2 27.0 9.7%
other b — uwflv || 3352.3 | 0.0 | 3021.3 | 32.6 11.1%
B — Dlv 3112.6 | 2.5 | 2617.6 | 68.2 | 10.1%
B — D*lv 10130.5 | 0.6 | 9015.3 | 51.8 33.3%
other b — clv || 874.1 0.2 651.8 9.1 2.7%
B — hadrons || 2874.4 | 24.8 | 12454 | 1176.6 | 9.2%
continuum 3193.5 | 181.8 | 1394.5 | 4434.7 | 16.0%
total (MC) 28985.1 | 211.0 | 22653.1 | 5841.2 | 100.0%
on-res data 29247.0 28230.0 -
off-res data 3464.2 5834.9 -

TAB. 3.4 — Sample composition of the A E-mgg signal region. The signal region lies
in —0.16 < AE < 0.20 GeV and mpgs > 5.2675 GeV/c?, and corresponds to the 9
AFE-mgg bins around the signal peak illustrated in Figs. 3.13 and 3.14.

Event Yields Sample
type electrons muons fraction
real ‘ fake | real ‘ fake
B — 7= ¢*tv || 6504 | 0.3 | 533.4 | 9.9 31.2%
B — plv 269.7 | 0.0 | 253.0 | 2.3 13.7%
other b — wfr || 223.8 | 0.0 | 194.1 3.0 11.0%
B — Dty 140.1 | 0.0 | 1159 | 2.5 6.8%
B — D*lv 328.1 | 0.0 | 296.2 1.1 16.4%
other b — clv 31.4 | 0.0 | 228 0.5 1.4%
B — hadrons || 123.1 | 1.1 | 79.8 | 59.3 6.9%
continuum 183.1 | 6.1 75.3 | 216.9 | 12.6%
total (MC) || 1949.7 | 7.5 | 1570.3 | 295.5 | 100.0%
on-res data 1994.0 1833.0 -
off-res data 160.6 336.5 -
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47.6% of the signal events. The X SLBtoXulnuFilter preselections used in this
analysis'* are described in detail in Ref. l and are listed below :
— At least four charged tracks in the event;
— Event’s ratio of the second to the zeroth Fox-Wolfram moments [1*6] smaller
than 0.5;
— At least one lepton and one pion charged tracks with opposite charges and
satisfying the criteria of Sect. 3.3.2.2;
— Pion momentum in the laboratory frame smaller than 10 GeV/c;
— Plop + 0y > 2.8 GeV/c or pj,, > 2.2 GeV/c or p; > 1.3 GeV/c, in the T'(45)
frame;
— —1.1 < cosfpy < 1.3 (see Sect. 3.3.2.3);
— €08 Opprust < 0.9 (see Sect. 3.3.2.4).
The number of charged tracks in the event, as well as the cos 0y and cos ;¢
preselection cuts are applied again in a more restrictive way after the final event

selection described in the remaining of Sect. 3.3.2.

3.3.2.2 Signal lepton and pion selection

The application of tight PID cuts to identify the signal lepton is one of the
most efficient background rejection cut of the analysis (minimum LAB momenta
are required to avoid very high fake rates). Typical BB background events contain
on average 8 tracks among which 80% are not leptons. However, the electron and
muon ID by itself rejects 99.4% and 97% of the non-lepton tracks, respectively.

We also ensure that both the signal pion and lepton tracks are well reconstructed
by requiring the BABAR’s standard Good Tracks Loose (GTL) selection (see App.
3.10). We don’t cut on the 7 momentum because it’s very strongly correlated with
q¢?, as shown in Fig. 3.6.

The detailed selection criteria for the electron, muon and pion associated with

the signal B decay follow :

1The X SLBtoXulnuFilter skim is a common tool used by other research groups within the
BABAR Collaboration.
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Lab pion momentum vs true ¢ for B*>nT'v signal
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F1G. 3.6 — Pion momentum in the Laboratory frame vs true ¢?, for B — 7= (tv
signal, after all selections.

— electrons :

— PidLHElectrons selections;

— GTL selections;;

— Acceptance of SVT, DCH and EMC : 0.41 < 6 < 2.46 rad;

— prag > 0.5 GeV/c;

— BABAR’s standard CompBremSelectors Bremsstrahlung recovery algorithm
is applied on photons passing the GoodPhotonLoose criterion (see App.
3.10);

~ muons :

— muNNTight selections;

— GTL selections;

— Acceptance of SVT, DCH and EMC : 0.41 < 0 < 2.46 rad ;

— prag > 1.0 GeV/c;

— pions :

— piLHLoose selections (implies that ppap > 0.1 GeV/c);

— GTL selections;

— Acceptance of SVT, DCH and EMC : 0.41 < 6 < 2.46 rad.
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3.3.2.3 Kinematic consistency of the signal

Leaving aside the neutrino for the moment, the kinematic compatibility of the
lepton and pion properties with a real B® — 7~ ¢*v decay is constrained by two
criteria :

— We ensure that the pion and the lepton are compatible with originating
from the same vertex by requiring that a geometrical fit performed with
TreeFitter!''” gives a y? probability greater than 0.01;

— We require that the lepton and pion be kinematically compatible with a

B — 7= (*v decay by setting —1.0 < cosfpy < 1.0, where :
2f2'E;'E§eam_m2B_f2'm§/

2f - [Pl - Pyl
In Eq. 3.1, gy is the angle between the B and Y directions in the 7°(4S) frame,

cosfpy = (3.1)

Y represents a fictive particle whose four-momentum is the vectorial sum of the
pion and lepton four-momenta (see App. 3.10) with my as its invariant mass and

E} its energy in the 7°(4S5) frame'®; Ej,  is the beam energy in the same frame,

corresponding to half the center of mass energy; p; = \/ f2-E2 ~—m% where

beam
f is the off-resonance center of mass energy correction factor defined as f = 1.0
for Ef ., > mp and f = 5.2805/E;, .. for Ef < mpg (5.2895 GeV is the mean

center of mass energy of the on-resonance runs 1-4 real data)'®.

3.3.2.4 Continuum rejection

Continuum background contamination is rather large before appropriate cuts
are applied because the loose neutrino reconstruction requires only the presence of
one pion and one lepton. These are plentiful in the continuum events. Since the
B candidate is not reconstructed, we rely on the event’s topology to suppress this

background (BB events tend to be more spherical while continuum events tend to

15 All variables denoted with an asterisk (e.g. p*) are given in the 7°(4S5) rest frame; all others
are given in the laboratory frame.

6The f factor only affects the off-resonance data, which are themselves only used to obtain
corrections to the continuum MC (see Sect. 3.5.2.7).
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be more jet-like in appearance). In addition, we have evidence that non-simulated
QED continuum events, possibly two-photon fusion or radiative Bhabha events, do
survive our standard continuum cuts in the electron channel (see Sect. 3.5.2.7).

We apply the following cuts to reduce the continuum background :

— Number of GTVL tracks (see App. 3.10) in the event > 4;

— Bhabha veto developed in Ref. [''8]. This veto requires the event to have a
multiplicity greater than 5 objects, i.e., N7, , + N,’Y/Q > 5, where :

— NI, is the number of good tracks loose not belonging to be identified as
v — eTe” pairs;
— N is the sum of EmcBumps with £, > 80 MeV and identified as v — ete”
pairs;

~ Opiss > (0.512—0.0162-¢°40.000687-G*) rad (see Fig. 3.5) and 0,55 < 2.7 rad,
where 0,5, is the polar angle associated with P, in the laboratory frame
(see App. 3.10.2);

— 08 Oprust < 0.460 4 0.0576 - G* — 0.00215 - ¢* (see Fig. 3.5), where cos Oy,yst
is the cosine of the angle between the Y’s thrust axis and the rest of event’s
thrust axis!”.

The next two cuts do not improve the statistical significance of the signal. They

are applied to specifically reduce the non-simulated QED events :

— Photon-conversion veto. This veto rejects events with at least one track simul-
taneously identified as eMicroTight (with PID — tweaking for the MC) and

gammaConversionDefault'®. Examination of radiative Bhabhas and dimuons

MC samples suggests that this cut rejects ~75% of these QED backgrounds

17The thrust axis A obtained from N particles is defined as the vector with unit length along
which the maximum alignment is found according to the following formula :

N T =
Zi:l |A 'Pi|

N — —
> i1 VDi - Di

where p; is the three momentum of the i*" particle.
18See CompositionSequences/CompGammaConversionSequence.tcl of the analysis-26 release.

thrust = max ) (3.2)
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and only ~1.9% of the signal after the skim selection.'® For technical rea-
sons, we're using eMicroTight and not PidLHElectrons to be able to take
advantage of the PI D — tweaking procedure;

~ (Piot - 2)/Eyor < 0.64 for B® — nte~ 17, and (Pt - 2)/Ejor > 0.35 for B —
7~ etv where pi,; and Ej,; are respectively the z and energy component of
P,,;. The Fig. 3.7 illustrates the need for this cut, which rejects about 2.7%

of the signal candidates.

Continuum yields in the e- channel Continuum yields in the e+ channel
40F |‘ M M
35F . uds uds
30 E T T
F - off-resonance - off-resonance
251
200
15 L
100 ATl
5F L | |
o I | |
= P e -:-;n
Q.3 0.4 0.5 0.6 0.7 0.8 0.9 . 0.4 0.5 0.6 0.7 0.8 0.9
pzTotLab/eTotLab pzTotLab/eTotLab

F1G. 3.7 — Comparison of off-resonance data with continuum MC for (P - 2)/(Eior)
in the electron and positiron channels after applying all MC simulation corrections
and all analysis cuts except for one on (pyo - 2)/Eior (Sect. 3.3.2.4). There is clear
evidence of unsimulated events at high (pi, - 2)/Ey in the e~ channel (left) and,
to a smaller scale, at low (Dio - 2)/Fio in the ™ channel (right). These unsimu-
lated events probably come from atypical two-photon fusion or radiative Bhabha
processes. In the muon channel, the data and MC distributions are the same.

19 Also see Ref. [119] for more details.
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3.3.2.5 b — clv rejection

Even though the b — c/v decays are our most abundant source of background,
they do not present a major challenge to the analysis because the shape of their AFE-
mgs histogram is quite different from that of the signal and their abundance leads
to a well-defined corresponding PDF. Also, their simulation is in good agreement
with the data and the most abundant single background source, B — D*{v, is well
measured. Hence, the systematic uncertainties associated with their PDF shape
are rather modest. Furthermore, the statistical uncertainty of the measurement is
significantly reduced by cutting the larger part of these backgrounds.

We use the following cuts :

— Because of the relatively high fake rate of charged pions by muons, J/¥ —
= decays can often be mistaken for B — 7~ pu*v decays. We therefore
apply a J/V veto to B® — n~ v candidates (and c.c.) when the Y invariant
mass is compatible with that of a J/V : 3.07 < my < 3.13 GeV/c?. On the
other hand, this veto is not applied to B — 7~ e®v decays since the fake
rate of charged pions by electrons is extremely low ;

— cos B, < 0.85 and cos 0y > —0.938+0.0994-3%—0.00384-G* (see Fig. 3.5), where
6, is the helicity angle of the W boson 12l reconstructed in the Y-average frame
approximation?. It is advantageous to use cosd, as a cut because the signal
distribution is known to be proportional to sin? 6, from first principles [**!. Tt
leads therefore to a minimal theoretical uncertainty on the signal efficiency.
The b — clv background events peak at cos#; ~ —1, but they are far less

prevalent at cos 6, ~ +1, where continuum events predominate (see Fig. 3.4).

3.3.2.6 Neutrino reconstruction

Three neutrino reconstruction variables have been found to be advantageous
to cut on to improve the S/+/S + B ratio. In each case, the signal neutrino is

estimated with P,,;ss, the events’ missing momentum four-vector defined in App.

20Gee Sec. 3.3.3.
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3.10.2.
— M?

miss

< (10.2—1.12- 3 +0.0625 - ¢*) GeV?/c* (see Fig. 3.5), where M2, is

miss
the squared invariant mass of P52 ;

~ —1.0< AE < 1.0 GV, where AE = 222 i py— p 4 P4 P, the

beam

four-vectors s and P,,;ss are defined in App. 3.10.2 and Ej,,,, is defined in
Sect. 3.3.2.3;

- 5.19 < mpg < 5.29 GeV/c?, where mps = mys — (E},,, — 5.29) and m/pg =

\/(%E%M +s- Pg)?/E%,; — Pp - Pg. Without the (E;.,,, — 5.29) offset, the

beam

maximum value of m'yg is Ej.,,,, while Ej.,  is not constant and can indeed
vary significantly for off-resonance data. The effect of the offset is to set the

maximum value of mpg to exactly 5.29 GeV/c?, independently of the value
of E}

beam*

The cut values of M?

miss

estimator S/v/S + B. The cut values of AFE and mgg determine the boundaries of

have been chosen to minimize the statistical uncertainty

our fit region. We chose the boundaries that provide the best balance between
the statistical precision and the systematic uncertainties related to the shape of
the AFE-mgg distribution, according to a TOY MC study for which we repeated
the analysis procedure several times (see Sect. 3.7.1). The quantities AE and mgg
were first defined in Ref. '], They are expressed in terms of variables defined in
the laboratory frame, thus avoiding inaccuracies resulting from CM frame boosts

undertaken with potentially wrong mass hypotheses.

3.3.2.7 Choice of the best candidate

After all the analysis cuts have been applied, there are on average 1.08 candi-
dates/event for B — 7~ (*v events, 1.11 candidates/event for background b — ulv
events, and 1.04 candidates/event for other BB or continuum background events.

When several candidates remain in an event, we select the candidate with cos 6,

2INote that our M?2

miss

cut is much looser than in previous neutrino reconstruction measure-

ments [51:107:108] For example, the cut ‘% < 0.4 GeV is applied in Ref. [108],




132

closest to zero and reject the others. The variable cosf, (defined in Sect. 3.3.2.5)
has been chosen because it is uncorrelated with mgs, AE and ¢?, it discrimi-
nates signal against background, and its values are different for each (7 + /) can-
didates of an event. Selecting only one candidate per event improves the purity
of the well-reconstructed signal. It rejects 30% combinatorial signal candidates
while conserving 97% of the remaining well-reconstructed ones. The fraction of
well-reconstructed signal candidates increases from 87.2% to 89.1% after the best
candidate selection. It also reduces the sensitivity of our analysis to the simulation

of the candidates multiplicity.

3.3.2.8 Procedure for cuts optimization

Most cuts were chosen and optimized using BABAR’s SP-5 and SP-6 MC simula-
tion. A few cuts were designed to reject unsimulated events identified by comparing
off-resonance data with generic udsc/tau MC. The size of the AE vs mgg plane was
chosen to minimize both the statistical and systematic uncertainties on the f(¢?)
shape parameters as well as on the total B(B® — 7~ (Tv), using the procedure

described in Sect. 3.7.1. These cuts are the same through the whole ¢* spectrum.

3.3.2.9 Procedure for j>-dependent cuts

Four of the cuts were optimized in a ¢*-dependent way, in the following or-

der : cos Oyryst, €08 0p, Opiss and M2, (defined in Sect. 3.3.2.4, 3.3.2.5, 3.3.2.4 and

3.3.2.6, respectively). The optimization was done in a region of the A E-mpgg plane :
mgs > 5.22 GeV/c? and —0.4 < AE < 1.5 GeV, where the signal is the most abun-
dant??. The ¢* dependence of these cuts is needed because continuum and b — clv
events have different ¢ spectra, while the cuts which reject the b — cfv background
efficiently are inefficient for the continuum, and vice versa. In general, it was found

that the ¢* distribution of b — clv events peaks at mid-values, while it peaks at

22This particular AE-mgg region was used for historical reasons. For the rest of the analysis,
the “signal region” lies in —0.16 < AE < 0.20 GeV and mps > 5.2675 GeV/c?, and corresponds
to the 9 AFE-mpg bins nearby the signal peak illustrated in Figs. 3.13 and 3.14.
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very low and very high ¢* values for continuum events. As a result, it can be seen
on Fig. 3.5 that the continuum cut cos 8, is applied tighter at high and low §°

while the b — cfv cuts cos 0y, 0,,iss and M?

miss

are applied tighter at mid-g>.

The ¢*-dependence of the cuts was determined with the following procedure :

— Apply all the §*-independent cuts;

— Obtain the value of the variable cut that minimizes the value of the quantity
S/ \/m independently in each of the 10 ¢* bins;

— Fit a 2"? order polynomial function through the 10 values of the cuts obtained
in the previous step? ;

— Carry out this procedure for the variable cos 6;,,.s:, then apply that cut and
repeat for the variables cos 8y, 0,,:ss and finally M2

miss*

3.3.3 Reconstruction of the variable

We reconstruct ¢* in terms of four-momenta : ¢ = (Pg — P,)? in a “Y-average
frame” 115 The difficulty with ¢? recontruction is that even though the relation
q*> = (Pg — P,)? is strictly true and Lorentz-invariant, it cannot be used directly
because the value of Pg is not known outside its rest frame with the BABAR
experiment. Only the value of P, (measured in the lab frame) and that of the
7(4S) four-momentum (obtained with high accuracy from the PEP-II parameters)
are known. Nevertheless, since the B momentum is small in the 7°(4S) frame, a
common approximation is to boost the 7 to the 7°(45) frame and use the relation
¢* = (Pg — P,)? in that frame, where the B meson is assumed to be at rest.

However, a more accurate value of ¢ can be obtained in the Y-average frame.
This frame is defined as follows. It uses the fact that the B momentum magnitude
is known in the 7'(4S) frame, it is py = \/E;2,, — m% where F;.,  is the beam
energy (half the center of mass energy). In addition, since the four-momentum

of Y is measured, Py = P, + F,, the angle between the Y and the B momenta

in the 7(4S) frame, 0py, can be determined by assuming a semileptonic B —

2Quch an analytic cut function has the advantage of being smooth and usable with varying
number of ¢ bins.
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Yv decay (see Sect. 3.3.2.3). Thus, in the 1 (4S) frame, the Y four-momentum,
the B momentum magnitude and the angle fgy define a cone, illustrated in Fig.
3.8, where the true B four-momentum lies somewhere on the surface of the cone
extending from the vertex to the base. The B rest frame is thus known up to an
azimuthal angle ¢ defined with respect to the axis of the cone corresponding to
the Y momentum. The value of ¢? in the Y-average frame is computed as follows :
it first assumes that the B rest frame is located at an arbitrary angle ¢q, and the
value of ¢ is calculated in that particular frame position. The values of ¢?, ¢3 and
q2 are then calculated with the B rest frame at ¢; = ¢y + 90°, ¢ = ¢ + 180° and

¢3 = ¢o+270°, respectively. The value of §? in the Y-average frame is then defined

as: §? = B+a3+ad+q?

" . We note that | cos0py | < 1is required for the Y-average frame

to be defined and that using more than four ¢; values in the definition of the Y-
average frame does not significantly improve the ¢ resolution ['2%l. The cut variable
cos B, (see Sect. 3.3.2) is also defined in terms of the B meson four-momentum and

computed in the Y-average frame with an improved resolution.

F1G. 3.8 — Illustration of the Y-average frame approximation.

For completeness, we have to mention that the value of ¢* is also given by the
relation ¢> = (P, + P,)* with P, and P, in the laboratory frame. It is however
rather difficult to get a sufficiently good neutrino reconstruction resolution with
this approach (see Sect. 3.1.3.2), so that we decided to not rely on the neutrino to
reconstruct ¢? in this analysis.

The reconstructed values of ¢* in this analysis are thus always computed in the
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Y-average frame. Fig. 3.9 shows the improvement in ¢ resolution obtained after
all the analysis cuts and MC corrections when using the Y-average frame instead
of simply assuming that the B is at rest in the 7°(4S) frame. We obtain a ¢>
resolution of o = 0.516 GeV?/c* when the selected pion candidate truly comes
from a B® — 7 (v decay, which accounts for 91.0% of our signal candidates
after all the analysis selections (based on the MC simulation with apx = 0.61).
When a track coming from the other B is wrongly selected as the signal pion, the
¢? resolution is very poor and biassed. We correct for our imperfect ¢ resolution
with a ¢*-unfolding algorithm performed at a later stage of the analysis (Sect.
3.3.5). The impact of the ¢>-unfolding is relatively modest since our ¢* resolution

is significantly smaller than our bin size of 2.0 GeV?/c?.

3.3.4 Extraction of raw signal yields in §* bins

After applying the selections described in Sect. 3.3.2, we are left with approxi-
mately 5000 signal events, 10000 continuum events, 10000 b — ufr events and
33000 other BB events (detailed numbers are given in Tables 3.3 and 3.4). The
distributions of events in the AF-mgg 2D plane have distinct shapes, as illustrated
in Fig. 3.13 (Sect. 3.4) for the four categories.

To obtain the B® — 7 ¢*v signal yield in each of the 12 reconstructed ¢>
bins, we perform a 2+1 dimensional (AE-mgs, ¢*) extended binned maximum
likelihood fit based on a method developed in Ref. ['2l. The fitted data samples
in each > bin are divided into four categories : B® — 7 ¢*v signal and three
backgrounds, b — wulv, other BB and continuum. The distinctive structure of
these four types of events in the two-dimensional AFE-mgg plane is illustrated in
Fig. 3.13. Since the correlation between AE and mgg cannot be neglected and is
difficult to parametrize, we use the A E-mgg histograms obtained from the full MC
simulation as two-dimensional non-parametric PDFs. The fit of the MC PDFs to the
experimental data gives the values of nineteen parameters : 12 signal parameters,
one for each ¢ bin, and three b — u/v and four other BB background parameters,

as illustrated in Fig. 3.15. The continuum is fixed in the fit, but its yield and §°
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FIG. 3.9 — ¢? resolution of B — 7~ (*v signal obtained in the Y-average and
7(4S) frames after all analysis cuts and MC corrections. When the selected pion
candidate truly comes from a B® — 7= ¢*v decay, the ¢* resolution obtained with
the Y-average frame approximation is unbiassed and has a resolution ~ 20% better
than when the B meson is assumed to be at rest in the 7°(45) frame. The very wide
tail is obtained when a track coming from the other B is wrongly selected as the
signal pion and accounts for 9.0% of the candidates. The number of entries in the
first and last bins corresponds to the sum of all entries with Ag? < —9.75 GeV?/c?
and Aq? > 9.75 GeV?/c?, respectively.
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spectrum are corrected to match the off-resonance data control sample (see Sect.
3.5.2.7). The signal extraction fitting algorithm is described with more details in
Sect. 3.4.

3.3.5 ¢*-unfolding

The BY — 7~ {Tv signal yields extracted in bins of raw ¢°> are only an interme-
diate step towards our goals : the partial AB(¢?) and the f, (¢*) shape as a function
of the true ¢?. For this, the raw ¢*> distribution must be unfolded into the true ¢?
one, and the unfolded yields must be divided by the respective signal efficiencies
in each bin of true ¢2. This gives the partial AB(¢?) distribution in bins of true ¢
Finally, the total B(B° — 7= ¢*v) and f, (¢*) shape information can be extracted.

The ¢?-unfolding is carried out using the information illustrated in Fig. 3.10.
As can be noted, each raw ¢? bin contributes a certain fraction of events to each
true ¢* bin. These fractions are put in a signal detector response matrix D whose

elements D,; are :
Nrt

a 22:1 Nt
where N,; is the signal yield obtained on the signal MC sample after all cuts in a

(“raw” g2, “true” ¢?) 2D bin?*, and :

Drt (33)

Zn: D,,=1. (3.4)
r=1

The fractions D,; are obtained from signal MC and are independent of the
actual ¢* yield observed in data. The signal yields in bins of the unfolded ¢> are

obtained by inverting the detector response matrix :
T=D"'R (3.5)

where D! is the inverted detector response matrix, R is the vector of fitted signal

2 Note that N, is defined without using truth-matching nor fitting.
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yields in bins of raw ¢? and T is the vector of signal yields in bins of unfolded (true)

¢

We invert the signal detector response matrix in a straightforward way?®. The
values of the elements of the signal detector response matrix and of its inverse
matrix are given in Tables 3.5 and 3.6. The ¢*>-unfolding algorithm was validated
with statistically independent signal MC samples. After all selections, the total
signal MC sample contains 120688 events. Five thousands of the signal events were
used to produce the raw ¢* and true ¢* histograms. The remaining signal events were
used to build the two unfolding matrices, using either the Becirevic-Kaidalov (BK)
form-factor parametrization [ (o = 0.61) or the ISGW2 generator weights. As
illustrated in Fig. 3.11, the true and raw yield distributions differ considerably for
various values of ¢2. However, the unfolded values of ¢ match the true values very
well, independently of the signal generator used to compute the detector response
matrix. Hence we conclude that the ¢?-unfolding procedure works properly.

The total yield is left unchanged by the unfolding process. In the individual ¢?
bins, the process of unfolding significantly amplifies the statistical uncertainties of
the raw yields, as can be seen in Table 3.7. However, the ¢>-unfolding also introduces
anti-correlations between the ¢ bins, such that this amplification effect is not as
large for the total BF. The effects of the MC statistical uncertainties of the inverse
detector response matrix elements used in the unfolding procedure only account for
a ~ 1% uncertainty (see Tables 3.13 and 3.19, Sect. 3.7.2 and 3.7.4.2). Systematic
uncertainties arising from the unfolding process are fully taken into account in the

uncertainty estimation method, as explained in Sect. 3.6.

25 To invert the detector response matrix, we use the TMatrixD : :Invert() method provided by
the root softwarel'??! developped at CERN. A matrix whose determinant is zero would not be
(easily) invertable. In our case, the determinant of the detector response matrix is 0.0539496.
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F1G. 3.11 — Validation of the ¢?-unfolding procedure. The true and raw yield dis-
tributions differ considerably for various values of ¢?. However, the unfolded values
of ¢*> match the true values very well, independently of the signal generator used
to compute the detector response matrix.
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TAB. 3.5 — Values of the detector response matrix for the B® — 7~ ¢*v signal. Each
column corresponds to a true ¢* bin and contains the fractions of events belonging
to each raw ¢* bins. The sum of each column is identically one, such that the ¢*-
unfolding process changes the shape of the ¢? spectrum but conserves the total
number of events.

P\ ¢

(GeVZ/eh) | 02 2-4 4-6 6-8 8-10 10-12  12-14  14-16  16-18  18-20  20-22  22-27

0-2 0.85 0.1 0.00047 0.0004 0.00067 0.00071 0.00082 0.00064 0.00065 0.00066 0.00032 0.00037

24 0.13 0.74 0.14  0.0013  0.0011  0.003  0.0033  0.0024 0.00071 0.00044 0.00026 0.00013

4-6 0.0003  0.14 0.71 0.15  0.0028  0.0023  0.0018  0.0014  0.00042 0.00013 0 0

6-8 0.00022  0.0011  0.14 0.71 0.14  0.0035  0.0014 0.00011 0.00034  0.00012 0 0

8-10 0.00027  0.0012  0.0019  0.13 0.72 0.13  0.00055 0.0002  7.3e-05 1.6e-05  7.6e-05 0

10-12 0.00027  0.0027  0.002  0.0016  0.12 0.73 0.11  0.00092 0.00024 0.00011 6.7e-05  5.6e-05

12-14 0.0013  0.0017  0.0021  0.002  0.0038  0.11 0.77 0.098  0.00059 0.00044 0.00044  0.00012

14-16 0.0015  0.00096  0.0017  0.0031  0.00061  0.0019  0.09 0.76 0.085  0.0018  0.0026  0.0014

16-18 0.00072  0.0026  0.0026  0.0018  0.0012  0.0025  0.0028  0.086 0.76 0.078  0.0081  0.0047

18-20 0.0017  0.0023  0.0028  0.0018  0.00074  0.0027  0.0035  0.0099  0.074 0.75 0.076  0.021

20-22 0.0024  0.0024  0.001  0.0007 0.00084 0.0024  0.0065  0.01 0.021  0.068 0.72 0.083

22-27 0.0079  0.0038  0.001  0.00014 0.0018  0.0021  0.01 0.027  0.052  0.096 0.19 0.89

TAB. 3.6 — Values of the inverse detector response matrix used to unfold the §°
distribution of the signal.

=2 2
(GeV2/ch) 0-2 24 4-6 6-8 8-10 10-12 12-14 14-16 16-18 18-20 20-22 22-27
0-2 12 20.17 0.034  -0.0079 _ 0.00066 -0.00059 -0.00047 -0.00037 -0.00073 -0.00081 -0.00027 _-0.00043
24 -0.23 14 -0.29 0.064 -0.013  -0.0019  -0.0048  -0.003  -0.0006  -0.00048 -0.00032  -5.9e¢-05
4-6 0.046  -0.29 15 -0.35 0.065 -0.014  0.0004  -0.0019 -0.00025 -6.6e-05  8.9¢-05  2.1e-05
6-8 -0.0092  0.057 -0.31 1.5 -0.31 0.05 -0.0098  0.0015  -0.0007  -0.00015  3.7e-05  -4.8¢-06
8-10 0.0014  -0.011  0.052 -0.27 1.5 -0.27 0.04 -0.0053  0.00061 -1.7e-05 -0.00015  3.2e-05
10-12 0.00029 -0.0025  -0.011 0.045 -0.25 1.4 -0.22 0.026  -0.0032  0.0002  -3.1e-05  -9e-05
12-14 -0.0015 -0.0018  -0.0013  -0.0078  0.031 -0.21 1.4 -0.18 0.019  -0.0023 -0.00017  9e-05
14-16 -0.002  -0.0004 -0.0014  -0.0042  -0.003 0.022 -0.16 1.3 -0.15 0.013  -0.0041  -0.0013
16-18 -1.7¢-05  -0.0035  -0.003  -0.0016  -0.00074  -0.0056  0.014 -0.15 1.3 -0.14  0.00086  -0.0036
18-20 -0.0016  -0.0023  -0.0037  -0.0021  7.2e-05  -0.0034  -0.0038  -0.00045  -0.13 1.4 -0.14 -0.019
20-22 -0.0021  -0.0031 -0.00062 -0.00075 -0.00056  -0.0024  -0.0083  -0.0099  -0.019 -0.11 1.4 -0.13
22-27 -0.0091  -0.0031  -0.0001  0.0011  -0.0026  0.00013  -0.0089  -0.027  -0.056 -0.12 -0.29 1.2

TAB. 3.7 — Relative statistical uncertainty (%) of the raw and unfolded signal yields
in each ¢ bin for the real data. The ¢>-unfolding process increases the statistical

uncertainty of the individual ¢? bins, but not of the total yield.
¢* (GeV?¥/ch) || 0-2 | 24 | 46 | 6-8 | 8-10 | 10-12 | 12-14 | 14-16 | 16-18 | 18-20 | 20-22 | 22-27 | total

raw yield 121} 91 | 85 | 9.8 | 11.3 | 126 | 11.3 | 171 151 | 213 | 159 | 171 4.8
unfolded yield || 14.3 | 13.3 | 12.9 | 15.0 | 15.7 | 185 | 13.4 | 25.1 170 | 28.1 | 20.2 | 27.2 4.8
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For true B — 7~ (" v signal events, the ¢? resolution has three different compo-
nents. First, a track issued from the decay of the non-signal B is wrongly identified
as that of a signal 7% candidate. These candidates account for 9% (according to
the MC simulation with agx = 0.61) of all the selected signal candidates and
tend to show up more frequently at higher ¢*> values, where the pion momentum
is small. In Fig. 3.10, these candidates correspond to the off-diagonal points with
little correlation between true and raw ¢ values. All the signal candidates truth-
matched to the correct 7% track lie along the diagonal region of Fig. 3.10 (also
shown in Fig. 3.9). The second component results from an uncertainty in the boost
due to the fact that the true B frame is not precisely known. In the B frame,
¢* = (Pg — P;)*> = m% +m?2 — 2mpE, where E, is the only variable term. There
is thus an increase of the uncertainty in the pion boost towards lower ¢? values
because the value of £, increases for those values of ¢>. As a result, the diagonal
region’s width in Fig. 3.10 gets larger towards lower ¢? values. The third com-
ponent due to the signal pion’s tracking resolution has a negligible effect on the ¢

resolution.

3.3.6 Partial AB(¢?)

After the signal yields have been obtained as a function of the unfolded values
of ¢?, the partial branching fractions are obtained in each bin by using the corres-
ponding efficiency given in Table 3.8 and the total number of B° mesons in the
dataset (Npo). Thus, for each t* ¢* bin, the partial branching fraction AB(¢?) is
given by :

(3.6)

E-'D'R
s - (E22 )
q2

2NBO

where D~ R is taken from Eq. 3.5 and E~! is the inverse diagonal efficiency matrix

whose elements £, are the inverse of the signal efficiency :

N? "
Ng o

El={ M (3.7)
0 r#t



true ¢* bin signal efficiency (%)
(GeV?/ct) regular No FSR
0-2 6.56 £ 0.09 | 6.31 £ 0.08
2-4 7.13 £0.09 | 7.02 £ 0.09
4-6 7.22 £0.09 | 7.19 £ 0.09
6-8 7.11 £0.09 | 7.11 £ 0.09
8-10 6.76 £ 0.08 | 6.79 £ 0.08
10-12 6.97 £ 0.09 | 6.99 £ 0.09
12-14 7.21 £0.09 | 7.32 £ 0.09
14-16 7.87 £0.09 | 7.99 £ 0.09
16-18 8.68 £ 0.10 | 8.75 &+ 0.10
18-20 9.20 £ 0.10 | 9.25 &+ 0.10
20-22 9.37 £ 0.10 | 9.53 £ 0.10
22-26.4 9.66 + 0.08 | 9.73 £ 0.08
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TAB. 3.8 — Signal efficiency for each bin of true ¢%. The values labelled “No FSR”
are modified to remove FSR effects.

where [V; is the signal yield obtained on the signal MC sample after all cuts in the
t'" ¢ bin and N? is the total number of B® — 7~ ¢*v decays in the " ¢% bin before
any cut.

In Eq. 3.6, there is a factor 2 at the denominator because the signal yields and
efficiencies are defined from the sum of electrons and muons in this analysis, while
the ¢ of AB(B° — 7 ("v,¢*) stands for only one lepton flavor. The total number
of BY is :

Npo = 2Npp x B(Y(4S) — B°BY) (3.8)

where Npp is the total number of BB pairs given by the B counting algorithm
[112] " We assumed that B(Y(4S) — B°B°) = B(Y(4S) — B*B~) = 0.5 to obtain
the central values of our results.

It has been shown in Appendix C. of Ref. 12 that the signal efficiency has
very little dependence on the underlying theoretical model used as the generator
as long as the signal efficiency is computed in a large number of ¢* bins and varies
smoothly with ¢?. This is indeed the case in our analysis since, as shown in Fig.

3.12, even though the signal efficiency is somewhat correlated with ¢2, it is smoothly
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F1G. 3.12 — Signal efficiency as a function of true ¢*> (FSR effects included).

distributed over a fairly large number of ¢? bins. The higher signal efficiency at high
¢ increases our sensitivity in the region of interest for lattice QCD predictions

where the signal decay rate is expected to be smaller®.

3.3.6.1 Partial BFs with No FSR

As described in Sect. 3.6.2.4, there a radiative corrections to some of the B® —
7~ (v decays, which effectively become B® — 7~ ¢*v ny decays via a QED process
named Final State Radiation (FSR). While this effect undoubtedly exists and has
to be taken into account to model the signal yields and the total B(B® — 7= {Tv)
that we measure, it is however not taken into account in the QCD calculations
that we use to extract |Vy;| or the f,(¢?) shape. There is thus an interest to obtain
a AB(q?) distribution that is modified to remove the FSR effects in order to fit
the f,(¢®) shape, compare it to QCD predictions and extract |V,| (Sect. 3.3.8

26Note that the background yields are fairly constant over the §? spectrum (see Figs. 3.28 and
3.29).
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to 3.3.10). The AB(q?) distributions with FSR or No FSR are obtained by using
initial ¢* distributions of B® — 7~ ¢*v decays respectively generated with PHOTOS
turned ON or OFF for N? in Eq. 3.7.

3.3.7 Total B(B® — 7 (Tv)

The total BF for the B® — 7~ ¢*v decay channel is simply obtained by summing
up the partial AB(¢?) in the 12 ¢* bins :

12
B(B® — 7 (ty) = Z AB(B® — (T, ¢?). (3.9)
t=1

To estimate the statistical uncertainty on this branching ratio, we use the co-
variance matrix V4 returned by the fitter. From the covariance matrix of the fitted
yields Vy, the covariance matrix of the partial branching fractions V' is given by

the relation :

V=BV B" (3.10)
where B = £ — (from Eq. 3.6). Then, the standard formula for uncertainty
BO
propagation is used :
12
ohr =Y V. (3.11)
ij=1

In addition to the fit errors, covariance matrices are computed for each AB(¢?)
systematic uncertainty as described in Sect. 3.6. We have verified that these syste-
matic uncertainties are compatible with the direct variation of the total BF value
when the analysis is repeated using modified MC samples (see Sect. 3.6). The total
covariance matrix is given by the sum of the individual matrices, such that the
statistical and systematic uncertainties are added in quadrature to obtain the total
uncertainty.

The error propagation formula and the covariance matrix V' of our measured
partial AB(¢?) spectrum are also relevant to establish the ¢* spectrum shape un-

certainties and to relate the measured AB(q?) spectrum to the theoretical f(q?)
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shape. With these uncertainties and their correlations, the ¢ spectrum shape mea-
surement is particularly useful because it is totally model-independent. These data
can then be used to extract the f,(¢?) shape parameters using any theoretical

parametrization.

3.3.8 Fits of |V,;,f.(0)] and the f,(¢?) shape parameters

The measured AB(¢?) spectrum shape with its statistical and systematic cova-
riance matrices is the most important result of this analysis. It is however interes-
ting to go one step further and represent this shape information in the form of an
f+(q*) function. This is done by fitting two parametrizations to our data?’ : those
of Becirevic-Kaidalov(BK) 52 and Hill %3l In both cases, we perform a binned x>
fit using the standard differential decay rate formula for a semileptonic B decay to

a pseudo-scalar meson (Xpg) as the PDF :

F(¢®a(,8) = |pl*|fe(d a(,0)))? (3.12)

J’_
- dF(B—>XpS£ Vg)’ (313)

dq?
where :

— (m2B +mZ — q2)2 2
= s — .14
|p7r| \/ 4m23 mz, (3 )

and the f,(¢% cp,a(,0)) functions are respectively :

2 . CB
fe(d a,cp) = A= /) - (= a2 /i) (3.15)
and
Fild a,cp,0) = o (1= 0q"/mp) (3.16)

(1—=¢*/mp.) - (1 = (a+6(1 — a))g*/mi.)

2TQther parametrizations have been considered in the litterature. For example, those given in
Refs. [*9] and [43].
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for BK and Hill. The values of a, 0 and cp are authorized to vary with no limit to
minimize the x?.
The x? minimized in the fit is built from the V' covariance matrix to take into

account the correlations between the measurements in the various ¢ bins :

12

e=3 (as@) - [ra) vt (a8 - [r@). e

2 2

345

where [ F(q?) denotes the integral of Eq. 3.12 over the range of the i* ¢* bin.

The central value of the f,(q?) shape parameters, and their total uncertainty,
are obtained using the total covariance matrix in Eq. 3.17. In the present case in
which the uncertainties are more or less uniform across the ¢? bins, using either the
statistical or the systematic covariance matrix in Eq. 3.17 yields the statistical and
the systematic uncertainty, respectively. Their quadratic sum is in fact consistent
with the total uncertainty.

We also measure the |V,;f, (0)| constant from the normalization of our AB(¢?)
spectrum extrapolated to ¢> = 0, using our fitted f,(¢? cp,a(,d)) function. The
uncertainties of this measurement are obtained using the statistical and systematic
covariance matrices of the cg and a parameters, hence taking into account the
correlation between cp and «. We cannot measure the f,(¢?) normalization by
itself because the AB(B° — 7~ (v, ¢*) normalization depends on the unknown
values of both |V,,;| and £, (0) 2],

We considered an alternative method to estimate the systematic uncertainties.
In this method, the f,(¢?) parametrizations are fitted again to the AB(¢?) spec-
tra modified to take into account each systematic uncertainty (see Sect. 3.6). The
variations in the model-dependent fitted values are an estimate of the systema-
tic uncertainties. This alternative way of estimating the systematic uncertainties
tends to give slightly larger systematic uncertainties than the nominal method.
In the end, we chose to not use the alternative method to quote results that are

reproducible from our published covariance matrices. We also believe that this me-
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thod overestimate the systematic uncertainties by wrongly treating some statistical

fluctuations as systematic uncertainties.

3.3.9 Tests of QCD calculations

Having done all the work to measure the AB(g?) spectrum and its covariance
matrices, it becomes relatively easy, yet useful, to use it as a test of selected QCD
calculations. We are doing so by comparing our measured ¢* spectrum shape with
the theoretical predictions. We do not use the normalization of the form factor to
test the calculations because it would require to know the value of |V,,;| for a direct
comparison with our data.

We use the following procedure to compare the predicted ¢? spectra with our

data :

1. We modify our measured AB(¢?) spectrum to remove FSR effects, as des-
cribed in Sect. 3.3.6.1. Even though the FSR removal does not have a big
impact, it is more precise to do it since FSR effects have not been included
in the QCD calculations to date. We put the “No FSR” AB(¢?) spectrum in

an histogram H,,cqs-

2. For a chosen QCD calculation, we create an histogram Hy, with the predicted
¢ spectrum shape, scaled to the total BF that we have measured, and with
the same binning as H,,..s. This histogram is filled with the FLATQ?2 genera-
tor and reweighted to match the ¢? spectrum of the tested QCD calculation,
using the method described in Ref. (201 F,, contains one million entries, so

that its statistical fluctuations are negligible ;

3. We compare the measured and predicted histograms H,,..s and Hy,, bin by

bin, from which we compute a y2. The x? is computed as :

X2 = Z (Hmeas(%?) - ch(qg)) ‘/U_l (Hmeas(qu') - ch(Q?)) s (318)

a.q;

where the covariance matrix V' includes all the statistical and systematic
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experimental uncertainties, but neglects the theory uncertainties ;

4. The probability that the tested QCD calculation describes our measured spec-
trum is obtained from the x? above using the standard procedure, for 12

degrees of freedom (the number of ¢* bins).

We tested four different QCD calculations : two recent unquenched lattice QCD
calculations [**°% one recent Light Cone Sum Rule calculation ¥/, and the ISGW2
quark model 7. There are several other calculations of the f,(q?) form factor
of B — 7 (*v decays, and more will surely appear in the future, but we did
not attempt to test all these calculations. Instead, we decided to publish enough
information to allow interested people to make these tests (or any other) themselves,
i.e. : the regular and “No FSR” AB(¢?) distributions and their associated covariance

matrices.

3.3.10 Extraction of |V,

The very final step of our analysis consits of extracting the “exclusive” value of
|V| for B® — 7= ¢Tv decays. On this matter, we did a very simple analysis. To
get the maximal precision on |V,,|, the current state of the art analyses [43:55:56]
combine several theoretical and experimental inputs in a sophisticated way. At
this point, this topic leaves the scope of our experimental work on the BABAR
experiment. Hence, we did not attempt to determine a central value of |V,;|, nor
to precisely estimate its errors. Instead, we simply compute the values of |V,|
associated with each valid calculations tested in Sect. 3.3.9, with a straightforward
error propagation. Doing so, we obtain a spread of |V,;| values that gives a rough
idea of the current best |V,;| value and uncertainty. In the abstract and summary,
we quote the |V,;| value associated with the most recently published calculation of
the form factor [49.

To extract a value of |V,;| from one calculation, using our measured AB(q?),
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we consider the standard relation :

A
5 2473

Gaz
| g (319)

Amin

in which |p;| is a function of ¢* defined by Eq. 3.14. To explicitely isolate |V,;|, Eq.
3.19 is often written as :
[Vur| = VAB/(750AQ) (3.20)

where 750 = 1.530 & 0.009 ps [ is the B lifetime and

ac = Cr / T B () (3.21)
2473 | , T ‘ ‘

Tmin

is the normalized partial decay rate. As can be seen in Eq. 3.21, A( depends only on
well-known quantities, except for the f,(¢?) form factor that must be provided by
a QCD calculation. The numerical value of A and its uncertainty are provided for
a given ¢? range by the theorists that made the calculation. For LCSR, this range
is ¢ < 16 GeV?/ct. For lattice QCD, it is ¢> > 16 GeV?/ct. The corresponding
partial BFs and their uncertainties are obtained by summing over the first eight ¢°
bins or the last four ¢* bins in Eq. 3.9 and 3.11. At this point, we have everything
we need to extract |V,;| using Eq. 3.20. We follow the procedure used by HFAG 3]
to propagate the uncertainties of the input parameters A, o and A( to |V,,|. We
first compute |V,;,| with their central values, then we compute it again with each
input parameter plus and minus its uncertainty. The ensuing variations of |V,,;| are
considered to be its uncertainties.

Note that all the above only applies to the direct determination of |V,;| from
the exclusive B® — 7~ ¢*v decay. It is also possible to directly measure |V,;| from
other exclusive B — X, lv decays such as B — plv, or from the inclusive b —
ulv decay . In addition, indirect measurements of |V,| are provided by global
fits of the parameters entering the (p,7) plane [34!. All these measurements are

complementary.
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3.4 Signal extraction fit technique

As explained in Sect. 3.1.2 and 3.3.4, we perform a fit to the AFE-mgg distri-
bution to extract the signal and background yields, that we need to determine in
12 ¢* bins. The simplest way to do so would be to perform the fit in each G* bin
separately, determining each time the signal yield, as well as the b — wufv, other
BB and continuum yields. The fit would then have to determine 4 parameters
per bin, 48 in total. This number, and consequently the statistical uncertainty on
the fitted yields, can however be reduced by constraining the backgrounds’ scaling
factors to be the samea in some of the ¢* bins. Hence, we are using three b — ulv
and four other BB background parameters, while the continuum is fixed in the fit.
The number and type of fit parameters were chosen to provide a good balance bet-
ween reliance on simulation predictions, complexity of the fit and total uncertainty
size. Furthermore, the total yield and ¢? shape of the continuum background are
corrected with the off-resonance data control sample.

Many other analyses in BABAR are also using AFE and mgg fits for that purpose.
Indeed, for signal events this distribution has a typical shape, which differs greatly
from the shape observed for background events. For most of these analyses, ana-
lytical probablity density functions (PDFs) that provide a satisfactory description
of the observed distributions are available.

Analyses of semileptonic decays can use the A F-mgg distribution. However, the
presence of a neutrino results in a less precise reconstruction of these two quanti-
ties. This is specially the case in the present analysis because of the loose cuts used
to constrain the neutrino. This leads to a A E-mgg distribution (Figure 3.13) whose
shape is difficult to model precisely with an analytic PDF. This difficulty comes
mostly from the fact that a correlation is introduced between these 2 quantities by
the missing momentum of the neutrino. For this reason, it is more optimal to fit the
data distribution to the signal and background AFE-mgg histogrammed distribu-
tions obtained from the Monte Carlo sample described in Sect. 3.5. The parameters

determined by the fit are the scaling factors applied to the yields predicted by the
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Monte Carlo simulation to infer the true yields in the data. The same approach
was utilized in a recent analysis of charmless exclusive semileptonic decays with
neutrino reconstruction '8, We use the core fitter developped in that analysis®.
The fit is based on a generalized binned likelihood fit method first developped by
R. Barlow and C. Beeston 121,

The Barlow and Beeston technique is of interest to us since it takes into account
not only the statistical fluctuations affecting the data distribution, but also those
affecting the Monte Carlo distributions that we fit to these data. This feature
of the fit is important because, as will be explained in Sect. 3.5.2.7 and 3.7.1.1,
the statistics available for the Monte Carlo continuum events are relatively small,

specially when they are spread over 12 bins of ¢°.

3.4.1 Brief description of the fit technique

To extract the signal and background yields by maximizing a generalized binned
likelihood, the AFE-mgg distributions are subdivided into n bins, both in the data
and Monte Carlo samples. The total number of events, in the data and Monte Carlo

samples are :

n m

ND = id“ and NMC’ = iN] = ZZaﬁ, (322)
i=1

j=1 i=1 j=1

respectively, where d; is the number of data events in the i bin. In the present
analysis, the samples selected for the fit are assumed to contain 4 types of events :
signal, continuum, b — ufv background and other BB backgrounds. The number
of Monte Carlo events of type j in the i"" bin is a;; and N is the total number of
events of this type. The index m = 4 represents the number of types of events in
our sample.

If one could neglect the statistical fluctuations affecting the Monte Carlo dis-

28We use a package named BToXulnuFitter which incorporates the same core fitter as the
EcsFitter package, used in Ref. [1%8] but with a different user interface adapted to our analysis
code.
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F1G. 3.13 — AE-mgg distributions for the four types of events used in the signal
extraction fit after all selections.
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tributions we fit to the data, this likelihood would simply be the probability to

observe in the data a given set {d;} :
ImL=> (dilnf— f), (3.23)
i=1

where f; is the predicted number of events in the i** bin. Since what we fit to the
data distribution are the distributions observed in the Monte Carlo simulation, f;

can be written as :
fi=Np Y Puwjiau/N; =) pjwjiaj, (3.24)
j=1 J=1

where P; is the fraction of the data sample containing events from type j, and wj;
is a weight taking into account the ratio between the luminosity of the data sample
and the luminosity of the Monte Carlo sample, as well as any other corrections,
like those described in Sect. 3.5.2. The scaling factors to be determined by the fit
are p; = NpP;/Nj.

As can be seen from Eq. 3.24, statistical fluctuations can affect f; through the
yields a;; and N;. Thus, f; is closer to its true value when it can be written in terms

of Aj;, the true value around which a;; fluctuates :
fi= ijwjiAji (3.25)
j=1

To minimize the effect of the limited Monte Carlo statistics in the fit procedure, we
do not maximize the likelihood given by Eq. 3.23, but rather maximize a generalized
version of this likelihood, based on the combined probability to observe a given set

{d;} in the data and a given set {a;;} in the Monte Carlo distributions :

i=1 j=1

Since the yields A;; are unknown, in addition to the m scaling factors p;, we now
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have m x n unknown parameters to be determined from the maximization of the li-
kelihood. Despite its apparent complexity, Barlow and Beeston ['*!! have shown that
this maximization could be handled in a simple way. This maximization requires
that the derivative of In £ (Eq. 3.26) with respect to A;; be zero, from which :

A j;

= 3.27
1+ pjwjiti ( )

j1

where t; = 1 — d;/ f;. Thus, the likelihood is maximized with respect to A;; when

the values of t; are the solutions of the set of n equations defined by :

di . Djw;iGyi
=fi= — 3.28
1-— t; f ]2:; 1+ pjwjiti ( )

These equations can be solved numerically. Finally, the value of In £ is maximized
with respect to the m = 4 scaling factors p; using an iterative procedure. At each
iteration, the most appropriate value of Aj; is obtained from Egs. 3.27 and 3.28.
Ounly (m + n) equations have to be solved (a great simplification compared to the
(n+1) x m coupled and non-linear equations required to be solved with a standard
approach) to find the best estimate of p;, as well as the best estimate of A;;.

The procedure described above applies to the fit to a single distribution. We
need to fit 12 such distributions to extract the signal yield as a function of ¢*. This

is done by finding the maximum of
12
nL=> InLk (3.29)
k=1

where each value of In £ is given by Eq. 3.26, for the AE-mpg distribution of
the events found in the k™ > bin. It depends on four p;? scaling factors. In total,
the fit has to determine 12 x m = 48 scaling factors. However, as stated in the
introduction to this section, the background scaling factors are constrained to be
the same in some of the ¢* bins in the present analysis. In this case, only 19 scaling

factors have to be determined.
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3.4.2 Optimization of the fit performance

The design of the analysis is influenced by the optimization of the fit perfor-
mance. This entails essentially the selection cuts and the choice of the Monte Carlo
fit categories. Because of the correlations between the cut variables and AFE and
mgs, the choice of the value of the cuts can have a major impact on the shape
of the AFE-mgg distribution. With the procedure described in Sect. 3.3.2.8 and
3.3.2.9, the search for optimal cuts was dictated partly by the fact that the larger
the difference in shape between the signal and background A E-mgg distributions,
the easier is the fit.

The choice of the fit categories presented at the beginning of Sect. 3.4 is also
the result of an optimization. Indeed, many additional fit categories have been
considered. During the design of the analysis, we tried to include the following
types : signal events with a perfectly reconstructed decay chain, signal events with
wrong particles in the reconstructed decay chain, B — pflv events, other b — ulv
events, B — D(v events, B — D*(v events, other b — clv events, other BB
events and continuum events in the electron and/or muon channels. In the end, we
made a trade-off between the number of free parameters to be determined by the
fit (proportional to the number of fit categories), and the control of the systematic
uncertainties. For example, when we considered the B — plv events to be one
independent fit category, the discrepancy between the branching fraction of this
channel in the Monte Carlo and the actual branching fraction in the data did not
lead to a sizable systematic uncertainty, since it could be compensated via the
corresponding fitted value of p;. On the other hand, we also tried to gather all
b — wlv and b — clv events into the same type. The task of the fit was then
simplified, and the statistical uncertainty on the value of p; reduced. However, the
B — plv branching fraction discrepancy could not be compensated in that case,
and the modifications it lead to in the shape of the A F-mgg distribution resulted
in a large systematic uncertainty, since the shape of the Monte Carlo distributions

would no longer be similar to the shape of the data distributions.
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F1G. 3.14 — AE-mgg 2D binning used in the nominal fit. The signal region (in red)
is covered by 9 bins going from —0.16 < AE < 0.2 GeV and mgg > 5.2675 GeV/c2.
The entire fit region contains 34 bins.
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F1G. 3.15 — ¢* binning used in the nominal fit (the continuum is fixed).

Other choices have an impact on the performance of the fit, in particular the
range of the fit region and the binning chosen inside this region. The choice found
to be optimal in our case is shown in Fig. 3.14. The range of mgg varies from 5.19 to
5.29 GeV/c? while that of AE varies from -1 to +1 GeV. The AE-mgg binning has
been chosen to balance the needs for small statistical uncertainties and low number
of bins. The ¢ binning is shown in Fig. 3.15 and has been chosen according to the

results of a study described in App. 3.11.
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3.5 Simulation of the data

The BB background is simulated with BABAR’s standard SP5 and SP6 gene-
ric B°BY and B*B~ events. The B — 7~ (*v signal also comes from BABAR’s
standard SP5 and SP6 simulation productions. It corresponds to events with a ge-
neric B decay on one side and a B® — 7~ ¢*v decay produced with the FLATQ2
generator?® on the other side. The continuum MC is simulated with BABAR’s
standard SP5, SP6 and SP8 generic uii/dd/s5/cé and 757~ events. The number of
events of each type in each sample are given in Sect. 3.2. All the simulated events
are scaled to the on-resonance data luminosity. They are also corrected with several

weights whose central configuration is described in Sect. 3.5.2.

3.5.1 Use of the simulation in this analysis

The Monte Carlo simulation plays an essential role in this analysis. It is used
to obtain the AF-mgg histograms used as fit PDFs, the signal efficiency and the
signal ¢>-unfolding matrix. It is also used to obtain the §? shape of the background.
All of which are needed to analyze the real data and extract our final measurements
as well as their systematic uncertainties quoted in Sect. 3.7.4.

In its central configuration, the histograms obtained from the full MC simulation
are also used to generate TOY data samples. The TOY data samples were analyzed
as we would the real data to estimate the value of the statistical and systematic
uncertainties (described in Sect. 3.7.1). This allowed to optimize several parameters
of the analysis such as the cut values, the number of ¢* bins, the ranges of the
AE-mgg fit region and the AE-mpg and ¢* binning, while keeping the analysis
blind to the real data. The TOY data samples were also used to determine the
systematic uncertainty coming from of a potential bias of the fits’ central values of
the B(B® — n=(*v) and f,(¢*) shape parameters, as described in Sect. 3.6.4.

Once the cuts and other analysis parameters are selected, we performed va-
rious Data/MC comparisons described in Sect. 3.8.1 to ensure that the agreement

between the two is reasonable.
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3.5.2 Corrections applied to the MC simulation

While BABAR’s MC simulation is based on many parameters that are not all well
known, our knowledge of several of these parameters has improved since the start
of the original SP5/6 MC production. We use this knowledge by reweighting these
parameters to their most recent values or by applying corrections in the form of
tracks or neutrals killing?®. The central values of our final results are obtained with
the fully corrected and most up to date MC simulation, denoted thereafter as the
“central configuration”. The remaining uncertainties in the simulation parameters
are taken into account when estimating the systematic uncertainties (Sect. 3.6).

The corrections applied to the MC simulation are listed below.

3.5.2.1 Branching Fractions

For each candidate in a simulated BB (including signal events), we examine
the generator-level information to find out the true decays of the 1°(45), of the two
B and of potential D mesons. Since the SP5/6 branching fractions of such decays

do not always correspond to the most recent value, we apply a weight to them :

WRBF = Wr@4s) X Wp1 X Wp2 X Wp (3.30)

most recent BF

SP5/6 BE To preserve

where wrus), wp1, wpe and wp are all defined like w =
the value of the total B — X branching fraction when the branching fractions of

some of its decays are modified, the remaining decays are given a weight :

1 — (new sum of the modified BF's)
original sum of the BF's at the numerator)

(3.31)

Wremaining = 1 (

The same procedure is applied to preserve the total 7°(45) and D mesons’ branching

fraction. All the branching fractions that are modified in the present analysis are

29Tn this context, the term “killing” means that a fraction of the simulated tracks and/or neutrals
candidates are not considered in the analysis to correct for the fact that the detection efficiency
is higher in the MC simulation than in data. The candidates that are not considered are chosen
randomly.
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listed in Table 3.9.

3.5.2.2 Form factors

Our knowledge of the B® — 7= ¢*v, B — plv, B — Dfv and B — D*{v form
factors has improved since the original SP5/6 MC production. We are using the
form factor reweighting procedure described in Ref. [?% to change these form factors
to their most recent values without running the full simulation again.

The values used are :

~ B — 70ty : a = 0.53, the central value of our preliminary result!!9]

using the Becirevic-Kaidalov f, (¢?) parametrizationl>?, instead of the ISGW2
quark modell*l used in SP5/6 MC ;

— B — plv : the latest Light Cone Sum Rules calculation by Ball & Zwicky!'?"!
instead of the ISGW2 quark modell*”] used in SP5/6 MC;

~ B — Dy : p?* = 1.17, the World Average value of the p?> parameter®
using the Caprini, Lellouch, Neubert (CLN) parametrization!'?®l instead of
the ISGW2 quark model*™ used in SP5/6 MC;

~ B — D*v: Rl = 140, R2 = 0.87 and p?> = 0.79, the central values!®!

measured by BABAR using a (w-1) expansion to linear order, instead of the

SP5/6 MC values R1 = 1.18, R2 = 0.72 and p? = 0.92.

3.5.2.3 Non-resonant b — ufv decays

The description of non-resonant B — X, /v decays has improved since the ori-
ginal SP5/6 MC production. Instead of the one dimensional my, probability func-
tion used in SP5/6, we use the so-called “Hybrid MC” three dimensional weights :
w(mx,, ¢%, Ey) where Ej is measured in the 7'(4S) framel'?”l. We apply a correction

to our MC simulation to benefit from this improvement :

3 dimensional Hybrid MC weights

3.32
1 dimensional SP5/6 probability (3:32)

WHybrid =

Our central Hybrid MC weights are calculated based on the BF values given
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| Branching Fractions || SP5/6 | our central value |  uncertainty
B(Y(4S) — BOBO) 0.500000 0.500000 4+ 0.008000
B(Y(4S) — B+g—) 0.500000 0.500000 4+ 0.008000
B(BO — Dlv) 0.021000 0.020700 4+ 0.001500
B(BO — D*v) 0.056000 0.057000 +0.0053/-0.0120
B(BO — D**(v) 0.015000 0.020300 +0.0120/-0.0166
B(B® — non — res cfv) || 0.012000 0.004100 =+ 0.004100
Total B(BO — C€V> 0.104000 0.102100 + 0.001700
B(B° — wlv) 0.000180 0.000133 =+ 0.000022
B(B° — ptv) 0.000260 0.000269 =+ 0.000077
B(B° — other — X, (v) 0.000295 0.000000 +0.000295/-0.0
B(B° — non — res ufv) || 0.001365 0.001748 + 0.001748
Total B(BO — uﬁl/) 0.002100 0.002150 + 0.000530
B(BT — Dtv) 0.021000 0.022400 + 0.001600
B(BT — D*{v) 0.056000 0.061700 +0.0083/-0.0113
B(BT — D*(v) 0.015000 0.022500 +0.0122/-0.0185
B(B* — non — res clv) 0.012000 0.003800 + 0.003800
Total l’)’(BJr — clv) 0.104000 0.110400 + 0.001800
B(B*T — wlv) 0.000090 0.000072 4+ 0.000012
B(BT — nlv) 0.000030 0.000084 4+ 0.000036
B(BT — n'lv) 0.000060 0.000084 4+ 0.000084
B(Bt — plv) 0.000130 0.000145 + 0.000041
B(BT — wlv) 0.000130 0.000145 + 0.000054
B(B*T — other — X, (v) 0.000290 0.000000 +0.000290/-0.0
B(BT — non —res ufv) || 0.001365 0.001790 4+ 0.001790
Total B(B+ — uﬁl/) 0.002095 0.002320 + 0.000550
B(DT — Xe) 0.1699 0.1720 + 0.0190
B(DT — Xpu) 0.1656 0.1760 + 0.0200
B(DO — Xe) 0.0677 0.0671 + 0.0029
B(DO — Xpu) 0.0656 0.0671 + 0.0029
B(D* — KVX) 0.61 0.61 T 0.08
B(D" — KYX) 0.42 0.42 +0.05
B(D, — K'X) 0.39 0.39 +0.28

TAB. 3.9 — Branching fractions used in the SP5/6 MC simulation and in this
analysis. The central values and uncertainties were taken from Ref. [!?3] and
Ref. ['24 except for the B(BT — w/lv) uncertainty taken from Ref. ¥ and the
B(Y(4S) — B°BY%), D — e¢/uX and D — KX uncertainties taken from Ref. [4],
The quoted uncertainties were used to estimate the systematic uncertainties (see.
Sect. 3.6.2.1).
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in Table 3.9 and on the inclusive b — wu Shape Function parameters : a=1.33
and m,—4.6586 GeV/c? 112129 The deFazio-Kagan-Neubert scheme parameters
(a,mp) used by the HybridMC weigting tool are obtained from the kinetic scheme

parameters (A, \;) given in Ref. '] by the relations :

342 342
a 2 " ; (3.33)
my =mp — A. (3.34)

3.5.2.4 Particle identification

As mentioned in Sect. 3.3.2.2, we are using BABAR’s standard PidLHElectrons,
muNNTight and piLHLoose selections to identify the signal’s lepton and pion.
We take into account the fact that PID efficiencies and fake rates are different
in data and MC by applying the standard PID-weighting procedure described in
Ref. 139 Following that procedure, the appropriate weights and their statistical
uncertainty were taken from the conditions database while producing ntuples with
the BABAR Framework release. After a random variation of the individual weights,
track by track, within a gaussian standard deviation delimited by their statistical
uncertainty, we apply the weight w = Wiepton PID*Wpion p1p to the combined (m+7)

signal candidates yields.

3.5.2.5 Tracking efficiency

This analysis depends on the tracking efficiency in two ways. On one hand,
the probability of finding the signal’s lepton and pion depends directly on the
tracking efficiency. On the other hand, we are using several full-event reconstruction
quantities, namely : AE, mgs, 055, the event’s number of tracks, (pior - 2)/ Eiot,

M2

miss)?

08 Oyprust, Bhabha veto and « conversion veto (see Sect. 3.3.2) which require
summing over all charged tracks in an event and thus depend on the tracking
efficiency.

To reconstruct the signal lepton and pion, we use BABAR’s standard Good
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Tracks Loose selections (see Sect. 3.3.2.2). We account for the fact that the track-
finding efficiency is different in data and MC by applying the standard binned
weighting procedure described in Ref. ['31l. Following that procedure, the appro-
priate weights and their statistical uncertainty were taken from the conditions
database while producing ntuples with the BABAR Framework release. After a
random variation of the individual weights, track by track, within a gaussian
standard deviation delimited by their statistical uncertainty, we apply the weight
W = Wiepton_trk * Wpion_trk 10 the combined (7 + ) signal candidates yields.

For the full-event reconstruction quantities, we use BABAR’s standard Good
Tracks Very Loose selections. In this case, we cannot apply a weighting proce-
dure. Instead, we kill 0.5% of the (GTVL) tracks, regardless of their direction or

momentum, following the procedure given in Ref. 131,

3.5.2.6 EMC efficiency

The neutral candidates (EMC bumps not associated with a charged track) are
not directly used in the reconstruction of the signal (7 + ¢) candidates. We are ho-
wever using the CalorNeutral candidates for the reconstruction of full-event quan-
tities, namely : AE, mgs, Omiss, (Drot = 2)/ Frots M2, €08 Ogrust, Bhabha veto and
7 conversion veto (see Sect. 3.3.2). In this case, three distinct parameters need to
be corrected : the photon efficiency, the K9 efficiency and the K? energy deposit.

Following the procedure described in Ref. 1?2 we first consider the candidates
that are truth-matched to a K? and apply killing to them. The level of killing
varies between 0% and 27%, depending on the true K” momentum. In addition,
the energy deposited by a KV in the EMC is corrected with scale factors varying
between 1.014 and 1.223, depending on the true K? momentum.

If the neutral candidate’s truth-matching does not point to a K%, we apply a
different killing of 0.7% to candidates with reconstructed momentum greater than
1 GeV/c, and no killing to candidates with momentum lower than 1 GeV/c, as

described in Ref. 32, No correction is applied to neutrons efficiency in the central

configuration.
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3.5.2.7 Continuum data

The continuum data are modeled with generic uti/dd/s5/c¢ and 777~ simulated
events from both SP5/6 and SP8. We use the additional SP8 continuum events to
benefit from the increased MC statistics, which are about ten times smaller in the
continuum MC than in the BB MC after the analysis selections. This procedure
is justified for the continuum because the AE, mgg and ¢? distributions obtained
in SP5/6 are similar to those obtained in SP8, as can be seen in Fig. 3.17 (left
column).

In addition, we are using the off-resonance data to compute corrections to the
simulated continuum events and to check that the simulation of the continuum is
otherwise accurate. To improve the statistical precision of these continuum correc-
tions and checks, we are using the combination of the runs 1-4 (R16¢) and runb
(R18b) off-resonance data. Again, this procedure is justified by the fact that runb
and runs 1-4 off-resonance data have similar AE, mgg and ¢* distributions, as can
be seen in Fig. 3.17 (left column). The corrections to the yields and ¢* spectrum of
the simulated continuum events described below are obtained from the distributions
shown in Fig. 3.16. As can be seen, there is a significant data/MC disagreement, of
the continuum yields in the electron channel. Otherwise, the data/MC agreement
of the continuun yields in the muon channel as well as of the AE, mgg and §*
shapes in both lepton channels is generally excellent.

After the analysis selections, the off-resonance data yield is 1216 events. This is
not a large number compared to the 408 (AFE,mgs,G*) 3D bins used in the nominal
fit. The continuum MC yield is 22880 events, almost 20 times more. Therefore, it
is much more advantageous to use the continuum MC than the off-resonance data
to get the fit PDF of the continuum. However, when used as 1D spectrum (e.g. to
compute ¢* corrections), the off-resonance data are an ideal control sample for the

continuum.
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F1G. 3.16 — Comparison of the AE, mgs and ¢* distributions obtained in the off-
resonance data and simulated continuum, separately for electrons (left) and muons
(right). All the analysis cuts and MC corrections have been applied except for
the yields and §? spectrum shape corrections of the simulated continuum. The
data/MC agreement is excellent for muons. For electrons, there is a global deficit
of simulated events, with an average data/MC ratio of 1.65 illustrated by the blue
dashed line. This deficit comes from radiative Bhabha and two-photon fusion events
which are not part of the continuum simulation. The shapes of the AFE, mgg and
¢ distributions are however very similar in data and MC.
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F1G. 3.17 — Continuum yields normalized to an area of one in the R16¢c and R18b
datasets, for electrons and muons. All the cuts and MC corrections have been ap-
plied. The histograms represent the MC simulation. The off-resonance data are
represented by crosses. The R16 data and MC samples include runs 1-4. The R18
MC sample includes runs 1-5, but the illustrated R18 off-resonance data only in-
cludes run 5.
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Total yield

The total yields of the continuum MC are corrected separately for the electron
and muon channels, using the off-resonance data control sample.

In the electron channel, the off-resonance data yield after all the analysis selec-
tion is 453421 while it is 274.543.8 in the continuum MC (scaled to the luminosity

of the off-resonance data). Thus, we apply a constant weight :

453 £ 21

——————— = 1.65(=£0. .
274.5£3.8 65(£0.08) (3:35)

Wel cont =

to all the B — 7~etv candidates of the continuum MC.
In the muon channel, the off-resonance data yield after all the analysis selection
is 763 £ 27 while it is 754.0 £ 6.8 in the continuum MC. Thus, we apply a constant

weight :
763 £ 27

cont = —————— = 1.01(30.04 3.36
Wn_cont = 7540+ 6.8 (0.04) (3:36)
to all the BY — 7~ pu*v candidates of the continuum MC.

The uncertainties on we; cont and wy, cont are not used for the central configu-

ration of the simulation.
¢* spectrum shape

Unlike the other backgrounds, the ¢* shape of the continuum is fixed in the
nominal fit. However, we do not have to rely on the accuracy of the MC predictions
to determine the ¢* shape of the continnum since it can be obtained from the off-
resonance data control sample (with a statistical precision of ~ 10% in each ¢* bin).
Therefore, the ¢ shape of the continuum MC is corrected by its ratio with the off-
resonance data. When comparing the ¢G> spectra obtained with off-resonance data
to the generic wii/dd/s5/cc and 7+7~ simulation, we observe that the simulated
¢* spectrum does not reproduce the data very well towards high values of ¢* (see

Figs. 3.16 and 3.21).
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To get a ¢* correction that is smoother and usable with varying number of ¢?
bins, we do not directly use the binned data/MC ratio as the correction. Instead,
we fit it with a third order polynomial function illustrated in Fig. 3.21. We apply

a weight30 :
w, = 0.949 — 0.00819 - ¢* — 0.000719 - G* + 0.0000742 - §° (3.37)

to all the B — 7~ ¢*v candidates of the continuum MC.

The w, weight function is obtained from the sum of the electron and muon
channels, and applied similarly to both channels. This procedure is justified since
the data/MC ratios of ¢ are similar in both channels after the total yield correction.
The data/MC agreement of ¢* is excellent in both e and p after applying w,, as
can be seen in Fig. 3.17 (right column).

We note that using 1D corrections of the backgrounds’ ¢* shape is perfectly
valid, indeed advisable, because the nominal fit only uses AFE-mgg 2D histograms
as PDF in which the background ¢* bins are combined (see Sect. 3.4). However, no
correction is applied to AE and mgs in the central configuration since they would

need to be corrected by 2D functions, which is technically challenging.

30Tn the following relation, §° is given in units of GeV?/ct.
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3.6 Systematic uncertainties

There are various sources of systematic uncertainties in this analysis. Most of
them arise from differences between the data and the MC simulation since the ana-
lysis relies on their comparison to obtain the signal efficiency of the cuts, the signal
¢*-unfolding matrix, as well as the shape of the AF-mpg PDFs used in the signal
extraction fit. These uncertainties are given by the variations of the partial BFs
values when the data are re-analyzed with different simulation parameters. For
all the uncertainties®', we generated at least one hundred MC samples in which
some simulation parameters were varied according to a gaussian standard devia-
tion. When it involved modified tracks or neutrals killing level, this process was
performed from reduced ntuples for which no killing-dependent cut was pre-applied
(see Table 3.2, Sect. 3.3.2). Otherwise, when only the weights were varied, the ge-
neration of MC samples was performed from extra-reduced ntuples where all the
analysis cuts were pre-applied. To account for all possible effects, the entire analysis
was repeated for each sample : modified signal efficiency, ¢>-unfolding matrices and
AE-mgs PDFs were built, and new B® — 7~ (*v signal extraction fits were perfor-
med. The standard deviation of the resulting BFs distributions yield the systematic
uncertainties.

From the results of these repeated measurements, we also built two-dimensional
AB(q7) vs. AB(q7) distributions for all the ¢7 — ¢} combinations. We computed the
linear correlation coefficient in each of these distributions to derive the covariance
matrix of the AB(¢?) measurements for each source of systematic uncertainty. We
obtained the total covariance matrix by summing all the individual covariance
matrices.

In the remaining of Sect. 3.6, we explain how each systematic uncertainty is
estimated. The numerical values of the systematic uncertainties are presented in

Sect. 3.7.

31The unique exception is FSR where only one sample has been generated (see Sect. 3.6.2.4).
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3.6.1 Detector simulation

The interactions of charged and neutral particles with the BABAR detector were
very carefully simulated with Geant4 ['*3 in BABAR’s standard simulation pro-
ductions. However, the simulation of the detector is not perfect. The effects of
modifying the detector simulation within the range recommended by the experts

were carefully investigated.

3.6.1.1 PID and tracking efficiency of Y candidates

The PID and tracking probabilities used in the reconstruction of a (7 + {)
candidate are corrected with weights in the MC simulation, as described in Sect.
3.5.2.4 and 3.5.2.5. These weights have systematic uncertainties that arise from the
differences between the PID control samples and the sample used in this analy-
sis. These systematic uncertainties are assumed to be fully correlated between all
tracks. Their values are given in Table 3.10 for PID 34 and tracking efficiency ['31.
For electrons and muons, the systematic uncertainty of the weights is increased for

fake electron/muon candidates.

| | weights’ systematic uncertainties |

electron ID 0.8% / 50%

muon 1D 2.2% / 5%
charged pion ID 0.2%
GTL, pr < 0.2 Gov/e 0.8%
GTL, pr > 0.2 Gov/e 0.6%

TAB. 3.10 — Correlated systematic uncertainties of the PID and tracking efficiency
weights. For electron/muon ID, the first number applies to real electron/muon and
the second to fake ones.

The effects of wrong PID and tracking efficiencies have been evaluated by gene-
rating one hundred MC samples in which the mean values of the PID and tracking
efficiency weights (determined using the procedure described in Sect. 3.5.2.4 and
3.5.2.5) were varied from sample to sample with a gaussian standard deviation

given by the systematic uncertainties quoted in Table 3.10. The full analysis was
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performed on all hundred samples. The standard deviation of the resulting BFs

distributions yield the systematic uncertainties.

3.6.1.2 Full-event reconstruction

The corrections to the simulation of the EMC and tracking efficiency take the
form of tracks and neutrals “killing” (described in Sect. 3.5.2.5 and 3.5.2.6) when
the full-event quantities AE, mgs, Opiss, the event’s number of tracks, (Pior-2)/ Eiot,
M2

miss?

cos Oiprust, Bhabha veto and + conversion veto are involved. These correc-
tions have associated systematic uncertainties, but their impact on the final results
cannot be evaluated with the method described in Sect. 3.6.1.1 since it would so-
metimes lead to a negative level of killing. This is rather difficult to compensate
since it requires adding a new track whose properties are ill-defined. The full-event
reconstruction’s systematic uncertainties due to tracks/neutrals reconstruction ef-
ficiency are thus evaluated by generating at least one hundred MC samples®? in
which the level of killing (given in Table 3.11) is randomly increased, sample by
sample, according to a one-sided gaussian standard deviation. The full analysis was
performed on all hundred samples. The results obtained with each sample are sym-
metrized to account for the fact that the level of killing is always increased but never
decreased. Considering that the results R, obtained with each sample differ from
their central value by AR; = Ry — R,.s (such that R, = R,.;r + AR;), the results
are symmetrized by adding both Ry and a mirror entry R, = R,.r — AR, to the
distribution, for each sample. The standard deviation of the resulting partial BFs
distributions yield the systematic uncertainties. This procedure is done separately
for tracking, v and (K + neutron), and the three resulting uncertainties are added
in quadrature. Since there is no dedicated study of the neutron detection efficiency
in BABAR so far, the uncertainty of the neutron efficiency has been conservatively
chosen to be the largest data/MC deviation observed in the K sample (27%) [22].
Note that the tracks killing procedure is not applied to the Y’s 7% and ¢ tracks,

32We used 150 samples for the track killing procedure, 250 samples for the photon killing
procedure and 100 samples for the (K? + neutron) killing procedure.
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as the tracking efficiency systematic effect of these two special tracks is already

taken into account by a separate weighting procedure described in Sect. 3.6.1.1.

default level systematic
of killing uncertainty
K? 0% to 27% | £2% to +25%

v, p < 1.0 GeV/e 0.0% +1.8%
v, p > 1.0 GeV/e 0.7% +0.7%
neutron 0% +27%
GTVL, pr < 0.2 GeV/e, #trk <5 0.5% +1.4%
GTVL, pr < 0.2 GeV/e, #trk > 5 0.5% +1.2%
GTVL, pr > 0.2 GeV/e, #trk <5 0.5% +0.9%
GTVL, pr > 0.2 GeV/e, #trk > 5 0.5% +0.7%

TAB. 3.11 — Levels of tracks/neutrals killing and associated uncertainties. The level
of K? killing and its associated uncertainty varies with the value of the true K?
momentum.

The systematic uncertainties originating from full-event reconstruction are do-
minant in neutrino reconstruction analyses because the neutrino quality cuts tend
to be correlated with AE and mgs, and are very sensible to the details of the
detector simulation, thereby introducing uncertainties both in the AFE-mgg PDF
shape and in the signal efficiency. It was expected that the loose neutrino recons-
truction technique would reduce the impact of these uncertainties because of the
reduced impact of the neutrino quality cuts. Indeed, the tracking and photon effi-
cieny uncertainties have been reduced in this analysis by 68% with respect to the
previous tight neutrino reconstruction analysis®® (BABAR’s improved tracks and
neutrals reconstruction simulation in SP5/6 with respect to SP4 also contributed
to the reduction of this uncertainty). The modest impact of full-event reconstruc-
tion detector uncertainties is illustrated by Fig. 3.18 and 3.19 which show that the
AFE and mgg shape of the signal and backgrounds as well as their yields remain

similar after the modification of the tracking or EMC efficiencies.

33In Ref. 1981 the “Track and Photon Reconstruction” systematic uncertainty on the total
B(B° — 7= ¢*v) was 6.8%. It is reduced to 2.2% in this analysis.
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F1G. 3.18 - AFE distributions for signal (right) and background (left). The AFE dis-
tribution obtained with the central configuration (described in Sect. 3.5.2) is shown
in black, the distribution obtained after applying an increased level of tracks’ and
photons’ killing (described in Sect. 3.6.1.2) are shown in green and red respectively.

K? energy deposition

The energy deposited by a K in the EMC is corrected with scale factors varying
between 1.014 and 1.223, depending on the true K? momentum. We generated one
hundred MC samples in which the KY energy scale factors are varied randomly,
sample by sample, according to a gaussian standard deviation using the systematic
uncertainties given in Ref. [? (which also vary as a function of the true K9 mo-
mentum). The full analysis was performed on all hundred samples. The standard
deviation of the resulting BFs distributions yield the systematic uncertainties.

The systematic uncertainties due to KV energy deposition and K? and neutron

efficiency were estimated together since they are both small and need the most

CPU.
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F1G. 3.19 — mgg distributions for signal (right) and background (left). The mgg dis-
tribution obtained with the central configuration (described in Sect. 3.5.2) is shown
in black, the distribution obtained after applying an increased level of tracks’ and
photons’ killing (described in Sect. 3.6.1.2) are shown in green and red respectively.

3.6.2 Physical properties of B and D mesons

In addition to the imperfect simulation of the detector, the generator-level input
to the simulation also contains imprecisions which could lead to systematic uncer-
tainties. We have estimated these uncertainties by varying the values of several

branching fractions and form factors of B and D meson decays.

3.6.2.1 Branching fractions

We investigated the branching fractions of semileptonic B and D mesons decays,
as well as those of the inclusive D — K9 X and 7(45) — B°B° decays.

The effects of possibly unrealistic b — ufr branching fractions have been eva-
luated by generating one hundred MC samples in which all the individual exclusive

B — X, (v branching fractions were determined randomly*, sample by sample, ac-

34Note that the B — 7~ ¢*v BF was also modified. The signal efficiency is however recomputed
for each MC sample.
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cording to a gaussian distribution with standard deviation and mean values taken
from the Table 3.9 (Sect. 3.5.2.1), with the constraint that the total b — ufv bran-
ching fraction remains within one standard deviation of its known value (also in
Table 3.9). To preserve the value of the total B — X branching fraction in spite of
the fact that the total b — wfv branching fraction is modified, all the non-b — ufv
events are given a weight of w = (1 — New B(B — X, /v))/(1 — Original B(B —
X, v)). The full analysis was performed on all hundred samples. The standard
deviation of the resulting BFs distributions yield the systematic uncertainties. The
same procedure was used for the b — clv, D — e, D — p, D° — K? D* — K9,
D, — K? and 7(4S) — B°B° branching fractions, always using the mean values

and standard deviations of Table 3.9.

3.6.2.2 Form factors

We estimated the systematic uncertainties on the BFs and f, (¢*) shape para-
meters due to the form factor hypotheses of the B® — 7= (*v, B — plv, B — D*(v

and B — D/v decays used in the simulation.

BY — 7~ ¢*Tv form factors

The f,(¢?) normalization systematic effect has already been taken into ac-
count by the variation of the B(B° — 7 ¢*v) described in Sect. 3.6.2.1. For
the f,(¢*) shape, the central results were obtained using the Becirevic-Kaidalov
parametrization®? and the value of its parameter a = 0.530 + 0.064 taken from
Ref. '], We generated one hundred MC samples in which the values of the «
parameter was determined randomly, sample by sample, according to a gaussian
distribution with a mean of 0.530 and a standard deviation of 0.064. This proce-
dure is justified since the uncertainty quoted in Ref. ['%! for o includes rigorously
estimated statistical and systematic errors. The full analysis was performed on all
hundred samples. The standard deviation of the resulting BFs distributions yield

the systematic uncertainties.
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B — plv form factors

For these form factors, we only considered the latest Light Cone Sum Rules
calculation by Ball & Zwicky ['?9, and ignored older and less reliable calculations.
We generated one hundred MC samples in which the values of the three form fac-
tors A1(q?), A2(¢?) and V' (¢*) were determined randomly, sample by sample, using
the square-root method®>. The mean values of the form factors were taken from
Ref. '%5] Their uncertainties!'®* were 10% at ¢> = 0, with a linear increase towards
higher ¢? values : err = 0.1 + % - ¢>. The full analysis was performed on all hun-
dred samples. The standard deviation of the resulting BFs distributions yield the

systematic uncertainties.
B — D*(v form factors

In the central configuration, we used the central values of the B — D*/v form
factor parameters given in Ref. 8 : R1 = 1.40 + 0.075, R2 = 0.87 4 0.048 and
p* = 0.79 4 0.076. To estimate the systematic uncertainty due to the B — D*{v
form factors, we used the R1, R2 and p? uncertainties and correlations given in
Ref. B8 : oy = 0.075, opy = 0.048, 0,2 = 0.076, Nr1—p2 = —0.77, Nr1_,2 = +0.60
and 7pgy_,2 = —0.76, and generated one hundred MC samples in which the values
of the R1, R2 and p? parameters were determined randomly, sample by sample,
using the square-root method®®. The full analysis was performed on all hundred
samples. The standard deviation of the resulting BFs distributions yield the syste-

matic uncertainties.

B — D/v form factors

35Gee Sect. 3.6.3.2
36Gee Sect. 3.6.3.2
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In the central configuration, we used the World Average value of the p? para-
meter ) using the CLN parametrization ['?6 : p> = 1.17 4+ 0.18. We generated
one hundred MC samples in which the values of the p? parameter was determined
randomly, sample by sample, according to a gaussian distribution with a mean of
1.17 and a standard deviation of 0.18. The full analysis was performed on all hun-
dred samples. The standard deviation of the resulting BFs distributions yield the

systematic uncertainties.

3.6.2.3 Non-resonant b — ulv decays

The Hybrid MC weights used for the simulation of non-resonant b — ufv events
in our central configuration were computed according to the central BF values given
in Table 3.9 and to the shape function parameters : a=1.33 and m;,=4.6586 GeV/c?
taken from Ref. [128:129] To estimate the systematic uncertainty due to these heavy
quark parameters, we generated one hundred MC samples in which the values of the
a and m; parameters were determined randomly, sample by sample, according to
a two-dimensional gaussian distribution with standard deviation and mean values
taken from Ref. %! illustrated in Fig. 3.20. The full analysis was performed on all
hundred samples. The standard deviation of the resulting BFs distributions yield

the systematic uncertainties.

3.6.2.4 Final State Radiation

A fraction of the B® — 7= ¢*v decays subsequently emit Final State Radiation
(FSR) to effectively become a B — 7~ ny decay, where ny represents one or
several FSR photon(s). This effect is simulated by the PHOTOS packagel'!? 136l
with a conservative uncertainty of 20% to its radiative corrections. FSR affects the
kinematic of the B — 7~ (v decay, including its ¢* spectrum, and generally lowers
the signal selection efficiency. To estimate the systematic uncertainty due to FSR,
we used a MC signal sample simulated with PHOTOS turned off (see Sect. 3.2).
This No PHOTOS sample has been fully simulated using Moose, and skimmed and
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F1G. 3.20 — Two-dimensional gaussian distributions used to vary the heavy quark
parameters used in the simulation of the non-resonant b — u/fv decays. The (a, my)
parameters (below) used by the used by the HybridMC weigting tool are obtained
from the (A, ;) parameters (above) given in Ref. ['*’l by the relations given in
Sect. 3.5.2.3.
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analyzed with the full event reconstruction and selection. The entire analysis has
been repeated, using the NO PHOTOS sample to model the signal efficiency and
the two-dimensional AFE-mgs PDF. We consider that 20% of the result’s variation
when PHOTOS is turned off is the systematic uncertainty due to FSR.

3.6.3 Modelling of the continuum data

As explained in Sect. 3.5.2.7, we are using the generic SP5/6 and SP8 uii/dd/s5/cc
and 777~ events to model the continuum data. This procedure has the drawback
that numerous type of events such as Bhabhas, dimuons or “two-photon fusion”
are not, simulated even though they are known to be present in the real continuum
data. It is expected that all such non-simulated events are removed from the data
sample after all the analysis cuts. Indeed some of the selections were designed ex-
plicitely for that purpose. However, there are evidences that a tiny fraction of the
non-simulated events still survive the analysis selections in the electron channel,
and it is very hard to estimate the effect of these unsimulated events from first prin-
ciples. Fortunately, we dispose of a very good control sample for the continuum, the
off-resonance data, from which we are able to rigorously estimate the systematic
uncertainties with an empirical approach. The systematic uncertainties described

below are derived from the distributions shown in Fig. 3.16 (Sect. 3.5.2.7).

3.6.3.1 Total yield

The yields of the continuum MC are corrected by applying weights to the conti-
nuum events. These weights are given by the ratios of the off-resonance data and
the continuum MC yields after all selections, separately in the electron and muon
channels. They are : we = 1.65 £ 0.08 and w,, = 1.01 £ 0.04 (see Sect. 3.5.2.7). In
the central configuration, the central values of w. and w, were used. To evaluate
the systematic uncertainty due to the continuum yields, we generated one hundred
MC samples in which w,; and w, were determined randomly, sample by sample,

according to a gaussian distribution. The full analysis was performed on all hun-
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dred samples. The standard deviation of the resulting BFs distributions yield the

systematic uncertainties.

3.6.3.2 §? distribution

The ¢ spectrum of the continuum MC is corrected by applying weights to the
continuum events. These weights are given by a third order polynomial function, w,,
whose parameters were determined by a fit to the ratio of the off-resonance data
and continuum MC spectra after all selections (see Sect. 3.5.2.7). In the central
configuration, the central values of the w, parameters were used. To evaluate the
systematic uncertainty due to the ¢G> spectrum of the continuum, we used the
covariance matrix of w, given by the fitter, and generated one hundred MC samples
in which the parameters of w, were determined randomly, sample by sample, using
the square-root method®”. The data/MC ratios as well as some of the random
w, functions are illustrated in Fig. 3.21. The full analysis was performed on all
hundred samples. The standard deviation of the resulting BFs distributions yield

the systematic uncertainties.

3.6.3.3 AFE-mpg distribution

No weights are applied to correct the AFE-mgg distribution of the continuum
events in the central configuration (see Sect. 3.5.2.7). We estimated the systematic
uncertainty due to the A E-mgg distribution of the continuum events by distorting
it with 1D linear weight functions : wag and w,, 4. The systematic uncertainties
due to AE and mgg were estimated separately and added in quadrature.

The parameters of war were determined by the fit of a linear function to the
ratio of the off-resonance data to continuum MC spectra of AFE. Both spectra
were obtained after all selections and corrections. To prevent the fit results of

being unreasonably affected by statistical fluctuations in the first or last bins, AE

37The “squared-root method” that we are using is defined in the method RooFitResult : :ran-
domizePars() (V02-00-07) of the RooFit ['37] software. The Figs. 3.21, 3.22 and 3.23, which were
produced using the same method, demonstrate that the method gives sensible results.
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F1G. 3.21 — Ratio of off-resonance data to MC continuum yields as a function of
G* once the data and MC yields have been each normalized to an area of one. The
black curve is a third order polynomial having the central values of a fit of the
ratio. This curve is used to reweight the simulated continuum events in the central
configuration. The blue curves are 20 of the 100 curves randomly generated from
the fitted parameters to estimate the systematic uncertainty resulting from the §°
shape of the continuum. All the curves have the same integral. The data and MC
distributions from which the ratio is taken are shown in Fig. 3.35 (Sect. 3.8.1.1).
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was plotted with an extended range, while mgg and all the other cuts kept their
nominal value (so that the events selected in the fit region are exactly the same)3.
We generated one hundred MC samples in which the parameters of wap were
determined randomly, sample by sample, using the square-root method and the
covariance matrix given by the fit of the data/MC ratio of the AE spectra. The
full analysis was performed on all hundred samples. The standard deviation of the
resulting BFs distributions yield the systematic uncertainties. The same procedure
was repeated with w,, .

The data/MC ratios used as well as some of the wag and w,,,, functions are

illustrated in Figs. 3.22 and 3.23.

3.6.4 Fit bias

The procedure described in Sect. 3.7.1.2 was used to obtain 1000 TOY data
and MC samples from which 1000 values of the partial AB(¢?), the total B(B® —
7 ¢*v) and the f,(¢?) parameters a and § were obtained. The deviation of the
mean results from their generated value gives the systematic uncertainty due to
the fit bias. The values of the total B(B® — 7 (*v) and apk are shown in Fig.
3.24. The corresponding pull distributions of the total B® — 7 ¢*v yield and
apk are shown in Fig. 3.25. The pull distributions of the signal yields for ¢*> <
16 GeV?/c! and ¢ > 16 GeV?/c! are shown together with the total yield in Fig.
3.26. The pull distributions of the 19 signal and background fit parameters are
shown in Fig. 3.27. No significant bias is observed for any of the signal extraction
fit parameters, including agg. No significant bias is observed for the total and
partial B — 7~ ¢*v BFs, while the width of their pull distributions indicate that
their statistical uncertainties are correctly estimated by the fitter. Consequently,

we assign no systematic error due to the fit machinery.

38This effect was mainly important when polynomial functions of higher order were tried to
fit the data/MC ratios of AF or mgg. These higher order functions were eventually abandonned
since their associated covariance matrix were not reliable, while linear functions described the
observed shape very well.
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Ratio of off-resonance data to continuum MC yields
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F1G. 3.22 — Ratio of off-resonance data to MC continuum yields as a function of AFE
once the data and MC yields have been each normalized to an area of one. The black
curve is a linear function having the central values of a fit of the ratio. The blue
curves are 20 of the 100 curves randomly generated from the fitted parameters to
estimate the systematic uncertainty resulting from the A F shape of the continuum.
All the curves have the same integral. The data and MC distributions from which
the ratio is taken are shown in Fig. 3.35 (Sect. 3.8.1.1).
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Ratio of off-resonance data to continuum MC yields
1.5

1.4

\.H\HH

e by v by b b by b by by 1y
5.1 5.125.145.165.18 5.2 5.225.245.26 5.28
Mg (GeV/c?)

F1G. 3.23 — Ratio of off-resonance data to MC continuum yields as a function of mgg
once the data and MC yields have been each normalized to an area of one. The black
curve is a linear function having the central values of a fit of the ratio. The blue
curves are 20 of the 100 curves randomly generated from the fitted parameters to
estimate the systematic uncertainty resulting from the mgg shape of the continuum.
All the curves have the same integral. The data and MC distributions from which
the ratio is taken are shown in Fig. 3.35 (Sect. 3.8.1.1).
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F1G. 3.24 — Values of the total B(B° — 7 ¢*v) (left) and apg (right) obtained
from 1000 statistically independent TOY samples.
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F1G. 3.25 — Pull distributions of the total B® — 7~ ¢Tv yield (left) and apx (right)
obtained from 1000 statistically independent TOY samples. The yield is shown
instead of the BF to isolate the fit effects from potential efficiency or ¢g>-unfolding

effects.
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3.6.5 Signal Monte Carlo statistics

The systematic uncertainty due to the limited statistics of the signal Monte
Carlo sample used to compute the signal detector response matrix and the signal
efficiency in bins of ¢* (see Sect. 3.3.5 and 3.3.6) is evaluated by generating 200
TOY signal MC samples in which N,; and N? (from Eq. 3.3 and 3.7) have been
varied randomly according to a gaussian standard deviation. We computed the
B matrix given by Eq. 3.10 in each sample. Always using the central value of
the measured yields, we computed the partial and total branching fractions with
each B matrix. The standard deviation of the resulting BFs distributions yield the
systematic uncertainties due to the MC statistics.

We are forced to use this procedure because the numerical inversion of the
signal detector response matrix prevent us from using the usual analytic uncertainty
propagation formula to interpret the known N,; and N statistical uncertainties in

terms of the branching fraction uncertainties.
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3.7 Results

The actual results of the analysis are presented in this section. They are the total
B(B® — 7= ¢*v), the unfolded AB(¢?) spectrum and its statistical and systematic
covariance matrices, as well as the corresponding |V,;f4(0)| constant and f; (¢?)
shape parameters.

To check our procedure, optimize our cuts and make verifiable predictions, we
first kept the analysis blind and extracted all the desired results using only the
simulation. The procedure used to extract these MC-based results is described
in Sect. 3.7.1, while the actual MC-based results are given in Sect. 3.7.2. The
procedure used to extract the real results is then described in Sect. 3.7.3, and the
real results are given in Sect. 3.7.4.

All results are obtained using the general analysis method described in Sect.
3.3 and 3.4. The central values of the results are all obtained by analyzing the
data with the PDFs established with the central configuration of the simulation
parameters described in Sect. 3.5.2. The systematic uncertainties are then derived
from the variation of the results obtained by re-analyzing the same data with

modified PDFs, as described in Sect. 3.6.

3.7.1 Special procedure for MC-based results

The high yields and low signal purity resulting from the use of the loose neutrino
reconstruction technique mean that the systematic uncertainties are not expected
to be small compared to the statistical uncertainties. Thus, both the statistical
and the systematic uncertainties need to be minimized when the parameters of the
analysis such as the values of the cuts, the number of free parameter in the fit, the
boundaries of the fit region, and the number of ¢*> and A E-mgg bins are optimized.
A detailed MC-based study was thus performed to evaluate the statistical and
systematic uncertainties before unblinding the analysis. This study requires the
generation of TOY Monte Carlo samples on which the entire analysis was performed

as it would with the real data, following the procedure described in Sect. 3.7.1.1 to
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3.7.1.3. The final results and uncertainties obtained by the analysis of the TOY data
samples with optimized parameters are presented in Sect. 3.7.2, hence establishing

verifiable predictions that can be compared to the real results after the analysis is

unblinded.

3.7.1.1 Generation of TOY data samples

Generating realistic TOY data samples is not straightforward for this analysis.
As a first step, realistic PDFs are needed to generate these TOY samples. Analytic
PDFs are not available for this purpose (see Sect. 3.4). The needed realistic PDFs
are thus obtained by using the AF-mgg histogrammed distributions given by the
full Monte Carlo simulation for the different ¢? intervals. However, these MC his-
tograms are already used as fit PDF. The generation of TOY data samples that
are statistically independent from the used histogrammed PDF hence represent
a special problem. In addition, the generator distributions need to be sufficiently
smooth to fullfil the assumptions made in the fitting algorithm.

To overcome these problems, we are using the combination of the SP5/6 and
SP8 generic BB events to obtain the AE-mpg histogrammed distributions used
to generate the b — ufv and other BB background parts of the TOY data. This
makes the statistics of the generator histograms roughly ~9 times higher than the
data and twice higher than the regular histogrammed PDFs. For the continuum,
which has the lowest available statistics, the SP5/6 and SP8 events are already used
for the regular histogrammed PDFs. We are therefore using a special continuum
sample in which three of the analysis cuts are relaxed® to increase the statistics
by a factor of ~5. The §* distribution of the special sample is corrected with a 6
order polynomial weight function, after which the ¢, AE and mgg distributions all
look very similar to the regular continuum distributions. Nothing special is done

for the signal whose SP5/6 luminosity is already ~20 times higher than in data.

39This special continuum sample is obtained by relaxing the cos8.j,,ns; and cosf, cuts to
€08 Opprust < 0.85 and cosfy > —0.8, and by not making the best couple selection (see Sect. 3.3.2
for the regular selections).
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The AE-mgg histogrammed distributions obtained from the MC samples with
increased statistics were used to generate 1000 realistic TOY data samples in 12
¢* intervals. Technically, this was done by generating a Poissonian random number
of entries in each (AE, mgs, ¢°) bin according to the expected data statistics and
AE-mgs probability distribution of each event type (signal, b — ufv, other BB
and continuum). These TOY data samples were used to obtain all the MC-based

results presented in this document.

3.7.1.2 Central values and statistical uncertainties

To estimate the central values of our MC-based results, we used the AE-mgg
histogrammed distributions obtained from the MC samples with increased statis-
tics described in Sect. 3.7.1.1 to generate 1000 TOY MC samples in 12 2 intervals,
separately for the four event types (signal, b — wfv, other BB and continuum).
These TOY MC samples contain Poissonian random number of entries correspon-
ding to the statistics of the regular MC samples. With this procedure, we thus
obtained 1000 realistic and statistically independent signal, b — ulv, other BB,
continuum and data samples, all originating from the same underlying probability
distributions.

We fitted the 1000 samples and computed the partial AB(¢?), total B(B° —
7 ¢*v) and the f,(q*) parameters each time. The mean values of the resulting
distributions are the central values of our MC-based results, and their standard de-
viation gives the statistical uncertainties. Deviation of the mean values from their
generated central values indicates a systematic bias of the fit and an associated
systematic uncertainty (see Sect. 3.6.4). As a cross-check, the statistical uncertain-
ties given by the standard deviation of the distributions are also compared with
the statistical uncertainties given by the covariance matrix of the fits.

The central values and pull distributions obtained from the 1000 TOY data and
MC samples are shown in Sect. 3.6.4.
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3.7.1.3 Systematic uncertainties

To estimate the MC-based systematic uncertainties, we followed exactly the
procedure described in Sect. 3.6, using the TOY data samples described in Sect.
3.7.1.1 instead of the real data. To prevent our results from being affected by
the statistical fluctuations of one particular TOY data sample, we estimated the
systematic uncertainties independently for 10 statiscally independent TOY data
samples. We quote the mean value of the 10 uncertainties as the MC-based sys-
tematic uncertainty. In this special case, the elements of the covariance matrix of

each systematic uncertainty are defined as :

Vi; = 5:5,Ci (3.38)

where 5; and &, are the mean uncertainties obtained in the i’ and j bin of 2,

and C;; is the mean correlation factor obtained from the 10 TOY data samples.

3.7.2 Results and uncertainties based on MC simulation

All the results in this section were obtained using the TOY data samples and

the special MC procedure described in Sect. 3.7.1.

3.7.2.1 Extraction of raw signal yields in ¢* bins

The MC-based values of the raw signal yields and their uncertainties obtained
with the method described in Sect. 3.3.4 are given in Table 3.12. With the exception
of the fisrt ¢* bin, the statistical uncertainties are always larger than the systematic
ones.

For illustrative purposes, the AFE and mgg fit projections obtained in each of the
12 ¢? bins are displayed in Figs. 3.28 and 3.29, respectively. The AE distributions
correspond to a cut of mgs > 5.2675 GeV/c? and the mgg distributions to a cut

of —0.16 < AFE < 0.2 GeV. These distributions correspond to the results of one of
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the fits described in Sect. 3.7.1.2, selected at random?°.

3.7.2.2 Goodness of fit

The goodness of the signal extraction fit cannot be evaluated from the value
of the likelihood returned by the fitter. Hence, we used a separate x? algorithm
to evaluate it. This y? algorithm is modified to take into account the statistical
uncertainties of the data distribution as well as those of the histogrammed PDFs
used in this analysis ['*¥]. We used the TOY samples described in Sect. 3.7.1.2 to
demonstrate that our goodness of fit estimator is well behaved when the underlying
probability distributions are identical in the DATA and the PDFs. The results of
this study are shown on Fig. 3.30. As expected, we obtained a mean x?/ndof close
to 1.0. Hence, our goodness of fit estimator is useful to estimate the probability of
the fitted results obtained with the real data. As shown in Sect. 3.7.4.1, the same
fit performed on the real data gave a x? value of 423 for 389 degrees of freedom, in

good agreement with the TOY MC predictions.

3.7.2.3 Partial AB(¢*) and total B(B® — 7 (*v)

The MC-based values of the partial AB(¢?) and total B(B® — 7~ ¢*v) and
their uncertainties obtained with the method described in Sect. 3.3.6 and 3.3.7 are
given in Table 3.13. The associated statistical and systematic covariance matrices
are shown on Tables 3.14 and 3.15, respectively. Compared with the raw yields
uncertainties, we note that ¢?>-unfolding process increases the relative statistical
uncertainties of the partial AB(¢?), but not of the total BF. Also, the systematic
uncertainties are increased with respect to the raw yields since the BFs are affected
by systematic effects of the signal efficiency. As a result, the total systematic error

is now larger than the statistical error for the total BF.

40The same sample was used to make Figs. 3.28, 3.29 and 3.31.
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TAB. 3.12 — Raw fitted yields and their uncertainties from all sources, obtained from MC simulation.

¢° bins (GeV?/ch) || 02 | 24 | 46 | 6-8 | 810 [ 10-12 [ 12-14 | 14-16 | 16-18 | 18-20 | 20-22 | 22-26.4 | q2<16 | q2>16 | Tot
fitted yield 321.5 [ 389.5 | 401.6 | 393.9 | 375.2 | 377.1 | 390.8 | 393.3 [ 404.2 | 391.2 [ 346.1 | 529.3 | 3042.8 | 1670.9 | 4713.7
fitted yield stat err || 14.1 | 11.3 | 10.8 | 11.6 | 139 | 147 [ 163 | 165 | 180 | 195 | 172 | 17.1 62 | 106 | 57
trk eff 28 [ 20 | 1.0 | 1.0 [ 1.1 | 15 | 20 | 10 | 32 | 20 | 39 5.5 0.9 3.4 1.6
v eff 53 | 09 | 13 | 27 | 1.7 | 36 | 1.6 | 32 | 21 | 19 | 38 3.0 2.1 2.1 1.0
K off 11 | 08 | 07 | 09 | 1.0 | 1.2 | 14 | 09 | 19 | 1.3 | 11 15 0.7 1.2 0.9
neutron eff 26 | 21 | 20 | 05 | -01 | 12 | 20 | -01 | 1.7 | 07 | -32 | -14 1.1 0.5 0.5
PID 53 | 13 | 06 | 02 | 1.0 | 08 | 1.2 | 09 | 1.3 | 17 | 1.6 3.0 1.1 2.0 14
continuum yield 68 [ 1.1 | 06 | 02 | 07 | 08 | 08 | 06 | 09 | 17 [ 14 2.5 1.1 1.6 1.2
continuum ¢ 196 | 26 | 11 | 09 | 14 | 1.3 | 19 | 1.3 | 17 | 27 | 32 4.0 2.5 1.7 1.7
continuum mgg 13 | 04 | 01 | 01 | 02 | 02 | 04 | 03 | 04 | 05 | 07 0.6 0.2 0.5 0.3
continuum AE 32 | 19 | 08 | 1.0 | 14 | 02 | 03 | 08 | 08 | 17 | 36 3.3 1.1 2.4 1.6
b — ulv BF 09 [ 06 | 09 | 09 [ 20 | 1.9 | 1.7 | 20 | 14 | 26 | 9.0 7.0 1.1 4.0 1.9
SF param 08 [ 08 | 03 | 05 | -01 | -0.1 | -06 | -03 | -00 | 27 | 26 | 75 0.1 2.5 1.0
B—plvAl —1o || 25 | 16 | 31 | 21 | 12 | 06 | -25 | 23 | 01 | -1.7 | -03 | 1.8 1.4 0.2 0.9
B—plvA2—lo || -20 | -13 | -22 | -1.3 | 05 | 00 | 25 | -21 | 02 | 21 | 09 | -00 | -0.8 07 | -0.3
B—plvV-lo | -04 | -02 | -04 | -03|-03]-01] 03 |05 |01 | 02 |-06] -08 | 02 | -03 | -03
B —a¢*vFF || 01 | -0.1 | 0.0 | -0.1 | -00 | -01 | -0.1 | 0.0 | 01 | 01 | 22 3.4 -0.0 1.6 0.5
D — K BF 27 | 18 | 1.8 [ 30 | 28 | 29 | 36 | 32 | 16 | 22 | 16 1.0 1.8 0.7 1.3
b — clv BF 17 | 18 | 11 | 23 | 45 | 1.2 | 28 | 15 | 14 | 16 | 14 1.0 1.0 0.9 0.8
B — D*(v FF 08 | 09 | 01 | 1.7 | 30 | 1.0 | 1.5 | 07 | 1.0 | 1.0 | 06 1.3 0.8 0.4 0.6
B — Dlv FF 33 | 21 | 13 | 09 | 39 | 01 | 01 | -08 | 06 | 0.7 | -06 | -0.6 0.1 -0.0 0.1
Y(4S) - B°B°BF | 04 | 05 | 01 | 02 [ 03 [ 02 | 02 [ 04 | 04 | 06 | 06 0.4 0.2 0.4 0.2
total syst error 234 | 6.5 5.8 6.2 8.4 6.1 7.6 6.7 6.0 7.6 13.0 14.6 5.1 7.7 4.7
total error [ 273 [ 131 [ 122 [ 131 [ 162 | 159 | 18.0 | 17.8 [ 19.0 | 21.0 [ 21.5 | 224 8.0 131 | 74

G961




TAB. 3.13 -~ Partial AB(¢?) and total B(B® — 7 ¢Tv) and their uncertainties from all sources, obtained from MC

simulation.
@ bins (GeV¥/ch) || 02 [ 24 | 46 [ 68 | 810 [10-12 [ 12-14 [ 14-16 [ 16-18 [ 18-20 [ 20-22 | 22-26.4 | q2<16 [ q2>16 | Tot
BF x107 110.1 | 117.5 [ 120.9 | 122.2 [ 121.3 | 1204 | 119.6 | 113.1 | 107.7 | 98.6 | 84.7 | 959 | 945.0 | 387.0 | 1332.0

fitted yield stat err || 16.5 [ 16,5 | 16.5 [ 17.3 | 198 [ 19.4 [ 214 [ 20.7 [ 21.6 | 244 [ 22.7 | 236 6.3 110 [ 55

trk eff 66 | 1.1 | 34 | 32 | 38 | 22 | 31 | 47 | 20 | 37 | 21 6.1 3.3 1.5 2.1

v eff 80 | 1.1 | 35 | 56 | 36 | 67 | 35 | 59 | 21 | 32 | 34 3.2 4.3 1.5 2.9

K eff 09 | 07 | 08 | 1.0 | 14 | 10 | 15 | 13 | 19 | 13 | 11 1.8 0.5 1.1 0.6

neutron eff 35 | 24 | 36 | -08 | 1.1 | 19 | 31 | -00 | 24 | 16 | -36 | -14 1.8 -0.1 1.3

PID 75 | 23 | 24 | 22 | 08 | 28 | 32 | 25 | 31 | 31 | 34 4.9 2.9 3.6 3.1

continuum yield 7.8 0.6 0.8 0.2 1.1 1.0 0.9 0.6 0.8 1.8 1.1 3.0 1.1 1.6 1.2

continuum §* 225 | 16 | 1.3 | 11 | 21 | 18 | 22 | 15 | 1.7 | 29 | 43 6.3 2.7 1.8 2.0

continuum mgg 1.5 0.4 0.2 0.2 0.2 0.2 0.5 0.4 0.4 0.5 0.8 0.7 0.2 0.5 0.3

continuum AE 34 | 1.9 | 06 | 1.0 | 1.8 | 03 | 04 | 1.0 | 07 | 1.6 | 4.0 3.7 1.1 2.4 1.5

b — ulv BF 14 | 14 | 12 [ 1.1 | 25 [ 23 | 23 | 25 | 1.6 | 34 | 113 | 86 14 3.9 1.9

SF param 08 | 1.0 | 00 | 08 | -03 | 00 | -0.7 | -03 | -03 | 36 | -53 | 111 0.1 2.4 0.8

B — plv Al —1o 27 | 11 | 38 | 19 | 11 | 12 | -38 | 33 | 01 | -22 | -06 | 28 1.4 0.0 1.0

B—plvA2-1o || 22 | -09 | -27 | -12 | 03 | -05 | 37 | -30 | 03 | 25 | 1.0 | -05 -0.9 0.8 -0.4

B—plvV —lo 04 | -02 | 05 | -03 | 03 | -02 | 06 | -06 | 01 | 03 | -0.7 | -11 02 | -03 | -03

B — n(*v FF 00 | 02 | 03 | 03 | 04 | 03 | 04 | 05 | 06 | 0.1 | 28 47 0.3 2.0 0.8

D — KY BF 38 | 44 | 59 | 30 | 36 | 32 | 27 | 46 | 45 | 31 | 53 4.0 2.7 3.6 3.0

b — clv BF 19 | 22 | 16 | 22 | 59 | 14 | 35 | 1.8 | 1.7 | 22 | 1.9 1.5 1.0 1.0 0.9

B — D*lv FF 08 | 1.1 | 02 | 1.7 | 37 | 09 | 17 | 08 | 12 | 12 | 06 1.8 0.8 0.4 0.6

B — D(v FF 35 | 22 | 1.7 | -06 | 53 | 09 | 02 | -1.1 | 09 | 09 | -06 | -0.9 0.1 0.1 0.1

Y(4S)—B'B°BF | 20 | 23 | 1.7 | 16 | 1.6 | 18 | 20 | 14 | 19 | 09 | 29 1.2 1.8 1.7 1.7

B counting 11| 11 |11 | 11 | 11| 11| 11| 11| 11| 11| 1 1.1 1.1 1.1 1.1

signal MC stat error | 1.6 | 1.7 | 1.7 | 19 | 1.7 | 18 | 16 | 15 | 13 | 14 | 16 1.3 0.5 0.6 0.4

total syst error 285 | 80 | 108 | 91 [ 12.0 | 98 [ 107 | 112 [ 82 | 104 | 17.0 | 199 8.3 8.7 7.2
total error | 33.0 | 184 [ 19.7 | 195 [ 23.2 | 21.7 | 24.0 | 235 | 231 | 265 | 284 | 309 | 104 | 140 | 9.1 |

(=}
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x2/ndof of the AE-Mg fits obtained from 1000 TOY samples

90

80

fitted parameters:
p:1.010 + 0.003

70E  5:0.074 +0.002
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FI1G. 3.30 — x?/ndof of fits to 1000 statistically independent TOYs MC DATA and
PDFs histograms generated as described in Sect. 3.7.1.2.

3.7.2.4 Fits of |V,;,f,(0)| and the f,(¢*) shape parameters

The MC-based values of the f,(¢?) shape parameters and their uncertainties
obtained with the method described in Sect. 3.3.8 are given in Table 3.16. The
values of the shape parameters a and 0 are authorized to vary with no limit to
minimize the x? in the fitting algorithm. The generated values of o and ¢ are 0.61
and 0.0, respectively. In these conditions, we observe that the fitted values of the
0 parameter are unstable. The results obtained with about 75% of the fits are
contained in a Gaussian peak centered around the true value of §. However, the
results of the remaining 25% are part of an highly asymmetric tail whose values
were most of the time unreasonably far from the true value. For this reason, we
decided to not use Hill’s parametrization with the real data.

For illustrative purposes, the f, (¢?) parameter fit done with the BK parametri-

zation is shown in Fig. 3.31. It corresponds to the results of one of the fits described



TAB. 3.14 — Covariance matrix of the partial AB(¢?) statistical uncertainties ob-

tained from the MC simulation.

198

q° bins
(GeV2/c4) 0-2 2-4 4-6 6-8 810 10-12 12-14 14-16 16-18 1820 20-22 22-26.4
0-2 | 273.7 -70.5 313 13.8 186 15.3 13.4 -8.8 -3.7  -10.1 -6.2 1.9
2-4 | -70.5 2726 -78.1 26.7 9.9 5.3 -1.8 -8.2 4.2 11.8 9.1 -17.0
4-6 | 31.3 -78.1 271.6 -82.2 67.8 4.9 74.2 -31.0 -6.4 -2.0 -7.8 5.2
6-8 | 13.8 26.7 -82.2 2976 -90.0 61.6 18.6 10.2 14.8 5.9 -5.2 -4.1
8-10 | 18.6 9.9 67.8 -90.0 392.8 -67.7 79.9 -22.5 5.9 -8.5 -23.7 -11.6
10-12 | 15.3 5.3 4.9 61.6 -67.7 376.8 1.2 -14.5 -9.2 9.6 -9.9 -25.7
12-14 | 134 -1.8 74.2 186 799 1.2 459.0 -118.9 7.5 2.7 -3.2 -11.7
14-16 | -8.8 -82 -31.0 102 -225 -14.5 -1189 4270 40.0 105.3 -9.9 13.7
16-18 | -3.7 4.2 -6.4 14.8 9.9 -9.2 7.5 40.0 467.3 422 -11.5 15.0
18-20 | -10.1  11.8 -2.0 5.9 -8.5 9.6 2.7 105.3 422 5972 -114.0 -58.6
20-22 | -6.2 -9.1 -7.8 -5.2  -23.7  -9.9 -3.2 -9.9 -11.5  -114.0 516.8 11.9
22-26.4 1.9 -17.0 5.2 4.1  -11.6 -25.7 -11.7 13.7 15.0 -58.6 11.9 559.0
in Sect. 3.7.1.2, selected at random®!.

41The same sample was used to make Figs. 3.28, 3.29 and 3.31.
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TAB. 3.15 — Covariance matrix of the partial AB(¢?) systematic uncertainties ob-

tained from the MC simulation.
¢? bins
(GeV¥eh) | 02 24 46 68 810 10-12 12-14 14-16 16-18 1820 20-22 22-26.4

0-2 | 812.9 575 1351 648 3.9 1423 1233 1055 659 883 534 -84
24| 575 645 443 66 -9.8 157 123 17.0 327 132 293 52.7
4-6 | 135.1 44.3 116.0 58.9 43.7 725 260 784 46.2 29.7 148 17.5
6-8 | 648 6.6 589 825 648 615 262 740 180 333 5.9 14.2
810 | 39 -9.8 43.7 648 1442 348 481 625 182 255 29.6 1.3
10-12 | 142.3 15.7 72,5 615 348 956 455 732 270 455 -1 -5.7
12-14 | 123.3 123 26.0 26.2 481 455 1151 100 31.5 455 18.1 -28.7
14-16 | 105.5 17.0 784 74.0 625 73.2 100 126.5 14.7 389 328 1.2
16-18 | 65.9 32.7 46.2 18.0 182 27.0 315 147 672 347 38.0 31.8
18-20 | 88.3 13.2 29.7 333 255 455 455 389 347 1077 11 36.6
20-22 | 534 293 148 59 296 -1.5 181 328 38.0 1.1 2894 54.4
22-26.4 | -84 52,7 175 142 13 -5.7 <2877 1.2 31.8 366 544 3973
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TAB. 3.16 — « and 0 parameter values and uncertainties obtained from a fit of the
differential decay rate formula to the partial AB(B® — 7~ ¢*v, ¢*) spectrum with
the form factor f (¢?) described with the BK («) and Hill («, §) parametrizations.
The generated values were a = 0.61 and 0 = 0.

| [ (BK) [ (8l [ (F |

| fitted f,(¢°) parameter || 0.630 || 0.640 | -0.379 |

statistical error 0.056 0.094 0.968
trk eff 0.011 0.012 0.178

v eff 0.010 0.011 0.168

K? eff 0.003 0.004 0.105
neutron eff -0.009 -0.007 0.077
PID 0.003 0.008 0.364
continuum yield 0.007 0.009 0.443
continuum ¢> 0.024 0.028 1.193
continuum mgg 0.002 0.003 0.072
continuum AF 0.004 0.007 0.284
b — uwlv BF 0.017 0.021 0.223
SF param 0.014 0.020 0.333

B — plv Al —1o -0.009 -0.007 0.076
B — plv A2 —1o 0.013 0.012 0.009
B — plvV —1lo 0.002 0.002 0.010
B — 7= (*v FF 0.012 0.012 0.145
D — K? BF 0.003 0.009 0.363

b — clv BF 0.006 0.008 0.371

B — D*/v FF 0.005 0.004 0.166
B — D/v FF -0.006 0.000 0.319
T(4S) — B°BY BF 0.002 0.002 0.050
total syst error 0.044 0.052 1.583

| total error | 0.071 || 0.107 | 1.855 |
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F1G. 3.31 — Differential decay rate formula (Eq. 3.12) fitted to the partial AB(¢?)
spectrum. The data points corresponds to the AB(q?) values obtained from of one
of the fits described in Sect. 3.7.1.2, selected at random. The smaller uncertainty
bars are statistical only and the larger uncertainty bars are statistical + systematic.
In this particular exemple, a fit of the BK parametrization yields : agx = 0.59 +
0.05 £ 0.02. The generated values was a = 0.61. The data are also compared
to unquenched LQCD calculations %% LCSR calculations 8!, and the ISGW2
quark model [*71.
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3.7.3 Procedure for real data results - blind analysis

With real data, there is only one dataset. The procedure is then relatively
simple : the dataset is analyzed using the method described in Sect. 3.3 to 3.6.
The only complication to this procedure concerns the possibility that the measu-
red values be systematically biased because of a problem of the analysis method.
This eventuality cannot be studied with only one dataset, but it can be studied
with TOY MC samples. As shown in Sect. 3.6.4, we performed such a study that
demonstrates that there is no significant bias in our analysis.

On the other hand, with the exception of early Data/MC comparisons, this
analysis has been kept completely blind to the signal events of the real on-resonance
data until the entire analysis method was approved by the external reviewers of
the BABAR Semileptonic Analysis Working Group. We followed this procedure in
order to prevent our measurement of being biassed towards any preferred value or
accidental lower fluctuation of its uncertainties.

Finally, as presented in Sect. 3.7.1 and 3.7.2, the entire analysis was performed
on simulated samples treated like real data. In doing so, we made realistic pre-
dictions of the results and of their expected precision in this analysis. After the
unblinding, it turned out that we obtained results very similar to these predictions.
This is not only true of the central values, but also of the relative error sizes and of
the covariance matrices. Considering our blind analysis procedure, this gives even

more confidence that our precise results are indeed correct.

3.7.4 Results and uncertainties obtained in real data

After giving the raw fit parameters and signal yields in Sect. 3.7.4.1, the values
of the partial and total BFs are given in Sect. 3.7.4.2. In Sect. 3.7.4.3, the AB(¢?)
distribution is displayed in Fig. 3.34, together with the result of an f, (¢*) shape fit
using the BK parametrization from which we also obtain the value of |V, (0)].
Our measured AB(q?) distribution is also compared with theoretical predictions in

Sect. 3.7.4.4. Finally, we extract values of |V,;| in Sect. 3.7.4.5.



203

3.7.4.1 Extraction of raw signal yields in §* bins

After all the analysis selections, our nominal fit to the real data yields a total
of : 50724251 signal events, 9867+£564 b — ulv background events and 333414409
other BB background events. The continuum yield is 9299 4 450 events, as given
by the off-resonance data control sample. The fit worked as expected, with a x?
value of 423 for 389 degrees of freedom that is compatible with the MC predictions
for the goodness of fit shown in Fig. 3.30.

The signal yields and their various uncertainties in each ¢ bins are given in
Table 3.17 for the raw yields and in Table 3.18 for the unfolded yields. For illus-
trative purposes, the AE and mgg fit projections obtained in each of the 12 ¢?
bins are displayed in Figs. 3.32 and 3.33, respectively. The AFE distributions cor-
respond to a cut of mpg > 5.2675 GeV/c? and the mgg distributions to a cut of
—0.16 < AE < 0.2 GeV.

The raw fit parameters are :

signal-ql = 1.02822 +- 0.132634
signal-q2 = 1.10507 +- 0.107454
signal-q3 = 1.18368 +- 0.101264
signal-q4 = 1.1118 +- 0.10782
signal-qb = 1.1412 +- 0.128026
signal-q6 = 1.03607 +- 0.13445
signal-q7 = 1.36011 +- 0.158762
signal-q8 = 0.874601 +- 0.152209
signal-q9 = 1.19899 +- 0.187107
signal-q10 = 0.988395 +- 0.214319
signal-qll = 1.19368 +- 0.190104
signal-ql2 = 0.962466 +- 0.166953
ulnu-q1 = 0.590948 +- 0.128953

0.780889 +- 0.0894335
0.998905 +- 0.034909

ulnu-q2

ulnu-q3
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otherBB-q1 = 1.03316 +- 0.0249164
otherBB-q2 = 0.97802 +- 0.0240906
otherBB-q3 = 1.0638 +- 0.0218909
otherBB-q4 = 1.11445 +- 0.0338042

continuum-ql = 1 +- 0

A raw fit parameter value of 1.0 means that the fitted value of the parameter is
equal to the MC prediction. In general, the background fit parameters are close to
the MC predictions, even though the fitted b — ufv background yields are lower
than the MC predictions for low and mid ¢, and the other BB yields are slightly
higher than the MC predictions at high ¢2. The signal fit parameters are close to

the MC predictions. The continuum is fixed to 1.0.
The full correlation matrix (elements in %) of the raw fit parameters is :

signal-q1: 100 -6 -7 5 6 7 8 3 5 3 0 0 0 0 0 O O O O
ulnu_bkg-qi: 100 -64 -9 -33 -35 -42 -44 -72-52 0 O O O 0O O O O O
otherBB_bkg-q1: 100 -13 7 4 6 29 48 34 0 O O O 0 O O 0 o0
signal-q2: 100 9 10 12 4 7 5 0 0 0 0 0 O O 0 O
signal-q3: 100 17 21 156 26 18 0 O O O O O O O O
signal-q4: 100 23 16 26 19 0 0 O O O O O O O
signal-g5: 100 19 32 23 0 0 0 0 O O O 0 O
signal-q6: 100 14 32 0 0 0 0 O O 0 o0 ©
otherBB_bkg-q2: 100 18 0 0 0 O 0 O O 0 o0
signal-q7: 100 0 0 0 0 O O 0 o0 ©O
signal-q8: 100 -40 11 30 26 29 -2 -11 O
ulnu_bkg-q2: 100 -73 -54 -69 -70 8 28 O
otherBB_bkg-q3: 100 23 45 53 -5 -20 O
signal-q9: 100 33 39 -4 -16 0
signal-q10: 100 20 -1 -7 0
otherBB_bkg-q4: 100 -11 -39 1
signal-qll: 100 -32 24
ulnu_bkg-q3: 100 -53
signal-qi12: 100

There are no correlations between the fit parameters with ¢* < 14 GeV?/¢* and ¢*
> 14 GeV?/c?, which reflects the fit parameters’ structure illustrated by Fig. 3.15.

The signal parameters only have small correlations with the other fit parameters.
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TAB. 3.17 — Raw fitted yields and their relative uncertainties(%) from all sources, obtained from the real data.

¢ bins (GeV?/c?) 0-2 2-4 4-6 6-8 | 810 | 10-12 | 12-14 | 14-16 | 16-18 | 18-20 | 20-22 | 22-26.4 | ¢°<16 | °>16 | Tot
Fitted yield 366.6 | 462.9 | 499.5 | 451.8 | 436.4 | 391.0 | 522.7 | 333.6 | 458.0 | 355.4 | 364.8 | 428.8 | 3464.6 | 1606.9 | 5071.5
trk eff 1.1 2.6 0.9 1.0 1.4 1.4 0.7 3.6 1.5 2.2 3.2 6.1 0.6 2.8 1.1
v eff 2.4 1.8 0.5 2.6 1.5 1.2 1.1 2.0 2.2 2.6 4.3 5.4 0.9 2.6 0.5
K & neutrons 0.9 0.6 0.7 1.0 1.0 1.1 1.2 0.9 1.7 1.4 0.9 1.5 0.7 1.1 0.8
PID 4.7 1.2 0.5 0.1 0.9 0.6 0.9 0.9 1.0 1.6 1.6 3.6 0.9 2.0 1.2
continuum yield 6.1 1.0 0.5 0.2 0.6 0.6 0.6 0.7 0.7 1.7 1.3 2.9 0.9 1.6 1.0
continuum §2 174 | 2.2 0.9 0.8 1.2 1.1 1.4 1.5 1.6 2.9 3.2 4.9 2.2 1.8 1.6
continuum mgg 1.0 0.3 0.0 0.1 0.1 0.1 0.3 0.4 0.3 0.5 0.7 0.8 0.1 0.5 0.3
continuum AFE 2.8 1.6 0.7 1.0 1.3 0.1 0.1 1.0 0.7 1.9 3.6 4.2 1.0 2.6 1.5
b — ulv BF 0.5 0.6 0.5 0.5 0.8 0.9 0.8 1.3 1.5 2.2 8.6 8.5 0.5 3.6 1.3
SF param 0.4 0.5 0.3 0.4 0.1 0.1 0.1 0.4 0.4 2.9 3.4 8.8 0.2 2.3 0.9
B — plv FF 1.3 0.9 1.6 1.2 0.9 0.8 0.8 2.0 0.5 2.5 1.2 2.5 0.9 0.8 0.6
BY — 7= ¢ty FF 0.1 0.1 0.0 0.0 0.1 0.1 0.0 0.3 0.3 0.5 0.7 1.9 0.1 0.8 0.3
FSR 0.6 0.8 0.8 0.5 1.0 0.9 1.0 0.0 0.8 0.7 0.2 0.3 0.7 0.4 0.6
b — clv BF 1.6 1.6 0.7 2.2 3.8 1.2 2.2 1.6 1.1 1.7 1.3 1.3 0.9 0.8 0.8
B — D*(v FF 0.8 0.8 0.1 1.6 2.6 1.0 1.3 0.8 0.8 0.9 0.6 1.7 0.7 0.4 0.6
B — D/v FF 1.6 1.1 0.6 0.4 1.7 0.1 0.1 0.5 0.5 0.7 0.3 0.5 0.1 0.4 0.2
D — X/{v BF 2.8 2.7 0.5 0.7 0.7 1.3 1.5 0.7 1.0 0.9 0.4 0.8 0.9 0.7 0.8
T(4S) — B°BYBF || 0.4 0.5 0.0 0.2 0.3 0.1 0.1 0.5 0.3 0.7 0.6 0.5 0.1 0.4 0.2
D — K9 BF 1.7 2.1 0.7 1.2 1.2 1.1 0.8 1.8 1.4 2.0 1.5 1.4 0.5 0.6 0.5
Total syst error 200 | 6.3 3.2 4.9 6.3 4.1 4.3 6.1 4.9 79 | 123 17.4 3.7 7.3 3.9
Fit error 129 | 9.7 8.6 9.7 | 11.2 | 13.0 | 11.7 | 174 | 156 | 21.7 | 159 17.3 5.3 9.9 5.0
Total error 238 | 116 | 9.1 | 109 | 129 | 136 | 124 | 184 | 164 | 23.1 | 20.1 24.5 6.4 12.3 6.3

L0¢




TAB. 3.18 — Unfolded yields and their relative uncertainties(%) from all sources, obtained from the real data.

¢ bins (GeV?/ct) 0-2 2-4 4-6 6-8 | 810 | 10-12 | 12-14 | 14-16 | 16-18 | 18-20 | 20-22 | 22-26.4 | ¢°<16 | ¢°>16 | Tot
Unfolded yield 374.7 | 452.3 | 515.3 | 442.2 | 459.1 | 360.7 | 583.4 | 302.7 | 514.3 | 357.7 | 406.3 | 303.0 | 3490.2 | 1581.3 | 5071.5
trk eff 1.0 3.2 1.0 1.4 2.0 2.4 0.7 5.4 1.6 2.5 3.0 10.1 0.6 3.2 1.1
~ eff 3.0 2.8 0.7 3.3 1.7 1.2 1.3 2.5 2.2 3.1 4.7 7.8 1.0 2.7 0.5
K & neutrons 1.0 0.8 0.8 1.3 1.0 1.1 1.4 1.2 1.8 1.6 1.0 2.4 0.7 1.1 0.8
PID 5.2 0.7 0.5 0.3 1.4 0.9 0.9 0.9 1.0 1.8 1.3 5.0 0.9 2.0 1.2
continuum yield 7.0 0.5 0.6 0.2 0.9 1.0 0.6 0.8 0.6 1.9 1.1 4.0 0.9 1.7 1.0
continuum §2 20.1 | 1.5 1.0 1.0 1.8 1.8 1.5 2.0 1.5 3.3 4.0 8.8 2.2 1.9 1.6
continuum mgs 1.1 0.3 0.1 0.1 0.1 0.1 0.3 0.6 0.3 0.6 0.7 1.0 0.2 0.5 0.3
continuum AE 3.0 1.6 0.5 1.0 1.5 0.2 0.1 1.2 0.6 1.8 3.9 5.2 1.0 2.6 1.5
b — ulv BF 0.6 0.7 0.5 0.6 0.9 1.1 0.8 1.9 1.7 3.5 | 104 12.3 0.5 3.6 1.3
SF param 0.4 0.5 0.3 0.6 0.1 0.1 0.1 0.5 0.4 4.2 5.8 15.2 0.2 2.3 0.9
B — plv FF 1.3 0.7 1.8 1.1 0.8 1.2 1.3 3.2 0.5 3.3 1.3 4.3 0.9 0.8 0.6
B — 7= ¢*v FF 0.2 0.1 0.0 0.0 0.1 0.1 0.0 0.4 0.3 0.5 0.6 3.0 0.1 0.8 0.3
FSR 0.2 0.5 1.2 0.4 1.3 1.4 0.8 0.2 1.0 0.4 0.0 0.1 0.8 0.4 0.6
b — clv BF 1.6 2.0 1.0 2.4 4.8 1.1 2.5 2.3 1.3 2.3 1.8 2.0 0.9 0.9 0.8
B — D*(v FF 0.7 1.1 0.1 1.6 3.2 0.9 14 1.0 0.9 1.2 0.6 2.7 0.7 0.4 0.6
B — D{v FF 1.7 1.2 0.6 0.3 2.2 0.4 0.1 0.7 0.5 0.9 0.4 0.7 0.1 0.4 0.2
D — X/{v BF 2.8 34 0.8 0.7 1.0 1.6 1.6 0.7 1.1 1.0 0.6 1.1 0.9 0.7 0.8
T (4S) — B°BY BF 0.4 0.6 0.1 0.1 0.3 0.1 0.1 0.7 0.3 1.0 0.8 0.6 0.1 0.4 0.2
D — KY BF 1.5 2.8 1.2 1.4 1.2 1.5 1.0 3.2 1.8 3.0 2.0 2.2 0.5 0.7 0.5
signal MC stat error || 0.8 1.2 1.3 1.6 1.2 1.6 0.8 1.4 0.8 1.0 0.9 1.3 0.1 0.2 0.0
total syst error 229 | 7.3 3.7 5.6 7.8 5.2 4.8 8.9 5.2 | 10.0 | 14.9 27.3 3.7 7.6 3.9
Fit error 152 | 144 | 128 | 148 | 154 | 19.2 | 139 | 252 | 17.6 | 285 | 20.2 27.7 5.4 10.2 5.0
total error 275 | 16.2 | 13.3 | 15.9 | 17.3 | 199 | 14.7 | 26.7 | 184 | 30.2 | 25.1 38.9 6.5 12.8 6.3

80¢
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3.7.4.2 Partial AB(¢*) and total B(B° — 7= (*v)

The partial and total BFs and their various uncertainties in each §* bins are
given in Table 3.19. Our value of the total BF, (1.46 £ 0.074 £ 0.084,4) x 1074, is
comparable in precision to the world average prior to our result [4 (1.3540.0844: £
O.OSSyst) x 107*. The total branching fraction uncertainty is due in large part to
the statistical and detector simulation uncertainties. However, the use of the loose
neutrino reconstruction did indeed reduce their impact with respect to previous
untagged measurements. The systematic uncertainties arising from the branching
fractions and form factors of the backgrounds have also been significantly reduced

by the many-parameter fit to the background yields in the twelve bins of §°.

3.7.4.3 Fits of |V,;f,(0)] and the f,(¢?) shape parameters

The AB(q?) distribution is displayed in Fig. 3.34 together with theoretical
predictions. As described in Sect. 3.3.8, we modify the measured ¢ distribution
to remove FSR effects, in order to allow a direct comparison with the theoreti-
cal predictions which do not include such effects (this procedure is labelled “No
FSR”). We obtain the f,(¢?) shape from a fit to this distribution. The x? function
minimized in the f,(¢?) fit uses a PDF based on the two-parameter BK para-
metrization. It is defined in terms of the AB(¢?) covariance matrix to take into
account the correlations among the measurements in the various ¢® bins. The
fit gives o = 0.52 & 0.0544¢ £ 0.034y5;, compared to the previous measurement
a = 0.61 £ 0.09 M8l (statistical error only), as well as a value of |Vy,f,(0)] =
(9.6 £ 0.3510¢ £ 0.25,5) x 107* from the fit extrapolated to ¢* = 0, with P(x*)=65%.
This value includes a 67% anti-correlation between the shape and normalization
parameters, o and cp, and can be used to predict [° rates of other decays such as

B — 7.



TAB. 3.19 — Partial and total BF (x107) obtained from real data and their relative uncertainties(%) from all sources.

The AB(q?*) values labelled “No FSR” are modified to remove FSR effects.

| ¢*bins (GeV¥c') [ 02 [ 24 [ 46 | 68 | 810 [10-12 | 12-14 | 14-16 [ 16-18 | 18-20 | 20-22 | 22-26.4 || ¢°<16 | ¢*>16 | Total
AB(¢?) 125.5 | 139.5 | 156.9 | 136.8 [ 149.4 | 113.7 [ 177.9 | 845 [ 130.3 | 85.5 | 953 | 68.9 [/ 1084.3 [ 380.0 | 1464.3
AB(¢*) (No FSR) | 130.6 | 141.6 | 157.5 | 136.7 | 148.6 | 113.5 | 175.3 | 83.3 | 129.3 | 85.1 | 93.8 | 68.4 | 1087.1 | 376.6 | 1463.7
Tracking efficiency 16 [ 17 | 13 | 31 | 38 [ 1.3 | 18 [ 71 | 23 | 1.7 | 22 9.2 1.9 1.8 1.1
v efficiency 47 | 13 | 26 | 50 | 36 | 32 | 35 | 31 | 3.0 | 35 | 38 7.0 2.9 1.7 1.9
K7} & neutrons 07 | 06 | 07 | 1.0 | 1.2 | 1.2 | 1.2 | 13 | 20 | 15 | 11 2.2 0.5 1.0 0.6
Particle ID 70 | 25 | 21 | 19 | 07 | 27 | 26 | 25 | 26 | 34 | 29 7.0 2.6 3.6 2.9
Continuum yield 7.0 0.5 0.6 0.2 0.9 1.0 0.6 0.8 0.6 1.9 1.1 4.0 1.0 1.6 1.0
Continuum ¢ 201 | 15 | 1.0 | 1.0 | 1.7 | 18 | 15 | 20 | 15 | 33 | 40 8.7 2.4 1.9 1.8
Continuum mgg 11| 03 | 01 [ 01 | 01 | 01 | 03 | 06 | 03 | 06 | 0.7 1.0 0.2 0.5 0.2
Continuum AE 30 | 16 | 05 | 1.0 | 15 | 02 | 01 | 12 | 06 | 18 | 38 5.2 1.0 2.5 1.4
B — X, (v BFs 12 [ 14 [ 07 | 07 [ 1.0 [ 14 | 11 | 1.8 | 1.7 | 36 | 104 | 121 0.9 3.4 1.2
SF param 04 [ 05 | 03 | 05 | 01 | 01 | 01 | 04 | 04 | 41 | 57 | 149 0.2 2.1 0.7
B — plv FFs 13 | 07 | 1.8 | 1.1 | 08 | 1.1 | 1.2 | 32 | 05 | 33 | 13 4.3 0.9 0.8 0.6
BY — 7=ty FF 04 | 05 | 05 | 05 | 05 | 05 | 05 | 08 | 07 | 07 | 11 3.5 0.5 1.3 0.7
FSR 07 | 15 | 22 | 1.9 | 26 | 27 | 22 | 06 | 25 | 20 | 13 1.1 1.9 1.8 1.9
B — X (v BFs 18 | 21 | 11 | 22 | 46 | 12 [ 24 | 22 | 1.3 | 25 | 17 2.2 0.9 1.0 0.8
B — D*(v FFs 07 | 11 | 01 | 1.6 | 31 | 08 | 14 | 10 | 09 | 1.2 | 06 2.7 0.7 0.4 0.6
B — Dtv FF 1.7 | 1.2 | 07 | 03 | 22 | 04 | 01 | 0.7 | 06 | 09 | 04 0.7 0.1 0.4 0.2
T (4S) — B°B° BF 2.1 2.5 1.5 1.5 1.3 1.7 1.6 1.2 1.6 1.0 24 1.9 1.7 1.7 1.7
D — X (v BFs 23 | 28 | 11 | 13 | 16 | 1.1 | 1.1 | 09 | 06 | 09 | 1.0 0.8 0.4 0.5 0.3
D — K BFs 06 | 1.7 | 23 | 15 | 20 | 23 | 1.0 | 42 | 18 | 39 | 10 1.7 1.1 1.0 1.1
B counting 11| 11 | 11 | 11 | 11 | 11| 11 | 11 | 11 |11 | 1l 1.1 1.1 1.1 1.1
Signal MC stat error || 15 | 1.7 | 16 | 19 | 1.6 | 1.9 | 14 | 1.8 | 14 | 16 | 13 1.5 0.5 0.6 0.4
Total systematic error || 23.7 7.0 6.2 8.1 9.6 7.3 7.1 11.0 7.0 11.0 14.9 27.0 6.3 7.8 5.7
Fit error 152 | 14.4 | 128 | 148 | 154 | 19.2 | 13.9 | 252 | 17.6 | 285 | 202 | 277 53 | 103 | 4.8
Total error 28.2 | 16.1 | 14.2 | 169 | 182 | 20.5 | 15.6 | 275 | 19.0 | 30.6 | 25.1 | 387 82 | 129 | 75

01¢




TAB. 3.20 — Correlation matrix of the partial AB(q¢?) statistical uncertainties ob-
tained from the real data. The correlations have the same values for the “No FSR”

case as for the one with FSR, within the quoted precision.
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q° bins
(GeVZch) | 0.2 24 46 68 810 10-12 1214 14-16 16-18 18-20 20-22 22-26.4
0-2 | 1.00 -0.26 0.11 0.01 0.06 0.01 0.03 -0.01 -0.00 -0.00 -0.00 -0.01
2-4(-0.26 1.00 -0.33 0.14 0.03 -0.00 0.01 -0.00 -0.00 -0.00 -0.00 -0.00
46 | 0.11 -0.33 1.00 -0.30 0.21 0.0 0.13 -0.02 -0.00 -0.00 -0.00 -0.00
6-8 | 0.01 0.14 -0.30 1.00 -0.22 0.15 0.09 -0.010 -0.00 -0.00 -0.00 -0.00
810 | 0.06 0.03 0.21 -0.22 1.00 -0.22 0.20 -0.03 0.00 -0.00 -0.00 -0.00
10-12 | 0.01 -0.00 0.05 0.15 -0.22 1.00 -0.02 0.02 -0.00 0.00 -0.00 -0.00
12-14 | 0.03 0.01 0.13 0.09 0.20 -0.02 1.00 -0.25 -0.00 -0.03 0.00 -0.00
14-16 | -0.01 -0.00 -0.02 -0.01 -0.03 0.02 -0.25 1.00 0.06 0.21 -0.06 -0.04
16-18 | -0.00 -0.00 -0.00 -0.00 0.00 -0.00 -0.00 0.06 1.00 0.13 -0.08 -0.06
18-20 | -0.00 -0.00 -0.00 -0.00 -0.00 0.00 -0.03 0.21 0.13 1.00 -0.21 -0.13
20-22 | -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 0.00 -0.06 -0.08 -0.21 1.00 -0.05
22-26.4 | -0.01 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.04 -0.06 -0.13 -0.05 1.00
TAB. 3.21 — Correlation matrix of the partial AB(¢?) systematic uncertainties ob-
tained from the real data. The correlations have the same values for the “No FSR”
case as for the one with FSR, within the quoted precision.
¢* bins
(GeV¥ch) | 0-2 24 46 68 810 10-12 12-14 14-16 16-18 18-20 20-22 22-26.4
0-2 | 1.00 0.19 0.32 0.11 -0.06 0.46 0.44 0.13 0.31 0.23 0.13 0.00
241019 100 0.21 -0.09 -0.28 0.31 0.11  -0.05 0.23 0.14 0.18 0.35
4-6 | 0.32 0.21 1.00 066 046 074 058 0.52 056 030 0.04 0.04
6-8 | 0.11 -0.09 0.66 1.00 0.75 058 0.67 0.60 054 027 -0.05 -0.09
810 | -0.06 -0.28 046 0.75 1.00 032 059 048 035 0.13 0.04 -0.11
10-12 | 0.46 0.31 0.74 0.58 032 1.00 067 037 055 0.36 0.08 0.05
12-14 | 0.44 0.11 0.58 0.67 0.59 0.67 1.00 0.32 0.62 0.36 0.08 -0.14
14-16 | 0.13 -0.05 0.52 0.60 048 0.37 0.32 1.00 0.40 0.28 0.05 -0.11
16-18 | 0.31 0.23 0.56 0.54 0.35 0.55 0.62 0.40 1.00 0.54 0.05 -0.08
18-20 | 0.23 0.14 0.30 0.27 0.13 0.36 0.36 0.28 0.54 1.00 -0.10 0.23
20-22 | 0.13 0.18 0.04 -0.05 0.04 0.08 0.08 0.056 0.05 -0.10 1.00 0.08
22-26.4 | 0.00 035 0.04 -0.09 -0.11 0.05 -0.14 -0.11 -0.08 0.23 0.08 1.00
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Fia. 3.34 — Partial AB(¢?) spectrum in 12 bins of ¢?. The smaller error bars are
statistical only while the larger ones also include systematic uncertainties. The
solid black curve shows the result of the fit of the BK parametrization to the
data. The data are also compared to unquenched LQCD calculations [**5° LCSR
calculations 81, and the ISGW2 quark model [*7.
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3.7.4.4 Tests of QCD calculations

TAB. 3.22 — x? values and associated probabilities for various QCD calculations
compared to our measured ¢* spectrum, for twelve degrees of freedom.

stat error only stat-+syst errors
QCD model X2 | Prob(x?) (%) | x* | Prob(x?) (%)
ISGW2 7 1 50.6 0.000% 34.5 0.056%

Ball-Zwicky [*8] | 16.8 15.8% 12.4 41.2%
FNAL [50] 15.7 20.7% 11.9 45.0%
HPQCD ¥ | 11.5 48.9% 9.4 66.9%

The x? probabilities have been calculated relative to the binned data result
displayed in Fig. 3.34 for various theoretical predictions, considering only experi-
mental errors, as described in Sect. 3.3.9. In Table 3.22 we give the values of y* and
their associated probabilities for the four different models. We obtain P(x?)=67%
for HPQCD #9 45% for FNAL % and 41% for LCSR 481, The ISGW2 quark
model 71, P(x?)=0.06%, is clearly incompatible with our data. A more defini-
tive choice among the remaining calculations must await a substantial increase in

statistics.

3.7.4.5 Extraction of |V,

We extract |V from the partial BFs AB(¢?) using the relation : |V, =
VAB(q?)/(tpoAC), where 750 = 1.530 4 0.009 ps 1l is the B lifetime and A¢ =
['/|Vip|? is the normalized partial decay rate predicted by the form-factor calcula-

tions 47759139 (gee Sect. 3.3.10). Excluding the ISGW2 model, the values of |V,

given in Table 3.23 range from (3.6 —4.1) x 1073. All these values have to be consi-
dered since our current experimental sensitivity does not allow a definitive choice
amont the corresponding calculations. For the most recently published unquenched
LQCD calculation . we obtain :

V| = (4.1 0.2400 %+ 0.245 73 Spp) x 1075,
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TAB. 3.23 — Values of |V,;| derived from the form-factor calculations. The first two
uncertainties arise from the statistical and systematic uncertainties of the partial
BFs, respectively. The third uncertainty comes from the uncertainties on A{ due

to the calculations.

¢ (GeV¥ct) AB (107%) AC (ps™h) [Viap| (1073)
Ball-Zwicky P! <16 1.09 £+ 0.06 £ 0.07 | 544+ 1.43 | 3.6 +0.1+0.17075
HPQCD 1] > 16 0.38+£0.04+£0.03 | 1.46 £0.35 | 4.1+ 0.2 +£0.270§
FNAL [ > 16 0.38+£0.04 £0.03 | 1.83£0.50 | 3.7+ 0.2 £0.270§
APE [139] > 16 0.38+£0.04 £0.03 | 1.80 £0.86 | 3.7+ 0.2 £ 0.270%
ISGW?2 147] 0-26.4 1.46 £0.07+0.08 | 9.6+48 [32+0.1+0.153
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3.8 Cross-checks

We have performed various cross-checks to make sure that the results and their
uncertainties are self-coherent. The high statistics provided by our technique allow
us to show that there is good agreement between data and simulation for the critical
variables in signal depleted, signal enhanced, b — wufr enhanced and continuum
control samples. Consistent results are obtained either by dividing the final dataset
into sub-samples or using modified binnings or modified event selections. These

cross-checks are however not intended to estimate systematic uncertainties.

3.8.1 Data/MC comparisons

We compared the data and MC distributions of key quantities of the analysis
after all selections and corrections. The comparisons presented in Sect. 3.8.1.1 and
3.8.1.2 were made while the analysis was still kept blind*2. The comparisons pre-
sented in Sect. 3.8.1.3 were made after the analysis has been unblinded. The overall
agreement is very good.

In Figs. 3.35, 3.37 and 3.39, we compared quantities related to Y signal can-
didates : the crucial AE, mgg and §*> as well as the lepton momentum and the
pion and lepton polar angle in the laboratory frame. Figs. 3.36, 3.38 and 3.40 show
Data/MC comparisons of event variables, namely : 0ps;ss, Phiss, the number of
GTVL tracks, the number of CalorNeutral EMC bumps, the charged energy and
the neutral energy. These quantities are of indirect interest since they can affect the
neutrino reconstruction which in turns affects the AE and mgg distributions. Not
surprisingly, we note that the number of CalorNeutral bumps is poorly simulated.
This is a well-known effect that primarly comes from background photons of very
low energy. However, our analysis does not depend directly on the number of EMC
bumps. A more relevant quantity is the neutral energy : the sum of all CalorNeutral

bumps’ energy, which is well simulated.

42Gee Sect. 3.7.3 for more details regarding our “blind analysis” procedure.
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3.8.1.1 Comparison of off-resonance data with continuum MC

We compared distributions obtained with the central configuration of the conti-
nuum MC simulation with those of the off-resonance data control sample, in the
entire A F-mgg fit region. As shown in Figs. 3.35 and 3.36, the agremment between

data and MC is very good.

3.8.1.2 Comparison of on-resonance data with full MC simulation in

the sidebands of AEF and mgg

We compared distributions obtained with the central configuration of the si-
mulation with the on-resonance data ones in the AE-mpg sidebands*®, where
the signal contribution is depleted. Since the B® — 7= (v signal and b — ulv
background yields are not expected to be predicted precisely in the simulation,
the MC histograms were scaled by factors given by a blinded fit to the data
(Puey = 0.854 + 0.019, pother s = 1.015 £ 0.011, peone = 1.097 + 0.039). The
fit was performed in the sidebands of AF and mgg, using a combined PDF for the
B® — 7~ (*v signal and the b — ufv background. The ¢* information was not used.
The x%/ndof of the fit was 402.53/272 = 1.48. The signal contribution is expected
to be around ~ 6%. As shown in Figs. 3.37 and 3.38, the agremment between data
and MC is very good.

3.8.1.3 Comparison of on-resonance data with full MC simulation in

the AE-mpg signal region (unblinded)

We compared distributions obtained with the central configuration of the si-
mulation with the on-resonance data ones in the unblinded A E-mgg signal region,
where the signal contribution is enhanced. The signal and background distributions
are corrected in the various ¢? regions using the nominal value of the fit parameters

quoted in Sect. 3.7.4.1. As shown in Figs. 3.39 and 3.40, the agremment between

43The AE-mgg sidebands are the entire fit region with the signal region removed (see Fig.
3.14). They are defined as AE < —0.16 GeV or AE > 0.20 GeV or mpgs < 5.2675 GeV/c?.
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data and MC is very good. In Fig. 3.39, we show the key cut variables cos ;s
and cos 6, in addition to the usual ¢* and lepton and pion momentum and lepton
polar angle in the laboratory frame. The new value of the f, (¢?) shape parameter

obtained in this analysis was not used to make the signal distribution.

3.8.1.4 Comparison of on-resonance data with full MC simulation for

b — ulv enhanced samples (unblinded)

We compared b — ufv enhanced distributions obtained with the central confi-
guration of the simulation with the on-resonance data ones in the entire unblinded
AE-mgg fit region. The fraction of b — ufv events in enhanced by only selecting
the events with ¢ > 20 GeV?/c*. The signal and background distributions are
corrected in the various ¢* regions using the nominal value of the fit parameters
quoted in Sect. 3.7.4.1. The results are shown in Figs. 3.41. The agreement between
data and MC is excellent, particularly for AE and mgg.

3.8.1.5 lepton momentum spectrum in the 7°(45) frame

No cut is currently applied to pj,,,,, the lepton momentum in the 7°(45) frame.
However, there are cuts on the minimum momenta in the laboratory frame as well
as a rather tight cut on cosd, (the helicity angle of the W) which are strongly
correlated to pj ., As a result, we can see in Figs. 3.42 and 3.43 that cutting
on pj.i0, Will not have a big effect to the background rejection nor the Data/MC
agreement. The selection used in the previous semileptonic untagged measurement

by BABAR '8 pr > 0.8 GeV/c, is indicated by a dashed line in the figures.
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F1G. 3.35 — Comparison of Y variables distributions obtained in the off-resonance
data and continuum MC simulation, in the entire A E-mgg fit region, after applying
all analysis cuts and MC simulation corrections.
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factors given by a blinded fit to the data.
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variables distributions obtained in the on-

resonance data and MC simulation, in the AFE-mgg signal region, after applying
all analysis cuts and MC simulation corrections. The MC histograms were scaled

by factors given by the nominal fit to the data.
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F1G. 3.44 — 2D binning of the larger AE-mgg plane used for the cross-check signal
extraction fit denoted “larger AFE-mgg plane” in Table 3.24. The entire fit region
contains 43 bins.

3.8.2 Quality checks

The self-coherence of the unblinded results has been tested with various quality
checks that consisted of repeating the analysis using variations of the nominal
method presented in Sect. 3.3. The analysis was repeated with each of the cuts
tighten or loosen or removed, one after the other. The analysis was also repeated
with different ¢ or AE-mgg binnings. These new results are not expected to be
identical to the nominal values, but should be coherent within the uncertainties. All
the cross-checks are summarized in Table 3.24, and are indeed coherent with the
nominal values. A summary of the non-trivial cut modifications involved in some of
the cross-checks is given in Table 3.25. The AFE-mgg 2D binnings used for the last
four cross-checks of Table 3.24 are illustrated on Figs. 3.44 to 3.47. The results of
these quality checks should be compared with our preliminary result presented at
ICHEP’06!'%]. Considering the minor differences between our final and preliminary
results, it is fully expected that the demonstrated self-coherence holds for the final

result as well.
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TAB. 3.24 — Summary of the results of all the cross-checked performed on real data.
All the quoted uncertainties are statistical only, except for the nominal value. The
results of these quality checks should be compared with our preliminary result
presented at ICHEP’06[1%%!.

| BF x 10* | apK | signal yield | bkg yield |

| Nominal value | 1.444 £0.070(£0.103) | 0.545 £ 0.053(£0.04) | 5047 | 52605 |
lepton flavors
electrons only 1.420 £ 0.093 0.643 +0.055 2716 26671
muons only 1.397 £ 0.134 0.517 £0.092 2207 26081
Continuum modelling and non-simulated events
off-resonance as PDF 1.449 + 0.089 0.508 £0.074 5039 52433
no % 1.428 £ 0.071 0.535 +0.053 5106 54349
no photon conversion veto 1.453 +0.071 0.527 £ 0.055 5178 54197
nb tracks > 3 1.447 £0.071 0.540 4+ 0.053 5067 52703
Other cut variations
no best couple 1.400 £ 0.073 0.571 £0.052 5249 55587
loosen cos 6, 1.500 £ 0.072 0.581 £ 0.049 5668 61238
tighten cos 6, 1.466 £ 0.077 0.563 + 0.054 4617 43668
loosen cos Oyppust 1.469 + 0.075 0.519 4+ 0.056 5821 66659
tighten cos Opust 1.507 £ 0.076 0.585 +0.053 4467 40687
loosen 6,,;ss 1.403 £ 0.070 0.502 4+ 0.057 5248 60212
tighten 6, 1.442 +0.073 0.561 4+ 0.052 4584 45644
no Prob(x?) Y 1.426 £ 0.075 0.539 4+ 0.056 5274 69559
tighten Prob(x?) Y 1.472 £0.072 0.524 £ 0.055 4927 47624
no M2, 1.421 £0.073 0.556 4+ 0.050 5768 66006
loosen M?2. 1.420 £ 0.076 0.563 + 0.054 5335 57411
tighten M2, 1.501 £ 0.075 0.556 +0.052 4561 46070
no “J/W veto” 1.438 £ 0.076 0.559 +0.053 5081 55276
041 < 0, < 2.54 rad 1.396 £ 0.069 0.543 +0.054 5226 57645
0.41 < Op < 2.54 rad 1.433 £0.075 0.557 +0.053 5017 02732
Variation of fit parameters
6 signal ¢* bins (+8 bkg) 1.507 £0.074 0.570 +0.053 5263 52376
larger AE-mgs plane 1.412 £0.069 0.537 + 0.050 5319 70428
smaller AFE-mgg plane 1.469 £+ 0.076 0.582 £ 0.051 4576 35896
more AF-mgg bins 1.428 £0.071 0.516 +0.055 4970 52692
less AFE-mgg bins 1.310 £0.071 0.487 +0.061 4559 53102




228

TAB. 3.25 — Summary of the non-trivial cut modifications in the cross-checks. In
the following relations, ¢ is given in units of GeV?/¢*. The nominal cuts are shown

in Table 3.1.

loosen cos 6,
tighten cos 6,
loosen cos Oy,ust
tighten cos Oipust
loosen 0,5
tighten 6,
loosen M2,
tighten M2,

loosen Prob(y?) Y
smaller AFE-mgg plane
larger AE-mpg plane

cos @y > —0.938 + 0.0994 - ¢ — 0.00384 - ¢* — 0.1 and cos 0, < 0.95

cosp > —0.938 + 0.0994 - %> — 0.00384 - ¢* + 0.1 and cosf, < 0.75

08 Oyprust < 0.460 + 0.0576 - ¢* — 0.00215 - ¢* + 0.1

08 Oyprust < 0.460 + 0.0576 - g2 — 0.00215 - ¢* — 0.1

Omiss > (0.512 — 0.0162 - ¢* 4+ 0.000687 - ¢* — 0.1) rad and 0,55 < 2.8 rad
Opmiss > (0.512 — 0.0162 - % + 0.000687 - ¢* + 0.1) rad and 0,,;5s < 2.6 rad
M2, < (10.2—-1.12-¢*+0.0625 - ¢* +2.0) GeV?/c?

M2, < (10.2 —1.12-¢* 4+ 0.0625 - ¢* —2.0) GeV¥/c?
Prob(x*) Y > 0.04

—0.8 < AF < 0.8 GeV and 5.21 < mpg < 5.29 GeV/c?
—12<AE < 1.2 GeV and 5.17 < mps < 5.29 GeV/c?
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F1G. 3.45 — 2D binning of the smaller A E-mgg plane used for the cross-check signal
extraction fit denoted “smaller A F-mgg plane” in Table 3.24. The entire fit region
contains 31 bins.
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F1G. 3.46 — Alternate AFE-mgg 2D binning with more bins used for the cross-check
signal extraction fit denoted “more AFE-mgg bins” in Table 3.24. The entire fit

region contains 47 bins.
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Fi1G. 3.47 — Alternate AE-mgg 2D binning with less bins used for the cross-check
signal extraction fit denoted “more AFE-mgg bins” in Table 3.24. The entire fit

region contains 23 bins.
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3.9 Summary

TAB. 3.26 — Summary of the main results.

B(BY — 7= (Tv) = (1.46 £ 0.07 4 £ 0.084,5:) x 107*
apr = 0.52 £ 0.05,4¢ £ 0.03,y

[Viof(0)] = (9.6 £ 0.3440¢ £ 0.255¢) x 1072

[Vip| = (4.1 £ 0250 £+ 0.2, 70 Spr) x 1073

In the present analysis, we have measured the partial B — 7~ ¢*v branching
fractions in 12 bins of ¢* using a loose neutrino reconstruction technique. From
these measurement, we obtained the most precise measurement to date of the
B(B° — 7= ¢*v) and |V f(0)], as well as a detailed description of the f,(¢?)
shape. This shape can be compared with various theoretical predictions and, in
particular, shows that the ISGW2 model can be ruled out. Our results are presented
in details in Sect. 3.7.4. We summarize them in Table 3.26 in which the quoted value
of |V,| has been extracted from a recent calculation of the form factor 4],

The values and uncertainties in Table 3.19 together with the correlation matrices
of the statistical and systematic uncertainties presented in Tables 3.20 and 3.21
allows the present data to be studied with different f,(¢?) parametrizations or
compared with different QCD calculations. They also allow the use of our data
in independent analyses that may lead to improved values of |V,;|. Indeed, this
has already been done by P. Ball in Ref. [* and by Ebert, Faustov and Galkin in
Ref. Il using our preliminary results presented at ICHEP’06 [195].

The succesful development of the loose neutrino reconstruction technique shows
that it is not always necessary to have very pure signal samples to control the syste-
matic uncertainties. In this analysis, the gain in statistical precision has overcome
the negative features of large backgrounds. This suggests that the loose neutrino
reconstruction technique could be used advantageously in future measurements,

possibly those of other exclusive B — X, /v decays.
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3.10 Appendix — Standard definitions and terminology

3.10.1 Charged Tracks Lists

The primary charged tracks list is ChargedTracks which corresponds to all can-
didates with non-zero charge, pion mass hypothesis assigned. As listed in Table
3.27, other lists, GoodTracksVeryLoose (GTVL) and GoodTracksLoose (GTL), are
subsets of this list, based on the following selection criteria :

— maximum distance of closest approach to the beam spot center in the xy

direction (DOCA,,)

— maximum distance of closest approach to the beam spot center in the z di-

rection (DOCA,)

— maximum momentum in LAB frame (ppap)

— minimum transverse momentum (pt)

— minimum number of DCH hits (#DCH)

| Criteria | GTVL | GTL |

DOCA,, max.(cm) 1.5 1.5
DOCA, max.(cm) 10 10
prap max.( GeV/c) 10 10
pt min.( GeV/c) none | 0.1
#DCH min. none 12

TAB. 3.27 — Subset lists of the ChargedTracks list

3.10.2 Neutrino reconstruction four-vectors

Three basic four-vectors are often used throughout this document.

— s is the four-momentum sum of the colliding e and e~ beams, as provided
by PEP-II;

— P, 1is the four-momentum sum of all reconstructed GTVL tracks and Ca-
lorNeutral bumps, its energy component is referred to as Ej; ;

— Puiss 1s the missing momentum four-vector, defined as P,iss = (Prniss, |Pmiss|)
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with ppiss = § — Dior- By setting the P;s energy to |Diiss|, Pmiss 15 massless
by construction. This method gives a more accurate estimation of the signal
neutrino four-vector than by setting E.;ss = Senergy — Ehot-

To reconstruct P,,; and the other full-event quantities, we use the CalorNeu-
tral selection of EMC bumps instead of more stringent selections because our MC
studies show that it yields more precise measurements of the B(BY — 7~ (*v) and
f+(¢?) shape parameters. With stringent EMC selections (e.g. a la BAD 1111), too
much real photons are rejected, which results in additional missing energy that is
not coming from the signal neutrino. The consequences of using tight EMC bump
selections are thus that the AE and mgg shape differences between signal and
background are less sharp and the separation of the signal from the background is

worsen.

3.10.3 Terminology of semileptonic decays

The following terminology is used throughout this document to describe B° —

7~ (T decays.

— Y represents a fictive particle whose four-momenta is the vectorial sum of the
pion and lepton four-momenta : Py = P, + P, so that B — 7= ¢*v could
be written as B® — Yv;

— ¢* means either the true ¢ in its theoretical sense or the experimental unfol-
ded ¢? which is in principle equivalent to the true ¢*;

— ¢ means the reconstructed ¢?. It differs from the true and unfolded ¢>
because of experimental uncertainties.

In addition, the symbols X, and X, are used to represent one or several charm-

less or charmed meson(s), respectively.

3.11 Appendix — Optimization of the fit parameters

The nominal signal extraction fit parameters used in the V1-V4 of this document

were :
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— four categories of events : B — 7~ (*v signal and b — ulv, other BB and
continuum backgrounds;

— 11 bins of % in which the signal scale factors are fitted independently but the
backgrounds’ scaling factors are constrained to be the same, for a total of 14
free parameters;

— width of the 10 first bins : 2.376 GeV'?/c?;

— width of the last bin : 2.64 GeV?/c.

Starting from these parameters (thereafter refered to as “standard-sigl1-uln01-
bb01-con01”), we optimized the number of ¢ bins and the number of independent
scaling factors for the backgrounds. We also tried different ¢ binnings in which the
width of the last bin is modified. We conserved the same four categories events.
The entire study was done using simulated data only.

We only considered the dominant sources of uncertainty for the optimization
process. These uncertainties are : statistical, B — pfv Al and A2 form factors,
b — ulv BF, D — K; X BF, ¢ spectrum of the continuum, as well as tracking
and EMC efficiencies in the full-event reconstruction. The continuum yield and si-
gnal form factor systematic uncertainties were also considered even if they are not
dominant. To ease the optimization process, only 50 different samples were used
to estimate the b — wfv BF, D — K; X BF and ¢* spectrum of the continuum
systematic uncertainties. The B — plv and signal form factor as well as the conti-
nuum yield uncertainties were estimated using only one sample where the relevant
parameter is varied by one sigma. The statistical uncertainty was estimated from
50 statistically independent TOY data and MC samples.

We optimized the signal extration fit parameters based on the MC estimation of
the total B(BY — 7~ (Tv) uncertainties. In general, it was found that the f, (¢*) pa-
rameters’ uncertainties are not very sensitive to the signal extraction fit parameters
and thus were not used for the optimization.

As a first step, we merged the original bins #10 and #11 into a single bin
corresponding to 21.384 GeV?/c' < ¢ < 26.4 GeV?/c*'. We observed that the
uncertainties on the total signal yield, the total signal BF and the f, (¢*) parame-
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ter api are all slightly reduced with this configuration (thereafter refered to as
“SigMax90-sigl0-uln01-bb01-con01”). This can be seen for the BF in the first two
lines of Table 3.28. Hence, we started from the SigMax90-sig10-uln01-bb01-con01
configuration for the next optimization step.

For the second step of the optimization, we kept the number of signal parameters
constant, and varied the number of parameters for each background category, one
at the time. The results are illustrated in the second, third and fourth blocks
of Table 3.28. In all cases, we found that increasing the number of background
parameters also increased the statistical uncertainty of the signal. On the other
hand, increasing the number of b — ufv and other BB parameters decreased the
systematic uncertainty. Increasing the number of continuum parameters did not
seem to be of any benefit. Increasing the number of b — ulv parameters from one
to two (three) reduces the B — plv form factors systematic uncertainty by 60%
(70%) and the b — ulv BF systematic uncertainty by 30% (40%). The systematic
uncertainty reduction then gets to a plateau that is compensated by the increase
in statistical uncertainty. We decided to use three b — wufv parameters for the
nominal fit. Increasing the number of other BB parameters has a smaller effect
on both systematic and statistical uncertainties. The D — K X BF uncertainty
is reduced on the signal yields, but not the BF (this uncertainty is dominated by
the signal efficiency). Choosing the number of other BB parameters then becomes
a trade-off between relying more on the MC simulation or dealing with a more
complex fit. We decided to use four other BB parameters for the nominal fit.

For the third optimization step, we varied the number of §* bins and signal para-
meters (which are equal) from 5 to 15, while the number of background parameters
was kept fixed to their values determined previously. The results are illustrated in
the fifth block of Table 3.28. We found that the total BF uncertainties obtained with
either number of parameters are essentially the same. This conclusion also applies
to the f,(¢?) shape parameters. In the individual bins, the statisticial (stat+syst)
uncertainty slowly increase from ~13% (~20%) to ~23% (~30%) when going from
5 to 15 bins. With 15 ¢* bins, the signal yield in each bin always remain above
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~ 70, and it seems that the fit could handle even larger number of bins without
major problems. We can then choose to use any number of bins**. A quick review
of the litterature about f (¢?) calculations did not convince us that any particular
¢ binning is of greater interest. Thus, we decided to use 10 ¢* bins.

We made one more adjustment of the last two ¢ bins, that we redefined (19.008,
21.648, 26.4) instead of (19.008, 21.384, 26.4). We also redefined the last two bins
of the other BB background to be (11.88, 16.632, 26.4) instead of (11.88, 19.008,
26.4). With this final configuration, we obtained the result denoted “Nominal-sig10-
uln03-bb04-con01” on the last line of Table 3.28.

At this stage, the new optimized parameters of the nominal signal extraction
fit were :

— four categories of events : B — 7~ (*v signal and b — ulv, other BB and

continuum backgrounds;

— 10 bins of ¢ in which the signal scale factors are fitted independently :

— four free parameters for the other BB, three for the b — ufv and one for the

continuum backgrounds, for a total of 18 free parameters (was 14 before) ;

— width of the 8 first bins : 2.376 GeV?/c*;

— width of the 9% bin : 2.64 GeV?/c*;

— width of the last (10™) bin : 4.752 GeV?/c™.

In the end, we were convinced that it is better to choose yet another ¢ binning
that :
1) is easy to combine with the existing and expected analyses of B® — 7= (tv
decays;

2) uses easy-to-explain, round numbers.

For these reasons, we decided to use 12 ¢ bins with boundaries at : 0, 2, 4, 6,

8, 10, 12, 14, 16, 18, 20, 22 and 27 GeV?/c’. In this way, our results can be easily

44 Above 15 signal fit paramters, CPU requirements start to be heavy to handle.
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TAB. 3.28 — ¢ binnning and fit parameters optimization for the total BF. The

generated value is 1.330.

fit configuration

| (val £ stat + syst) x 107 | total error |

standard-sigl1-uln01-bb01-con01

1328.2 £ 69.7 &= 106.7

127.4

SigMax90-sig10-uln01-bb01-con01
SigMax90-sigl0-uln02-bb01-con01
SigMax90-sig10-uln03-bb01-con01
SigMax90-sig10-uln04-bb01-con01
SigMax90-sig10-uln05-bb01-con01
SigMax90-sig10-uln06-bb01-con01
SigMax90-sig10-uln07-bb01-con01

1337.9 £ 70.4 £ 105.0
1340.5 £ 78.0 &= 76.5
1337.2 + 80.4 + 86.0
1337.6 £ 81.0 = 80.0
1337.3 + 82.0 + 84.3
13379 + 82.1 £ 814
1337.9 + 82.2 + 80.6

126.5
109.2
117.7
113.8
117.6
115.7
115.1

SigMax90-sig10-uln01-bb01-con01
SigMax90-sig10-uln01-bb02-con01
SigMax90-sig10-uln01-bb03-con01
SigMax90-sig10-uln01-bb04-con01
SigMax90-sig10-uln01-bb05-con01
SigMax90-sig10-uln01-bb06-con01
SigMax90-sig10-uln01-bb07-con01

1337.9 &£ 70.4 £ 105.0
1337.6 £ 70.4 £ 1054
1337.0 £ 72.0 £ 103.9
1339.6 &+ 74.3 £ 97.2
1338.1 £ 76.6 = 92.9
1336.6 £ 76.3 = 92.8
1338.1 £ 77.9 £+ 91.8

126.5
126.7
126.4
122.4
120.4
120.1
120.4

SigMax90-sig10-uln01-bb01-con01
SigMax90-sig10-uln01-bb01-con02
SigMax90-sig10-uln01-bb01-con03
SigMax90-sig10-uln01-bb01-con04

1337.9 + 70.4 + 105.0
1338.3 £ 71.1 + 105.5
1338.2 + 72.1 + 107.8
1335.1 &£ 77.0 £+ 121.6

126.5
127.2
129.7
144.0

SigMax90-sig05-uln03-bb04-con01
SigMax90-sig06-uln03-bb04-con01
SigMax90-sig07-uln03-bb04-con01
SigMax90-sig08-uln03-bb04-con01
SigMax90-sig09-uln03-bb04-con01
SigMax90-sigl10-uln03-bb04-con01
SigMax90-sigl1-uln03-bb04-con01
SigMax90-sigl15-uln03-bb04-con01

1317.7 £ 86.3 4= 97.2
1317.2 £ 77.8 4= 88.4
1321.5 + 87.7 + 88.4
1322.3 + 74.1 + 89.5
13172 £ 77.6 + 83.6
1316.0 &= 78.9 + 87.8
1319.4 £ 79.9 + 82.9
1312.6 + 78.1 + 84.2

130.0
117.7
124.5
116.2
1141
118.0
115.1
114.8

SigMax90-sig10-uln03-bb05-con01

1310.5 £ 85.6 £ 91.5

125.3

Nominal-sig10-uln03-bb04-con01

1310.8 £ 80.8 £ 89.0

120.3
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combined with the existing tagged measurements using 3 bins with boundaries at :
0, 8, 16, 27 GeV?/c’. In addition, it was decided that the future tight neutrino
reconstruction analysis of B — 7~ ¢*v decays with BABAR would use 6 ¢ bins
with boundaries at : 0, 4, 8, 12, 16, 20 and 27 GeV?/ct.

Our final binning is shown in Fig. 3.15 (Sect. 3.4.2). The larger b — u/v bin at
low G and other BB bin at high ¢? accounts for the model-independent facts that
b — wlv events are not expected to have low ¢> values and other BB events are not
expected to have high ¢* values (see Sect. 3.12.1 as well as Figs. 3.28 and 3.29). The
expected number of signal, b — u/v and other BB events per bin is approximately
constant. In general, our studys show that the fitter can handle many different
binning and free parameter configurations. We expect that the new optimized fit
parameters will reduce the systematic uncertainty by ~20%, and replace it by an
increased statistical uncertainty. The total uncertainty is expected to be similar
or slightly lower than before, but the analysis will less rely on the MC simulation

predictions to determine the > spectra of the b — ufv and other BB backgrounds.

3.12 Appendix — Miscellaneous

3.12.1 Early study of the background fit parameters

[ This test was performed on a TOY MC sample at a time where the analysis had
11 G* bins and only one parameter per background type for the entire > spectrum.|

In the nominal fit, the ¢* yields of the signal are free parameters but the >
distribution of the backgrounds is fixed. It is thus particularly important that the
¢* distribution of the backgrounds is well understood.

Let’s first mention that this ¢ bkg “assumption” is not as scary as it first sounds.
On one hand, the ¢* shape of the continuum is well known from the off-resonance
data control sample. On the other hand it can be seen in Fig. 3.37 that the ¢*
shape of the BB background cannot be very far off since the overall data/MC
agreement is quite good. In addition, the §*> shape of the background is partly

constrained by model-independent considerations. For example, the bulk of the b —
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clv distribution should naturally stay at ¢* values below (mp — mp)?. Oppositely,
it is expected that few b — wufv background will have low values of ¢G> since it
requires a high momentum track in the B frame which can’t be obtained by the
pion candidates accounting for only a fraction of the X, mesons’ momentum (which
necessarly have n > 1 daughters). Finally, these considerations are all implicitely
taken into account in the evaluation of the systematic uncertainties. For example,
the ¢* yields of the BB events are varied according to the uncertainties of the
branching fractions and form factors systematic uncertainties®.

To cross-check that the §> shape of the BB is well-modeled, we made fits in
which the b — ufv and/or other BB background yields in various ¢? bins are free
parameters of the fit to be able to compare the fitted > background shape with
the MC simulation predictions. In the MC simulation, we already know what is
the ¢* shape of the background, so it doesn’t need to be cross-checked. Still, we
made two such tests (test #1 and #2 below) using the TOY data and MC samples
illustrated in Figs. 3.28 and 3.29. In test #1, we let the b — w/v and other BB
background yields float in 11 ¢* bins, in addition to the signal yields. In test #2,
all the backgrounds and signal yields were floated in the 11 ¢ bins. The results of
both test fits as well as of the nominal fit performed on the same sample are shown
below.

The signal yields’ statistical uncertainty obtained with the test #2 was about
twice as big as for the nominal fit. However, the statistical uncertainties obtained
with the test #1 were comparable with those of the nominal fit. In tests #1 and
#2, the b — ulv background yield is zero in the first bin. However, we can see in
Figs. 3.28 and 3.29 that the b — ulv yield in that bin is actually negligible. This is
encouraging ! Firstly, it shows that the cross-check of the ¢* shape of the background
will be technically possible using the real data. And secondly, it suggests that some
systematic uncertainties of the analysis might be further reduced by letting some of

the backgrounds float in some ¢ bins, without increasing too much the statistical

45In addition, it worth mentionning that a similar assumption was made for the previous BaBar
untagged analysis [1%8! which was published in Phys.Rev.D.
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uncertainty of the signal. For example, the dominant uncertainties from the b — ufv
background BFs and B — pfv form factors could potentially be reduced by floating
the yields of the b — ufv background in few G? bins. An important drawback of
letting too many fit parameters float is however the dramatic increase in required

CPU time. More work will be needed to investigate this further.

Nominal fit Test #1 Test #2

signal-ql 1.02 +- 0.16 1.24 +- 0.14 1.42 +- 0.21
signal-q2 1.00 +- 0.10 0.98 +- 0.10 0.93 +- 0.15
signal-q3 1.06 +- 0.09 1.09 +- 0.09 1.02 +- 0.15
signal-q4 0.80 +- 0.10 0.82 +- 0.11 0.82 +- 0.16
signal-qb 0.90 +- 0.11 0.84 +- 0.13 0.79 +- 0.22
signal-q6 0.67 +- 0.11 0.61 +- 0.11 0.74 +- 0.23
signal-q7 0.97 +- 0.13 1.23 +- 0.16 1.17 +- 0.24
signal-q8 0.68 +- 0.14 0.60 +- 0.14 0.61 +- 0.28
signal-q9 0.98 +- 0.16 1.11 +- 0.19 0.90 +- 0.29
signal-ql0 1.03 +- 0.18 1.05 +- 0.15 1.13 +- 0.33
signal-ql1 1.14 +- 0.25 0.85 +- 0.30 1.72 +- 0.64
ulnu_bkg 0.96 +- 0.03

ulnu_bkg-ql 0.00 +- 0.15 0.00 +- 0.08
ulnu_bkg-q2 0.96 +- 0.19 0.91 +- 0.50
ulnu_bkg-q3 0.83 +- 0.13 1.05 +- 0.39
ulnu_bkg-q4 0.67 +- 0.15 0.69 +- 0.35
ulnu_bkg-q5 1.10 +- 0.12 1.11 +- 0.24
ulnu_bkg-q6 1.21 +- 0.08 1.22 +- 0.19
ulnu_bkg-q7 0.73 +- 0.09 0.70 +- 0.20
ulnu_bkg-q8 0.93 +- 0.05 0.92 +- 0.16
ulnu_bkg-q9 0.91 +- 0.06 0.83 +- 0.13
ulnu_bkg-q10 1.02 +- 0.05 1.03 +- 0.12
ulnu_bkg-qi11 1.04 +- 0.04 0.88 +- 0.29



otherBB_bkg 1.02 +- 0.01
otherBB_bkg-q1l

otherBB_bkg-q2

otherBB_bkg-q3

otherBB_bkg-q4

otherBB_bkg-qb5

otherBB_bkg-q6

otherBB_bkg-q7

otherBB_bkg-q8

otherBB_bkg-q9

otherBB_bkg-q10
otherBB_bkg-qi1l
continuum 1.03 +- 0.05
continuum-ql

continuum-q2

continuum-q3

continuum-q4

continuum-q5

continuum-q6

continuum-q7

continuum-q8

continuum-q9

continuum-q10

continuum-ql1
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3.12.2 TIllustration of the effect of the f,(¢?) shape parameter on the
AB(q?) spectrum.

Fig. 3.48 displays an illustration of Hill's f,(¢*) parametrization for various
values of o and 9. In the top plot, the value of « is fixed. The red lines illustrate
0 =1,0,—1,—-2, from bottom to top. The values of § above 1.0 are not physical
because they take ¢2, .. values that are lower than (mp — m,)?. The dashed line
illustrates one such non-physical case, having 6 = 1.5. In the bottom plot, the value
of 0 is fixed. The red lines illustrate o = 0.01,0.31,0.61, 0.91, from bottom to top.
The curvature of the function is inversed for a < 0. The dashed line illustrates one

such non-physical case, having o = —1.

3.12.3 Gaussian variation of the total B(B° — 7~ (Tv) for the main sys-

tematic uncertainties.

The total B(B® — 7~ ¢Tv) distributions obtained when the real data are re-
analyzed with several modified PDFs is shown in Fig. 3.49. The standard deviation
of each distribution yields the main systematic uncertainties of our analysis. All
the distributions are compatible with a Gaussian distribution and their standard

deviation is never very different than the fitted Gaussian sigma.

3.12.4 Additional tests on ¢*>-unfolding

[ This test was requested during the external review of our preliminary result %%,
At this time, we were presenting the ¢* spectrum shape information in the form of
a distribution normalized distribution, instead of the absolute partial BFs used for
the final result.]

We made a test where the normalized AB(¢?)/B spectrum is obtained without
¢*-unfolding to investigate the large ¢* part (¢> > 10 GeV?/c') of our measured
AB(q*)/B spectrum (Fig. 3.34), which seems to show some oscillatory /fluctuating
behavior (negative correlations between adjacent bins). The result of the test is

illustrated in Fig. 3.50.
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FI1G. 3.48 — Tllustration of Hill’s f, (¢?) parametrization for various values of o and
0. In the top plot, the value of « is fixed. The red lines illustrate 6 = 1,0, —1, 2,
from bottom to top. The values of 6 above 1.0 are not physical because they take
q2... values that are lower than (mp — m,)?. The dashed line illustrates one such
non-physical case, having 6 = 1.5. In the bottom plot, the value of 4 is fixed. The
red lines illustrate o = 0.01,0.31,0.61, 0.91, from bottom to top. The curvature of
the function is inversed for a < 0. The dashed line illustrates one such non-physical
case, having a = —1.
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FiG. 3.50 - AB(¢*)/B spectrum obtained without g*-unfolding

The star histogram is our nominal AB(¢?)/B spectrum, with ¢>-unfolding. The
red dots are obtained from the raw ¢* yields, without unfolding. We used the same
efficiency vs true ¢* (illustrated by Fig. 3.12) to make both histograms.

As can be seen, the "oscillatory /fluctuating behavior" is visible already in the
red dots histogram obtained without unfolding. These random fluctuations of the
red dots histogram are amplified by the ¢?>-unfolding procedure. We think this a
perfectly normal behavior that is taken into account by our statistical uncertainties,
which are indeed significantly increased by the ¢?-unfolding procedure (this can be
seen in Table 3.7, Sect. 3.3.5).

The origin of the pattern is thus random fluctuations of the raw yields which are
amplified by the unfolding procedure. The amplification of our statistical uncertain-
ties by the g?-unfolding algorithm could be reduced by using a more sophisticated
algorithm involving regularization. This would however introduce new systematic
uncertainties and complications in the analysis. Since we can afford the increa-
sed statistical uncertainties, we have chosen to not use more complex unfolding

algorithms.
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CHAPITRE 4

LA REPONDERATION DES FACTEURS DE FORME DES
DESINTEGRATIONS EXCLUSIVES B — X/, (ARTICLE PUBLIE
DANS EUROPEAN PHYSICS JOURNAL C)

Les travaux de ’auteur de cette thése sur la repondération des facteurs de forme
des désintégrations semileptoniques ont fait I’objet d’un article publié dans Euro-
pean Physics Journal C38,105-113 (2004). Ces travaux furent d’abord documentés
en détail dans une note technique de 72 pages écrite pour la Collaboration BABAR.
L’auteur de cette thése était 'unique signataire de cette note technique. En s’ap-
puyant sur ce document, le texte de I’article paru dans European Physics Journal
C fut écrit avec ’aide du professeur Paul Taras et des deux autres coauteurs Sylvie

Brunet et Benoit Viaud.
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Reweighting of the form factors in exclusive
B — X /v, decays

(Dated : May 27th, 2006)

D. Coté, S. Brunet, P. Taras, B. Viaud

Laboratoire René J. A. Lévesque, Université de Montréal, C. P. 6128, Succursale
Centre-ville, Montréal, QC H3C 3J7, Canada

Abstract

A form factor reweighting technique has been elaborated to permit relati-
vely easy comparisons between different form factor models applied to exclusive
B — X /v, decays. The software tool developped for this purpose is described. It
can be used with any event generator, three of which were used in this work :
ISGW2, PHSP and FLATQ2, a new powerful generator. The software tool allows
an easy and reliable implementation of any form factor model. The tool has been
fully validated with the ISGW2 form factor hypothesis. The results of our present
studies indicate that the combined use of the FLATQ2 generator and the form
factor reweighting tool should play a very important role in future exclusive |V,

measurements, with largely reduced errors.

4.1 Introduction

Exclusive semileptonic B — X, /v, decays can be used to measure the magni-
tude of the CKM matrix element V,,;, as their branching fractions (B.F.) are related
to |Vius| by the following relation :

Xr-TB
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where 75 is the lifetime of the B meson and x is given by the relation : 'y, (B —
X lvy) = x|Vip|?, Ty is the theoretical partial decay rate.

The study of exclusive semileptonic B — X, /v, decays offers some experimental
advantages compared to an inclusive study of all b — wly, decays, such as the
possibility of keeping a higher fraction of the phase space and permitting a better
background rejection. On the other hand, it deals with lower statistics and it is
affected by large theoretical uncertainties arising from the calculation of the form
factors describing the strong interaction effects on the hadronization of the different
X, final states. These uncertainties in the form factors lead to different predictions
of the shape of the differential decay rate which, in turn, yield different predictions
for the momentum spectrum of the lepton ¢, the meson X, and its daughters.
The subsequent varying efficiencies for the experimental cuts lead to uncertainties
in the measured branching fractions. The theoretical uncertainties in the form
factors also affect the values of x. The resulting uncertainty in x is the largest
source of uncertainty in the determination of |V,;| from exclusive branching fraction
measurements.

In addition, in many analyses (e.g. those performed in BaBar), the simulated
inclusive lepton spectrum of B decays does not agree with data. Since the B — D/,
and B — D*(y, are the most abundant of all B decays, it is likely that at least part
of the disagreement could arise from a wrong theoretical input to the simulation
for these decays. Again, the most likely source of error comes from the form factors
for these decays. Since the theoretical form factor predictions cover a rather large
range, it is necessary to establish experimentally which theory best describes the
data. This requires the possibility of varying the theoretical assumptions at the
simulation level.

A tool to be described in this paper has been created for this purpose. It will
permit to switch easily between various form factor hypotheses and/or to vary the
parameters of a given hypothesis, within a full standard Geant4 Monte Carlo (MC)
simulation framework. The basic principle of this new tool is to generate events and

run the full simulation and reconstruction sequence only once, with a given form
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factor hypothesis. Subsequently, the events thus generated are reweighted at the
ntuple level with the values provided by a different form factor hypothesis.

The relevant formulas and basic principles of the form factor reweighting tech-
nique are presented in Sect. 4.2. In Sect. 4.3, the structure of the software tool
developped for this purpose and how to use it are described. In that section, we
also show how to incorporate new form factor hypotheses in the tool. Several histo-
grams ' that demonstrate that the tool is working properly are shown in Sect. 4.4.
A sample of kinematical distributions calculated with different form factor models

are compared in Sect. 4.5. The conclusions are given in Sect. 4.6.

4.2 Technique for form factors reweighting

4.2.1 Pseudo-scalar versus vector mesons

The exclusive B — X, ¢*v, decays 2 which could be studied with this technique
are : Bt — 7%/n/n'/p° /wlTv, and B — 7~ /p~ (T, As will be shown in Sect.
4.2.4, the differential decay rates are different for pseudo-scalar and vector mesons.
The B°, B*, 7%, 7% n and 7’ mesons are all pseudo-scalar particles, while the p*,
p and w mesons are vector particles. As well, the most abundant B — X (1,
decays, B — D{Tv; and B — D*(*1,, involve D pseudo-scalar mesons and D*

vector mesons.

4.2.2 Kinematics of semileptonic decays

A semileptonic B — X /v decay is generally described by the following process.
The B meson first decays into a virtual W= boson and an X meson which are
emitted back to back in the B frame. The virtual W* boson then decays to a
lepton and a neutrino which are emitted back to back in the W= frame, while the

X meson decays in various ways. The kinematics of such semileptonic decays can

1A far more extensive document is available [ from the authors. This document presents a
large number of useful relations, part of the CTT sofware tool developped in this work as well as
many more histograms.

2Charge conjugation is implied throughout this paper, unless explicitly stated otherwise.
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be completely described by three angles : 6,, 6, and y defined in Fig. 4.1 and by

¢?, the invariant mass squared of the virtual W= boson. In terms of 4-momenta :
¢ = (pe+1p,)° = (P8 — px)* (4.2)
The four variables are totally uncorrelated. In the B frame, ¢? is also given by :

q2 = sz + mg( — QmBEX (43)

F1G. 4.1 — Definition of the angles #,, 6y and x in the case of the B to vector
semileptonic decay B — D*{v, D* — Dm. 0, is the helicity angle of the W= boson,
the angle between the direction of the W boson boosted in the B frame and the
direction of the lepton boosted in the W* frame (where the ¢/ and v are emitted
back to back). 6y is the helicity angle of the X meson, here the angle between the
direction of the D* meson boosted in the B frame and the direction of the D meson
boosted in the D* frame (where the D and 7 mesons are emitted back to back).
is the angle between the W x ¢ plane and the D* x D plane.

where Ey is the total energy of the X meson. It is also of interest to note that the
magnitude of the 3-momentum px and ¢? are uniquely related by Eq. 4.4 in the B

frame :

. (m2 + m2 _ q2)2
k| = \/ b OD g (1.4)
B
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4.2.3 Form factors

The matrix element of a semileptonic B — X/¢v, decay can be written as [* :

M(B = Xtv,) = —iG—\/ngbL“HH (4.5)

where G is the weak interaction’s Fermi constant, V;, is either V., or V., depen-
ding on the final state meson, L* is the leptonic current and H, is the hadronic
current. The leptonic current is well-known and can be calculated precisely using
perturbation theory.

The hadronic current accounts for the strong interactions between quarks and
gluons, and thus for the hadronization of the final state quarks into a X meson.
The hadronization of a @ quark and a d spectator quark into a 7~ meson in a B° —
70ty decay is a good example of such a situation. In all these processes which
involve the exchange of soft gluons, the strong interaction coupling constant, a(u),
is too large to allow the use of perturbative calculation techniques. Thus, even
though the structure of hadronic currents is well known, such currents cannot be
computed directly. However, they can be parametrized in terms of a small number
of so-called universal Isgur-Wise functions, or form factors 47l To compute the
form factors, it is necessary to use either non-perturbative calculation techniques
such as lattice QCD U or approximations of QCD. The approximation techniques
can themselves be split into two categories : 1) those, such as the Light Cone Sum
Rules (LCSR) [1#21143] which are identical to QCD at some extreme limits but are
a good approximation of QCD in a restricted but known kinematic range and 2)
those, such as ISGW2 *7 which, instead of QCD, use approximate wave functions
based on quark models for the mesons. The values of the form factors extracted
from experimental data can then be confronted with various models or used on
their own.

In terms of form factors, the hadronic current is given by a different expression
depending on whether the B meson decays to a pseudo-scalar or to a vector meson

final state. In both cases however, the expression for the hadronic current can be
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simplified in the limit 2! of a massless lepton, assumed to be true when ¢ = e or
w (see Sect. 4.4.4 for an estimate of the effect of this approximation).
For decays such as B® — 77¢~ 7, where 7+ is a pseudo-scalar meson, the ha-

dronic current is written, in the limit of a massless lepton as 12! :

H* = (x*(p) [luy"b| BO(p)) = T (¢*)(p + p)* (4.6)

where ¢ = p — p' and f*(¢?) is the form factor describing the non-perturbative
QCD effect.
For decays such as B® — pt¢~ 1, where p* is a vector meson, the hadronic

current is written, in the limit of a massles lepton as [* :
HY = (p* (V' €)lur* (1 — 75)b| B°(p))

it

— *, V 2\ A 2
o RV (@) = (i ) A ()

*

€ - q

IMA 2
7m3+mp(p+p) 2(q%)

where A;(¢?), As(¢®) and V(¢?) are the three form factors describing the non-
perturbative QCD effect.

The equations for these two hadronic currents as well as their expressions
without the massless lepton approximation are discussed in various papers, for
example in Ref. [2],

It is important to note that the leptonic current and the structure of the hadro-
nic currents (Eqs. 4.6 and 4.7) follow directly from Lorentz invariance and are thus
model-independent. The theoretical uncertainties in exclusive semi-leptonic decay
analyses are only due to the uncertainties in the knowledge of the form factor(s) :
[T (%), Ai1(¢?), A2(¢?) and V(¢?) which are model-dependent. These factors nomi-
nally depend only on a single variable : ¢>. However, in the case of vector meson

decays, interference effects between the A;(¢?), A2(¢?) and V(¢?) form factors in-
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troduce an additional model dependence for the angular differential decay rates
[140]

4.2.4 Differential decay rates

The differential and total decay rates are the observable manifestations of the
underlying leptonic and hadronic currents. According to quantum field theory, the
decay rate is given by a squared matrix element containing a combination of lep-
tonic and hadronic currents. Just like for the structure of the current equations
(Sect. 4.2.3), the structure of the differential and total decay rate equations is also
considered to be model-independent. Only the form factors appearing in the rates
give rise to theoretical uncertainties in exclusive semi-leptonic decay analyses 140,
These will be investigated.

Our investigation will be greatly simplified by the use of a technique to reweight
the form factors among the various hypotheses under study. As will be shown in
Sect. 4.2.5, this reweighting is equivalent to a reweighting of the differential decay
rates i.e. of the probabilities of generating an event. The total decay rate I' does
have a large effect % on the model dependency of B — X /(v analyses but is not
used in the context of form factor reweighting.

In the limit of a massless lepton, the differential decay rate of semileptonic B

decays to a pseudo-scalar meson is given by [ :

dF(B — S€+I/g) . |V |2 G%
dq?d cos Opd cos Oy dy 1 19874

|p§|3sin2 0, sin 9V|f+(q2)|2 (4.8)

where ¢2, 0y, 6, and x have been defined in Sect. 4.2.2, pg is the 3-momentum of
the final state pseudo-scalar meson in the B frame, f*(¢?) is the QCD form factor
described in Sect. 4.2.3 and V,; is either V,;, or V,, depending on the final state

meson. It is often practical to use an expression where two or three of the angles

are integrated out in which case Eq. 4.8 becomes 144 :
dF(B — Sﬁ"’yz) G2 .
dq?d cos b, = |be|232;3 Ips|® sin? O, F 7 (¢*) 2 (4.9)
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dF(B — S€+l/g)
dg?

GE

= |Vip|?
[Vl 2473

sl (a*)]? (4.10)

Also, in the limit of a masless lepton, the differential decay rate of semileptonic

B decays to a vector meson is [ :

dT (B — VI*u,) 3GElpvle®
dq?d cos 0yd cos Oy dx 8(4m)*m%
( (1 — cos ;)2 sin? Oy | H (¢°))?
+(1 + cos 0y)? sin? Oy | H_(¢?)|?
+4sin? 0, cos? Oy | Hy(q?)|?
—4sin 0,(1 — cos 6;) sin Oy cos Oy cos xH  (¢*) Ho(q?)

= V|

+4sin 0y(1 + cos 0;) sin Oy cos Oy cos YH_(¢*) Ho(q?)
—2sin? 0 sin? Oy cos 2x H, (¢*) H_(q?)

(4.11)

where py is now the 3-momentum of the final state vector meson in the B frame.
The functions H,(¢?), H_(¢*) and Hy(q?) are known as the helicity amplitudes of
the vector meson. They are related ['*?] to the QCD form factors A;(q?), As(q?)
and V(¢?) described in Sect. 4.2.3. Integrating out the angles, Eq. 4.11 becomes :

dU'(B — Vitty,) _ |Vb|2G%|p?/|q2
dq? L 96m3m
(L (@) + [H- ()" + [Ho(a*) ) (4.12)

As can be seen from Eqs. 4.8 and 4.11, the form factors introduce a model
dependence in the prediction of the shape of the differential decay rates of both
pseudo-scalar and vector meson decays. This will be shown explicitly in Sect. 4.5.
With standard procedures, this theoretical uncertainty in the shape of the dif-
ferential decay rate leads to a “theoretical” uncertainty in the efficiency of the

experimental cuts, and thus on the measured branching fraction.
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4.2.5 Reweighting the probabilities of generating events among various

form factor models

A useful feature of the form factor reweighting tool is that events are generated,
fully simulated and reconstructed only once, using a given form factor hypothesis.
The probabilities of generating events are then reweighted to any other form factor
model at the ntuple level. Such a technique presents enormous advantages in terms
of flexibility, time, CPU resources and disk space required, compared to generating,
fully simulating and reconstructing separate data samples for each form factor
model to be investigated.

Given the events generated with a certain probability by a specific form factor
model G, the probabilities of generating events according to a different form factor
hypothesis O, are obtained by applying a weight w to the probabilities of generating

the events of type G. For a pseudo-scalar meson decay, the weights are defined as :

(dF(B—nS'ZV) )

dq2dcos0, /O

(dF(B—nS'Zl/) )
dq2dcos0, /G

(4.13)

w =

and for a vector meson decay as :

( dT'(B—V{v) )
dqd cos Ogd cos Oy dx /O (4.14)
( dl'(B—Vv) ) ‘
dq?d cos 0yd cos Oy dx

w =

In this work, three different generators were used to calculate the initial pro-
babilities for generating events. These probabilities were then reweighted to other
form factor models. The generators are :

— ISGW2 : This generator, based on a quark model calculation [*"! is extensively
used in BaBar, Belle and CLEO. It is used for the simulation of generic BBbar
events including that of the B — X, /v decays. The differential decay rates
are computed in this hypothesis using Eqgs. 10 and 12 and the form factors

given in Ref. [4713,

3Tt should be mentionned that there are typographical errors in Ref. [*7). These have been
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— PHSP : This PHase SPace generator has been used for several decays in our
work. It generates events with equal probability in all points of the phase

space. In the context of this generator, the differential decay rate is given

dT(B—Xtv)
dq?d cos 0,d cos Oy dx

by the relation : = constant X |px|. This means that the
generated cos 6}, cos 0y and y distributions are flat while the differential decay
rate decreases almost linearly with ¢* (see Eq. 4.4 and Fig. 4.4).

— FLATQ?2 : This new generator ™% has recently been implemented in the
BaBar software. It defines the probability of each event as the probability
given by the PHSP generator divided by the value of |px| in the B frame,

with a cut-off at |px| > 0.01 GeV/c. In this case, the differential decay rate

dl(B—Xtv)

T dcos fideosIvdy = constant. This means that the

is given by the relation :
generated cos @, cosfy, x and ¢* distributions are all flat i.e. all the events
are generated with an equal probablility throughout this 4-dimensional space.
Of the three generators, this one is the most useful to extract the form factors
of B — X /v decays. In particular, the fact that events are generated with an
equal probability for the complete ¢ range is useful to evaluate the efficiency
of the experimental cuts, especially at high ¢> where most models predict very
few events. The high ¢? events are of the utmost importance in the study of
lattice QCD results.

In cases where the initial distributions are generated with e.g. the ISWG2 ge-
nerator, the distributions for any other form factor model, e.g. the LCSR one, will
be obtained by applying, in the case of a B — S/¢v decay, the following weights to
the ISGW2 distributions :

G2 o 3 .
[ ValPElps P sin® 00| flogr ()] (4.15)
o G2 . )
|Veo 25522 Ps | sin? 0| s auo (02)]?
_ |[fiesr(@®))? (4.16)
|f;:S‘GW2(q2)|2

If the same B — S{lv decay distributions are generated initially with the

corrected in our work.
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FLATQ2 generator, the event-by-event weight has, in this case, a rather simple

form :

w = sin® 0|ps|?| ficsr(d®)| (4.17)

4.3 The form factor reweighting software tool

4.3.1 Outline

The form factor reweighting software has been written in C**. The code is
practically self-contained, so that it can easily be used outside a specific framework
(in that case, the CLHEP libraries need to be included). The code is written with
an object oriented structure so that its different sections are independent of each
other, each section being a separate class. For example, the section for computing
the kinematic variables of Sect. 4.2.2 is independent of the one for computing the
differential decay rate formulas and weights which in turn is independent of the one
for computing the form factors of the different models. This structure of separate
classes having as input arguments either the LorentzVectors in the LAB frame or
the output objects of the other classes in the reweighting software, controlled by
simple user interfaces, yields a high degree of versatility. This design should allow

an easy and reliable implementation of expected new form factor models.

4.3.2 Software architecture

The form factor reweighting software consists of two separate tools : XSLKin
and XSLEvtFFWeight, built on three inheritance levels, each made up of one or
more classes. The top level class of each tool is the user’s interface from which all the
lower classes are inheriting, directly or indirectly. All variables or functions needed
by the user are declared (known as “pure virtual functions”) at this level and defined
and used for computation at the lower levels. The software architecture is shown in
Figs. 4.2 and 4.3. The three level structure of the XSLKin class diagram (Fig. 4.2)
will probably be simplified in a future version of the sofware. On the other hand,

the three level structure of the XSLEvtFFWeight tool (Fig. 4.3) is very efficient in



257

computing the reweighting among the various models to be investigated, as will be

explained in Sect. 4.3.3.

4.3.2.1 The XSLKin tool

The XSLKin tool computes the kinematic variables described in Sect. 4.2.2,
namely : ¢2, 0,, 0y, x. The objects of this tool are used as input arguments by the
XSLEvtFFWeight tool to compute each event weight. The XSLKin tool can also
be used as a standalone for other physics analyses. From the C*t point of view,

the tool’s structure is quite simple, as shown in Fig. 4.2.

“interface™
XSLKin
XSLScalarKin

q2(), theta_l(}

XSLVectorKin
theta_v(), chi()

F1G. 4.2 — XSLKin class diagram. The arrows mean an inheritance.

The XSLKin user’s interface is used to declare all the kinematic variables needed
by users of this tool. The variables are defined and computed at the second and
third levels. The second level class, named XSLScalarKin, is used to compute the
kinematic variables (¢> and 6,) characterizing a B to pseudo-scalar meson decay.
The third level class, named XSLVectorKin, is used to compute the two additional
kinematic variables (A, and x) needed to describe fully a B to vector meson decay.
The XSLVectorKin class already contains the values of ¢? and 6, inherited from the
XSLScalarKin class.

This tool was created with an interface structure to allow the eventual addition
of a second set of classes to compute the kinematic variables differently. It is not

clear at present if this second set of classes will ever be used.
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“interface”
XSLEviFFWeight
FromFLATQ2ToThisModel()

FromPHSPToThisMedel()
FromISGW2ToThisModel()

/

XSLPseudoScalarFF | XSLVectorFF

XSLBall01 XSLFnalol]  [XSLVectorlsGW2| [XSLBals
GetFplus() GetFplus() GetAlIFF() GetAlIFF()
GetAl()
XSLScalarlSGW2 .

GetFplus()

Fic. 4.3 - XSLEvtFFWeight class diagram. The arrows mean an inheritance.

4.3.2.2 The XSLEvtFFWeight tool

The XSLEvtFFWeight tool architecture is shown in Fig. 4.3. The top level
user’s interface of this tool is used to declare the functions needed by the tool’s
user for reweighting an event. The second level of the diagram contains the classes
that inherit from the XSLEvtFFWeight interface. In these classes, the functions
declared in the interface are written out explicitly for the cases to be investigated
i.e. for the B to pseudo-scalar meson decays in the XSLPseudoScalarFF class and
for the B to vector meson decays in the XSLVectorFF class. These functions are
used only to calculate the weight required to reweight the probability of generating
an event from a given generator to a given form factor model. The form factors
themselves as well as the kinematic parameters are computed in other classes. At
the second level, the form factors are declared as pure virtual functions (GetFplus()
and GetAlIFF()) to be defined and computed at the third level. The third level
classes are then used to compute these GetFplus() or GetAlIFF() virtual functions
of the second level i.e. the f(¢?) or A1(¢?), A2(¢?) and V(¢?) form factor values

as a function of ¢? for various models.
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Fi1G. 4.4 — Events generated with the FLATQ2 (black), PHSP (pale grey) and
ISGW2 (dark grey) generators : ¢? distributions for unweighted B — nfv decays
(left panel) ; cos 6y, distributions for unweighted B® — pfv decays (right panel)

4.3.3 How to implement new form factor models

The XSLEvtFFWeight tool has been created with a three-level structure to
make it efficient in computing the reweighting among various form factor models :
the form factors are modified at the third level while the other two levels remain
the same independently of the form factors used. The third level class inherits from
either the XSLPseudoScalarFF or XSLVectorFF class. The mathematical functions

required to compute the form factor(s) as a function of ¢* are inserted in this class.

4.4 Validation of the reweighting technique and its software tool

In most simulations, the fully simulated events take into account the lepton’s
Final State Radiation (FSR). However, the effect of FSR is not included in the
reweighting formulas presented in Sect. 4.2.5. As a consequence, the XSLEvtFF-
Weight tool could yield the wrong weights unless corrected for FSR. We have found
that the easiest way around this problem is to use the LorentzVector of the lepton

calculated from the vectors of the other particles of the decay as those are not
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affected by FSR. This solution turns out to be very effective even in cases where
the FSR modifies the lepton’s energy by several GeVs. As long as the same lepton
is used to compute the kinematic angles and the event weight, the effect of the FSR
on the form factor reweighting is negligible.

The histograms shown in this section were calculated with such lepton Lo-
rentzVectors. They are extracted from 1 million entries generated with no detector
simulation. This generator information is what is used with full Monte Carlo si-
mulation in real physics analyses. Only a small sample is presented in this section.
More can be found in Ref. [140],

Our reweighting software has not been tested on any B — X /v decay but there
is no reason to believe that the results will be any different from those obtained

with the B — X, (v decays.

4.4.1 Properties of the generators FLATQ2, PHSP and ISGW2

The properties of the three generators used in this work, and calculated with
the XSLKin tool, are illustrated by the distributions displayed in Fig. 4.4. The
distributions for all the decay modes of interest have been investigated ['*°! and
found to be as expected. Fig. 4.4 (left panel) shows that, both, the PHSP and
ISGW?2 generators yield low statistics at high ¢°. This makes precise efficiency cor-
rections difficult in this important region (particularly important for lattice QCD
tests). Fig. 4.4 (right panel) shows that the PHSP and FLATQ2 cos 6y distribu-
tions are identical. This is also true for the cosf, and y angle distributions 9.
Note that since the FLATQ2 generator yields flat distributions for all the variables
(0¢,0v, X, ¢*) of interest, it allows a smooth reweighting over the full phase space. It
is thus ideally suited to evaluate and correct the efficiencies as a function of these

variables. To determine the analysis cuts required in realistic physics simulation,

the FLATQ2 and PHSP generated events have to be reweighted.
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FiG. 4.5 — Pseudo-scalar decays. Events generated with a FLATQ2 generator and
reweighted to the ISGW2 form factor hypothesis (black), events generated with a
PHSP generator and reweighted to the ISGW2 form factor hypothesis (pale grey)
and unweighted events generated directly with a ISGW2 generator (dark grey) :
comparison of ¢? distributions for B — 77/{v decay (left panel); comparison of
cos 0, distributions for B — 7% decays (center panel) ; comparison of p, distribu-
tions, in the true B frame, for B — nfv decays (right panel).

4.4.2 Reweighting of B to pseudo-scalar meson decays

Note that because of the three-level hierarchy of the XSLEvtFFWeight tool, it
is sufficient to fully validate the software with only one generator. For this purpose,
the ISGW2 generator was used. In this way, the XSLKin tool (Sect. 4.3.2.1) and the
classes XSLEvtFFWeight, XSLPseudoScalarFF, XSLVectorFF, XSLScalarISGW2
and XSLVectorISGW2 (Sect. 4.3.2.2) are all validated. In the implementation of
any new form factor model, it is then sufficient to ensure the correctness of the new
form factor equations at the third level of the XSLEvtFFWeight tool (see Sect.
4.3.3).

As can be seen in Fig. 4.5, there is an excellent match between the distribu-
tions generated directly with the ISGW2 generator and those generated with the
FLATQ2 or PHSP generators, and then reweighted to the ISGW2 form factor

hypothesis with our software.
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F1G. 4.6 — Vector meson decays. Events generated with a FLATQ2 generator and
reweighted to the ISGW2 form factor hypothesis (black), events generated with
a PHSP generator and reweighted to the ISGW2 form factor hypothesis (pale
grey) and unweighted events generated directly with a ISGW2 generator (dark
grey) : comparison of ¢? distributions for B — p°v decays (left panel) ; comparison
of cosfy distributions for B — wlv decays (center panel); comparison of py.p
distributions, in the true B frame, for B — p™/fv decays (right panel). px,p is the
momentum of any daughter of the X, meson.

4.4.3 Reweighting of B to vector meson decays

Like for the reweighted pseudo-scalar meson decay results, there is the same
excellent match (Fig. 4.6) when reweighting is applied to the distributions generated
with the FLATQ2 or PHSP generators for vector meson decays.
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4.4.4 Validity of the massless lepton approximation

Comparing various distributions generated with a standard ISGW2 generator
to those generated with our form factor reweighting software allows us to test the
validity of the massless approximation used in our reweighting software. This is the
case since the standard code uses the exact formulas to compute the differential
decay rates. Since the comparisons, done separately for electrons and muons, show
the same good match, it can be concluded that the massless approximation is
indeed justified for both, electrons and muons. An exemple of the quality of the

match is displayed in Fig. 4.7.
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FIG. 4.7 — Comparison of ¢? distributions for B — muv decays only. Events genera-
ted with a FLATQ2 generator and reweighted to the ISGW2 form factor hypothesis
are shown in black while the unweighted events generated directly with a ISGW2
generator are shown in dark grey.

4.5 Improvements in measurements of |V,

With our reweighting software, it is now easy to investigate the predictions
of various form factor models, and to evaluate their impact on the experimental
study of B — X, lv decays. So far, two form factor models for pseudo-scalar and

vector meson decays have been fully implemented in our software : the ISGW?2 [47]
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model (used in the validation of the reweighting technique and its software tool)
and a LCSR model from P. Ball et al. #2143l Typical distributions for ¢* *, cos 6y
and p, (Fig. 4.8) deduced from these two models display a large difference while
the cos 6, distributions for pseudo-scalar meson decays (Fig. 4.9, left panel) are not
model-dependent, but those for vector meson decays (Fig. 4.9, right panel) are. This
significant model-dependence shows why the values of the branching fraction and of
the CKM matrix element |V,,;|, extracted from the study of exclusive semileptonic

B meson decays, have such large theoretical errors.
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son of cos @y distributions for B — p*/v decays (center panel); comparison of p,
distributions for B — p* /v decays (right panel).

The most precise value to date of |V,,;| obtained from the analysis of exclusive

semileptonic B decays is the one given in Ref. 143 :

Vs = (3.27 £0.13 £ 0.19705}) x 1072

where the first error is statistical, the second systematic and the third theoretical.
It is clear that the theoretical error, of the order of 15%, due to form factor un-

certainties, is by far the largest error. With our reweighting software tool, using

4¢? is uniquely related to px, in the B frame as shown by Eq. 4.4.
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(right panel).

our FLATQ2 generator, specially useful to determine the critical efficiencies of our
experimental cuts as a function of ¢2, we aim to reduce the theoretical error to ap-
proximately 5%. The integrated luminosity required to achieve this goal depends on
the technique used to reconstruct the exclusive decay channel. With the neutrino
reconstruction technique [l and the more than 250 fb~!, collected at the 7(45)
resonance in both BaBar and Belle, and of the order of 500 fb~! expected within
the next two years, a smaller theoretical error should be possible in the near future.
With the recoil techniques ['*7], and for the other exclusive plv, wlv, nlv and n'fv
decay channels, a few additional hundreds of fb~' will be required to extract a
similar theoretical precision on |V,;|.

With the soon to be available data from both BaBar and Belle, and with the neu-
trino reconstruction technique, a statistical error below 1% is possible. To achieve
a theoretical error at a few percent level will require tight constraints on the form
factors as a function of ¢?. This can be accomplished by two methods.

In the first method, the measured differential decay distributions are compared
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to the corresponding ones predicted by various form factor models, as shown e.g. in
Fig. 8. Our reweighting software tool will play a crucial role in these comparisons
since it will allow a quick and easy test of all models without having to regenerate
a complete MC production for each model. In this method, the efficiencies of the
analysis cuts are computed with the model used to generate the distributions. With
very high statistics, the method should allow us to keep a single form factor model
as being the one closest to reality, thereby reducing the theoretical error on |V,;].

In the second method, the form factors will be measured directly with minimal
model dependence. For example, for pseudo-scalar decays, the measured distribu-

tions will be fitted to Eq. 10 where the form factor is given e.g. 48 by :

(& T2

1) = 1 —q?/m? * (1—q2/m?)?

where 71, o and m are the parameters to be fitted. Other functions will have
to be investigated to obtain the systematic error engendered by the use of such
functions. The small model dependence comes from the differential efficiencies,
€(¢%(, 00,0y, %)), of the analysis cuts used to generate the measured distributions.
To evaluate these efficiencies, the four kinematical variable distributions have to
be binned, and the efficiencies are then determined for each bin.

In the limit of infinitesimal bins, the efficiency € is independent of any model, as
shown in Ref. [1]. But, of course, in any practical analysis, with finite statistics and
limited kinematical variable resolutions, the bin size will be finite. This introduces a
small model dependency which must be taken into account. It can be limited by the
appropriate choice of analysis cuts since it can be shown % that if the cuts are not
correlated with the kinematic variables, then the efficiency is model-independent.
The choice is greatly facilitated by the use of the FLATQ2 generator to determine
the values of ¢, especially at very high values of ¢%. It is also facilitated by the
use of the form factor reweighting tool to select the experimental cuts to limit
the correlation and thus the model dependence. The generator, combined with the

software tool, will also yield a precise value of the small residual uncertainty due to



the finite size of the bins. Once the parameters of the form factors are determined,
they can be directly compared to any model predictions, thereby reducing the

number of models and thus the theoretical uncertainty on |V,;|.

4.6 Conclusions

A form factor reweighting technique and its software tool have been presented
in this paper. Both have been validated with the ISGW2 form factor model as
illustrated by the excellent match between the distributions generated with the
FLATQ2 or PHSP generator, reweighted to the ISGW2 form factor hypothesis,
and those generated directly with a ISGW2 generator. The object-oriented design
of the software tool allows an easy and reliable implementation of any new form
factor model, while optimizing the required CPU resources. The large differences,
easily observed with our tool, in the distributions predicted by the ISGW2 and
LCSR models for exclusive B — X, /v decays show that a study of these decays
will be very valuable in extracting the values of the form factors. Our work leads
us to expect that both, our novel FLATQ2 generator and form factor reweighting
tool, will play a key role in the next generation of exclusive |V,;| measurements,

with largely reduced errors.
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CHAPITRE 5

MESURE DU RAPPORT D’EMBRANCHEMENT ET DU
FACTEUR DE FORME DE LA DESINTEGRATION B° — 7 (*v, ET
DETERMINATION DE |V;;3| AVEC UNE TECHNIQUE DE
RECONSTRUCTION RELACHEE DU NEUTRINO (ARTICLE
PUBLIE DANS PHYSICAL REVIEW LETTERS)

Suite & un examen rigoureux par plus d’une vingtaine de spécialistes de la
Collaboration BABAR, une version préliminairel'®®! de la mesure présentée dans
cette thése fut rendue publique & I'occasion de la 33°¢ Conférence Internationale
sur la Physique des Hautes Energies (ICHEP’06), & Moscou (Russie, été 2006).
Aprés un nouvel examen encore plus rigoureux, un article présentant les résultats
finaux de cette thése fut approuvé par la Collaboration BABAR en décembre 2006,
et publié dans Physical Review Letters 98, 091801, le 28 février 2007.

En principe, cette mesure est celle des 583 membres de la Collaboration BABAR
signataires de 'article. En effet, les trés nombreuses taches nécessaires au bon
fonctionnement de 1'accélérateur, du détecteur et des logiciels d’analyse communs,
sans lesquelles cette mesure n’aurait jamais été possible, sont accomplies par tous
les membres de la Collaboration BABAR.

En pratique, toutefois, tous reconnaissent que I'auteur de cette thése est I'au-
teur principal de 'article paru dans Physical Review Letters et le principal artisan
technique et conceptuel des travaux de recherche qui y sont présentés. L’auteur de
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de ces travaux sont les coauteurs du BABAR Analysis Document #1313 formant le

Chap. 3 de cette thése : Sylvie Brunet, Martin Simard, Paul Taras et Benoit Viaud.
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Abstract

We report the results of a study of the exclusive charmless semileptonic decay,
B° — 7 (*v, undertaken with approximately 227 million BB pairs collected at
the 7°(4S5) resonance with the BABAR detector. The analysis uses events in which
the signal B decays are reconstructed with an innovative loose neutrino recons-
truction technique. We obtain partial branching fractions in 12 bins of ¢?, the mo-
mentum transfer squared, from which we extract the f, (¢?) form-factor shape and
the total branching fraction B(B? — 7= ¢*v) = (1.46 & 0.0754; £ 0.084,5) x 1072
Based on a recent unquenched lattice QCD calculation of the form factor in the
range ¢> > 16 GeV? we find the magnitude of the CKM matrix element |V,;| to
be (4.1 +0.240: £ O.2gygti—8:2FF) x 1073, where the last uncertainty is due to the

normalization of the form factor.

DOI : 10.1103/PhysRevLett.98.091801
PACS numbers : 13.20.He, 12.15.Hh, 12.38.Qk, 14.40.Nd
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A precise measurement of |V,;|, the smallest element of the CKM matrix ],
will constrain the description of weak interactions and CP violation in the Stan-
dard Model. The rate for exclusive B° — 7 ¢*v decays %8 is proportional to
Vo f+(¢%)|?, where the form factor f,(¢?) depends on ¢, the momentum transfer
squared. Values of f,(¢?) for B® — 7 ¢Tv decays are provided by unquenched
lattice QCD (LQCD) calculations (HPQCD [, FNAL [5%) | presently reliable only
at large ¢> (> 16 GeV?, by light cone sum rules (LCSR) calculations 8] based
on approximations only valid at small ¢*> (< 16 GeV?), and by the ISGW2 quark
model calculations 47). Uncertainties on these calculations dominate the errors on
the computed values of |V,;;|. The QCD theoretical predictions are at present more
precise for B — 7~ ¢Tv than for other exclusive B — X,{v decays, where X,
stands for any charmless meson. Experimental data can be used to discriminate
between the various calculations by precisely measuring the f,(¢®) shape, thereby
leading to a smaller theoretical uncertainty on |V,

Values of |V,;| have previously been extracted from B — 7~ (T measurements
by CLEO 1971 BABAR [108:199] and Belle 1%, In this letter, we present measurements
of the partial branching fractions (BF) AB(B® — 7~ ¢*v, ¢*) in 12 bins of ¢* using
an innovative loose neutrino reconstruction technique. This leads to more precise
values of the total BF B(B° — 7= ¢Tv) and of the f, (¢*) form-factor shape, which
supersede those of our previous untagged measurement ['%!. We combine the values
of AB(q?) with recent form-factor calculations 8% to obtain a value of |V,,|.

The data set used in this analysis contains approximately 227 million BB pairs
corresponding to an integrated luminosity of 206 fb~' collected at the Y(4S)
resonance with the BABAR detector [l at the PEP-IT asymmetric-energy ete™ col-
lider, and of 27.0 fb™! integrated luminosity of data collected approximately 40
MeV below the 7°(4S) resonance (denoted “off-resonance data”). To estimate the
signal efficiency, and the signal and background distributions, we use a detailed

Monte Carlo (MC) simulation of generic BB and ut/dd/ss/ce/T* T~ “continuum”
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events as well as B — 7 (v signal events. Signal MC events are produced by
the FLATQ2 generator [ and are reweighted to reproduce the Becirevic-Kaidalov
(BK) parametrization 52 of f, (¢ a,cg) where the values of the shape and nor-
malization parameters, o and cg, are taken from Ref. [108].

We reconstruct B meson candidates using 7 and (T tracks together with the
event’s missing momentum p,,;ss as an approximation to the signal neutrino mo-
mentum. The decay of the second B meson is not explicitly reconstructed. The
neutrino four-momentum P,;ss = (|Piniss|, Pmiss) 18 inferred from the difference bet-
ween the momentum of the colliding-beam particles ppeqms, and the sum of the
momenta of all the charged and neutral particles detected in a single event pj,,
such that piiss = Preams — Prot- Compared with the tagged analyses in which the two
B mesons are explicitly reconstructed %119 the neutrino reconstruction approach
yields a lower signal purity but a significant increase in the signal reconstruction
efficiency. The present loose neutrino reconstruction technique also increases the
signal efficiency substantially with respect to the previous untagged approach by
avoiding the tight neutrino quality cuts %1% which ensure that the neutrino
properties are well taken into account when computing ¢*> = (P, + P,)% In this
analysis, we calculate instead the momentum transfer as ¢> = (Pg — P,)?, where,
to remove the ambiguity in the direction of the B meson, ¢? is taken [ to be the
weighted average of four arbitrarily chosen values obtained when the B direction
is varied over all possibilities. In this way, the value of ¢? is unaffected by any mis-
reconstruction of the rest of the event. We obtain a ¢? resolution of o = 0.52 GeV?
for the signal candidates in which the pion candidate track truly comes from a
B — 7= ("v decay (91% of the total). We correct for the reconstruction effects on
the ¢ resolution by applying an unregularized unfolding algorithm to the measured
¢? spectrum 149,

To separate the B® — 7~ ¢*v signal from the backgrounds, we require two well-
reconstructed tracks associated with a lepton-pion pair. The electron (muon) tracks
are required to have momenta greater than 0.5 (1.0) GeV in the laboratory frame to

avoid misidentified leptons and secondary semileptonic decays. We ensure that the
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momenta of the lepton and pion candidates are kinematically compatible with a real

B — 7= (v decay. This requires that a geometrical vertex fit of the two charged

tracks gives a x? probability greater than 0.01. In addition, the angle between

the momenta of the B and the pseudo-particle Y, defined by its four-momentum

Py = (P; + Fy), in the 7(4S) frame must take a physical value : |cosfpy| < 1,
2 _

where cosfpy is computed from 0 = m? = (Pg — Py)?, using the values for Ep

and |pp| implied by the beam parameters 18],

Most backgrounds are efficiently
rejected by ¢?-dependent cuts on the helicity angle 6, of the W boson % on the
angle between the thrust axes of the Y and of the rest of the event, on the polar
angle associated with p,,;ss, and on the squared invariant mass of P,,;,s. We reject
B — 7~ u*v candidates with Y mass close to the .J/1) mass to avoid J/ip — ptpu~
decays. Non-BB events are suppressed by requiring the ratio of second to zeroth
Fox-Wolfram moments to be smaller than 0.5, and by cuts ['5% on the number of
tracks and clusters. Radiative Bhabha and two-photon processes are rejected by
vetoing events containing a photon conversion and by requiring (P - 2)/ Eor < 0.64
and (pyor - 2)/FEwe > 0.35 for candidates in the electron and positron channels,

respectively, where the 2z axis is given by the electron beam direction. We reduce

the remaining backgrounds with the variables AE = (75 - Dpeams — $/2)/+/s and

mes = \/(5/2 + D5 * Doeams)?/ Eoums — D s Where pp = Pr+Py+ Dimiss and /s is the
total energy in the 7°(4.S) frame. Only candidates with |AE| < 1.0 GeV and mpgg >
5.19 GeV are retained. When several candidates remain in an event after these
cuts, the candidate with cosf, closest to zero is selected. This rejects 30% of the
combinatorial signal candidates while keeping 97% of the correct ones. The signal
event reconstruction efficiency varies between 6.7% and 9.8%, depending on the ¢°
bin.

The B° — 7~ (*v signal yield is obtained as a function of ¢?> by performing a
two-dimensional extended maximum-likelihood fit ['?!] on mpg, and AFE in each bin
of ¢>. The data samples in each ¢ bin are divided into four categories : B® — 7= (*v
signal, other b — w/fv, other BB, and continuum backgrounds. These four types of

events have distinct structures in the two-dimensional mgs—AFE plane. We use the
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mgs—AF histograms obtained from the MC simulation as two-dimensional proba-
bility density functions (PDFs). The yields of the signal, b — ufv background and
other BB background, subdivided in twelve, three and four ¢ bins, respectively, are
extracted from a nineteen-parameter fit of the MC PDFs to the experimental data.
The continuum background is corrected to match the off-resonance data control
sample and is fixed in the fit. The number and type of fit parameters were chosen
to provide a good balance between reliance on simulation predictions, complexity
of the fit and total error size. mpg and AF fit projections for the experimental data
are shown in Fig. 5.1 in two ranges of ¢* corresponding to the sum of eight bins
below and four bins above ¢> = 16 GeV2 We obtain 5072+ 251 events for the total
signal yield, 9867 + 564 events for the b — ufv background, 33341 4 409 events for
the other BB backgrounds, and 9299 + 450 events for the continuum yield. The fit
has a x? value of 423 for 389 degrees of freedom.

Numerous sources of systematic uncertainties and their correlations among the
¢* bins have been investigated. The uncertainties due to the detector simulation
are established by varying within bounds given by control samples the tracking effi-
ciency of all charged tracks, the particle identification efficiencies of signal candidate
tracks, the calorimeter efficiency (varied separately for photons, KXY and neutrons)
and the energy deposited in the calorimeter by K° mesons. The reconstruction
of these neutral particles affects the analysis via the neutrino reconstruction. The
uncertainties due to the generator-level inputs to the simulation are established by
varying, within errors [, the BFs of the background processes b — wlv, b — clv,
D — Xfvand D — K9X as well as the BF of the 7(4S) — B°B° decay. The
B — 7= (*v, B — plv, B — D{v and B — D*{v form factors are varied wi-
thin bounds given by recent calculations '°! or measurements [48%19] The heavy
quark parameters used in the simulation of non-resonant b — ufv events are varied
according to Ref. [1?°l. We assign an uncertainty of 20% to the final state radia-
tion (FSR) corrections calculated by PHOTOS 1131361 Finally, the uncertainties
due to the modeling of the continuum are established by varying its ¢, mgg, and

AF shapes and total yield within their errors given by comparisons with the off-
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0<q’<16 GeV? 16 < ¢ < 26.4 GeV?
b)

[ B’ nlv signal
B b—ulv bkg

[ J other BB bkg
Il continuum bkg ;

* data

a)

P19 5. y 525 527 529 5019
mgg (GeV)

c)

Events / 9.08 GeV
[=]
o

-1 -0.5 0 0.5 1 Q1 -0.5 0 0.5 1
AE (GeV) AE (GeV)

F1G. 5.1 — Yield fit projections for (a,b) mgs with —0.16 < AE < 0.20 GeV ; and
(c,d) AE with mgg > 5.272 GeV. The distributions (a,c) are for ¢*> < 16 GeV?;
and (b,d) are for ¢*> > 16 GeV2
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TAB. 5.1 — Values of AB(¢?) and their relative errors (%).
¢° bins (GeV?) 46 16-18 ¢*<16 ¢*>16 full ¢° range

BF (109 0.16 0.13 1.09 0.38 1.46
Fit error 12.8 17.6 5.3 10.3 4.8
Detector effects 3.7 5.0 4.4 4.5 3.7
Continuum bkg 1.2 1.7 2.8 3.5 2.5
B — X, (v bkg 3.0 3.1 2.3 4.7 2.5
B — X v bkg 1.7 1.8 1.2 1.2 1.0
Other effects 3.4 3.0 2.3 2.3 2.3
Total error 14.2 19.0 8.2 12.9 7.5

resonance data control sample. The high statistics provided by our technique allow
us to show that there is good agreement between data and simulation for the criti-
cal variables in signal depleted, signal enhanced, b — ufr enhanced and continuum
control samples. Consistent results are obtained either by dividing the final dataset
into sub-samples or using modified binnings or modified event selections.

The partial BFs are calculated using the observed signal yields, the unfolding
algorithm and the signal efficiencies given by the simulation. The total BF is given
by the sum of the partial BFs, thereby reducing the sensitivity of the signal effi-
ciency to the uncertainties of the f,(¢*) form factor. We compute the covariance
matrix for each source of uncertainty and use these matrices to calculate the er-
rors on the total BF. The fit and systematic errors are given in Table 5.1 for five
ranges of ¢>. The complete set of fit and systematic uncertainties of the partial
and total BFs as well as their correlation matrices are given in Ref. 15, [NDLR :
Cette information se retrouve a la Sect. 5.1 de la présente thése.] Our value of the
total BF, (1.46 £ 0.07 544 £ 0.084y¢) X 10~%, is comparable in precision to the world
average prior to our result 4 : (1.35 £ 0.08,;,; 4= 0.08,,,;) X 107%. The systematic
error is due in large part to the detector efficiency. The systematic errors arising
from the BFs and form factors of the backgrounds have been reduced with respect
to previous untagged measurements by the many-parameter fit to the background

yields in the 12 bins of ¢°.
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F1G. 5.2 — Partial AB(¢?) spectrum in 12 bins of ¢>. The smaller error bars are
statistical only while the larger ones also include systematic uncertainties. The
solid black curve shows the result of the fit of the BK parametrization to the
data. The data are also compared to unquenched LQCD calculations [*%5° LCSR
calculations 81, and the ISGW?2 quark model 171,

The AB(q?) distribution is displayed in Fig. 5.2 together with theoretical pre-
dictions. We modify the measured ¢? distribution to remove FSR effects, in order
to allow a direct comparison with the theoretical predictions which do not include
such effects (this procedure is referred to as “No FSR” in Ref. [!*1). We obtain the
f+(q%) shape from a fit to this distribution. The y? function minimized in the f (¢?)
fit uses a PDF based on the two-parameter BK parametrization. It is defined in
terms of the AB(q?) covariance matrix to take into account the correlations among
the measurements in the various ¢ bins. The fit gives o = 0.5240.050; 0.03yst,
compared to our previous untagged measurement o = 0.61 & 0.09 !%8] (statistical

error only) as well as a value of |V, f4(0)| = (9.6 £ 0.350¢ £ 0.25,5) x 107 from
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TAB. 5.2 — Values of |V,;| derived from form-factor calculations. The first two
errors arise from the statistical and systematic uncertainties of the partial BFs,
respectively. The third error comes from the uncertainty on A(.

¢ (GeV?)  A( (ps) [Vis| (1077)
HPQCD ™I >16  146+035 4.1+02+0.2 796
FNATL [50] >16 1834050 3.7+02+02 )¢
LCSR 48] <16 5444143 3.6+£0.1+£0.1 139

0.4
ISGW2 1471 0264  9.6+48 32+0.140.1753

the fit extrapolated to ¢* = 0, with P(x?)=65%. This value includes a 67% anti-
correlation between the shape and normalization parameters, o and cg, and can
be used to predict 5°! rates of other decays such as B — 7.

The x? probabilities have been calculated relative to the binned data result
for various theoretical predictions, considering only experimental errors. We obtain
P(x?*)=67% for HPQCD 19/ 45% for FNAL 1% and 41% for LCSR 8], The ISGW2
quark model 7, P(x?)=0.06%, is clearly incompatible with our data.

We extract |Vi,| from the partial BFs AB(¢®) using the relation : |V, =
VAB(q?)/(tpoAC), where 750 = 1.530 4 0.009 ps M is the B lifetime and A( =
['/|V.p|? is the normalized partial decay rate predicted by the form-factor calcu-
lations 7%, Excluding the ISGW2 model, the values of |V,;| given in Table 5.2
range from (3.6 — 4.1) x 1073.

In summary, we have measured the partial B — 7~ ¢*v branching fractions
in 12 bins of ¢? using a loose neutrino reconstruction technique. We obtained the
most precise measurement to date of the B(B® — 7w~ ¢*v) and |V f, (0)], as well
as a detailed description of the f,(¢?) shape. This shape can be compared with
various theoretical predictions and, in particular, shows that the ISGW2 model can
be ruled out. From the most recently published unquenched LQCD calculation [*°,
we obtain [Vis| = (4.1 £ 0.250 £ 0.2 0 55r) x 1075,
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TAB. 5.3 - B® — 7= (v yields, efficiency (%), AB (10~7) and their relative errors (%). The AB and efficiency values
labelled “No FSR” are modified to remove FSR effects. This procedure has no significant impact on the AB values.

q° bins (GeV? 0-2 2-4 4-6 6-8 810 10-12 12-14 14-16 16-18 1820 20-22 22-26.4 ¢°<16 ¢°>16 Total

Fitted yield 366.6 4629 499.5 451.8 4364 391.0 522.7 333.6 458.0 3554 364.8 428.8 3464.6 1606.9 5071.5
Fit error 12.9 9.7 8.6 9.7 112 130 11.7 174 156 21.7 159 17.3 9.3 9.9 5.0
Systematic error  20.0 6.3 3.2 4.9 6.3 4.1 4.3 6.1 4.9 7.9 12.3 17.4 3.7 7.3 3.9

Unfolded yield 3747 4523 5153 4422 459.1 360.7 583.4 302.7 5143 357.7 406.3 303.0 3490.2 1581.3 5071.5

Fit error 152 144 128 148 154 192 139 252 176 285 20.2 27.7 5.4 10.2 5.0
Systematic error  22.9 7.3 3.7 5.6 7.8 5.2 4.8 8.9 5.2 10.0 149 27.3 3.7 7.6 3.9
Efficiency 6.6 713 722 711 6.6 697 721 787 868 9.20 9.37 9.66 - - -
Eff. (No FSR) 631 702 719 711 6779 699 732 799 875 925 9.53 9.73 - - -
AB 1255 139.5 1569 136.8 1494 113.7 1779 845 1303 855 953 68.9 1084.3 380.0 1464.3
AB (No FSR) 130.6 141.6 157.5 136.7 1486 113.5 1753 833 1293 851 93.8 68.4 1087.1 376.6 1463.7
Fit error 152 144 128 148 154 192 139 252 176 285 20.2 27.7 9.3 10.3 4.8

Systematic error  23.7 7.0 6.2 8.1 9.6 7.3 7.1 11.0 7.0 11.0 149 27.0 6.3 7.8 5.7

98¢



TAB. 5.4 — Relative errors (%) of the partial and total B(B° — 7~ ¢*v) from all sources. FSR effects are included.

q¢° bins (GeV? 02 24 46 6-8 810 10-12 12-14 14-16 16-18 1820 20-22 22-26.4 ¢°<16 ¢*>>16 Total
Tracking efficiency 16 17 13 31 38 13 1.8 7.1 2.3 1.7 2.2 9.2 1.9 1.8 1.1
~ efficiency 47 13 26 50 36 3.2 3.5 3.1 3.0 3.5 3.8 7.0 2.9 1.7 1.9
K" & neutrons 07 06 07 10 12 12 1.2 1.3 2.0 1.5 1.1 2.2 0.5 1.0 0.6
Particle ID 70 25 21 1.9 07 27 2.6 2.5 2.6 3.4 2.9 7.0 2.6 3.6 2.9
Continuum yield 70 05 06 02 09 1.0 0.6 0.8 0.6 1.9 1.1 4.0 1.0 1.6 1.0
Continuum ¢? 201 15 1.0 1.0 1.7 1.8 1.5 2.0 1.5 3.3 4.0 8.7 2.4 1.9 1.8
Continuum mgs 1.1 03 01 01 01 0.1 0.3 0.6 0.3 0.6 0.7 1.0 0.2 0.5 0.2
Continuum AE 30 16 05 1.0 15 02 0.1 1.2 0.6 1.8 3.8 5.2 1.0 2.5 1.4
B — X, (v BFs 1.2 14 07 07 10 14 1.1 1.8 1.7 3.6 104 121 0.9 3.4 1.2
SF param 04 05 03 05 01 0.1 0.1 0.4 0.4 4.1 5.7 14.9 0.2 2.1 0.7
B — plv FFs 13 07 18 11 08 1.1 1.2 3.2 0.5 3.3 1.3 4.3 0.9 0.8 0.6
BY — 7= ¢ty FF 04 05 05 05 05 05 0.5 0.8 0.7 0.7 1.1 3.5 0.5 1.3 0.7
FSR 07 15 22 19 26 27 2.2 0.6 2.5 2.0 1.3 1.1 1.9 1.8 1.9
B — X (v BFs 1.8 21 11 22 46 1.2 2.4 2.2 1.3 2.5 1.7 2.2 0.9 1.0 0.8
B — D*(v FFs 07 11 01 16 31 0.8 1.4 1.0 0.9 1.2 0.6 2.7 0.7 0.4 0.6
B — D(v FF 1.7 12 07 03 22 04 0.1 0.7 0.6 0.9 0.4 0.7 0.1 0.4 0.2
7(4S) — B°B" BF 21 25 15 15 13 1.7 1.6 1.2 1.6 1.0 2.4 1.9 1.7 1.7 1.7
D — X /(v BFs 23 28 11 13 16 1.1 1.1 0.9 0.6 0.9 1.0 0.8 0.4 0.5 0.3
D — K BFs 06 1.7 23 15 20 23 1.0 4.2 1.8 3.9 1.0 1.7 1.1 1.0 1.1
B counting 1.1 11 11 11 11 11 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1
Signal MC stat error 1.5 1.7 16 19 16 1.9 1.4 1.8 1.4 1.6 1.3 1.5 0.5 0.6 0.4
Total systematic error 23.7 7.0 6.2 81 9.6 7.3 7.1 11.0 7.0 11.0 149 27.0 6.3 7.8 5.7
Fit error 15.2 144 128 148 154 192 139 252 176 285 202 277 5.3 10.3 4.8
Total error 282 16.1 142 169 182 205 156 275 190 306 251  38.7 8.2 129 7.5

18¢



TAB. 5.5 — Correlation matrix of the partial AB(B" — 7 (*v, ¢°) statistical errors.

288

The correlations have the same values for the “No FSR” case as for the one with
FSR, within the quoted precision.

q° bins
( GeVQ) 0-2 2-4 4-6 6-8 810 10-12 12-14 14-16 16-18 18-20 20-22 22-26.4
0-2 1.00 -0.26 0.11 0.01 0.06 0.01 0.03 -0.01 -0.00 -0.00 -0.00 -0.01
2-41-0.26 1.00 -033 0.14 0.03 -0.00 0.01 -0.00 -0.00 -0.00 -0.00 -0.00
4-6 | 0.11 -0.33 1.00 -0.30 0.21 0.05 0.13 -0.02 -0.00 -0.00 -0.00 -0.00
6-8 | 0.01 0.14 -0.30 1.00 -0.22 0.15 0.09 -0.01 -0.00 -0.00 -0.00 -0.00
810 | 0.06 0.03 0.21 -0.22 1.00 -0.22 0.20 -0.03 0.00 -0.00 -0.00 -0.00
10-12 | 0.01 -0.00 0.05 0.15 -0.22 1.00 -0.02 0.02 -0.00 0.00 -0.00 -0.00
12-14 | 0.03 0.01 0.13 0.09 0.20 -0.02 1.00 -0.25 -0.00 -0.03 0.00 -0.00
14-16 | -0.01 -0.00 -0.02 -0.01 -0.03 0.02 -0.25 1.00 0.06 0.21  -0.06 -0.04
16-18 | -0.00 -0.00 -0.00 -0.00 0.00 -0.00 -0.00 0.06 1.00 0.13 -0.08 -0.06
18-20 | -0.00 -0.00 -0.00 -0.00 -0.00 0.00 -0.03 0.21 0.13 1.00 -0.21 -0.13
20-22 | -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 0.00 -0.06 -0.08 -0.21 1.00 -0.05
22-26.4 | -0.01 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.04 -0.06 -0.13 -0.05 1.00
TAB. 5.6 — Correlation matrix of the partial AB(B? — 7= ¢Tv, ¢*) systematic errors.
The correlations have the same values for the “No FSR” case as for the one with
FSR, within the quoted precision.
q° bins
( GeVQ) 0-2 2-4 4-6 6-8 810 10-12 12-14 14-16 16-18 18-20 20-22 22-26.4
0-2 ] 1.00 0.19 032 0.11 -0.06 0.46 0.44 0.13 0.31 0.23 0.13 0.00
2-41 019 1.00 0.21 -0.09 -0.28 0.31 0.11  -0.05 0.23 0.14 0.18 0.35
4-6 | 0.32 0.21 1.00 066 046 0.74 0.58 0.52 0.56 0.30 0.04 0.04
6-8 | 0.11 -0.09 0.66 1.00 0.75 0.58 0.67 0.60 0.54 0.27 -0.05 -0.09
810 | -0.06 -0.28 0.46 0.75 1.00 0.32 0.59 0.48 0.35 0.13 0.04 -0.11
10-12 | 046 0.31 0.74 0.58 0.32 1.00 0.67 0.37 0.55 0.36 0.08 0.05
12-14 | 044 0.11 0.58 0.67 0.59 0.67 1.00 0.32 0.62 0.36 0.08 -0.14
14-16 | 0.13 -0.05 0.52 0.60 048 0.37 0.32 1.00 0.40 0.28 0.05 -0.11
16-18 | 0.31 0.23 0.56 0.54 0.35 0.55 0.62 0.40 1.00 0.54 0.05 -0.08
1820 | 0.23 0.14 0.30 0.27 0.13 0.36 0.36 0.28 0.54 1.00 -0.10 0.23
20-22 | 0.13 0.18 0.04 -0.05 0.04 0.08 0.08 0.05 0.05 -0.10 1.00 0.08
22-26.4 | 0.00 035 0.04 -0.09 -0.11 0.05 -0.14 -0.11 -0.08 0.23 0.08 1.00
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SOMMAIRE, CONCLUSIONS ET PERSPECTIVES

Sommaire

Cette thése présente une mesure du rapport d’embranchement et du facteur de
forme de la désintégration B® — 7 ¢Tv, et une détermination exclusive de |V,|
avec une technique de reconstruction relachée du neutrino. La mesure de |V,;| est
importante puisque sa valeur est un paramétre libre du Modéle Standard. De plus,
cette mesure présente un vif intérét en raison de l'actuelle différence de plus de
deux écarts types entre la valeur de la mesure directe inclusive de |V,;| et sa valeur
prédite par le lissage du Triangle d’Unitarité, dans le cadre du Modéle Standard.
Une mesure exclusive précise de |V,;| est nécessaire pour vérifier la mesure inclusive
d’une maniére indépendante.

Au Chap. 1, nous avons exposé les éléments théoriques utiles a la compréhension
et a 'appréciation de la mesure présentée dans cette thése. Nous y avons introduit
les principaux concepts du Modéle Standard : les particules élémentaires et leurs
interactions, la matrice CKM, I'anti-matiére et la violation CP. Dans ce contexte,
nous avons démontré 'importance de I’étude expérimentale de la matrice CKM
avec le Triangle d’Unitarité, et tout particuliérement de son élément V,,. Nous
avons souligné que des incohérences de plus de deux écarts types sont présentement
observées entre les mesures de sin2(,,, et sin20., et entre les valeurs de |V,
mesurées directement et données par un lissage global du Triangle d’Unitarité. Ces
incohérences pourraient étre les signes d’une nouvelle physique. Toutefois, la mesure
directe inclusive de |V,;| peut étre vérifiée par une mesure exclusive indépendante
de |V,| avec la désintégration B — 7 ¢Tv. Cette vérification est importante
car les mesures directes de |V,;| dépendent de calculs de CDQ non-perturbative
comprenant certaines sources d’incertitudes difficiles a évaluer.

La suite du Chap. 1 est consacrée a la description formelle de la désintégra-
tion B® — 7 (*v, en établissant des liens entre les concepts théoriques et les

observables mesurées. Nous y avons notamment démontré que le rapport d’em-
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branchement B(B° — 7= (*v) et la forme du facteur de forme f, (¢*) peuvent étre
mesurés indépendamment de toute hypothése théorique, mais que le calcul théo-
rique de fi(g?) est nécessaire a la détermination exclusive de |V,;|. Nous avons
mentionné qu’il existe plusieurs maniéres d’extraire la valeur exclusive de |V
Celle que nous avons utilisé dans cette thése est relativement simple. Elle consiste
a utiliser le rapport d’embranchement partiel AB(¢?) mesuré dans une région res-
treinte du spectre de ¢* correspondant au domaine de validité du calcul de f(¢?)
utilisé pour extraire |V,;|. Nous avons toutefois souligné que de nouvelles méthodes
plus sophisitiquées ont été récemment proposées afin d’extraire |V,,;| en utilisant
I’information expérimentale disponible pour le spectre complet de ¢2. Enfin, nous
avons conclu le Chap. 1 en présentant les différentes méthodes présentement uti-
lisées pour calculer f,(g?). Parmi ces méthodes, la CDQ sur réseau est celle qui
présente le meilleur potentiel d’amélioration future.

Au Chap. 2, nous avons présenté le dispositif experimental et les algorithmes
de reconstruction utilisés pour réaliser la mesure présentée dans cette thése. Les
principes physiques de base utilisés par chaque appareil pour accélérer (Linac),
collisionner (PEP-II) ou détecter (BABAR) les particules ont été présentés dans ce
chapitre. Nous y avons aussi énumeéré les principales contraintes justifiant la concep-
tion de chaque appareil, en soulignant les besoins spécifiques de 'analyse des dés-
intégrations B® — 7~ (T avec reconstruction du neutrino. Puis, nous avons donné
une description mécanique de chaque appareil, avant de citer ses performances
opérationnelles les plus importantes. Enfin, nous avons décrit les algorithmes de
reconstruction des traces chargées et d’identification des types de particules, ainsi
que l'algorithme du systéme de déclenchement, qui combinent les informations de
plusieurs sous-détecteurs.

Au Chap. 3, nous avons présenté une note technique' interne de la Colla-
boration BABAR décrivant en détail le protocole expérimental et les résultats de
notre mesure du rapport d’embranchement et du facteur de forme de la désintégra-
tion B® — 7 ¢*v avec une technique de reconstruction relachée du neutrino. Ce

chapitre est le plus important de cet ouvrage car il présente ’essentiel du travail
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de recherche original réalisé par 'auteur de cette thése. Le protocole expérimen-
tal développé pour cette analyse contient plusieurs innovations en comparaison
des précédentes analyses de désintégrations exclusives B — X, /fv. La principale
innovation est la reconstruction relachée du neutrino. Cette technique consiste pre-
miérement & reconstruire ¢> = (Pg — P,)?, au lieu du “traditionnel” ¢*> = (P, + P, ).
De cette maniére, la résolution de P, en soi devient inutile, ce qui nous a permis
d’éliminer entiérement les sélections expérimentales de “qualité du neutrino” qui
étaient inefficaces pour isoler le signal du bruit de fond. En conséquence, I'efficacité
de sélection du signal a été augmentée de 473%, tout en maintenant la pureté du
signal et la résolution de ¢> & un niveau acceptable! Etant donné la signifiance sta-
tistique du signal!, la quantité augmentée de bruit de fond n’était pas un probléme.
Il s’agissait méme d’un avantage car cela nous a permis d’utiliser sept parameétres
pour mesurer le rendement du bruit de fond avec un algorithme de lissage (contre
un seul précédemment), ce qui a beaucoup diminué I'incertitude systématique cau-
sée par la modélisation du bruit de fond. Qui plus est, I'impact des incertitudes
systématiques de la simulation du détecteur, qui affectent I'efficacité du signal via
la reconstruction du neutrino, est moins important pour une reconstruction rela-
chée que pour une reconstruction “serrée” du neutrino. L’abondance du bruit de
fond du continuum, assez mal simulé, a causé quelques problémes qui nous ont forcé
a développer une nouvelle stratégie basée sur un échantillon de controle de don-
nées hors-résonance. Aprés quelques efforts, cette stratégie s’est, elle aussi, avérée
fructueuse.

Pour concevoir ’analyse, nous avons utilisé une procédure “a ’aveugle” basée
sur la simulation Monte Carlo et sur des échantillons de contréle sans contribution
visible du signal. Cette analyse aveugle a été revue et approuvée par le groupe de

travail semileptonique de BABAR. Aprés avoir recu ’aval du groupe de travail, nous

!Dans la région compléte du lissage AE-mgs, la précédente analyse de reconstruction serrée
de BABARI'%%] obtint environ 5 (49) événements signaux (bruits de fond) par fb~!, comparative-
ment & 25/fb~! (254/fb~!) dans cette analyse. Dans la région AE-mgs du signal, ces nombres
deviennent 3/fb=! (3/fb~!) et 6.5/fb~! (12/fb~!) dans la reconstruction serrée et dans cette
analyse, respectivement.
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avons dévoilé I’échantillon de signal, et mesuré 5072 4= 25144 &= 1985 désintégra-
tions B® — 7 ¢*v, en excellent accord avec les prédictions de ’analyse aveugle.
Afin d’interpréter ce signal d’abondance et de précision inégalées, nous avons utilisé
un algorithme de déconvolution permettant de corriger statistiquement les erreurs
de reconstruction de ¢* pour mesurer les rapports d’embranchement partiels AB(q?)
en fonction de la vraie valeur de ¢%. En évaluant les incertitudes des rapports d’em-
branchement partiels, nous avons aussi développé une méthode permettant d’éva-
luer les corrélations de chacune de ces incertitudes (statistique et systématique)
entre les différents intervalles de ¢?. Ceci nous a permis d’obtenir la matrice de
covariance compléte des 12 rapports d’embranchements partiels. Nous avons utilisé
cette matrice de covariance pour estimer I'incertitude du rapport d’embranchement
total B(B® — 7~ ("v), mais aussi pour effectuer un lissage de la forme du facteur
de forme et de la constante |V, f,(0)| en tenant compte de toutes les incertitudes
statistiques et systématiques, et de leurs corrélations. Une telle estimation de I’in-
certitude systématique de la forme du spectre de ¢% n’avait jamais été réalisée dans
I’analyse d’une désintégration exclusive B — X, /v. Une fois tous ces résultats ob-
tenus, nous avons fait de nombreux tests pour nous assurer de la fiabilité de nos
résultats. Tel qu’indiqué a la fin du Chap. 3, les résultats de ces tests furent tous
positifs.

Au Chap. 4, nous avons présenté un article publiél®! dans European Physics
Journal C. Cet article décrit un logiciel de repondération des facteurs de forme
des désintégrations semileptoniques et un générateur d’événements semileptoniques
(FLATQ2) qui ont tous deux joué un role important dans la mesure présentée dans
cette thése, de méme que dans d’autres analyses de la Collaboration BABAR. Le
principe de la repondération des facteurs de forme est présenté dans ce chapitre.
Celui-ci se base sur le ratio des taux de désintégration différentiels des désintégra-
tions semileptoniques. Le grand avantage de la repondération est de permettre la
modification des hypothéses de facteur de forme d’événements simulés sans pour
autant avoir a les regénérer ni a les resimuler, ce qui sauve énormément de temps de

calcul. Le logiciel de repondération des facteurs de forme est capable de repondérer
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des désintégrations semileptoniques de mésons pseudo-scalaire a pseudo-scalaire et
pseudo-scalaire a vecteur, pour trois différents générateurs, et plusieurs différents
calculs de facteur(s) de forme. En outre, la conception orientée-objet du logiciel sim-
plifie grandement l'implantation de nouveaux calculs de facteur(s) de forme dans
son code C**. Finalement, le Chap. 4 se termine par la présentation de plusieurs
graphiques qui prouvent le bon fonctionnement du logiciel.

Au Chap. 5, nous avons presenté un article publié?!l dans Physical Review Let-
ters qui résume en quelques pages le contenu du Chap. 3. Cet article inclut les
matrices de covariance et un tableau détaillé des incertitudes en EPAPS. 1l repré-
sente le couronnement de cette thése. Avec sa version préliminairel!%! présentée a
ICHEP’06, l’article a été bien re¢u par la communauté semileptonique. Les deux
articles ont déja été cités douze fois dans des articles théoriques et expérimentaux.
Nos résultats ont aussi été montrés dans plusieurs conférences, et ont été au coeur
des discussions sur la détermination exclusive de |V,;| & 'important CKM Work-
shop de Nagoya, en décembre 2006. Dans un article publiél*¥! dans Physics Letters
B, Patricia Ball, une théoricienne de premier plan, a qualifié nos résultats “d’amé-
lioration dramatique dans le domaine”. Qui plus est, Ball fait bon usage de nos
données dans cet article, en utilisant les matrices de covariance pour faire plusieurs
lissages différents de f,(q¢?) et redéterminer |V,,| a partir de nos données brutes,
ce qui était exactement le but visé en publiant ces informations. Dans des com-
munications privées, des expérimentateurs de Belle et CLEOc ont aussi manifesté
de I'intérét pour la technique de reconstruction relachée du neutrino, qui pourrait
effectivement étre appliquée a ces expériences. Les premiéres réactions générées par
la mesure présentée dans cette thése sont donc trés positives, et il semble que les
nombreux efforts qui y ont été déployés auront valu la chandelle.

Enfin, nous avons présenté en Annexe I des extraits d’une note technique
internel?? 4 la Collaboration BABAR décrivant le protocole expérimental et les ré-
sultats d’une mesure de efficacité de détection des mésons K9 réels et simulés avec
le EMC du détecteur BABAR. Cette mesure est utilisée par ’analyse principale de

cette thése pour évaluer I'incertitude systématique provenant des interactions des
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K? dans le EMC. Elle fut aussi utilisée par d’autres analyses de la Collaboration
BABAR. Toutefois, 1’étude des K est intéressante en elle-méme. En effet, les mé-
sons K? ont encore été relativement peu étudiés & BABAR, et notre étude était
la premiére a y présenter des résultats relativement précis sur une large gamme
d’impulsion des K?. Nos résultats ont montré que, dans I'ensemble, Uefficacité de
détection des K? dans le EMC est relativement bien simulée. Par contre, le dé-
veloppement des gerbes hadroniques créées par les K et la réponse du EMC a
ces gerbes sont beaucoup moins bien simulés. En conséquence, les corrections a
apporter aux mesures de I’énergie des K simulés sont relativement grandes. Pour
arriver & ces conclusions, nous avons utilisé des outils statistiques sophistiqués tels
que le lissage d’une fonction de vraisemblance sans intervalle, un algorithme de

déconvolution de I'impulsion des K?, et surtout, les sPlots['%2.
Conclusions

Les principaux résultats de cette thése sont résumés dans le Tableau 5.7. Nous
avons mesuré B(B° — 7~ (*v) avec une précision de +7.5% et |V,;| avec une pré-
cision de £16%. Les résultats obtenus par les autres mesures récentes de B(B? —
7 0Tv) et de |V,,| sont montrés dans le Tableau 5.8. Nos résultats sont en bon
accord avec ceux de ces mesures indépendantes. Grace a la nouvelle technique de
reconstruction relachée du neutrino, nos résultats ont toutefois une précision supé-
rieure. De plus, notre mesure est la seule & mesurer la forme du facteur de forme
en estimant ses incertitudes statistique et systématique, et la seule a mesurer la
constante |V, f1(0)|. Les résultats de la mesure de BABAR avec reconstruction “ser-
rée” du neutrino sont montrés dans le Tableau 5.8 pour fin de comparaison, mais
sont supplantés par ceux de la présente thése et ne sont pas considérés pour la
moyenne mondiale. Malgré son échantillon de données beaucoup plus petit, la pré-
cision de la mesure de CLEO est compétitive avec celle des mesures utilisant les
étiquettes semileptoniques et hadroniques. Cela est une conséquence de 1'accep-

tance supérieure du détecteur CLEO qui permet une reconstruction du neutrino
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relativement précise. Avec la croissance attendue des échantillons de données de
BABAR et Belle, les incertitudes des mesures utilisant les étiquettes devraient ce-
pendant diminuer significativement au cours des prochaines années. Les rapports
d’embranchement partiels avec ¢ > 16 GeV/? permettent présentement d’obtenir
les mesures exclusives de |V,;| les plus précises, grace aux calculs de CDQ sur ré-
seau incluant les quarks de la mer. Toutefois, il est hautement probable que le
spectre entier de ¢> devienne utilisable pour la détermination de |V,;| dans un
avenir rapproché (voir Sec. 1.4.2.3). Dans ce cas, la précision expérimentale de
la détermination exclusive de |V,;| est supérieure a celle de sa détermination in-
clusive. Pour le moment, la détermination exclusive de |V,;| demeure cependant
limitée par les incertitudes théoriques relativement grandes des calculs du facteur
de forme f,(q?) avec la CDQ. Le spectre des rapports d’embranchement partiels
de la désintégration B — 7 ¢*v en fonction de ¢ que nous avons mesuré est
montré sur la Fig. 5.3. Cette mesure est utile pour contraindre les calculs de fac-
teur de forme et, éventuellement, réduire U'incertitude de |V,;|. Pour le moment,
nos données permettent de rejeter le modéle de quarks ISGW2[*7], ce qui n’est pas
une énorme surprise compte-tenu de la sophistication inférieure de ce calcul (voir
Sec. 1.5.2). Les calculs de CDQ sur réseau et de RSCL les plus récents sont en bon

accord avec nos données.
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TAB. 5.7 — Résumé des principaux résultats de cette thése. Les différentes valeurs
de |V,;| sont dépendantes des calculs théoriques de f(q?) utilisés, et présentent
une variation importante, d’un calcul & l'autre. La basse valeur de |V,;| donnée
par le modéle de quarks ISGW2 ne doit cependant pas étre considérée puisque ce
calcul est rejeté expérimentalement par nos données. Les autres résultats ont une
incertitude théorique négligeable.

B(BO — 7T_€+I/) = (146 + O‘O7stat + 0-083yst) X 10_4
ABK — 0.52 + 0.055mt + O‘O3syst
|Vis f+(0)] = (9.6 £ 0.3t £ 0.2451) X 1074

Calcul théorique Valeur de |Vub| Prob(x?)
HPQCD™! (4.1 £ 0240 + 025 0 0rr) X 107° 67%
FNAL[O! (3.7 4 02400 £ 0.2,y 70 5FF) x 1072 45%
Ball-Zwicky!"®l (3.6 + 0.1, % 0. 1syst+g Srr) x 1073 41%
ISGW2/*7] (3.2 4 01500 £ 0.1y g orr) x 107° 0.06%

TAB. 5.8 — Comparaison des mesures récentes de B(B° — 7 (tv) et de |V
Les résultats des différentes mesures sont cohérents entre eux. La mesure présentée
dans cette thése est la plus précise. Les valeurs de |V,;;| indiquées correspondent aux
moyennes mondiales!®]. Les valeurs exclusives sont obtenues avec le calcul de CDQ
sur réseau de HPQCDI*!. La valeur inclusive est obtenue avec le calcul de Lange
et all*?l. Lorsque le spectre complet de ¢? est utilisé, la mesure exclusive de |V
a une meilleure précision expérimentale que la mesure inclusive. Son incertitude
théorique est toutefois nettement supérieure.

B(B® — 7= (tv) (107%) forme f,(¢%) #BB
spectre complet q* > 16 GeV? aBK millions

Cette thése (v reco relachée) 1.46+0.07+0.08 0.38 £0.04 £0.03 0.52+0.05+0.03 227
BABAR!'®! (v reco serrée) 1.3840.10£0.18 0.4940.05+£0.06  0.61 & 0.09 4 83
CLEOM (v reco serrée) 1.334+0.18 £0.13  0.2540.09 £ 0.05 - 9.7
BABARI'"! (&tiq. SL-+had) 1.334£0.17+£0.11 0.46 £0.10 £ 0.06 - 232
Bellel''% (&tiq. SL) 1.384+0.1940.14 0.36 £ 0.10 £ 0.04 - 275
V| exclusif  (¢2 > 16 GeV?) (3.97 £ 0.25.,) & 0.5900) X 1073

|Vis| exclusif  (spectre complet) (3.89 £ 0.12¢4 & 0.844p6) X 1073

V.| inclusif (4.52 % 0.19¢5p £ 0.2741e0) X 1073
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FIG. 5.3 — Spectre des rapports d’embranchement partiels AB(q¢?) dans les 12 inter-
valles de ¢2. Les plus petites barres d’incertitude sont seulement statistiques alors
que les plus grandes barres incluent aussi les incertitudes systématiques. La courbe
pleine noire montre le résultat d’un lissage des données avec la paramétrisation du
facteur de forme de Becirevic-Kaidalov®?. Les données sont aussi comparées aux
calculs de CDQ sur réseau HPQCDI*Y et FNALP des Régles de Somme sur le
Cone de Lumiére!*8! (RSCL) et du modéle de quarks ISGW2!47].
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Perspectives : I’héritage des mesures de AB(B? — 7 ("v, ¢?)

Nous avons mesuré le rapport d’embranchement B(B° — 7 (*v) et la forme
du spectre des rapports d’embranchement partiels AB(¢*) de la désintégration
B — 77 (v, indépendamment de toute hypothése théorique sur le facteur de
forme f,(¢*). De plus, nous avons publié la matrice de covariance compléte des
rapports d’embranchement partiels AB(¢®) mesurés dans les 12 intervalles de ¢2.
Ces propriétés de notre mesure rendent possible sa réinterprétation a volonté dans
le futur?, en termes de |V,;| ou du facteur de forme f,(¢?).

Or, nous avons d’excellentes raisons de croire que, tét ou tard, les importantes
incertitudes théoriques actuelles des calculs de f,(¢?) seront significativement ré-
duites. Lorsque cela arrivera, notre mesure du spectre AB(g?) pourra étre réinter-
prétée sans complication, et permettra ainsi une amélioration automatique de |V,|.
En raison de sa précision expérimentale supérieure, la mesure exclusive deviendrait
alors probablement la maniére priviligiée de déterminer |V,

Les incertitudes expérimentales de la reconstruction relachée du neutrino de-
vraient aussi diminuer dans le futur, avec I’agrandissement des échantillons de don-
nées de BABAR et Belle?. En effet, le plus grand nombre d’événements 7'(4S) — BB
réduira l'incertitude statistique, et permettra en plus de réduire 'incertitude systé-
matique en utilisant un plus grand nombre de paramétres de lissage pour mesurer
les bruits de fond. Le plus grand nombre d’événements hors-résonance permettra
aussi de réduire I'incertitude systématique de la modélisation du continuum. Enfin,
I’amélioration de la simulation permettra de réduire I'incertitude systématique de
I'efficacité du détecteur.

Par ailleurs, il est intéressant de noter que les mesures de AB(B° — 7= {Tv, ¢°)
seront probablement trés difficiles & accomplir dans I’environnement hadronique du

LHC, a cause de la présence du neutrino et de la surabondance du bruit de fond. La

2Ceci a d’ailleurs déja été fait une premiére fois par P. Ball dans un article publié[*3l dans
Physics Letters B, comme nous ’avons souligné précédemment.

3Les mesures présentement publiées sont basées sur environ 200 fb~! pour BABAR et 250 fb~!
pour Belle. L’échantillon final combiné de BABAR et Belle devrait étre d’environ 2 ab™!.



méconnaissance de la composante longitudinale de 'impulsion manquante y rendra
la reconstruction du neutrino imprécise alors que la haute multiplicité des produits
des collisions proton-proton y rendra la méthode des étiquettes inutilisable.

En supposant que la CDQ sur réseau atteindra éventuellement une grande pré-
cision, la précision ultime de la mesure directe de |V,;| serait donc déterminée par
la précision expérimentale maximale que pourront obtenir les usines & mésons B
avec leur échantillon complet de données. Pour ce faire, la technique de reconstruc-
tion relachée du neutrino devrait continuer a jouer un réle important. Les mesures
étiquettées devraient aussi gagner en précision, surtout si le projet de super usine
a mésons BI'53 est mené & termes.

D’ici quelques années, il semble donc trés probable que I’on pourra savoir sans
ambiguité si les mesures directes inclusive et exclusive de |V,;| sont cohérentes
entre elles et avec la valeur indirecte du lissage global du Triangle d’Unitarité. Cela
répondra alors aux questions : est-ce que la différence actuelle entre les valeurs de
|Vs| est une simple fluctuation statistique ? Cache-t-elle plutot une incompréhen-
sion de la CDQ non-perturbative? Ou est-ce vraiment le signe qu’une physique

encore inconnue influence I'oscillation des mésons B? — B9 ?
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Annexe 1

MESURE DE L’EFFICACITE DE DETECTION DES K’ AVEC LE
DETECTEUR BABAR

Le BABAR Analysis Document!??! (BAD #111) présenté dans ce chapitre décrit
une mesure de l'efficacité de détection des K? réels et simulés avec le EMC du
détecteur BABAR. Les résultats de cette étude ont été utilisés dans cette thése
pour corriger la simulation des K? et évaluer 'impact de leur incertitude sur la
reconstruction du neutrino. Ils furent d’ailleurs utilisés par d’autres analyses de la
Collaboration BABAR pour des raisons similaires.

Pour réaliser cette mesure, nous avons utilisé un échantillon de contrdle K
provenant du continuum. Cet échantillon de contréle fut utilisé pour la premiére
fois pour 'étude des K a BABAR par D. Fortin et M. Pappagallo!'®l. Suite & cette
premiére étude, nous avons réalisé I’étude présentée dans cette annexe en utilisant
des données plus abondantes et plus récentes. Comparativement a I’étude originale,
notre mesure se distingue par son utilisation de techniques d’analyse statistique
sophistiquées telles que le lissage de fonction de vraisemblance sans intervalles et
les sPlots['®2 par son estimation beaucoup plus rigoureuse des incertitudes, et par
ses résultats d’une précision supérieure.

[’auteur de cette thése a collaboré techniquement avec les coauteurs mentionnés
plus bas pour la préparation de 1’échantillon de contréle K°7w. Ces coauteurs ont
ensuite utilisé 'échantillon pour développer un algorithme d’identification des K,
tandis que 'auteur de cette thése I’a utilisé pour étudier I'efficacitié de détection
des K? dans le EMC. Les Sec. .1 et 1.2 de cette annexe sont communes aux deux
analyses. La mesure de lefficacité de détection des K? réalisée par 'auteur de cette
theése est prétentée aux Sec. 1.8, 1.9 et 1.11. Les sections 1.3 & 1.7 et 1.10 présentant
I'algorithme d’identification des K ont été retirées de cette annexe car elles ne

sont pas utilisées dans la présente thése.
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Abstract

We study the K9 reconstruction efficiency, angular resolutions and K? hadronic
shower evolution in the BABAR electromagnetic calorimeter (EMC) and Instru-
mented Flux Return (IFR). We use as data control samples reconstructed events of
Initial State Radiation eTe™ — ¢(K2K?)y and D*t — D x* with D — Ko7t 7~
production in the continuum e*e™ production. We use variables on EMC cluster
shape to build a K selector. We also produce generic MC corrections to EMC
efficiency and energy deposition of K? from the double-ratio of D° — K%rtr~

with D — KO7*7~ decays.
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1.1 Imntroduction

After the measurement of sin23 in B® — J/¢K? (CP-conjugate decay mode of
the “golden” channel B® — J/yKY) [155-157] during last year many analyses with a
KY in the final state have been performed [1°7160 These analyses suffer for large
backgrounds from fake K reconstruction, and so require an accurate comprehen-
sion of the K? interaction with the two subdetectors where the neutral hadrons
interact : the electromagnetic calorimeter (EMC) and the muon detection system
(IFR). The K? mesons, infact, decay outside the BABAR tracking volume, and they
can be reconstructed only via their inelastic nuclear interactions in the crystals of
the EMC or in the iron-absorber layers of the IFR. We study the background com-
position for KY mesons and some EMC shower variables useful to reject most of
the non-K? background. An old, but accurate, study on EMC K? reconstruction
is reported in 1611,

We also study the data-MC agreement of the EMC cluster shower variables
using two different control samples. One of them is the ISR production of ete™ —

(1621 on a 7.7fb 'processed with

H(K2KY)v, repeating the study presented in
“analysis-2” release, in the full RunI-IV dataset (210.6 fb~!) processed with “analysis-
24” release. In this sample, the KV direction can be fully constrained from the
reconstructed hard photon and the KY. We also study as control sample the pro-
duction in continuum e*e™ annihilations D* — D7 with D° — Ko7 7.

A parallel study that isolates K EMC interactions in Data vs MC by taking the
double-ratio of D' — K977~ with D — K277~ decays is presented in Sect. 1.8
and 1.9. The results of this study are generic MC corrections to EMC efficiency and
energy deposition of KY usable with releases analysis-26 (SP5/6) and analysis-30

(SP8).

1.2 K9 reconstruction using D° — K97 "7~ events

The K? sample described in this section belongs to a charmed decay of conti-

nuum events; the decay channel we considered is :
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ete” — D*T + anything

This sample was already used for a selector implementation in 1163 with a smaller
dataset (Runl-IIT). We update the study to Run4 dataset. Since this decay tree is
not originated from a BB pair, both on-resonance and off-resonance data are used.

One of the positive aspects of this channel is a very high statistics. The CLEO

experiment ['%4 extracted the ete™ — D*X cross-section :

o(ete” — D*X) =580+70 pb

The branching fraction of D* — D%t and D° — K*n(K* — K%r) are respec-

tively 0.68 and 0.7 - 10~3. Combining these two informations, considering that

events

e

Luminosity =

where ¢ is the cross-section of the process and e is the reconstruction efficiency,
we expect to have ~ 207,000 signal events, assuming an efficiency and acceptance
loss of events of 50%.

For MC, signal events were generated using GEISHA hadronic-shower simulator
for K? interaction in the EMC (Release 16 Moose) ; about ~ 1 ab~! were produced.

For background estimation, we use the generic c¢ MC events (~ 50 fb™!).

1.2.1 Event reconstruction and selection

Since there’s no skim for such process, we run from the AllEvents data sample,
imposing some requirements over the following tag bits :

— 1sTight MultiHadron must be true;
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— nGoodTrackLoose > 2.

The two pions belonging to the D° decay are searched in the event. Charged
pions are taken from the piLHTight list. The mpo — 7+ vertex is fitted using
TreeFitter for algorithm. The 4-momentum of the mpo — 7+ system is computed.
When the mx«—mpo vertex is reconstructed, its projection on (z, y) plane is obtained
and its distance with respect to the interaction point is constrained to be larger
than 0.1 cm. In the same way, the distance between the projection on z-axis and
the IP is constrained to be greater than 2 ¢m. These standard cuts are used to
avoid the case in which the two pions are originated by a K° decay. Moreover, the
m+ — mpo vertex fit is accepted only if its fit probability is greater than 0.1%.

At this stage, no hypothesis is done to estimate if the process involves a D° —
K*~m* decay or its charge conjugate. The two charged pions reconstructed are
considered to be both coming from the D° decay, ignoring the presence of a K* re-
sonant state. To fully reconstruct the DY it is necessary to get the K? 4-momentum.
K? candidates are taken from CalorClusterNeutral for EMC and NeutralHad
for IFR clusters. The K? candidate direction can be computed considering the
mpo — Tk~ vertex and the EMC (IFR) cluster position. Combining this information
with the hypothesis of a D° origin, K? 4-momentum can be calculated. In fact, if

we consider that

(P'Pu)po = mho = (Exy + Ex—x)* = (Py, + Prr)’

we find that

pf{L + 2pKL . p7r—7T —I— m%o — mi_ﬂ — EIZ(% — 2EK% . Eﬂ_ﬂ = O

Considering that Ex, = \/pk, +mi,, it can eventually be derived a second

degree equation, whose solutions

b+ Vb —4a-c
2a

P+ =
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have parameters

a = 4[(p7r—7r : ﬂ’KL)2 - E72r—7r]7

b=14- (pﬂ—ﬂ ' ﬂ’KL)(Wz'zDO - mgr—w - m%(L)7

2

_ 4 4 4 2 2 2 2 2 2
C=Mpo + My _x + mKL - QmW—W(mDO - mKL) - 2TTI’DO ’ mKL - 4E|7r—7r ’ mKL

where g, is the direction of K? as computed considering the 7p« — mx- vertex
and EMC cluster position. We take the higher solution that is closer to the true
value on average (see App. 1.11). In Fig. I.1 the distribution of KY computed

momentum is shown for MC events.
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FiG. I.1 - K? computed momentum distribution for signal D* — K%r*7~ events

Subsequently, a fit is performed to the D° candidate with a constrained mass
fit. The algorithm used for the fit is TreeFitter too. To reconstruct the D* candidate
a slow pion is considered. The 7y, candidates are taken from the piLHTight list.
They must not overlap with the 7% candidates selected for the D° reconstruction,
and must satisfy the following requirements :

— Tl momentum : 0.05 < p,, < 0.65 GeV/c;

— distance of closest approach to z-axis : |doca,| < 0.2 ecm;
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— distance of closest approach to xy-plane : docag < 3 cm;

— number of hits on SVT > 6;

— number of hits on DCH > 11;

Once the 74, is selected, the D* candidate is reconstructed, and a fit is per-
formed with a beamspot constraint, using T'reeFlitter.

To improve the sample purity, some selections are performed to reduce the
D* multiplicity per event. The best K is chosen, corresponding to the one with
the highest calibrated energy per cluster. Given this KY candidate, the best K* is
selected considering the one with the invariant mass closest to the nominal PDG
one.

All the following cuts and selections have been optimized maximizing statistical
significance. A cut on D° momentum in CM frame was performed. Because of its
boost, a D* generated in a c¢ event is expected to have a higher momentum with
respect to one coming from a B decay (see Fig 1.2). The optimization brought to

the cut ph, > 2.45 GeV/e.

Estar
Eniries 4861
Mean 3.267
RMS 0.5753
600 Underflow b}
Overflow 15
Integral 4846

500

400

300

200

100

-I+II||l|IIIIIII|IIII|IIIIIIIII|III

DO p* (GeVic)

F1G. 1.2 -~ D° momentum in CM frame (Monte Carlo) ; dots are signal, solid histo-
gram is background

Further selection is performed considering the K™ helicity angle. K* helicity

angle is defined to be as the angle between K direction and the pion (directly
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originated from the D° decay) one, in K* rest frame. Since K* is a vector particle

decaying into scalar states, the spatial distribution of its decay products is expec-

2

heticity Shape. On the other hand, background is distributed as a

ted to have cos6
decreasing function of cos 8ejicity- The evidence of a different signal/background
behaviour can be observed in Fig. I.3(a). The cut on this variable is chosen to be
08 Opeticity > 0.55. The K* mass plot is shown in Fig.I.3(b) ; the cut obtained from

the optimization is 0.81 < my- < 0.97 GeV/c%.

o 1 1 1 [WE = Wy | 1 1 ] s 1 L
-1 08 06 -04 -D2 -0 02 04 06 08 1 0.75 (1] 0.8s 0.9 0.95 1 1.05
kstar holicity anghe cosine K* mass (GoVichZ)

(a) (b)

F1G. 1.3 — Event selection : cosine of the K* helicity angle(a), K* mass (b); dots
are signal,solid histogram is background

In Tab. 1.2.1 the summary of the main selections for this sample is reported ;
the third coloumn quotes the relative efficiency of the cut, that is the number of

signal events surviving the cut divided by the number of events before that cut.

‘ Selection ‘ Value ‘ Cut efficiency ‘
K* mass 0.81 < my+ < 0.97 GeV/c? 82%
cosine of K™ helicity angle cos Oy¢; > 0.55 37%
D° momentum in CM frame Pho > 2.45 GeV/e 94%

TAB. I.1 — Summary of D* events selection
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[.2.2  Signal reconstruction using Am = mp+« — mpo

The signal fraction in the data sample is extracted from a fit to Am, which
is the difference in mass between the reconstructed D* and D°. This variable is
parametrized with a double Gaussian (i.e. the linear combinantion of two gaussian
distributions) for signal and a threshold function for background. The two Gaus-
sians used to parametrize signal have been constrained to have the same mean
value, but different width. Therefore we define the narrow Gaussian the one with
the smaller ¢ and wide Gaussian the one with the larger one. The background

function used for the fit is :

f('x)bkg — (ZL' . $O)a . e—b(:c—xo)2—c(:(;—xo) (Il)

where x( (the lower physical limit of the distribution) is the z-axis intersection
point of the function fy;, and a, b and c are shape parameters of the function.
Since fyy, is very sensible to shape parameter variations, it is necessary to perform
the fit leaving a single free parameter and fixing the other three to allow the fit to
converge. The tuning of the parameters is done following the x? minimization. Fit
is performed unbinned, and results can be seen in Fig. 1.4, where the contribution of
the background and of the wide Gaussian component of the signal are plotted. The
fit results are shown in Tab. [.2.2. A constant value was assigned to the parameter
xo of the background function (zo = 139.5 MeV/c?) to allow the fit convergence.
The signal region of Am is defined as the interval [, — o7, pam+orz] (11 refers to

the wide Gaussian). Signal and background are estimated with an integral. Defining

Ng

we obtained in our case a value of ~ 40%.
Ns+Np

the purity as
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FiG. 1.4 — Am distribution for the whole dataset. Green is background, dashed
curve corresponds to background plus wide gaussian component for the signal

‘ Parameter ‘ Final Value ‘

Am mean value (signal) | 145.48 +£0.01 MeV/c?
oam(narrow gaussian) 0.72 +0.03 MeV/c?
oam(wide gaussian) 1.71 4+ 0.10 MeV/c?

Niig 55220 £ 3438
Niig 226980 £ 21398
a 0.59 +=0.01
b 99 £ 79
c 437+ 2.1

TAB. 1.2 — Summary of Am fit : a, b and c refer to shape variables in 1.1
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1.3 K* sample from charmed decays
1.4 K2 reconstruction using ete™ — ¢(K2KY)y events
[.5 Cluster shape variables for EMC
1.6 Data/MC comparison for EMC cluster shape variables

1.7 K? PID selectors

DO—)K(L)In+7r* .
oy e double-ratio

1.8 K9 interactions in the EMC with the

A parallel study was done to produce generic MC corrections to EMC efficiency
and energy deposition of K usable in BABAR physics analyses, in the spirit of [1>4,
For this study, we used the D* — D°(K*(K’r)r)m sample already described in
Sect. 1.2 (thereafter refered to as “D° — K97r*7~"), and we also used a sample
of D* — D°(K*(Kim)m)r decays (thereafter refered to as “D° — K9rt7™).
Both D — K% "7~ and D° — Kin*7~ samples feature a relatively large co-
verage of the K phase space, as can be seen on Fig. .5 and 1.6. The role of the
D® — K% 7~ sample is to help isolating effects of an imperfect simulation of K
interactions in the EMC from other potential data/MC discrepencies that would
be specific to our particular control sample.

An overview of all available K? corrections is given in Sect. 1.8.1, and the rest of
Sect. 1.8 describes the methods used to obtain these corrections and estimate their
errors. The actual results are presented in Sect. 1.9 for different EMC selections
and datasets. It is recommended to use the KOLTools/ KOLEMCWeight C++

class to apply the K corrections in your analysis.

1.8.1 Overview of the K? MC corrections

In this analysis, we are currently producing the following K? MC corrections :
— Average EMC efficiency correction (single number) ;

— EMC efficiency corrections vs 0o ;
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True P momentum after all selections
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Fia. 1.5 — Signal KY true momentum spectrum of the D° — K977~ sample after
all selections, including the signal peak region 0.144 < Am < 0.147 GeV/c%.

True K, polar angle after all selections
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F1G. 1.6 - Signal K? true polar angle spectrum of the D* — K%r* 7~ sample after
all selections, including the signal peak region 0.144 < Am < 0.147 GeV/c?.
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— EMC efficiency corrections vs pxo ; *recommended*

— EMC efficiency corrections vs Ecal;

— EMC efficiency corrections vs pxo and Ecal; *recommended*

— Average E'cal scale factor (single number);

— FEecal scale factors vs pgo; *recommended*

These corrections can be categorized in two types :

— EMC efficiency : changes the amount of detected K° candidates, applied
by weighting or killing candidates, obtained from the double-ratio of D° —
K?mtr~ over D° — Kintm~ data/MC ratios;

—~ EMC cluster attribute : changes the properties of K? candidates’ clus-
ters, applied by scaling clusters’ properties by some factor, obtained from the
D® — K% 7~ (single) data/MC ratio (data and MC normalized to the same
area). Attribute corrections should be used in combination with an efficiency
correction. The EMC energy in the laboratory frame (Fcal) is currently the
only cluster attribute for which we provide a correction, but the method can
be applied to other cluster properties if requested.

Both effiency and attribute corrections are given in two format :

— Table of numbers : depending on the K kinematic, recommended in
most cases. These binned corrections are independent of the particular kine-
matic of the D° — K77~ sample used in this analysis; They are currently
provided as a function of the K momentum (pxo) and polar angle (fxo) in
the laboratory frame.

— Single number : independently of the K? kinematic. This average correction
is valid for the control sample used in this study, but may not be applicable
in analyses dealing with a different K° kinematic.

For analyses explicitely looking for K% candidates without using their EMC
energy, we recommend to use the KV EMC efficiency corrections vs pxo. On the
other hand, we recommend that analyses using the EMC candidates energy (e.g.
to perform a full-event reconstruction) use the Fcal scale factors vs pyxo and the

EMC efficiency corrections vs pgo altogether. The EMC efficiency corrections vs
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FEcal alone is expected to suffer from large systematic errors on its overall scale since
DO—>K27T+7T’

———— double-ratio in this case, its shape however contains
D —>Ks7r T )

we cannot use a
useful information.

We do not recommend to use the average single number corrections unless your
analysis sample is kinematically similar to our continuum D° — K%7 "7~ sample.

In general, we found that the K? EMC effiency corrections are pretty much
independent of f0. We interpret this by the hypothesis that Data/MC discrepen-
cies of the K? interactions do not primarly come from the modeling of the EMC
geometry, but from the modeling of K hadronic showers (which are insensitive to
the K9 direction).

All the K? corrections are accessible in the KOLTools/KOLEMCWeight class,

which is the recommended tool to access and use the KV corrections and their

errors.

1.8.2 D°— K%t 7~ sample
[.8.2.1 Events selection

The selection of the D° — K77~ sample used in this analysis is identical to
the one described in Sect. 1.2 with the exception of the EMC candidates selection.
The main cuts are summarized in Table 1.3 (see Sect. 1.2 for details). K? effiency
and attribute corrections were computed for various EMC selections listed in Table
LI.6. It worth highlighting that the p7,, cut rejects D* coming from BB events and

isolates the ones coming from continuum.

‘ Selection ‘ Value ‘
K lab momentum pro > 0.4 GeV/e
K* mass 0.81 < my+ < 0.97 GeV/c?
cosine of K™* helicity angle cos By > 0.55
D® momentum in CM frame Pho > 2.45 GeV/e
Am = mp« — mpo Am < 0.16 GeV/c?

TAB. 1.3 — Summary of D* — D°(K*(K°r)m)m events selections
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1.8.2.2 K7 signal yield extraction

After the event selection, the signal K are identified from their peaking Am
structure that is very different from the Am shape of the background EMC candi-
dates (see Fig. 1.4, 1.7, 1.8). Most of the background candidates are photons, charged
pions or K not coming from the signal decay chain. KY not coming from the com-
plete D* — D°(K*(K°r)w)m decay chain are considered as background, and not
as signal, because potential data/MC discrepencies coming from their production
would not cancel in the % double-ratio.

The K? signal and background yields are extracted from an unbinned maximum
likelihood fit of Am done with a double Gaussian signal PDF and a RooDstDOBG
background PDF (see Sect. 1.8.4 for details). Typical signal and background K?
yields and Am fit results are illustrated on Fig. 1.7 and 1.8 for data and MC

respectively.
A m (KL data)
@00} K!. data
§ Sig: 39910 +- 610
BO0— Bkg: 333271 +- 814
3 x%/dof: 3.819349
oo
8 r
00—
> L
w -
2000F
C ® %
1500
10001
500
1 1 1 1 l 1 1 1 1 l 1 1 1 1 l 1 1 1 1
T 0.145 0.15 0.155 0.16

GeV/c?

Fia. 1.7 — Typical Am fit for the D° — K%7T7~ sample in runs 1-4 data (230.22
fb=!). All cuts have been applied. The EMC candidates selection was Ecal >
0.05 GeV'.
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KL MC

Sig: 40988 +- 507
Bkg: 197434 +- 642
x?/dof: 2.039524

BventdY ( 0.@01 0485)
o

T[T T T T[T T T T[T T T[T T T[T T [ TTTT[T

500

oo by by

1 1 1 1 l
%12 0.145 0.15 0.155 0.16
GeV/c?

F1G. 1.8 — Typical Am fit for the D° — K%+~ sample in MC (SP5/6). The input
number of D° — K%7" 7~ signal events correspond to the expected signal yield for
the runs 1-4 integrated luminosity (230.22 fb~!). The background consists of all
the available generic ccbar background (327.5 fb™!), where D’ — K%z*7~ and
D® — K%z t7~ signal events have been removed, plus the expected D® — K2r 7~
yield expected in runs 1-4 data. All cuts have been applied. The EMC candidates
selection was Ecal > 0.05 GeV'.
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1.8.3 D°— Klntm~ sample
1.8.3.1 Events selection

The selection of the D® — K277~ sample used in this analysis is as similar as
possible to the D° — K%+~ selection in order to maximise the desired cancel-
lation of non-EMC data/MC discrepancies (see Sect. 1.8.6). All the cuts of Table
1.3 are thus also applied to select D° — K2r 7~ events. Few additional selections
needed to select K candidates were applied. The D* mass is computed from a
TreeFitter fit using the full KXY information, and a cut on the resulting “K? style
reco” value of Am is made during that process. These last cuts can’t be applied to

the K? sample. The D' — K7+~ sample selection is summarized in Table 1.4.

| Selection | Value |
K? lab momentum pro > 0.4 GeV/e
K* mass 0.81 < mp- < 0.97 GeV/c?
cosine of K* helicity angle cos Oye; > 0.55
D® momentum in CM frame Pho > 2.45 GeV/e
Am = mp« — mpo (KY reco style) Am < 0.16 GeV/c?
Am = mp- —mpo (K2 reco style) Am < 0.16 GeV/c?
K? mass 0.48647 < myy < 0.50887 GeV/c?
K? flight distance / flight distance error fd/fde>5

TAB. 1.4 — Summary of D* — D°(K*(K%r)7m)m events selections

1.8.3.2 K signal yield extraction

The K signal extraction with the D° — K277~ sample is identical to the K?
signal extraction with the D® — Kz *t7~ sample. The K! signal and background
yields are extracted from an unbinned maximum likelihood fit of Am. We use the
“K? reco style” Am distribution in the fit for maximal cancellation of systematic
effects in the D* — K77~ over D° — Kint7™ ratio. By “K? reco style”, we mean
that the information of the K° daughters is not used to know the K2 momentum,

which is computed using only the K2 direction and the hypothesis that it came
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from a D° — K977~ decay, simlarly to the D’ — K77~ procedure described in
Sect. 1.2.1 and App. I.11. For the central values, we used a double Gaussian signal
PDF and a RooDstDOBG background PDF (see Sect. 1.8.4 for details). Typical
signal and background K yields and Am fit results are illustrated on Fig. 1.9 and
1.10 for data and MC respectively.

A m (KS data)
$Hoo
&
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KS data
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F1G. 1.9 — Typical Am fit for the D° — K277~ sample in runs 1-4 data (230.22
fb~!). All cuts have been applied.

1.8.4 PDF choice

Several signal and background PDF combinations have been tried, but most of
them were not suitable. The criteria for a PDF to be considered acceptable were :
— It returns approximately zero signal when fitting background events only;

— It returns approximately the same number of signal events when fitting signal
events only or sig+bkg events altogether.
For the K background, we have tried the RooDstDOBG function (Eq. 1.2) and
an UnNamedBkg function (Eq. 1.3).
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Am (KS MC)
o F KS MC
500 Sig: 36820 +- 245
&00r
é B Bkg: 31918 +- 235
8 [ J2/dof: 2.132368
00
; L
‘a:'; i
00
2000
1000
P 111“‘1“;““?‘11—1111111r—r
V14 0.145 0.15 0.155 0.16

GeV/c?

Fia. 1.10 — Typical Am fit for the D° — K97 "7~ sample in MC (SP5/6). The input
number of D° — K277~ signal events correspond to the expected signal yield for
the runs 1-4 integrated luminosity (230.22 fb~!). The background consists of all
the available generic ccbar background (327.5 fb™'), where D° — K%r*7~ and
D® — Ko7+ 7~ signal events have been removed, plus the expected D° — K%r 7~
yield expected in runs 1-4 data. All cuts have been applied.
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The RooDstDOBG PDf is a standard RooFit PDF defined by Eq. 1.2 :

Am
Amo

RooDstDOBG = ( ) x (1 — e~ (Bm=amo)/e) (L2)

where a and c are free shape parameters of the fit and Amg = 0.13947 is a fixed
parameter.

The UnNamedBkg function is similar to Eq. 1.1 of Sect. 1.2.2. It is defined as :
UnNamedBkg = (Am — Amg)™ x e~ BAm=amo) (L.3)

where A and B are free shape parameters of the fit and Amy = 0.13947 is a fixed
parameter.

Various tests showed that the UnNamedBkg function is not acceptable because
it makes the fit wrongly identifying ~ 3% of background events as signal. This
problem did not show up with the RooDstDOBG function. The goodness of fit is also
better with RooDstDOBG than UnNamedBkg, as illustrated in Fig. 1.11 and 1.12.
The same behavior was observed in the K sample, even though the problems had a
smaller impact since the D® — K%t 7~ sample is cleaner than the D° — K%r 7~
sample. Hence, we conclude that only RooDstDOBG is an acceptable bkg PDF for
this study, and did not considered the UnNamedBkg function further.

For the signal, we have tried : a single, double and triple Gaussian, an asymetric
Gaussian, and the sum of a symmetric plus an asymetric Gaussians. The asymetric
Gaussians were discarded because of their oversensitivity to initial values (fits were
sometimes not even converging in the K? sample). The triple Gaussian was also
discarded because of its unacceptable sensitivity to the maximal width of the wider
Gaussian and its tendency to include background events. The single and double
Gaussians both satisfied the criteria of not wrongly including background events in
the signal yield. However, the single gaussian largely underestimate the real signal
yield, and has a much worse goodness of fit than the double Gaussian, as can be

seen on Fig. 1.13 and 1.14.
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F1G. 1.11 — RooDstDOBG + double Gaussian fit to background events only (runs
1-4 MC). The fit does not find any signal, as it should. The fit y? is good. This
is the combination of PDF used for the central values. All cuts have been applied.
The EMC candidates selection was Fcal > 0.05 GeV'.

Hence, the combination of a double Gaussian for signal PDF and a RooD-
stDOBG for background PDF appears to be the most reasonnable choice for the
central values. The combination of a single Gaussian and a RooDstD0OBG is used to
estimate systematic errors. All other combinations of signal and background PDF
are discarded.

The complete PDF is given by Eq. 1.4 :

PDF = Ngy-(f - NarrowGaussian + (1 — f)WideGaussian)x Nyyq-RooDstDOBG.
(L.4)

The two Gaussians are forced to have the same mean, which is allowed to vary by

approximately 10 sigmas from the central value obtained on signal MC.
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FiG. 1.12 — Discarded UnNamedBkg background function + double Gaussian fit
to background events only (runs 1-4 MC). The fit wrongly identifies ~3% of back-
ground events as signal events while there are none, and the fit y? is larger than
with a RooDstDOBG (Fig 1.11). All cuts have been applied. The EMC candidates
selection was Ecal > 0.05 GeV'.
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F1G. .13 — RooDstDOBG + double Gaussian fit to truth-matched signal candidates
only (runs 1-4 MC). It is normal that a fraction of the truth-matched signal K? do
not peak and hence is not identified as signal by the peaking signal PDF. Otherwise,
the double Gaussian slightly underestimate the real amount of signal in the Am
peak, but the situation is much better than with a single Gaussian (Fig I.14). The
fit x? is acceptable. This is the combination of PDF used for the central values. All
cuts have been applied. The EMC candidates selection was Ecal > 0.05 GeV'.
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KL MC
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FiG. .14 — RooDstDOBG + single Gaussian fit to truth-matched signal candidates
only (runs 1-4 MC). It is normal that a fraction of the truth-matched signal K9 do
not peak and hence is not identified as signal by the peaking signal PDF. However,
the single Gaussian largely underestimate the real amount of signal in the Am
peak. The fit x? is poor. All cuts have been applied. The EMC candidates selection
was Ecal > 0.05 GeV.
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[.8.5 Extraction of pgo, 0o and Ecal spectra

The signal K? and K? total yields are determined from Am fits shown on Fig.
[.7 to 1.10. However, to obtain the corrections of Sect. 1.8.1, we’re not ultimately
interested by the signal’s Am destribution but by its momentum (pgo), polar angle
(ko) and EMC energy (Ecal) spectra. In addition, the signal PDF as a function
of pgo, Oxo or Ecal is a priori unknown in the real data. That’s the typical use
case for sPlots'%?!

We obtain “n” bins histograms of the pyo, 0o or Ecal 1D spectra, as well as
an “n x m” bins 2D pgo vs Ecal spectrum from (only) one Am fit via an sPlot
projection made with the MLSPlot tool of the RhhFithh package. This procedure
gives quite smaller statistical errors than subdividing our dataset into “n” inde-
pendent samples where the “n” Am distributions would be fitted independently,
and the statistical gain is even bigger for 2D histograms. In few words, the sPlot
technique consists of associating every individual Am entry with its associated pxo,
Oro and Ecal values in an unbinned dataset before any fit is performed. The Am
fit is then performed on the dataset. And then, the signal histograms are obtained
with the sPlot technique by weighting each candidate by its probability of being
signal according to the fitted PDF, knowing the candidate’s Am. The sWeight of
each candidate only depends on Am and can thus be used identically for making

1D or 2D sPlots, independently of correlations between the sPlotted variables.

[.8.5.1 Validation of the sPlot procedure

The success of the sPlot procedure requires that Am is not correlated with
the sPlotted variables and that the Am PDFs well describe the data. We checked
that the sPlot procedure works in our study with the MC samples for K¥ and K.
For doing so, we compared the sPlotted spectra with those obtained using truth-
matching®. Since these two ways of obtaining the spectra are completely orthogonal

(sPlot only knows about Am while truth-matching only knows about G4Hits),

*We used the truth-matched candidates below the Am signal peak.
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we conclude from their good agreement that both sPlot and truth-matching are
reliable. The fact that truth-matching seems reliable for K? is also good because
analysts will have to rely on truth-matching to apply our MC corrections.
Typical sPlot validation plots are shown on Fig. 1.15 to 1.20 for pg, , Pk, Ok, ,
Ok, Ecal and Ecal vs pg, respectively. They all show an excellent agreement
between sPlotted and truth-matched spectra. One exception is Fcal, that only

shows a fair agreement, especially towards lower and higher E'cal values.
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FI1G. .15 — Validation of the sPlot projection for the K momentum in MC. The
agreement between sPlotted and truth-matched is very good.

1.8.6 Correction method : data/MC ratios and double-ratios

We want to utilize the KY of the D° — K77~ sample to obtain generic MC
corrections for K interactions in the EMC.

The simple data/MC ratio of Eq. 1.5 :

EKO KO
< KL DATA) — KL para xnot optimal* (1.5)
EM

= : -
ERO . LumiScaleFactor x $K7 ;¢
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X-check: sPlotted P, VS truth-matched Pys (KL style)
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Fia. 1.16 — Validation of the sPlot projection for the K? momentum in MC (“K?
reco style”, see text). The agreement between sPlotted and truth-matched is very
good.
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F1G. .17 — Validation of the sPlot projection for the K? polar angle in MC. The
agreement between sPlotted and truth-matched is very good.
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X-check: sPlotted 6, ¢ vs truth-matched 6, ¢ |
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F1G. .18 — Validation of the sPlot projection for the K polar angle in MC. The
agreement between sPlotted and truth-matched is very good.

| X-check: sPlotted Ecal vs truth-matched Ecal (KL) |
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F1G. 1.19 - Validation of the sPlot projection for the K9 Ecal in MC. The agreement
between sPlotted and truth-matched is fairly good. The average truth-matched
Ecal is 0.428 4+ 0.004GeV, while the average sPlotted Ecal is 0.460 £ 0.005GeV
(7.5% difference).
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Ecal vs p, in sPlotted MC |Eca| vs p, in truth-matched MC|
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Fi1Gg. 1.20 — Validation of the 2D sPlot projection for pgx, vs Ecal in MC. The
agreement between sPlotted and truth-matched is fairly good. The average truth-
matched Ecal differs from the sPlotted Ecal by ~3-15% at low and high pg,, but
agrees to less than a percent for mid-pg, .

where tK? ;.4 and 1K? ,,- are the signal K yields respectively obtained from
the data and MC D° — K77~ samples, would give us something that depends
primarly on the KY EMC interactions if #K9 ,,~ was properly scaled to the data
luminosity. However, there are unescapable and relatively large uncertainties on
the MC LumiScaleFactor that do not depend on the KY EMC interactions, but on
the D* production rate, D BF, D® — K% "7~ kinematic in the Dalitz plane and
other generator-level quantities.

To isolate data/MC discrepencies of K interactions in the EMC potentially
(affecting many BABAR analyses) from other potential data/MC discrepencies (that
are specific to our D — K977~ sample), it is better to use the double-ratio of
Eq. 1.6 :

L MC

(ﬁKg ) (ﬁK% DATA)

EKg DATA _ ﬁKS DATA __ ﬁKg MC 16

K0 (iKY (1KY para (16)
EMC iK% ) uc 1KS e

where K7 and $K? are the K? and K yields (data or MC) respectively obtained
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from the D° — K% "7~ and D° — K2r "7~ samples.

In Eq. 1.6, there is no more LumiScaleFactor because that factor is the same
for the D° — K% ™7~ and D° — K%r"n~ samples and hence cancels out.
All generator-level effects (i.e. production rates) being cancelled out, the D —
K?m 7~ over D° — K977~ double-ratio thus remains sensitive to reconstruction
effects only. And since we can safely assume that the K reconstruction is much
better simulated than the K® one, we conclude that deviations of the double-ratio
from 1.0 shall be the consequence of data/MC differences of the K? reconstruction
in the EMC, i.e. by the imperfect modelisation of the K° hadronic showers and
of the EMC response to it. To be valid, Eq. 1.6 needs the D° — K%r*7~ and
D° — K%t~ samples integrated luminosities to be equal, which is guaranteed

by a built-in feature of our ntuple builder code!.

[.8.6.1 Average EMC efficiency correction

The average EMC efficiency correction for MC K directly is the double-ratio
of Eq. 1.6, computed from the entire signal yields given by the Am fits described
in Sect. 1.8.2.2 and 1.8.3.2.

It is probably not optinal to use this single number correction in most cases
(see Sect. 1.8.1). The actual corrections are given in Sect. 1.9.2 for various EMC

selections and datasets.

1.8.6.2 EMC efficiency corrections vs pxo and 6o

The EMC efficiency corrections vs pgo is given by the double-ratio of Eq. 1.6
computed in bins of pxo. In this case the K? and K? yields are extracted in each
pro bin with the sPlot procedure described in Sect. 1.8.5.

The pgo-dependent double-ratio is the appropriate MC correction for analyses

insensitive to the K? EMC energy. Details of the K momentum computation in

fOur ntuple builder code is KOL User/KOLEffModule V3, inheriting from AppModule. The mo-
dule fills a unique ntuple simultaneously for D — K%rT7~ and D° — K%r"n~ decays when
running. It was run over AllEvents skimmed collections.
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this analysis are discussed in App. I.11.

We also computed the double-ratio in bins of 6o, but found that it is essentially
flat, and thus that the simulation do not need to be corrected vs 0xo.

The actual corrections are given in Sect. 1.9.3 for various EMC selections and

datasets.

1.8.6.3 K MC corrections vs Fcal

There are evidences that Fcal is not well modeled for K, and analyses de-
pendending on the KY EMC energy should correct the simulation for that. It is
however impossible to use Eq. 1.6 in this case because Ecal is not defined in the
D° — KOt~ sample (K? do not reach the EMC). Still, if we suppose that the
LumiScaleFactor of Eq. L5 is constant vs Ecal and that the KV efficiency is the
same in data and MC (something happening in principle after the corrections of
Sect. 1.8.6.2 have been applied), we can compare the relative numbers of K? vs
FEcal in data and MC. In other words, it is possible to answer the question : “once
a K? is detected by the EMC, what’s is probability or having a particular Ecal in
data vs MC?” With our D° — K%z Tr~sample, this is done by scaling data and
MC Ecal histograms to the same area before comparing them?.

This information can then be used in two ways. In a situation where K weigh-
ting or killing is practical to use®, one can apply an Ecal-dependent efficiency
correction. Otherwise, one can change Fcal with scale factors in its MC K? candi-
dates (attribute correction), and correct the K? efficiency independently of Ecal.
The methods to obtain both types of corrections are explained below. Actual cor-

rections are given in Sect. 1.9.4 for various EMC selections and datasets.

EMC efficiency corrections vs Ecal

iThis also applies to other EMC cluster attributes (e.g. moments, zernike, etc.).
$ KY killing should be problematic in most cases since the K9 EMC efficiency gets lower in
MC than data at higher Ecal.



341

The EMC efficiency corrections vs Fcal is obtained from the D° — K%+ 7~ sample

by taking the Fcal sPlots of data and MC, normalizing both of them to the same
area, and then taking the data/MC ratio. In each Ecal bin, the efficiency correction

is then given by Eq. 1.7 :

xnormalized to same areax (L.7)

€KY para _ (4K2(Ecal)) para
€K Beal (KL (Ecal)) ye

0
L MC

Since this correction is not obtained from the D° — K% *7n~ over D' —
K77~ double-ratio, it intrinsically suffers from the relatively large uncertainties
discussed in Sect. [.8.6, and it is probably better to use the EMC efficiency correc-

tions vs pgo and Ecal in most cases.
Average Ecal scale factor

Instead of performing K? killing or weighting using Eq. 1.7, some analysts may
wish to correct their K¢ FEcal in the MC with an attribute correction, by directly
modifying the energy of their K candidates. For this purpose, we define an Ecal
scale factor that is the ratio of the average E'cal in data and MC, given by Eq. [.8 :

(m) DATA’ (18)

FEcal Scale =
(Ecal) MC

where FEcal is the average E'cal defined by Eq. L.9.

> i1 Bi - N;

Z?:l Ni
In Eq. 1.9, Ecal is obtained from the “n” bins 1D Ecal sPlot where E; is the center
value in the i* Ecal bin (no error) and N; is the sPlotted yield in this bin (with

Ecal = (1.9)

error).

Here again, we do not recommend to use this average Ecal scale factor consis-
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ting of a single number. Instead, we recommend to use the Ecal scale factors vs

pro table (in combination with the EMC efficiency corrections vs pxo).

Combination of pxo and Ecal corrections

The combination of Fcal and pxo corrections can’t be obtained by simply mul-
tiplying the 1D FEcal and pgo corrections of Sect. 1.8.6.2 and 1.8.6.3 because Fcal
and pxo are correlated together.

To combine Fcal and pgo corrections, we make a 2D pgo vs Fcal sPlot with the
K? samples (similar to Fig. 1.20) and a 1D pgo sPlot with the K2 samples (similar
to Fig. 1.16), all histograms having the same pxo binning. With these histograms,
we can still obtain an EMC efficiency corrections vs pxo correction, similarly to
Sect. 1.8.6.2. However, we can also obtain an Ecal histogram for each px, column
of the 2D sPlot. This pk,-dependent Ecal information can be combined safely
with the EMC efficiency corrections vs pxo since both corrections used the same
Pro binning.

To obtain the EMC efficiency corrections vs pxo, we use the double-ratio of Eq.
1.6, where #K? is still the number of entries in the pxo bin of the 1D sPlot, but fK?
is now the sum of entries in the pgo column of the 2D sPlot.

The FEcal information is then obtained differently for efficiency or scale fator

corrections.

EMC efficiency corrections vs pyo and Ecal

The EMC efficiency corrections vs pgo and Fcal are obtained in two steps. First
we get the EMC efficiency corrections vs pgo described above. Then, the Ecal part
of the efficiency correction is obtained in each pg, bin from the 2D sPlot. In each
Pk, column of the 2D sPlot, we fill a 1D Ecal histogram from the 2D histogram
cells in data and MC, normalize the 1D FEcal histograms to the same area for data

and MC, and take the data/MC ratio of Eq. 1.7.
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The product of these two corrections is the EMC efficiency corrections vs pgo

and Ecal, usable in the form of K? killing or weighting.

Ecal scale factors vs pgo

The Ecal scale factors vs pg, is obtained by making one 1D Ecal histogram for
each px, column of the 2D pg, vs Ecal sPlot in data and MC. Then, in each pg,
bin, we use Eq. 1.8 to obtain the Ecal scale factor relevant for that px, bin. This
correction should be combined with an EMC efficiency corrections vs pgo that uses

the same pg, binning.

[.8.7 Systematic errors

Some systematic errors have been quantitatively estimated at this point :

— Background level in MC : We did not explicitely included the BB com-
binatoric background in the simulation, which explains the significant diffe-
rences in the background levels observed between data and MC in Fig. 1.7
and 1.8, as well as Fig. 1.9 and [.10. In addition, we noted in Sect. 1.8.4 that a
significant fraction of the background events can be systematically confused

with signal when the Am fit is performed with the wrong PDF. Hence, the

data
MC

background level differences can cause a variation of the ratio if a part of
the background is actually identified as signal. Even though we expect that
effect to largely cancel out in the double-ratio and we explicitely chosen our
signal and background PDF to avoid such effect, we still wish to estimate
its potential impact on our results. For doing so, we increase the level of
background as much as we can by mixing together R16 and R18 ccbar back-
ground events. We quote the variation of the results as the systematic error
resulting from this background level effect. For analysis-26 runs 1-4 data, this
corresponds to a ~20% increase of the background level, resulting in a small

+ 0.5% variation of the average Average EMC efficiency correction. In the

future, this procedure could be improved by processing more MC background
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events (notably generic BB).

— Imperfect PDF choice : In Sect. 1.8.5, we noted that the sPlot projection
depends on the PDF correctly describing the data. Even though we explicitely
validated the sPlot procedure in the context of this analysis, we estimate
potential systematic effects of the imperfect double Gaussian + RooDstDOBG
PDF used for the central values by comparing them with results obtained with
a single Gaussian signal PDF and considering the difference as a systematic
error. This approach is conservative because we can see right away that a
single Gaussian is not a very good PDF for our samples. However, it only has
a small + 0.5% effect on the average EMC efficiency correction (analysis-26
runs 1-4 data).

— sPlot procedure for Ecal : The validation of the sPlot procedure described
in Sect. 1.8.5.1 was not totally convincing for Ecal, as seen on Fig. 1.19. We
have estimated that the relative systematic error on our FEcal scale factors
potentially coming from an imperfect sPlot projection of Ecal is given by Eq.
[.10 : -

Ecal)

Ecal _
ECCLlSystErr — ( ca )truth—matched (

sPloted .10
(Beal) (L.10)

truth—matched

where the Ecal are taken from the MC D° — K977~ sample.
For the average Fcal scale factor, we obtain a systematic error of + 7.5%
(analysis-26 runs 1-4 data). For the E'cal scale factors vs pxo, we use Eq. 1.10
in each pg, bin of Fig. 1.21, and obtain systematic errors varying between
0% and 3% for px, < 1.8 GeV/c (up to 15% for the highest px, bin).

— pgo bias : The bias of the computed pgo discussed in App. I.11 can affect
the EMC efficiency corrections vs pxo. In addition to the “raw” double-ratio
described in Sect. 1.8.6.2, we have computed the same double-ratio with the
unfolded po (using Bayes algorithm, see App. I.11), and taken the difference
between “raw” and unfolded EMC efficiency corrections vs pxo as the syste-
matic error. As illustrated by Fig. 1.22, this procedure gives a 25% error in

the lowest pgo bin, ~ 5% in the second bin, and less than 2% for the rest of
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the momentum spectrum.

Average EMC energy per p, _bin in MC truth-matched | Average EMC energy per P bin in MC
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F1G. 1.21 — Average Fcal vs pgo in truth-matched (left) and sPlotted (right) MC
signal for analysis-26 runs 1-4 MC with Fcal > 0.05 GeV. The information in these
plots is used in Eq. 1.10 to get the Ecal scale factors vs pxo systematic errors.

We didn’t estimated the potential systematic error coming from data/MC dis-
crepancies of the KU reconstruction yet, but this error is expected to be relatively
small. The systematic errors currently estimated cover the most obvious features of
the Ecal scale factors vs pgo and EMC efficiency corrections vs pgo. Further work
might be needed to get the systematic errors relevant for other corrections?.

Table 1.5 gives a quick overview of the typical systematic error size. The com-
plete and detailed systematic errors are available in the KOLTools/KOLEMCWeight
class, which is the only recommended tool to access and use the K corrections and

their errors.

YPlease contact cote@slac.stanford.edu for questions or requests. ;-)
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F1G. 1.22 — EMC efficiency corrections vs unfolded (left) and raw (right) pxo for
analysis-26 runs 1-4 with Fcal > 0.05 GeV'. The difference between the two plots
is the systematic error on the EMC efficiency corrections vs pgo.

Background level | + 0.5% Average EMC efficiency
PDF choice + 0.5% Average EMC efficiency
Ecal sPlot + 7.5% Average Fcal scale factor
pro bias + 25% EMC efficiency (pxo < 0.55 GeV/c)
pxo bias + 5% | EMC efficiency (0.55 < pgo < 0.69 GeV/c)
pxo bias + 2% EMC efficiency (pgo > 0.69 GeV /c)

TAB. 1.5 — Typical systematic errors size obtained with analysis-26 runs 1-4 data
and MC with Ecal > 0.05 GeV'. See text for details.



347
1.9 MC corrections results for K in the EMC

We have produced K? efficiency corrections for various datasets and EMC can-
didates selections. Analysts can also choose among few different corrections formats
listed and commented in Sect. 1.8.1. In all cases, the corrections should only be ap-
plied to true K (identified via MC truth-matching) and are functions of the true K?
properties (momentum, polar angle). Efficiency corrections are applied by weigh-
ting or killing truth-matched K candidates, while cluster attribute corrections are
applied by multiplying the cluster attribute by scaling factors.

So far, we have looked at only two datasets : analysis-26 runs 1-4 data and
analysis-30 run 5 data. In general, all corrections are very similar between the
two datasets, as expected since the KV hadronic shower simulation didn’t change
between SP5 and SP8.

After a brief technical discussion in Sect. 1.9.1, the rest of Sect. 1.9 is dedicated
to quoting the results obtained for all corrections, without much discussion. Please
read Sect. 1.8 for all definitions, discussions and explanations. Also, since many
corrections take the form of 1D or 2D Tables, we can’t explicitely show all these
numbers within a BAD chapter. Hence, most corrections are presented in the form
of illustrative plots. To look at the explicit and detailed corrections’values and

errors, please look directly into the code of the KOLTools/KOLEMCWeight class.

1.9.1 How to use the MC corrections in your analysis

It should be fairly simple to use the K corrections in your analysis. Only three
things need to be done :

— Decide which available correction is best for your needs by reading Sect. 1.8.1;

— Identify K? among your EMC candidates using MC truth-matching;

— Get an efficiency correction using the KOLTools/ KOLEMCWeight class,
and apply it by weighting or killing each truth-matched K?;

— (Optional) Get a cluster attribute correction from KOLEMCWeight (only
Ecal is currently availabe), and apply it by scaling the attribute (Ecal) of
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each truth-matched K candidate.

1.9.2 Average EMC efficiency correction and Ecal scale factor

The average K° EMC efficiency correction and Ecal scale factor only consists of
a single number given in Tables .6 to 1.7 for various EMC selections and datasets.
In principle, these corrections depend on the particular kinematic of our D° —
K% "7~ sample being similar to your analysis’ KY kinematic, a problem that can
be avoided by using the binned MC corrections of Sect. 1.9.3 and 1.9.4. Please read
Sect. 1.8.1 and 1.8.6.1 for more details.

EMC selection average efficiency correction | average E'cal scale factor

CalorNeutral not yet available not yet available
Ecal > 0.05 GeV 0.956 + 0.021 £ 0.007 1.278 £ 0.020 £ 0.096
GoodPhotonLoose not yet available not yet available

TAB. 1.6 — Analysis-26 runs 1-4 average MC corrections to KY efficiency and energy
deposition for various EMC candidates selections.

EMC selection average efficiency correction | average FEcal scale factor

CalorNeutral not yet available not yet available
Ecal > 0.05 GeV 0.989 £ 0.043 £ 0.007 1.238 £ 0.039 £ 0.11
GoodPhotonLoose not yet available not yet available

TAB. 1.7 — Analysis-30 run 5 average MC corrections to KV efficiency and energy
deposition for various EMC candidates selections.

1.9.3 EMC efficiency corrections vs pgo and 0go

EMC efficiency corrections vs pxo are shown on Fig. 1.23 to 1.24 for various
EMC selections and datasets. These corrections are independent of the kinematic
of our D° — K77~ sample and can safely be used in all analyses. They are the

recommended corrections for analyses not depending on Ecal.
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EMC efficiency corrections vs 6o are shown on Fig. 1.25 to .26 for various EMC
selections and datasets. No sharp dependance is observed, and the 6o dependance
of efficency can be neglected.

Please read Sect. 1.8.1 and 1.8.6.2 for more details.
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F1G. 1.23 — Analysis-26 runs 1-4 EMC efficiency corrections vs pgo, independently
of Ecal.

1.9.4 KY MC corrections vs Ecal

It is recommended that analyses using K%’s Ecal (reconstructed EMC energy
in the laboratory frame) use specific Ecal corrections because this variable appears
to be particularly badly simulated. The are however some complications when com-

. . DO KOntn—
puting Ecal-dependent corrections because the 55—

DO—Kirin double-ratio method is

not usable in this case. For analyses doing a sum over all EMC candidates’ E'cal of
events, we recommend to use Fcal scale factors vs pyo (Sect. 1.9.4.3) in combina-
tion with EMC efficiency corrections vs pgo (Sect. 1.9.3). For further discussions,

please read Sect. 1.8.1 and 1.8.6.3.
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F1G. 1.24 — Analysis-30 run 5 EMC efficiency corrections vs pgo, independently of
Ecal.

0., double-ratio
Oko |

1.4

1.2

1

0.8

0.6

0.4

0.2

ol L v v v L b L Ly
0.5 1 1.5 2 2.5
Oy (rad)

F1G. .25 — Analysis-26 runs 1-4 EMC efficiency corrections vs 6xo.



351

0., double-ratio
[Bko |

14

1.2

+

=y

-

+

+
+
+
+
o
-

0.8

0.6

0.4

0.2

o

Il ‘ Il Il ‘ Il I Il
1.5 2 25
By, (rad)

o
(]

F1G. 1.26 — Analysis-30 run 5 EMC efficiency corrections vs 0xo.

1.9.4.1 EMC efficiency corrections vs Ecal

EMC efficiency corrections vs Ecal (independent of pg,) are shown on Fig.
1.27 to 1.28 for various EMC selections and datasets. These corrections should be
combined with an average EMC efficiency correction (Sect. 1.9.2). For combination

with EMC efficiency corrections vs pxo, please see Sect. 1.9.4.2.

1.9.4.2 EMC efficiency corrections vs pxo and Ecal

EMC efficiency corrections vs pgo and Ecal take the form of a 2D Table, illus-
trated by Fig. 1.29. This correction is obtained by the product of two corrections :
an EMC efficiency correction vs pgo (similar to Fig. 1.23) computed by summing
the entries in each pg, column, and an EMC efficiency correction vs Fcal (similar
to Fig. .27) computed independently in each pg, column of the Fig. 1.29.

Please read Sect. 1.8.6.3 for details.
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F1G. 1.27 — Analysis-26 runs 1-4 MC corrections to K? reconstructed energy in
the EMC (FEcal), independently of px, and of efficiency. This correction should be
combined with the global efficiency correction of Table 1.6.
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F1G. 1.28 — Analysis-30 run 5 MC corrections to K reconstructed energy in the
EMC (Ecal), independently of pxo. This correction should be combined with the
global efficiency correction of Table 1.6.
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F1G. 1.29 — 2D sPlot of pk, vs Ecal for runs 1-4 Data and MC (analysis-26).

1.9.4.3 FEcal scale factors vs pgo

The E'cal scale factors vs pgo are illustrated on Fig. 1.31 are obtained by taking
the ratio of the data and MC plots illustrated on Fig. 1.30. On Fig. 1.30, each bin

entry is the average Ecal value of the corresponding pr, column of Fig. 1.29.

Please read Sect. 1.8.6.3 for details.
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| Average EMC energy per P bin in DATA | Average EMC energy per P bin in MC
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F1G. 1.30 — Average Ecal vs pg, for runs 1-4 Data and MC (analysis-26). The plots
were derived from the information of Fig 1.29.
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FiG. 1.31 — Data/MC ratio of average Ecal vs pg, for runs 1-4 Data and MC
(analysis-26). The plots were derived from the information of Fig I1.30.
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1.10 Appendix — KY reconstruction efficiencies with the et e~ — ¢(KYK?)v sample
I.11 Appendix — KY momentum bias with the D° — K% "7 sample

As described in Sect. 1.2.1, pg, is not measured directly, but deduced from
the position of the EMC bump and the hypothesis that it came from a D° —

K%rTn~decay. This procedure yields two mathematical solutions :

b+ Vb —4a-c
2a

P+ =

where the definition of a, b and ¢ is given in Sect. 1.2.1 (not important for this
discussion).

For all studies done with the D° — K% sample, we ignored the low pg,
solution and always used the high pg, , solution. The reasons for that are clearly
illustrated by Fig. 1.32, where we see that the high solution is much closer to the
true value on average. However, we also see on that figure that the high solution
is more frequently above than below the true value, which introduce a bias of pg,
towards higher values. Still, the bias of the high solution towards higher values is
much less severe than the bias of the low solution towards lower values.

The high solution (pg,+) is thus clearly better than the low solution. Yet, its
bias towards higher values is not negligeable and can potentially be problematic
since we use it to compute EMC efficiency corrections vs pyo (see Sect. 1.8 and 1.9).
In this case, the problem is that the corrections were constructed with the biassed
Pk, +, but are used with the true pg,, which can in turn bias the correction itself!

One solution to this problem is to unfold the computed pg,; to its true pg,
value, and then to compute the pg, -dependent efficiency corrections with the un-
folded pg, . For this purpose, we made some tests with the RooUnfold package and
the D° — K2r "7~ sample that seemed very promising, as illustrated on Fig. 1.33.

On the other hand, the computed pg, bias is much smaller for the candidates
in the Am signal peak, and these are the candidates that are used to obtain the

pr,-dependent efficiency corrections. The real bias of our method is thus better
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F1G. .32 — Two mathematical solutions (high and low) of computed px, minus true
pr, for all candidates with Am < 0.16 GeV/c?. We observe that the high solution
is closer to the true value on average. The high solution is also more frequently
above than below the true value, which introduce a px, bias towards higher values.

illustrated by Fig. 1.34 and 1.35. This smaller bias in the Am signal peak is logical :
it is precisely because these candidates have a well-reconstructed K9 momentum
that they are peaking, otherwise they wouldn’t form a peak!

For simplicity, we are not currently using the unfolded pxq values to compute K°
corrections. We are however considering the difference between raw and unfolded
EMC efficiency corrections vs pgo as a systematic error. It turns out that this error
is relatively modest outside the lowest pxo bin. We are however considering to use

unfolding more extensively in the future.
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Pro unfolding using Bayes method
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F1G. 1.33 - Test of pxo unfolding with the D° — K77~ sample using the RooUn-
fold package and the Bayes method. From a D° — K277~ signal MC collection,
we took half the events for training and the other half for testing. The “measu-
red” KO were reconstructed with the K? method, taking the high solution. All
candidates with Am < 0.16 GeV/c? were considered.

’ Computed p, minus true p_ (high solution) I

—— Am signal peak
14000 anarp
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F1G. .34 — Computed px, minus true pg, for candidates all candidates with Am <
0.16 GeV/c? and for candidates below the Am signal peak (0.144 < Am < 0.147
GeV/c?). In both cases, the computed pg, is more frequently above than below the
true value. However, the bias is much smaller for candidates below the Am signal
peak than for candidates in the whole Am spectrum.
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F1G. 1.35 — Test of pyo unfolding with the D° — K277~ sample using the RooUn-
fold package and Bayes method. From a D° — K77~ signal MC collection, we
took half the events for training and the other half for testing. The “measured”
K? were reconstructed with the KY method, taking the high solution. Only the
candidates with 0.144 < Am < 0.147 GeV/c? were considered. We note that the
measured pgo bias is greatly reduced compared to Fig. 1.33.
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