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Abstract

In this thesis, a measurement of the top quark mass as defined in the on-shell renormalization
scheme, also known as pole-mass mfde, is presented. The analysis is performed using events
where a top quark-antiquark pair (tt) is produced in association with at least one additional
jet (tt+jet) in proton-proton collisions at the CERN LHC at a center-of-mass energy of 13 TeV.
The data are recorded by the Compact Muon Solenoid experiment in 2016, corresponding to
a total integrated luminosity of 36.3fb™'. Events with two opposite-sign leptons in the final
state (e+e_, whp, ei;ﬁ) are analyzed. The tt-+jet production cross section is measured as
a function of the inverse of the invariant mass of the tt+jet system, p = 340 GeV/m; Fet: A
novel analysis technique based on machine learning is developed for the reconstruction of the
main observable and for the event classification. The measurement is unfolded to the parton
level and is compared to the theoretical prediction at next-to-leading order, using the dynamic
renormalization and factorization scales. The theoretical predictions are obtained by using two
alternative sets of parton distribution functions (PDFs). The top quark mass is extracted from
the fit of the theoretical predictions to the data. For the ABMP16NLO PDF, this results in
mP%® = 172.93 +1.36 GeV. When using the CT18NLO PDF instead, the value is mP® =
172.13 £ 1.43 GeV.






Zusammenfassung

Diese Arbeit beschreibt eine Bestimmung der Masse des Top Quarks, definiert im Polmassen-
renormierungsschema, auch bekannt als Polmasse mfde. Es werden hierzu die in Proton-Proton
Kollisionen am CERN LHC bei einer Schwerpunktsenergie von 13 TeV erzeugten Daten verwen-
det, die vom CMS-Detektor im Jahr 2016 aufgezeichnet wurden und einer integrierten Lumi-
nositét von 36.3 fb ! entsprechen. Die Messung basiert auf der Sensitivitdt von Ereignissen, in
denen ein Top Quark-Antiquark Paar (tt) im Zusammenhang mit einem zusaeztlichen Jet erzeugt
wurde (tt+jet). Es werden Ereignisse, die zwei Leptonen unterschiedlicher Ladung (e+e_, u+ [T
ei;ﬁ) enthalten, untersucht. Der tt+jet Wirkungsquerschnitt wird als Funktion des Kehrw-
ertsinvarianten der invarianten Masse des tt+jet Systems, p = 340 GeV/my; tijet> gemessen. Es
werden fiir die Messung neue Analysemethoden basierend auf Maschniellem Lernen verwendet,
um die Hauptbeobachtungsgriéfie zu rekonstruieren und Ereginisse zu kategorisieren. Die Ergeb-
nisse der Messung werden durch Entfaltung auf Partonebene bestimmt, und anschliessend mit
theoretischen Vorhersagen, die eine dynamische Renormierungs- und Faktorisierungsskala ver-
wenden, in naechstfithrender Ordnung verglichen. Die theoretischen Vorhersagen werden auf
Basis von zwei verschiedenen Partondichtefunktionen (PDFs) gewonnen. Die Top Quark Pol-
masse wird mit Hilfe einer Anpassung der theoretischen Vorhersagen zu den gemessenen Daten
bestimmt. Fiir die APBM16NLO PDF, ist das Ergebnis mP®® = 172.93 + 1.36 GeV. Unter
Verwendung der CT18NLO PDF ist der resultierende Wert m{mle =172.13+1.43 GeV.
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INTRODUCTION

The standard model (SM) of particle physics is a quantum field theory that provides the best
understanding of the interactions between elementary particles, to date. The SM is characterized
by the principle of gauge invariance, which requires the Lagrange density describing the dynamics
of the fields to remain invariant under gauge transformations of the symmetry group SU(3) x
SU(2) x U(1). The interactions between fundamental particles are described by the strong
and the electroweak interactions. The latter is an unification of the electromagnetic and weak
interactions, as defined in the electroweak theory, based on the SU(2) x U(1) symmetry group.
The strong interaction is described by quantum chromodynamics (QCD), based on the SU(3)
symmetry group. The masses of the elementary particles are generated through the Higgs—
Brout—Englert mechanism [1, 2], which spontaneously breaks the electroweak symmetry. The
discovery of the Higgs boson by the ATLAS and CMS experiments at the Large Hadron Collider
at CERN in 2012 [3, 4] lead to the Nobel Prize in particle physics in 2013. The SM successfully
describes all observations in particle physics experiment over a wide energy range.

A special role within the SM is taken by the top quark, which was discovered by the CDF and
DO experiments at the Fermilab Tevatron in 1995 [5, 6]. With a mass of about 173 GeV, the
top quark is the most massive elementary particle known. As a consequence, the top quark
decays before forming bound states and represents a unique possibility to study the properties
of a bare quark. The mass of the top quark, m,, is a fundamental parameter of the SM, however
its value needs to be determined experimentally. The value and precision of m; play a key role
in understanding the electroweak symmetry breaking mechanism [7, 8]. The value of m; is of
high relevance for the self-consistency tests of the SM, via, e.g., global electroweak fits [9-12],
which makes the precise measurement of m; essential for the understanding of the fundamental
structure and interactions of matter. One of the challenges is that there is no unique definition
of the top quark mass. Due to vacuum polarization, all charges and couplings in QCD become
subject to renormalization. Therefore, all quark masses depend on the renormalization scheme
considered. Different renormalization strategies have been suggested, with a natural choice
of a minimal-subtraction renormalization scheme. In this scheme, the quark masses become
dependent on the renormalization scale, driven by the renormalization group equations, similar
to the running of the strong coupling constant. The running mass of the top quark is well
defined only above the top quark production threshold, which is, however, the region of largest
sensitivity of current experimental measurements. Alternatively, the pole mass of the top quark
is used (mEOIe). The definition of mf‘)le would correspond to a pole in the quark propagator
as in the case of the mass of a free particle. Indeed, the pole mass definition for quarks has a
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conceptual problem since quarks are confined in hadrons and are not free particles. The pole
mass of the top quark is only valid in the perturbation theory and suffers from an ambiguity on
the order of Agcp, known as renormalon problem [13-15].

In the first experimental attempts to extract the value of my, the reconstructed invariant mass
of the top quark decay products was used. These so-called direct measurements of m; have
recently reached a precision of 400 MeV [16-23]. However, measurements of this kind rely on
the reconstruction of the top quark decay products and hence on the modeling by using multi-
purpose Monte-Carlo (MC) event generators. These generators are based on parton shower
models, while heuristic models tuned to the data are used to describe the color neutralization
in the nonperturbative regime and the underlying event. This leads to an ambiguity in the
relation of the resulting value of the parameter considered the top quark mass in the Monte
Carlo simulation (mi\/[ C) to the top quark mass as a parameter of the Lagrangian, defined in a
certain renormalization scheme. This ambiguity leads to an additional uncertainty on the order
of 0.5 GeV [24-31].

Alternatively, the value of m, can be extracted by comparing measurements of the top quark
production cross section with fixed-order theoretical predictions based on particular renormal-
ization schemes. The value of m} °l° was extracted this way by both the ATLAS and CMS
Collaborations [32-38], reaching an uncertainty of below 1 GeV [38, 39]. The top quark mass as
defined in the modified minimal subtraction (MS) scheme, referred to as the top quark running
mass, was also measured [31, 40, 41] and its scale dependence was recently investigated by the
CMS experiment [42, 43].

Furthermore, novel observables are introduced to probe the top quark mass, which are less
affected by the description of the non-perturbative effects. In this thesis, the top quark pole
mass is extracted by using the normalized differential cross section of tt production in association
with at least one energetic jet [44]. In this thesis, such a novel observable p, related to the
invariant mass of the tt+jet system, is explored as suggested in Refs. [41, 44, 45]. In particular,
the normalized cross section of tt-+jet production is measured as a function of p, where p is

defined as
2H10

p= (1.1)

ME 4 jet
Here, mg is a constant with a value of 170 GeV, as used in previous measurements, and m; Fiet
is the invariant mass of the tt-+jet system. The presence of an additional jet leads to increased
sensitivity to mEOle as compared to tt production, since the kinematic properties of the radiated
gluon off the top quark is driven by the top quark mass. As in the case of tt production, highest
sensitivity to mP'® is expected close to the production threshold, corresponding to p > 0.65.
The first measurement exploring the p observable was performed by the ATLAS collaboration
using the proton-proton collision data at the LHC at /s = 7TeV [35] and 8 TeV [46], and the

I :
values of mP”® and m,(m,) were obtained.

In the analysis presented in this thesis, the extraction of mltmle is performed using the mea-
surement of the normalized cross section of tt+jet production as a function of p. The proton-
proton collision data at /s = 13TeV recorded by the CMS experiment at the LHC in 2016,
corresponding to a total integrated luminosity of 36.3 fb~ !, are used. In the presented analy-
sis, candidate tt+jet events are selected in the final state with two leptons of opposite charge
(e+e_,ei;ﬁ,,u+ p~ ) and the normalized differential tt+jet cross section is measured directly at
the parton level by using the maximum-likelihood unfolding method.

In this thesis, a novel method to reconstruct the kinematic properties of the tt+jet events is
developed, based on a machine-learning approach. In particular, the value of p at the parton



level is directly reconstructed by a neural network, leading to a superior efficiency and resolution
performance with respect to earlier analyses. In the likelihood fit, all systematic uncertainties
are profiled using nuisance parameters, following the approach of Ref. [42]. The benefits of
this method are that the signal and background processes are fitted simultaneously, and the
systematic uncertainties and their correlations are determined from the experimental data. As
a result, the systematic uncertainties are constrained in the fit, which leads to significantly
improved experimental precision as compared to earlier approaches. Furthermore, the value of
the assumption for the top quark mass parameter in the simulation is incorporated as a free
parameter in the fit, mitigating the remaining dependence of the experimental acceptance on
the value of m{\/[ ©. The value of mEOle is extracted by comparing the measured differential cross
section with the theoretical predictions at next-to-leading order QCD.

This thesis is organized as follows. A brief theoretical overview of the SM is provided in Chap-
ter 2, with a particular focus on aspects relevant for the work presented in this thesis. This
includes the role of the top quark in the SM. The CERN LHC and the CMS experiment are
introduced in Chapter 3, and the main aspects of the CMS event and physics reconstruction
methods are discussed in Chapter 4. Within the same chapter, studies and developments for
the identification of b quark jets at the CMS High Level Trigger for the Run 3 and the High-
Luminosity LHC, with significant contributions from the author of this thesis, are presented.
These results are also documented in Refs. [47] and [48]. Chapter 5 introduces relevant statisti-
cal methods and the basic concepts of machine learning and neural networks that are employed
for the novel reconstruction method of tt kinematic properties. The measurement of the tt+jet
differential cross section as a function of p is described in Chapter 6. In the same chapter, the
extraction of the top quark mass m{mle is discussed. The results obtained in this thesis are pub-
lished in Ref. [49]. Finally, Chapter 7 presents a sensitivity study by projecting the measurement
presented in this thesis when using the statistics of the full Run 2 data set, corresponding to the
LHC data-taking years of 2016-2018.
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The standard model of particle physics (SM) is a quantum field theory that describes all funda-
mental particles known to date. It further explains their interactions via the strong, electromag-
netic, and weak forces. Although the SM is successfully tested experimentally over a wide energy
range to very high precision, it is known to be incomplete. The SM and its possible extensions
are tested at the energy frontier using the proton-proton (pp) collisions at the Large Hadron
Collider (LHC). The data of such pp collisions is used for the measurement of the production of
top quark pairs associated with a jet to extract the top quark pole mass.

In this chapter, the aspects of the SM most relevant for this thesis are introduced. FExtended
reviews can be found in, e.g., Refs. [50-53]. In Section 2.1, the SM is introduced briefly and
the concepts of the electroweak theory, the Higgs mechanism, and quantum chromodynamics
(QCD) are provided. Specifics of the theoretical description of pp scattering events are given
in Section 2.2, and the QCD factorization approach is discussed. In Section 2.3, the top quark
and its properties are described. Finally, in Section 2.4, the theoretical prediction used for the
work presented in this thesis is introduced.

2.1 The standard model of particle physics

As a quantum field theory, the Standard Model of fundamental particles and their interactions
follows the rules of quantum mechanics and special relativity. A particle can be understood
as an excitation of a quantum field, characterized by its quantum numbers such as charge and
spin. The three interactions: electromagnetic, weak, and strong, are expressed as quantized
fields. Gravitation, formulated in general relativity [54], is the only known fundamental in-
teraction not described in the SM, however it applies only on macroscopic scales. The SM is
represented by its underlying symmetries and can be formulated as a Lagrangian density .Z that
is required to be invariant under local gauge transformations to preserve renormalizability [55].
The SM Lagrangian further is invariant under translational and rotational transformations, as
well as Lorentz boosts. From the Noethers theorem [56] follows that symmetries are related with
conservation laws, as energy, momentum, and angular momentum conservation follow from the
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time invariance, rotation, and translation symmetries. The SM is built of a unified electroweak
(EWK) sector, expressed by the SU(2) ® U(1) symmetry group, and a strong sector based on
the SU(3) group.

st nd rd :
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Figure 2.1: Summary of the fundamental particles of the standard model, showing fermions
(leptons and quarks), gauge bosons (force carriers), and the Higgs boson. Based
n [57], values from Ref. [58].

All elementary particles of the SM and their interactions are shown in Figure 2.1. Based on
their spin, the particles can be subdivided into two categories. Particles with half-integer spin
are called fermions and follow the Fermi-Dirac statistics. The fermions are leptons (e, ve, i, v,
7, v;) and quarks ¢ (u, d, ¢, s, t, b) and represent the fundamental building blocks of matter in
the universe. Quarks are subject to all fundamental interactions, while charged leptons do not
interact via the strong interaction, and the neutrinos only interact weakly. For each fermion, a
corresponding antiparticle exists, which has identical quantum numbers but with the opposite
sign. Fermions are further categorized into three generations. While the quantum numbers of
the particles in each generation are the same, their masses increase from one generation to the
other. Each generation contains the up-type quarks (u, c, t) and down-type quarks (d, s, b),
with an electrical charge of 2/3 e and 1/3 e, respectively. Each generation of leptons consists
of a charged and neutral lepton, with the latter called neutrinos. The charged leptons are the
electron (e), muon (), and tau lepton (7), and neutrinos of the same generation are denoted as
electron- (v,), muon (v,), and tau neutrino (v,). Charged leptons have the charge of 1e. Often,
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the six types of quarks and leptons are referred to as “flavors”. The origin of the number of
generations is not explained in the SM. However, the number of neutrino generations, and hence
the number of lepton generations, has been confirmed with very high precision at the CERN
Large Electron Positron (LEP) Collider [59]. A fourth generation could be excluded with high
probability as determined from decay rates of the Z boson [60].

The elementary particles mediating the interactions are called bosons: these carry integer spin
and correspond to the gauge fields of the respective symmetry group. The weak interaction
is mediated by the W and Z bosons, the electromagnetic interaction by the photon (7), and
the strong interaction by the gluon (g). The only scalar boson is the Higgs boson (H), which
mediates a fundamentally different interaction, responsible for the generation of particle masses
through the Higgs—Brout—Englert mechanism [1, 2].

The formalism to describe the SM can be demonstrated, e.g., for quantum electrodynamics
(QED). Its Lagrangian density (or Lagrangian) .Z, for the U(1) group can be written as

o _ 1
Zogp = Y ("0, —m)¥ — ¢¥Y"YA, — EFWFW7 (2.1)

where m (q) is the electron mass (charge), 4/ are the Dirac matrices, and ¥ is the wave function
of spin 1/2 particles. The covariant variable A, is introduced to ensure invariance under local
U(1) gauge transformations. A covariant derivative is introduced as 9, — 0,, +iqA,,, where A,
is the gauge field of the photon. In Equation 2.1, the second term corresponds to the interaction
and the third one is the field. Now, the term ¢¥v*¥ can be identified as the current j* of the
electromagnetic interaction —qj" A,,, where g takes the role of a coupling constant. Usually, it
is transformed in terms of a coupling strength o = ¢’ /4w ~ 1/137. As a mass contribution
in the field term would violate U(1) gauge symmetry, the photon is massless. This leads to an
infinite range of the electromagnetic interaction. Interactions between two electrons can now be
described as the exchange of “virtual” photons, mediating the electric current. The interactions
can be illustrated by means of Feynman diagrams, cf. Figure 2.2.

)
)

Figure 2.2: Feynman diagrams for electron—electron QED interactions.

Feynman diagrams allow calculating the transition probability according to Fermi’s golden rule
for a particular process, where every vertex, or interaction, adds a coupling strength to the
calculation. If the coefficients are small, the interaction term can be considered a small pertur-
bation of the free field term, and a perturbative approach can be applied to calculate scattering
amplitudes.

Electroweak theory

The electroweak interaction is described by the unification of the electromagnetic and weak
interactions, represented by the Glashow—Weinberg—Salam theory [61-63]. It is based on the
SU(2) ® U(1) symmetry group above an energy scale of about 246 GeV, and below is spon-
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taneously broken into the weak and electromagnetic parts. The symmetry breaking will be
discussed later in this section.

The gauge-invariant Lagrangian for the electroweak theory can be written as

_ — 1 1
Lpwi = ily"D,L+Rin"D R~ B" B, — W Wy, (2.2)
doublets L singlets R
with ,
Dy, = 8, —iLY B, —igh,W, (2.3)

being the covariant derivative. The index ¢ runs over the values 1-3. The generator Y of the
U(1) group is the hypercharge operator, and T} are the three weak isospin generators of U(1).
This gives rise to one gauge boson B,, for U(1) and three gauge boson fields W), for SU(3).
They are defined as

B"™ =9,B,-09,B (2.4)

In

W, = 8,W.—d,W), — g¢ " Wiw}. (2.5)

The two constants g and ¢’ are dimensionless coupling constants.

The fermion fields are split into left- and right-handed, where left-handed fermions and right-
handed antifermions are organized in isospin doublets L of SU(2) with a chirality of -1 and
eigenvalues (T, T3) of (1/2,+1/2). Instead, right-handed fermions and left-handed antifermions
form isospin singlets R with a chirality of +1 and eigenvalues of T' = T3 = 0.

The weak interaction is observed to be maximal parity violating [64], meaning that only fermions
with left chirality interact through the weak interaction. The charges and quantum numbers
of the SU(2) and U(1) groups are the third component of the weak isospin T3 and the weak
hypercharge Y, respectively. They are related to the electric charge via the Gell-Mann—Nishijima
formula [65, 66]:

While the left-handed neutrinos participate in the weak interaction, the right-handed neutrinos
do not.

The experimentally observed weak and charged current interactions can be expressed by a linear

. il 2
combination of Wu and Wu as

Wi = 12 (Warwyi), (2.7)

and performing a rotation of the kind

A\ _ [ cosfy  sinfy | [ B, (2.8)
Z, —sinfy,  cos Oy W,i’

to obtain the electromagnetic field A, and the neutral current field Z, corresponding to the
Z boson. Here, 0y, is the electroweak mixing angle, which is also called Weinberg angle. The
electroweak mixing is connected to the W and Z boson masses as cos(6y,) = my/myz. Both
coupling constants g and ¢’ are related to the electromagnetic charge e as e = gsinfy, =
g cosfy,. The non-abelian structure of the SU(2) symmetry group also gives rise to self-

interactions of the gauge bosons, as illustrated in Figure 2.3. The effective mixing angle sin? 035
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W wt wt wt v, Z
v, Z

w= W= W= W= v, L
Figure 2.3: Feynman diagrams illustrating possible gauge boson self interactions.

was measured as 0.23122 £ 0.00002 [58]. A plethora of experimental precision tests of the EWK
sector of the SM have been performed, e.g., at LEP [60].

The Higgs mechanism

The Lagrangian in Equation 2.2, without violating gauge symmetry, does not allow mass terms
for fermions and electroweak bosons, which are however measured to be finite. In the SM, the
masses are generated via the Higgs—Brout—Englert mechanism [1, 2] so that the symmetry is
spontaneously broken. The Lagrangian of the new field after introducing a new doublet of scalar
fields ® can be written as

L = (D,®) (DF) ~V (@), (2.9)

with N
D, =09~ pu+iglyW,, + ig'%Bu. (2.10)
Here, V(®) is the Higgs potential dependent on two real parameters ,u2 and A, defined as
V(®) = —2dId 4 A(dTd)2. (2.11)

This potential can be added to the EWK Lagrangian in Equation 2.2 as it is invariant under
SU(2) @ U(1) gauge transformation. The stability of the EWK vacuum requires the parameter
A to be positive [7], while the parameter 1? defines the minimum of the potential V(®) for
a given value of A\. This effect and the shape of the profile of the potential are illustrated in
Figure 2.4.

1 V(D)

u’<0

o

Figure 2.4: A sketch of the profile of the Higgs potential for values of u2 < 0 before symmetry
breaking (left), and p? > 0 after symmetry breaking (right).

For positive values of ,u2, the potential is still symmetric, but an infinite number of degenerate
minima of the potential are generated. Consequently, this leads to ground-state fields not
invariant under gauge transformation and a non-zero vacuum expectation value (VEV) v. This
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state was chosen spontaneously when an energy below v was reached, while above that scale
all particles are massless. After the electroweak symmetry breaking (EWSB), v is non-zero due
to a change of ,u2. As physical properties do not depend on the exact minimum because of the
symmetry of V (@), the minimum can be chosen such that ®,;, = (0,v//5)" with v = /u?\.
Expanding the ground-state field around the new minimum of the potential, the field can be
written in terms of four degrees of freedom as

@:eifi?( 0 ) (2.12)
v+ H

where H and &; are real scalar fields. A transformation, denoted as unitary gauge, can be applied
such that &; vanish and H remains. This leads to the mass terms

1
my = Qv\/g +4q (2.13)

1
my = 509, (2.14)

while the photon stays massless. The value of v is determined to be about 246 GeV [58], and
the large masses of the vector bosons are the origin for the short interaction range of the weak

and

interaction.

The Higgs boson field itself obtains a mass, too, which is given by
myg = V2A\pu. (2.15)

In addition, interaction terms between the Higgs and vector bosons, as well as trilinear and
quartic self-interactions of the Higgs boson are generated, which exhibit coupling strengths
proportional to the Higgs boson mass of ,uz)\ and A, respectively. The Higgs boson was discovered
by the ATLAS and CMS Collaborations in 2012 [3, 4]. Its mass is determined to be my = 125.25
with a precision of 0.14% [58].

Fermion masses and quark mixing

The mechanism described above does not generate masses for fermions, but missing couplings
can be introduced by a further extension of the Lagrangian. The so-called Yukawa interaction
term, which reads

Ll =y, {LCDR—k (L(I),R)T] (2.16)

generates masses for down-type quarks and charged leptons. The conjugate field ®,. can be used
via the term

LU=y, {L(I)CR + (LCDCR)T} (2.17)

to generate masses for up-type quarks. The constant y is called Yukawa coupling and is defined
as
m
vy="1, (2.18)

with m being the mass of the fermion. Additional terms are also generated that describe the
interaction between the Higgs and fermion fields, and give rise to the coupling with a strength
proportional to the fermion mass.
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The couplings of the Higgs boson to fermions have been studied experimentally at the LHC [67,
68]. The production of a top quark-antiquark pair associated with a Higgs boson [69, 70],
the decays of the Higgs boson to a pair of bottom quarks [71, 72] and tau leptons [73, 74]
were measured. These serve as verification of the coupling to the third-generation fermions.
Evidence was found for the Higgs coupling to muons [75, 76] and limits are obtained for the
Higgs coupling to charm quarks [77, 78]. However, the couplings to first generation fermions are
still inaccessible.

To describe the nature of the experimentally observed flavor-changing charged current, where
the W boson couples to quarks of two generations and to explain the violation of charge and
parity (CP) conservation in the SM [79], a mixing between EWK ¢’ and mass eigenstates ¢ is
introduced. The corresponding mixing can be written as

d d Vid Vs Vi d
sS1=Verm|s| = Vg Vs Vo s> (2.19)
v b Via Vis Vi) \b

where Vg is the Cabibbo-Kobayashi-Maskawa (CKM) matrix [80, 81]. In the SM, the CKM
matrix is required to be unitary, and under this assumption all CKM elements have been deter-
mined with very high precision [58]. Furthermore, tests of unitarity are performed using data
from different experiments [82]. The off-diagonal elements of the CKM matrix are small.

A similar mixing in the leptonic sector could be introduced in the same manner, but as neutrinos
with right chirality are not described by the SM, the extension in Equation 2.16 suffices to
generate masses for charged leptons. In contradiction to the SM expectation, neutrinos are
required to have masses, since neutrino oscillations have been observed experimentally [83—
85]. This could be solved by the addition of the Pontecorvo-Maki-Nakagawa—Sakata (PMNS)
matrix [86, 87] that would be characterized by different phases depending on whether neutrinos
are Dirac or Majorana particles [88]. The values of neutrino masses are currently still unknown,
but upper limits are set experimentally to below 0.8 eV [89].

Quantum chromodynamics

The strong interaction between quarks and gluons is described by Quantum Chromodynamics
(QCD). Strong interaction is responsible for the emerging of bound states of quarks and the
formation of nuclei. QCD is a gauge theory based on the SU(3) symmetry group, operating
with the color charge, taking the values “red”, “green”, and “blue”. While quarks carry color,
the antiquarks carry anti-color. This concept was initially introduced to solve the problem of
Pauli-principle violation by the wave function of the observed lightest baryons consisting of three
quarks of the same flavor, e.g., AT [90, 91]. Quark fields are organized in color triplets of the
SU(3) group as Q = (Gred> Ygreen> Gbiwe) > based on the fermion fields of the quarks with a given
color. The dynamics of the field can be written as a Lagrangian term, which reads

1 —.
Loop =~ FiFe¥ + > QUiv'D, —my)Q (2.20)
flavors

with the covariant derivative
D, =8, —ig.t.Gl (2.21)

and the field strength tensor F};, of the gluon fields G},

Ff, = 9,Gs —9,G% + g, f " GhGS,. (2.22)
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Here, fabc are the structure constants of the SU(3) group defined by the commutation rela-
tion [T, T b] = if%%T° of its eight generators with a,b,c = 1...8, and g, is a dimensionless
parameter related to the coupling strength of the strong interaction ag = gg/ (47). As a conse-
quence of non-abelian structure of the color-SU (3) in QCD, the structure constants are non-zero
and the gluon self-interaction is possible, as shown in Figure 2.5. The existence of the gluon

Figure 2.5: Feynman diagrams corresponding to the triple (left) and quadruple (right) self-
couplings of the gluon fields.

was confirmed by observing three-jet events in eTe™ collisions at the PETRA storage ring at
DESY [92]. Also, the gluon spin was measured, establishing QCD as a proper theory based on
the local gauge invariance.

As a result of the gluon self-coupling, beyond leading order in perturbation theory, corrections to
the quark and gluon propagators have to be considered. Examples are illustrated in Figure 2.6,
where “virtual” particle loops lead to ultraviolet divergences in the calculation of the scattering
amplitudes. Using renormalization [55], these infinities are cut off at a certain renormalization

q q
5 q 4= :q >

Figure 2.6: Feynman diagrams representing loop corrections to the quark and gluon propa-
gators.

scale pug. The renormalized parameters are experimentally measurable at a fixed pg.

The modified minimal subtraction (MS) scheme is one of the most widely used renormalization
procedures. In this scheme, the subtraction of ultraviolet divergences is performed at a fixed pg,
and as a result, ag and the quark masses depend on the choice of ur. Any physical quantity at
all orders however should not be dependent on the artificially-introduced scale ug. Considering
a physical observable O, which depends on an energy scale @, this can be formulated in terms
of renormalized quantities as [53]

9 0 0 0 B
120+ 8(0s) s~ s | Olas,m) =0, 223

which is known as the so-called renormalization group equations (RGEs) for the strong coupling
constant and for the quark mass. The universal functions S(ag) and 7,,(ag(u)) are defined

through the relations

d
;ﬂ% = B(as), (2.24)
1
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and
2dm(M) _

d,u2
where B(ag) is known as the QCD beta function and —v,,(ag(r)) as the mass anomalous
dimension. In QCD, this leads to the strong coupling constant ag being energy dependent,
which is also referred to as “running”. If ag is small, perturbation theory can be applied, and
the dependence of S(ag) and 7,,(ag) can be expanded in powers of ag as

1 ~ Y (g (1) )m (1), (2.25)

Blag) = —a§ Y Bual (2.26)
n=0
and
Vm(O‘S) = Qg Z cnag" (227)
n=0

Here, the coefficients (,, and ¢, represent the n + 1-loop corrections. The coefficients of the
anomalous dimension and the beta function are currently known up to five loops [93-104]. For
the coupling constant, the explicit energy dependence can be written at the lowest order as

2
ag(p?) ~ as(#o) . (2.28)
L+ Goars () n (1)

The parameter 3, is a dimensionless constant defined as 3, = (33 —2ny)/127 with ny being
the number of flavors considered massless at the energy scale p. The scale py represents the
initial scale at which ag is evaluated. However, the value of ag(py) has to be determined
experimentally. With increasing energy scales, the value decreases logarithmically. As a result,
at high energies, i.e., small distances, quarks and gluons can be described as a free particles.
This concept is referred to as “asymptotic freedom” [93, 95], and perturbative calculations can
be applied. The running of ag was confirmed by many experiments in a large energy range [105].

At low energies or large distances between two quarks, the potential of the strong interaction
grows and becomes infinite. Therefore, it is energetically preferable to create a new quark-
antiquark pair and form colorless hadrons. This phenomenon is referred to as “confinement”,
and the process is referred to as hadronization. Hadrons are classified into mesons and baryons,
whereas mesons consist of a quark- antiquark pair, and baryons of three quarks. Also bound
states of four (tetraquarks) or five (pentaquarks) quarks were observed by different experi-
ments [106-108]. The only quark which does not hadronize is the top quark. Its mass is so large
that its lifetime is shorter than the time of the hadronization [58]. Thus, the top quark decays
via the electroweak interaction into a b-type quark and a W boson.

Similar to the strong coupling constant, also quark masses are subject to renormalization. Using
the MS scheme, the RGE for the dependence of the quark mass m on the scale u is given by
Equation 2.25. Usually, the MS mass is reported at the scale of the mass value itself as m(m).

Another solution of how to renormalize the quark masses is the on-shell, or pole mass, scheme.
Here, the mass parameter is defined such that it corresponds to the pole in the quark propagator
analogous to the masses of free particles in QED. All self-energy corrections up to scales of the
mass are absorbed into its definition. Nonetheless, due to nonperturbative effects in QCD, the
definition of the top quark pole mass has an ambiguity of Aqcp [13-15], which is referred to
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as the renormalon problem. The pole and MS masses can be translated into each other. For
example, at one-loop level this relation reads

peto = m(m) (1+ -_as(m) ). (2.20)

An alternative short-distance quark mass definition, providing a smooth transition between the
pole and the MS mass, is the MSR scheme [109-111]. The pole and MSR masses are related by
the equation

47

) RI\"
Mpole = MMSR T+ R Z ag/ISR (aS( )) ) (230)

n=1

where anMSR are decoupling coefficients and R is an additional arbitrary scale. For scales of

R — 0, the MSR mass approaches the pole mass, as for the MS mass at R = m(m). Similar
to the MS mass, the MSR mass is renormalon free, and all self-energy corrections for scales
between R and m are absorbed into its definition.

2.2 Hadron collider physics

In the high-energy pp collisions at the LHC, the structure of both protons is resolved. As a
result of an interaction between the partons (quarks or gluons) from both protons, referred to as
a hard interaction, further particles are produced. The cross section of the particle production is
factorized into a convolution of the structure of both protons and a partonic cross section, which
is calculable perturbatively. In the following, the QCD factorization and the proton structure
are described. Further, the concepts of Monte-Carlo (MC) event generation are illustrated and
the modeling of additional radiation, fragmentation, and hadronization are explained.

QCD factorization and parton distribution functions

The QCD factorization theorem is introduced in [112] and represents the possibility to separate
parton dynamics into the short-distance (asymptotic freedom) and long-distance (confinement)
parts at a certain factorization scale up. The production cross section for a certain process in
the pp interaction, oy, a4 x, can be written as

2 25\~ A2 2
Opp—ab+X = E fz‘(xlv:uF)fj(x%,U«F)Uij—mb(SaNF)NR:aS)d-TldJUQ' (2.31)
i,j

Here, the f;(z, u%) are the parton distribution functions (PDFs) of both colliding protons. These
describe the probability for a parton of the flavor ¢ (j) to carry the momentum fraction z; (x5)
of the proton 1 (2) at a scale of M%. The partonic center-of-mass energy is denoted by § and is
defined as 8§ = z;7ys, and 0;;_,,, is the partonic cross section.

The partonic cross section 7;;_,4, can be calculated perturbatively via the scattering amplitude,
which is often referred to as matrix element (ME). Usually, calculations are performed at a
certain order in perturbation theory, corresponding to different orders of the EWK and QCD
couplings.

Similar to ug, pp is not a physical parameter and to all orders, the calculation should not
depend on its choice. However, since the calculations are available to a certain fixed order, up
and pug are typically chosen close to a physical scale of the process. The possible effects of
missing order corrections are mimicked by varying pgr and pp by a factor of two up and down.
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The scale up usually represents the minimal scale for which a physics process can be resolved,
and is introduced to remove infrared divergences arising from collinear initial state radiation.

While the scale-dependence of the PDFs can be calculated in perturbative QCD, the dependence
on z has to be determined experimentally. The dependence of the PDFs on ug is described by
the Dokshitzer—Gribov-Lipatov—Altarelli-Parisi (DGLAP) equations [113-115], which are a set
of integral-differential-equations and can be used to evolve a PDF from one scale to another.

For the gluon (g) and the singlet distributions (gs), these are given by

0 qs — qu qu qs
ln(p’) (9> (qu ng) ’ (9> 7 22

where ® stands for the Mellin convolution [116]. For the non-singlet (¢) and valence distribu-
tions (qp) they are given by

— Ghs = Pl.®qhs, wherei € [v,£]. (2.33)
OIn(p”)

Here, P;; are the splitting functions that represent the probability for a parton i to emit a parton
j carrying a momentum fraction z of its longitudinal momentum in the collinear approximation.
The splitting functions itself are calculable using perturbation theory, as it is illustrated with
the Feynman representation shown in Figure 2.7 at LO, and are currently known up to three
loops in QCD [117, 118].

z z z z
1—z 11—z 1—z 1—2z

Figure 2.7: Sample Feynman diagrams contributing to the splitting functions qu(z) (left),

Py, (2) (middle left), P,,(z) (middle right), and P,,(z) (right) at LO QCD.

Since the x-dependence of the PDFs cannot yet be calculated from first principles, these are
determined by using the experimental data. The data of deep inelastic scattering (DIS) ex-
periments, in particular neutrino-nucleon [119, 120] and electron-nucleon scattering [121-123],
provide major information about the proton structure and the PDFs. In addition to the DIS
measurements, the LHC data provide further information about the proton PDFs, in particular
on the gluon distribution at large x [38, 39, 124]. In Figure 2.8, the PDFs obtained by using the
CMS measurements of jet production [39] in addition to the DIS measurements are shown in
compared to the result of the fit using only DIS data. A significant improvement in the gluon
distribution at high x is observed.

Monte Carlo simulation

Precise tests of the SM are usually performed through extraction of its fundamental parameters.
For this purpose, the experimentally recorded stable particles (detector-level particles) have to
be associated with the original partons produced in the hard interaction (parton-level objects).
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Figure 2.8:

The u,-valence (upper left), d,-valence (upper right), gluon (lower left), and sea

quark (lower right) PDF distributions, shown as a function of x at the scale
up = 2my. The filled (hatched) band shows the results of a fit using HERA
DIS and CMS inclusive jet cross section data at /s = 13 TeV (HERA DIS data
only) with their total uncertainty. The lower panels show the comparison of the
relative PDF uncertainties for each distribution, and the dashed line corresponds
to the ratio of the central PDF values of the two variants of the fit. The plots

are taken from Ref. [39].
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This requires good description of the way from the partons to stable hadrons, including the
fragmentation, hadronization, and the decay of unstable particles. For this purpose, MC event
generators have been developed. They simulate this complete chain from the hard interaction at
high scales down to low scales for hadronization and particle decays. Also, the detector response
can be fully simulated. The output of such generators can usually directly be compared to the
experimental data.

In the MC event generator, the partonic scattering is derived using perturbation theory. In
addition, massive particles such as the Higgs, W, and Z bosons and top quarks can be treated
as resonances due to generally small interference effects that could lead to the same final state.
Their decays can be externalized, that simplifies the simulation. To account for higher order
terms in the scattering amplitude calculation, and to simulate soft and collinear emission of
partons, so-called parton shower (PS) models are used. Additional soft interactions, hadroniza-
tion, hadronic decays, and fragmentation are approximated by phenomenological models. An
illustration of a hadron collision event as could be simulated by a MC generator is depicted in
Figure 2.9.

Protons + PDF

Hard collision

Underlying event

Parton shower

Hadronization

Particle decay

Figure 2.9: Illustration of the MC simulation of a pp collision [125] (modified). Partons
(blue) from the initial protons (black) contribute to the hard interaction (dark
red) according to their structure as given by the PDFs. An underlying-event
interaction is visible in purple. Additional emissions and the parton shower
branching is shown in red, and additional photon radiations are presented in
yellow. After the hadronization of partons into hadrons (light green), the decay
into final state particles takes place (dark green).
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Parton shower models are based on the splitting functions as introduced in the context of the
PDFs. The cross section of a given process involving the parton j and a subsequent parton
branching ¢ can be represented in the collinear limit as [126]

do =~ oy Z

partons j,i

ag df*
ﬁydszi(z). (2.34)

Here, z is the momentum fraction of the emitted parton, Pj; (z) are the splitting functions, 6 is the
angle of the emission, and oy is the cross section of the process without the additional branching.
Based on Equation 2.34, using an iterative procedure starting from the hard scattering ME,
parton branchings can be added to each iteration, and the result is considered as the hard
interaction for the next evaluation cycle. To avoid the divergences in the limit of § — 0,
an additional cutoff scale Qg has to be introduced. It resembles the scale at which additional
parton emissions cannot be resolved anymore. The probability Ai(QZ, q2) that there is no parton
branching with K > q2 is introduced as

Q@ dk? g [1-Q0/K
A(Q% G = —/ ——S/ dzP;; . 2.35
(Q7,q7) exp( 2 T e @ (%) (2.35)

Here, ¢ is the virtuality of the emitted parton and k is an ordering variable related to the
transverse momentum of the emitted parton. The function Ai(Qz, q2) is also denoted as Sudakov
form factor [127, 128], and Q2 is the starting scale of the shower. In the MC, a Ai(QQ,qQ)
is generated using random numbers, and Equation 2.35 is solved for q2. Given a solution for
q2 > Qz, a parton branching is generated at the scale q2. Otherwise, the shower terminates. The
values for z are chosen according to the splitting functions P;; (z). The procedure is sequentially
performed until the cutoff scale )y is reached. As the Sudakov form factor sums all terms of
the kind (agIn?(Q?/Q3))" with the greatest power of logarithms to all orders, it is called to
be of leading logarithmic accuracy [126]. Another important effect to consider is the running of
the strong coupling constant. With decreasing q2, ag increases, and hence the parton branching
probabilities significantly increase. This results in a much faster multiplication of the shower.
Furthermore, the originally arbitrary cutoff scale @y has to be chosen much larger than Agcp
to ensure the applicability of the perturbative calculation. The cutoff also becomes a parameter
with significant impact on the final states of the PS generator. Similar to the description of the
final state radiation, the initial state radiation can be generated by using the DGLAP equations
for the PDF evolution and the corresponding momentum fraction for each parton.

Since the emission is present in both, fixed-order calculation of the ME and in the PS, a potential
double counting needs to be avoided. This is resolved via subtracting terms in the matching
of the PS to the ME calculation. Because PSs are designed to model soft emission at lower
scales in the collinear limit and matrix-element calculations precisely determine hard emissions,
consequently the hardest emission of the PS has to be corrected.

One popular matching procedure is the POWHEG method [129, 130]. In this method, corrections
are applied to the Sudakov form factor and the matching scale hg,p,, is introduced. By suit-
able weighting or damping the first emission, a smooth transition between the ME and PS is
maintained. This damping function depends on the hardness scale of the emission and Aqamp-
The scale hgamp can be understood as a resummation scale [131] at which the transition hap-
pens. The value of Agapy, is usually tuned using the experimental measurements [132]. This
matching procedure preserves NLO accuracy for the integrated quantities and the ME, while
the leading-logarithmic accuracy of the PS is kept.
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In pp collisions, not only the hard interaction and subsequent parton branchings contribute to
each event but also secondary parton—parton interactions and effects of beam remnants have
to be taken into account. These multi-parton interactions (MPIs) lead to soft QCD processes
and interference with particles emerging from the hard scattering. These effects are collectively
denoted as underlying event (UE) and are described by phenomenological models as they cannot
be calculated using perturbative QCD. Typically, dedicated tunes are derived by fitting models
to the experimental data [132]. Additionally, the interference between final-state radiation and
the hard-interaction partons due to color correlations have to be considered [133]. Various
methods haven been developed [134—136] of how colored object interference has to be treated in
color reconnection (CR) models, which are currently tested by the LHC experiments.

For the energy scales below Agcp and the PS cutoff scale, the colored final-state objects recom-
bine and form color-neutral hadrons. This process is described by the hadronization models.
Two major classes of hadronization models are the so-called string [137] and cluster [138] models.
In the string model, interactions between quark—antiquark pairs via gluons are described by a
linear rising potential through uniform color-flux tubes, called strings. With increasing distance
between quarks, and thus increasing potential energy, the strings break and quark—antiquark
pairs are produced until neutral hadrons are formed. In this model, gluons are described as kinks
in the strings affecting the kinematic properties of the hadrons. In the MC simulation used for
this thesis, the Lund string model as implemented in PYTHIA8 [139] is employed. The momen-
tum of the hadrons are related to the momentum of the parent quarks via phenomenological
fragmentation functions. The commonly used Peterson [140] or Kartvelishvili [141] functions de-
pend on a single parameter, which is tuned by using the experimental data. In the Bowler—Lund
fragmentation function [142], the effects of quark masses are additionally considered.

2.3 The top quark

The existence of the third-generation quarks was predicted by Kobayashi and Maskawa in 1973
to explain observations of CP violations in the quark sector [81]. With the observation of the
b quark in 1977 at Fermilab [143], this idea was confirmed and the quest for the top quark
has started. After 20 years of searches, based on different mass assumptions, the top quark was
discovered by the CDF and DO Collaborations at the Fermilab Tevatron using pp collisions with a
center of mass energy of 1.8 TeV [5, 6]. With a pole mass mP™® of about 172.5 4 0.7 GeV [58], it is
the most massive elementary particle known, and hence has a total width of about 1.42 GeV [58]
and a lifetime of around 5 x 10™*°s [58], which is substantially smaller than the time of the
hadronization of 1/ Agcp =~ 3 x 107%*s. As a result, top quarks decay before forming hadronic
bound states and yield a unique possibility to study properties of a bare top quark as for example
the charge and polarization. The large mass of the top quark provides a natural scale to study
perturbative QCD and is further of particular relevance for EWK physics. For example, the
Higgs boson mass receives large perturbative corrections from diagrams that depend on the top
quark Yukawa coupling, and in turn on my [144], as illustrated in Figure 2.10. To first order, the
contribution 6;@2 of this correction to the parameter ,u2 in the Higgs potential can be calculated
as
2 3miA®
op” = ———5 5,
A7 v

where A > 1TeV is the cut-off scale [144]. To obtain the measured value of the Higgs boson mass,
and thus uQ, this contribution has to be canceled by a fine-tuning of the tree-level parameter of
. This problem is also known as the hierarchy or naturalness problem.

(2.36)



20 Chapter 2. The role of the top quark in particle physics

o

Figure 2.10: Feynman representations for the one-loop correction to the Higgs boson prop-
agator from a top quark loop.

In a similar fashion, loop corrections involving top quarks lead to corrections to the quartic
coupling parameter A in the Higgs potential. As a result, extrapolations of A to higher energy
scales depend also on the top quark mass, as well as on ag and the Higgs boson mass [7, 8,
145, 146]. This is illustrated by the two plots in Figure 2.11. The result also shows that the
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Figure 2.11: Left: evolution of the parameter A\ as a function of the scale ug. The dashed
red (blue) line indicates the one standard variation of the values of m, and ag
(the Higgs boson mass) [L1]. Right: regions of stability, meta-stability, and
instability of the SM EWK vacuum as a function of the top quark ans Higgs
boson masses [7].

Higgs boson self-coupling, and in turn the stability of the EWK vacuum, crucially depend on the
value of m,. Based on the current experimental precision on m, and the Higgs boson mass, only
the instability can be excluded. Future investigations can shed light on the question between
stability and meta-stability [7]. In case of a significant deviation of m, from the value needed
for a stable vacuum assuming the SM, possible extensions of the SM can be tested.

The top quark mass can also be obtained as a result of the so-called global electroweak fits [9—
11, 147]. In the SM, the masses of the top quark, W and H bosons are related to each other
via vacuum corrections. Having two of these parameters, the third one can be unambigu-
ously determined and its deviations from the SM expectation would consequently hint to new
physics. Recent mfde results from the electroweak fits, obtained by using the experimental
measurements of my and my, differ from the value of mfde obtained by the ATLAS and CMS
collaborations [148, 149]. This fact motivates further detailed measurements of the top quark
mass using orthogonal methods in order to probe our understanding of the SM.

Top quark production and decay

In pp collisions, top quarks are predominantly produced as quark-antiquark pairs (tt), as illus-
trated at LO in Figure 2.12. The dominant production mechanism is the gluon-gluon fusion
process. The gluon-gluon fusion production mechanism, as illustrated by the first two diagrams,
contributes to about 90% of the tt cross section for pp collisions [58].
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Figure 2.12: Feynman diagram representations for tt production at leading order. The first
(second) diagram shows the gluon-gluon fusion production channel in the s (t)
channel. The right diagram shows the production via quark-antiquark annihi-

lation.

The tt production cross section in proton collisions was measured at various center of mass
energies, as illustrated in Figure 2.13. The measurements are compared to the theory prediction
at NNLO-next-to-leading-log (NNLL) [150] using NNPDF3.0 [151], and assuming ag = 0.118

and m; = 172.5GeV. For /s = 13TeV, the predicted tt cross section is 839. 5+§28

pb, and

the agreement between measurements and calculations in NNLO+NNLL QCD is observed to
be very good. The tt production is one of the abundant processes at the LHC, allowing for very

precise measurements.
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Figure 2.13: Measurements for the pp and pp production cross section by Tevatron (black),
ATLAS (red), and CMS (blue) for center of mass energies ranging from about 2
to 13 TeV [152]. The measurements are compared to the theoretical predictions

calculated using the TOP++ framework [153].

The top quark decays electromagnetically into a W boson and a b-type quark. The branching

ratio is given by [58]
[Vio”

Byw =

Vin|* + | Vis|* + |Vial®

= 0.998,

(2.37)
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where V}, are the coefficients of the CKM matrix. The value of [V};,| = 0.088 4 0.024 is measured
by CMS [154] and the upper limit of 0.955 at 95% confidence level on By is obtained. The
decays of the top quarks are categorized by the decays of the W boson as dileptonic, semileptonic,
and fully hadronic, as sketched in Figure 2.14.

Branching fractions of tt decays
fully hadronic

6%

ttjets 15%

L+jets 15%

] 0, ) i
dileptonic erjets 15% semileptonic

Figure 2.14: Branching ratios and final states of tt production [155].

Despite the small branching ratio of the dileptonic decay channel, it yields the highest ex-
perimental purity because of clear identification of the final-state leptons. The fully hadronic
channel receives large background from QCD multijet production. The semileptonic channel
has intermediate properties.

Measurements of the top quark mass

The value of the top quark mass can be measured by reconstructing the invariant mass of the
top quark’s decay products, or by measuring observables that are strongly correlated to it.
Measurements of this kind are often referred to as direct mass measurements, and they reach
a precision on the order of 0.4GeV [23]. A summary of the results obtained in such direct
measurements is given in Figure 2.15. In spite of the high accuracy, these measurements heavily
rely on the multi-purpose MC generators [126, 156], which allow inferring the value of m; from
comparisons of the simulated final-state distributions to the experimental measurements. These
simulations are based on the parton shower models and heuristic models, tuned to the data
to describe the UE, hadronization and CR. Consequently, this leads to an ambiguity in the
interpretation of the result of the direct measurements in terms of the top quark mass in the
Lagrangian. Various studies suggest [24-31], that the top quark mass parameter assumed in the
MC simulation, miVI C, resulting from the direct measurement, can be related to the top quark
pole mass m{"’le, with an additional uncertainty on the order of £0.5GeV, depending on the
MC generator used. Similar studies show that mi\/[ © is close to the MSR mass for a scale of
R = 1GeV [25, 157] with a similar uncertainty.

Alternatively, the value of the top quark mass defined in a certain renormalization scheme can
be obtained by comparing measured observables, sensitive to my, to the fixed-order theoretical
predictions. Such observables might be either inclusive cross sections [31-33, 158] or m-sensitive
shapes of the differential cross sections [37, 38, 41, 44, 45]. A summary of the results of such
indirect mass measurements is shown in Figure 2.16. The value of mEOIe was obtained with an
uncertainty below 1GeV by using inclusive and differential cross sections of tt production at
the LHC [11, 32-39]. The top quark running mass m;(m,) defined in the MS scheme was also
measured [31, 40, 41] and its energy scale dependence was recently investigated at NLO [42] and
NNLO [159].
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Figure 2.15: Recent results obtained by the LHC experiments on the value of mivlc [152].
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2.4 Top quark-antiquark production in association with one jet

In this thesis, the value of m?de is extracted by using events where the top quark-antiquark pair

is produced in association with at least one energetic jet (tt+jet). It was demonstrated [44],
that the invariant mass of the tt+jet system, m; Fiet) exhibits high sensitivity to the value of

mP°". A novel observable, p, was introduced, defined as

p= ﬂ, (2.38)

Mt 4 et
where myg is an arbitrary scaling constant, set to my = 170 GeV, close to the mP® value.
This observable was used by the ATLAS Collaboration to measure the top quark pole mass at
center of mass energies of 7 and 8 TeV [35, 46]. In the measurement presented in this thesis, the p
observable is used to extract m} ole using the proton collision data at the LHC at a center of mass
energy of 13 TeV, following the general strategy of the approach developed in Refs. [41, 44, 45].

1 e ..
The m!*“-sensitivity measure S is introduced as

Sp)="3  (Rlp, m¥”) = R(p, m{”“+8)) / 2AIR(p, m™),  (239)
A=1+3GeV

where R is the normalized differential cross section of tt-+jet production as a function of p. The
value of § quantifies how the differential cross section changes as a function of m{ °le To compare
the sensitivities in tt+jet and tt production, the invariant mass of tt+jet in the p definition is
replaced by the invariant mass of the tt pair. The resulting sensitivities for /s = 13TeV are
compared in Figure 2.17. In both cases, the sensitivity becomes large close to the threshold of
the tt production, however in the case of tt+jet the sensitivity is significantly enhanced above

the threshold region.

CMS Simulation Supplementary 13 TeV
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Figure 2.17: The sensitivity of R(mP™, p) to the top quark mass for ti+jet (blue) and tt
production (orange). The variable S is defined as given in the text.
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The mass sensitivity of the shape of the R distribution is illustrated in Figure 2.18. The curves
are normalized to unity and cross for a value of p ~ 0.65. At this point, the observable is
insensitive to the top quark mass. High sensitivity to m} ole i expected around the tt-+jet
production threshold, corresponding to p > 0.65. In turn, for large values of m; +jet» 1-€., values
of p < 0.55, lower mass sensitivity is expected.
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Figure 2.18: The normalized differential tt+jet cross section as a function of p at parton level
for three different top quark mass assumptions: 168.5 (orange), 172.5 (green),
and 176.5 GeV (blue). The lower panel shows the ratio to the central value of
172.5 GeV. The predictions are provided as given in Ref. [160].

The additional jet is reconstructed with the anti-kt algorithm [161], using a distance parameter
R = 0.4, and is required to have a transverse momentum larger than 30 GeV [44]. In addition to
high sensitivity of the R shape to the value ot m{mle, the rate of tt+jet is rather large being about
a third of the inclusive tt production. The data sample used for the main measurement of this
thesis contains about 12 million tt+jet events. Moreover, the measurement of the normalized
cross section allows for cancellation of certain experimental uncertainties and therefore better
precision.

The theoretical prediction for tt+jet is available in QCD to NLO precision [162, 163], implying
the pole or MS schemes for the top quark mass. In the analysis of this thesis, the prediction
in the pole mass scheme is chosen, considering it a better definition at the threshold of the top
quark production. The tt+jet process has been implemented in the POWHEG ME generator [164],
which allows for fast calculation of the fixed-order prediction as well as for generation of events
with subsequent showering via PYTHIA. In Ref. [160], among other studies, the renormalization
and factorization scale choice for tt+jet production in the fixed-order calculation (and in turn
in the POWHEG prediction) was revisited. Using the dynamic scale resulted in a better pertur-
bative convergence of the calculation and a flat k-factors for different observables. Following the
suggestion of Ref. [165], the scale H{? /2 is considered, which is defined as

1 = (Vi) b+ R k447 (2.40)
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Here, the index B refers to the Born level, ptllB and ptllB are the transverse momenta of the

top quark and antiquark, respectively, and pJT’B is the transverse momentum of the additional
jet. Theoretical uncertainties due to missing higher order effects, referred in the following as
scale uncertainties, are estimated by varying the yr and pg scales by a factor of two up and
down, independently. As a result, the choice of H{‘? /2 results in symmetric scale uncertainties
in contrast to the strongly asymmetric scale uncertainty, obtained for the scale choice of mfde.

Furthermore, a reduction of the scale uncertainty for the R(p) distribution, was observed [160].
In tt production, the cross section is driven to a similar extent by the gluon PDF and the values
of ag and mfde. Each variation in one of these parameters can be compensated in the cross
section by a variation of the others. In contrast, the R distribution has only a small dependence
on the value of ag, as illustrated in Figure 2.19. A variation ag from 0.114 to 0.123, alters

the p shape only for p < 0.4, while leaving the threshold range of R unaffected. However, the
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Figure 2.19: The absolute (left) and normalized (right) differential tt+jet cross section as a
function of p for varying values of ag [160]. The bottom panel shows the ratio
to a central value of ag = 0.118.

PDFs play an important role in the R prediction, as illustrated in Figure 2.20. While most of
the PDFs lead to the very similar predictions within the PDF uncertainties of about 10%, a
significant difference is observed once the ABMP16NLO is used [160]. Since the ag dependence
of R was shown to be small, the origin of the shape difference must be a difference in the gluon
distribution at high x among different PDFs used.

Total theoretical uncertainties in the normalized tt-+jet cross section of up to 20% are estimated,
as shown in Figure 2.20. Both PDF and scale uncertainties are of similar size and mainly affect
the tails of the distribution.

For aforementioned calculations, the five-flavor number scheme is used, which means that all
quarks except the top quark are considered massless. Consistently, this is taken into account
also in the choice of the PDF sets.

Previous measurements and the effect of the center of mass energy

The mass sensitivity to the top quark mass of the normalized tt+jet cross section as a function of
p was investigated previously in two analyses by the ATLAS Collaboration using 7 and 8 TeV pp
collision data, corresponding to an integrated luminosity of 4.6 and 20.2 fbfl, respectively [35,
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The uncertainties in the cross section due to the PDF set are determined as
given by the individual PDF prescriptions.
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46]. Both measurements were performed by using the semileptonic decay of the top quarks. In
the 7TeV measurement, a value of

mP = 173.7 + 1.5 (stat.) + 1.4 (syst.) "o2 (theory) (2.41)

was found using the parton-level differential cross section. An additional reinterpretation of the
data was performed to extract the top quark mass as defined in the MS scheme [41], resulting

in a value of
my(my) = 165.9 + 1.4 (stat.) + 1.3 (syst.) 7y'a (theory). (2.42)

In 8 TeV measurement, the top quark mass was extracted in both the pole and MS scheme. Given
the data set being larger by a factor of around four, the statistical uncertainty is significantly
reduced. This further results in an increase of the overall precision of the measurement. The

results are
mEC’le =171.1+£0.4 (stat.) £0.9 (Syst-)irojg (theory) (2.43)

and
mg(mg) = 162.9 + 0.5 (stat.) 1.0 (syst.) 723 (theory). (2.44)

In both the mP® and the my(m;) measurements, the theory uncertainty includes the scale
uncertainties and variations of different PDF sets. The experimental uncertainties are of similar
size, while the theoretical uncertainties are up to factor of two larger for the MS mass. The
larger scale uncertainties in the my(m,) might be attributed to the fact that the MS mass is not
well-defined close to the tt production threshold [170].
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Figure 2.21: The normalized differential tt+jet cross section as a function of p for varying
center of mass energies. The predictions for /s of 8 TeV (13 TeV) are shown in
blue (orange). The predictions are obtained as given in Ref. [160].

Increased center of mass energies have a non-negligible effect on the shape of the R distribution,
and consequently on measurements of mltmle. This is illustrated in Figure 2.21. For a higher
collision energy, the p distribution is observed to be shifted towards smaller values. As a result,
the phase space region close to the production threshold shrinks by 25%. Hence, the total
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sensitivity to mfde decreases for /s = 13 TeV with respect to measurements at /s = 7 and

8 TeV significantly.
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This chapter introduces the experimental facilities used to collect the data which are analyzed
in this thesis. In Section 3.1, the Large Hadron Collider (LHC) with its experiments is de-
scribed. In Section 3.2, the Compact Muon Solenoid (CMS) experiment is discussed with its
most important subdetectors. Additionally, the CMS trigger system and the measurement of
the integrated luminosity are explained. Finally, future upgrades of the LHC and CMS are
described in Section 3.3.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [171] is a facility located at the European Organization of
Nuclear Research (CERN) near Geneva in Switzerland. Built as a circular particle accelerator
and storage ring, it is placed in a tunnel 100 m underground with a total circumference of
27km, that has been previously used for the LEP collider [59]. In Figure 3.1, a schematic
view of the LHC accelerator complex with the preaccelerators is shown. The proton beams
are preaccelerated in the Booster, Proton Synchrotron (PS), and the Super Proton Synchrotron
(SPS) to an energy of up to 450 GeV before entering the main storage ring. After injecting
the beam’s bunches into the two LHC beam pipes, the beams rotate in opposite directions
to provide head-on-head collisions. The proton beams are accelerated using superconducting
cavities operating at 400 MHz, and are bent by the dipole magnets, which reach a magnetic
field of up to 8.3T. The quadrupole (sextupole) magnets are used to perform a geometrical
(momentum dependent and orbital) correction. The design energy per proton beam is 7 TeV,
but the LHC is also operated with heavy ions, for example lead and xenon ions are accelerated
to an energy of around 2.76 TeV per nucleon. In the analysis presented in this thesis, only
proton-proton (pp) collision data are analyzed. Four main experiments at the LHC surround
each of the interaction points. These are: ALICE (A Large Ion Collider Experiment) [172],
ATLAS (A Toroidal LHC Apparatus) [173], CMS (Compact Muon Solenoid) [174], and LHCb
(LHC Beauty) [175].

The LHC schedule and timeline is shown in Figure 3.2. So far, the LHC successfully accomplished
two data taking periods: Run 1 (2010-2012), with a center-of-mass energy of 7TeV (2010-2011)
and 8 TeV (2012), and Run 2 (2015-2018), with a center-of mass energy increased to 13 TeV.

31
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Figure 3.1: A schematic sketch of the LHC accelerator complex [176] including preaccelera-
tors. The four main experiments are marked as yellow dots.

Special low energy runs have been carried out in 2013 at a center-of-mass energy of 2.76 TeV and
2015 and 2017 at 5.02 TeV. From 2022 on, the operation of the LHC with the design energy of
13.6 TeV and 14 TeV is planned for Run 3. During the long shutdown three (LS3), the LHC and
the experiments are planned to be upgraded for the High Luminosity LHC (HL-LHC) planned
to start from 2027.

The instantaneous luminosity d£/dt relates the event rate for a given process to the cross section
o as

dN dL
— = —0. 3.1
at — dt’ (3.1)
The luminosity depends on the machine-specific parameters and can be determined as
N2
L= N frev F, (3.2)
dro,0,

where IV}, is the number of particles per bunch, ny, the number of bunches, f,., the revolution
frequency, o, and o, are the widths of Gaussian distributed beam profiles in x- and y-direction,
and F' is a geometrical factor accounting for the crossing angle of the beams [178]. The integrated
luminosity L;,; is obtained from the instantaneous luminosity dL/dt as

N
Ly N (3.3)

Ling = dt o

where N is the production rate of a certain process with a production cross section of o. With
N, =1.15- 10! particles per bunch, a bunch spacing of 25 ns, and n;, = 2808 bunches, the design
instantaneous luminosity of the LHC is 10 em™?s™!. In 2016, the resulting instantaneous
luminosity at its peak has been 0.77 - 103 cm 257! [179]. A large instantaneous luminosity
consequently also leads to a large average number of simultaneous pp interactions per bunch

crossing, also referred to as pileup. These additional collisions lead to major challenges in
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Figure 3.2: The LHC schedule and ultimate design values for the instantaneous and inte-
grated luminosity [177]. The run periods are indicated together with the long
shutdowns (LS).

the reconstruction as contributions of different interactions overlap in the readout of detectors.
Mitigation techniques of pileup effects in CMS effects are further discussed in Chapter 4. The
dedicated procedure of the luminosity measurement is described in Section 3.2.

3.2 The Compact Muon Solenoid

The CMS [174, 180] detector is a multi-purpose experiment at the CERN LHC encompassing
various subdetectors that are designed to measure mass and momenta of the particles produced
in the pp collisions. It follows a cylindrical layer design around the beam pipe. A sketch of
the CMS detector is shown in Figure 3.3. From inside to outside, the first major component is
the tracker system including pixel and silicon strip detectors. The tracker is surrounded by the
electromagnetic calorimeter, followed by the hadronic calorimeter, the solenoid yoke, and the
muon system. Geometrically the detector is split into a central “barrel” and two “endcaps” on
either side.

The CMS event reconstruction relies on the reconstruction and identification of all particles
produced in a pp collision event by taking advantage of the particle-specific interaction with
matter and corresponding signature in the detector. Particle identification and measurement of
its kinematic properties are based on the combination of the information from different subdetec-
tors. The general approach is illustrated in Fig 3.4. Charged particles, such as charged leptons
and hadrons, produce hits in the tracking system of the CMS detector, and their trajectories
are bent by the magnetic field. By combining the hit information, tracks are reconstructed and
their curvature and, in turn, their momenta are measured. The energy of electrons, positrons
or charged hadrons is determined by measuring the deposited energy in electromagnetic and
hadronic calorimeter, respectively. This information can be combined with the reconstructed
tracks in the tracking system to increase the precision in the momentum estimation. Photons
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Figure 3.3: A schematic representation of the CMS detector showing all subdetectors [181].
The innermost part of the detector is the tracking system, composed of the pixel
and silicon strip detectors. Outside the tracking system the electromagnetic
and hadron calorimeters are installed, both within the solenoid magnet. The
outermost part of the detector is the muon system.
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and neutral hadrons are also absorbed in the calorimeters but cannot be reconstructed as tracks.
Muons leave the CMS detector without being fully stopped in the material, but through combi-
nation of their hits in the tracker and their trajectory as measured in the muon chambers, their
momenta can be determined. Neutrinos are the only particles with no signature in the detector.
Nevertheless, by measuring the missing transverse momentum in an event, conclusions about
the presence of neutrinos can be drawn. By combining the information of all reconstructed
particles, tracks, vertices, hypothesis can be built for stable particles in terms of four-momenta,
trajectory, and particle type.

Key; Muon
Electron

Charged Hadron (e.g. Pion)
B ))ll" — — — - Neutral Hadron (e.g. Neutron)

Transverse slice

throughCMs 2 \ I |
S I :
: ( I

S/ g

—

—

.....

Electromagnetic
Calorimeter

Hadron
Calorimeter

Superconducting
Solenoid

Iron return yoke interspersed
with Muon chambers

om im 2m 3m 4m S5m &m m
1 1 1 1 1 1 1 1

Figure 3.4: Schematic view of a transverse slice of the CMS detector, illustrating interactions
of final-state particles with all subdetectors. The muon and charged hadron
shown are positively charged, whereas the electron is negatively charged [182].

The coordinate system of CMS has its origin located at the interaction point, and the z-axis
points in the direction of the beam axis. The y-axis points vertically upwards, while the x-axis
is directed towards the center of the LHC ring, respectively. An illustration of the coordinate
system is shown in Figure 3.5. The particle kinematic properties are expressed in terms of the
azimuthal angle ¢, the transverse momentum pr, and the rapidity y (or pseudo-rapidity n). The
angle ¢ is measured in the z—y plane, where ¢ = 0 corresponds to the direction of the z-axis,
and ¢ ranges from —7 to w. Similarly, the polar angle 6 is measured from the positive z-axis.
The transverse momentum pp and the rapidity y are defined as

pr = |Pr| = |7 sin(0)] (34)
and 1. E+
D
— 1 .
y=ymp (3.5)

where F and p, are the energy and momentum in direction of the z-axis of the particle. Differ-
ences in y are invariant under Lorentz boosts in beam (z) direction. Similarly, the pseudorapidity

71 is defined as
0
n = —In{tan 3) ) (3.6)
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which is equivalent to y in the relativistic limit where particles are considered massless. In
addition, the flux of particles is constant as a function of 7. The geometric distance between
two objects in the detector is further defined as

AR =/ (8g)? + (An)?, (3.7)

which is also known as the boost-invariant distance.

\ center of

the LHC

Figure 3.5: The coordinate system used by the CMS experiment. The z-axis points to the
LHC center, the y-axis is defined upwards, and the z-axis is oriented to be
parallel to the beam line in counter-clockwise direction. Based on [183].

The solenoid magnet

To bend the trajectories of charged particles, a solenoid magnet with a magnetic field of 3.8 T
is used, which allows for a precise measurement of particle momenta using the tracking system.
With a total size of 12.5m in length and a diameter of 6.3m, the CMS solenoid is the largest
ever constructed. The coil is made of Niobium-titanium (NbTi) and is cooled down to 4.8K to
operate in a superconducting regime.

The tracking system

The CMS tracker consists of two main components, a silicon pixel and a silicon strip detector.
It is designed to perform precise measurements of the momenta of the charged particles in the
magnetic field and allow for an identification of primary and secondary vertices. The latter is
especially important for an accurate identification of heavy-flavor jets as discussed in Section 4.2,
as well as to associate each reconstructed track and secondary vertex to the correct bunch
crossing and vertex. Therefore, both high granularity and fast response are essential. The
barrel and the endcap parts of the tracker cover a total length of 5.8 m and a diameter of 2.5 m.
A sketch of the whole CMS tracker with its subdetectors is shown in Figure 3.6. The silicon pixel
tracker is composed of three barrel layers (BPIX) (the closest at a radial distance of 4.4 cm to
the center of the beam pipe) and of two disks in the endcaps (FPIX), covering the total area of
around 1m?. Each of the about 66 million silicon pixel cells has a size of 100 x 150 ,umz, which
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provides good granularity in any direction. The silicon strip detector consists of four strip layers
in the inner (TIB) and six layers in the outer barrels (TOB). In the endcaps, it is built of three
inner disk layers (TID) and nine layers in the outer part (TEC), each. The strip thickness ranges
from 320 pm to 500 um with increasing radius while the distances between the strips range from
80 um to 140 ym. The inner tracker in total covers a range of |n| < 2.5, and the sensoring system
provides an active detector area of around 200 m? with approximately 10 million strip sensors.
At the end of the 2016 data taking period, the silicon pixel detector has been replaced [184]. The
upgrade includes an additional fourth layer of the pixel detector in the barrel region and one
additional disk per endcap. Together with a closer position of the innermost disks and layers in
the barrel to the beam pipe, a significant improvement in the precision of the track and vertex
reconstruction could be achieved. The tracker efficiency is estimated with the tag-and-probe
method [185], by using the muons originating from the Z boson decays and results in 96-99%
depending on the pileup condition [186]. The resolution in the collision vertex reconstruction is
better than 14 (19) ym in x (z) direction [187].
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Figure 3.6: A sketch of one quadrant of the CMS tracker after the upgrade [185]. It is
composed of the inner pixel (red) and of the strip detectors (blue). The silicon
strip detector is divided into the TIB, TOB, TID, and TEC. The star marks the
interaction point.

The electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) of CMS is built around the tracker, and its main
purpose is to measure the energy of electrons and photons, which result in similar detector sig-
natures due to emergence of the electromagnetic showers in the calorimeter material. Together
with combined measurements in the tracker, photons can be distinguished from the electrons.
A schematic view of the ECAL is shown in Figure 3.7. The ECAL consists of lead-tungstate
(PbWO,) scintillator crystals and is divided into a barrel (EB: |n| < 1.479) and an endcap part
(EE: 1.479 < |n| < 3.0). The crystals act as absorber and scintillation material at the same
time, making the ECAL a fully homogeneous calorimeter. Electromagnetic showers initiated by
Bremsstrahlung through the absorption in the crystals lead to photon emission via scintillation.
The emitted light is detected by photodiodes and is proportional to the deposited energy. The
properties of PbWQ, are high density with respectively short radiation length of 0.89 cm, allow-
ing the ECAL to be rather compact with a large sensitive volume. The PbWOQO, crystals have
short scintillation time such that in a time window of 25ns most of the visible light (approxi-
mately 80%) is emitted, being especially suitable for a bunch spacing of 25 ns. The crystal length
in the EB (EE) is 23 cm (22 cm), corresponding to 26 (25) radiation lengths. To prevent losses of
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signal along the crystals, those in EE and EB are tilted in an angle of 2-8 degrees with respect
to their orientation towards the interaction point in dependence of 7. An additional preshower
detector (ES) is installed in front of the endcaps to improve the identification of photons coming
from, e.g., ° decays.

The energy resolution of the ECAL is determined in dedicated test beam experiments and

corresponds to [188]
2
og\? 2.8% 12% 2 5
<E> _< E[GeV]) +(E[G6V]> (0.8%)" (38)

The energy resolution is optimized for the energies of around 50 GeV to maximize the sensitivity
for the measurements of Higgs boson decays into two photons [189]. The energy scale resolution
for the electrons from Z boson decays ranges from 2-5% depending on the electron 7 [190].

[ T T 1 §

ez,
I
WA ittt

ECAL (EE)

Figure 3.7: A sketch of one quadrant of the CMS detector for the ECAL [191].

The hadronic calorimeter

The hadronic calorimeter (HCAL) is designed to measure the energy of charged and neutral
hadrons and consists also of barrel (HB) and endcap parts (HE) that are installed between
the ECAL and the magnet coil. A schematic view of the HCAL is shown in Figure 3.8. The
HCAL barrel is a sampling calorimeter, built of alternating layers of brass absorbers and plastic
scintillator material. Hadronic showers are created through interaction of particles with the
absorber material, which further leads to scintillation light emission, collected in photodiodes.
An additional outer barrel part with lower granularity (HO) extends the HCAL outside the
solenoid magnet, which is utilized by the HO as an additional absorber. In addition, the hadron
forward detector (HF) is installed to cover high pseudorapidity ranges. Pseudorapidities in the
range of |n| < 1.4 are covered by the barrel part, while the HCAL endcap together with the
outer HCAL spans over the range of 1.3 < |n| < 3. The HF, covering pseudorapidity ranges of
3 < |n| < 5.2, needs to be more radiation hard in comparison to the barrel parts of the HCAL,
because the energy deposit in the forward region is much larger. It therefore uses layers of steel
and quartz fibres.
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Using the data of dedicated test-beam experiments, the combined energy resolution of ECAL
and HCAL is determined to be [192]

2

op 2_ 85% 9
(E> A Werer 4 (7.0%)2. (3.9)

For the pp collisions in 2016 data taking period, a good agreement of the HCAL energy measure-
ment between data and simulation, between 3-5%, is observed [193], as well as for the energy
response [194].

Figure 3.8: A sketch of one quadrant of the CMS detector [174]. The subparts of the HCAL,
the HE, HB, HO, and HF are indicated separately.

The muon system

The outermost component of the CMS detector is the muon system (see Figure 3.9). It is located
outside the solenoid and is only traversed by muons (and neutrinos, which are however not
detectable with CMS), and allows for precise identification and measurement of muon trajectories
by combining its signal with information of the tracker. Outside the solenoid, the magnetic field
is weaker (approximately 2T) than within the solenoid. The muon system is composed of
three types of gaseous detectors that are interlaced with the flux return yoke. The barrel part
(In] < 1.2) is covered by four stations of drift tubes (DT) while cathode strip chambers (CSC)
are located in the endcap regions for pseudorapidities in the range 0.9 < |n| < 2.4. CSCs,
in contrast to DTs, are characterized by a faster response time and larger radiation hardness,
which makes them especially suitable for measurements in the forward region where a higher
muon rate is expected. Additionally, six (three) layers of resistive plate chambers (RPC) are
installed in the pseudorapidity range of |n| < 1.2 (1.6) in the barrel and endcaps. The RPCs
show both good time resolution and fast response time of 1ns and are thus mainly used for
triggering purposes.

The muon reconstruction, identification, and isolation efficiency is found to be better than
95%, with a misidentification rate less than 1% [196]. The muon momentum resolution varies
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Figure 3.9: A sketch of one quadrant of the CMS detector with the main detector compo-
nents [195], especially the different muon detectors, is shown.

between 10% in the barrel region to around 20% in the endcap region for muons of pp > 15 GeV,
originating from Z boson decays, reconstructed only in the muon system [195]. In a combined
reconstruction using also the tracker information, the muon resolution is on the order of 1-3%
for muons with pr < 100 GeV and about 10% for muons with pr in the TeV range [196]. The
energy resolution is optimized for muons from leptonic decays of the Higgs boson via ZZ or
77" [188].

The trigger system

With an instantaneous luminosity of about L = 10 em™ts™! and a bunch spacing of 25ns,

i.e., a frequency of 40 MHz, the LHC provides pp collisions with a rate of 10° per second [180].
Considering the storage size of 1.5 MB per event, this results in a data output rate of about
950 TB per second [197]. Only a small fraction of these events is of potential interest for the LHC
physics program, and the data acquisition (DAQ) system is capable of processing and saving
only about 100 events per second for permanent storage. Thus, a significant reduction in the
event rate, approximately by a factor of 10°, has to be achieved by filtering or “triggering” only
such events that feature signatures of particular interest. The CMS trigger system comprises
two separate stages [198], the hardware based level 1 (L1) trigger system and the software based
high level trigger (HLT) system. The L1 trigger system uses only the combined information
from the calorimeters and the muon system, because 3.2 us after recording of the data it has to
be transferred to the readout system. Thus, the L1 trigger decisions are determined in less than
1us [180]. As a consequence, the maximum output rate is reduced by the L1 trigger system
down to 100kHz. A more complex reconstruction with increased precision is performed by the
HLT trigger system. It has full access to the complete readout of all detector components and
the reconstruction is thus close to the one used for offline analysis, cf. Section 4. The event
reconstruction is further adapted to match the timing constraints of the software and data
storage system. In total, the HLT system reduces the event rate to O(1kHz) [199]. Using the
decisions of the HLT, events are categorized into different subsets, based on event kinematics
and the trigger objects, called primary data sets. A fixed set of L1 and HLT selection criteria
is referred to as “trigger path”. In contrast to the offline analysis, the events discarded at L1 or
HLT level cannot be recovered.
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Measurement of the integrated luminosity

The precise knowledge of the luminosity is an essential input to all measurements performed at
the LHC. In CMS, five different subdetectors (luminometers) are employed in order to determine
the luminosity based on event rates [174, 200]. The most precise method is based on pixel cluster
counting (PCC) using the number of recorded pixel clusters in the pixel detector. Since the
probability that one of the roughly 70 million pixels is hit by two different charged particles in the
same bunch crossing is negligible, the number of reconstructed pixel clusters is linear dependent
on the number of interactions per bunch crossing, and thus the instantaneous luminosity. The
relation between the instantaneous luminosity L and the number of recorded pixel clusters
Nlusters can be written as [200]

Jr
L= % * Nelusters (310)

vis
with JESC being the visible PCC cross section and f,., the LHC orbit frequency. The unknown

parameter o © is determined using so-called “Van der Meer” (VAM) scans [201, 202].

The idea behind VdM scans is to infer the visible cross section based on the rates at different
beam displacements A, and A, in transverse direction. The benefit is that the determination
becomes solely dependent on the experimental setup and calibrations, and is thus independent
of modeling. The instantaneous luminosity can be written as

— frevN1N2

L )
Aeff

(3.11)

where N and Ny are the number of particles per bunch and A.g denotes the effective overlap
area between the bunches. By replacing 1/ A.g with the normalized density distributions of the
beams which are assumed to be Gaussian and of the same width, the relation reduces to

_ freVNlNQ
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L (3.12)

y
where o, and o, are the root-mean-square (RMS) widths of the horizontal and vertical bunch
PCC

profiles, respectively. Assuming Gaussian-distributed bunches with X; = 1/20;, 0y~ can be

calculated via

Ovis = Wﬂvim
with u,; being the average interaction rate at Ax = Ay = 0, leading directly to the instan-

taneous luminosity via Equation 3.10. The quantities ¥; are measured using VdM scans. The
corresponding integrated luminosity is obtained by integrating L over time.

(3.13)

The total integrated luminosity collected by the CMS experiment during the 2016 data taking is
estimated to be 36.3fb! with a total uncertainty of 1.2%, which is one of the most precise de-
terminations of the luminosity at a hadron collider to date [200]. The total integrated luminosity
for the full Run 2 data taking (2016-2018) is measured to be 138fb~', with an uncertainty of
1.6% [200, 203, 204]. The integrated luminosity versus time as recorded by CMS and delivered
by the LHC is shown in Figure 3.10, together with the average number of pp collisions.

3.3 The High Luminosity LHC upgrade

Both the LHC and the CMS experiment will undergo upgrades during the long shutdown 3 for
the HL-LHC physics project starting in 2027 [48, 206—210], referred to as Phase 2, cf. Section 3.1.
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Figure 3.10: Integrated luminosity recorded by the CMS experiment (left) and average num-
ber of simultaneous pp interactions per bunch crossing for all years if data tak-
ing with the average < p > and the inelastic minimum bias cross section for
each center of mass energy (right) [205].

As a substantial increase in the instantaneous luminosity is necessary to result in a significant
improved statistical precision after the LHC Run 3, new methods such as luminosity leveling
have to be employed to achieve a target luminosity of 7.6 - 10** cm %5~ ! at the HL-LHC. This is
further realized by using improved superconducting crab cavities, which ensure head-on collisions
for small beam widths, new radiation hard dipole and quadrupole magnets, and a revision of
the LHC injector chain [206]. The HL-LHC target luminosity is a factor of seven larger than
for the Run 2 LHC and leads to an average pileup of 200 interactions per bunch crossing. It
will result in a collection of 300-350fb* per year, and in turn in an integrated luminosity of
about 4000fh~!. A development margin of 50% is considered for all HL-LHC developments,
leading to a second running scenario of 140 pileup interactions with a reduced instantaneous
luminosity. The physics program for the HL-LHC comprises beyond-the-SM searches up to high
energy scales and unprecedented precision for SM measurements with significantly improved
understanding of the Higgs boson sector. For example, it is expected to be sensitive to the
Higgs boson self-coupling and Di-Higgs boson production.

Not only the collider, but also the experiments will receive upgrades to cope with the high radi-
ation and high number of pileup interactions, leading to nearly a complete upgrade of the CMS
detector. The upgraded tracker will cover up to |n| = 4 with the information of the particle
momentum already used at L1 [207]. The current HCAL will be replaced with a new high
granularity endcap calorimeter (HGCAL) to allow for a better coverage in the forward region
motivated by planned investigations in the Higgs measurements [208]. This will be comple-
mented by new muon detectors that cover the regions in |n| < 2.8 [209]. A new feature of CMS
will be a timing detector, that will help to identify tracks and vertices belonging to the main
interaction [210].

Consequently, also the DAQ and HLT systems have to be upgraded in order to deal with the
new conditions. The new target rate for the L1 trigger is 5-7 times higher than for Run 2, and
about 500-750 kHz. The output rate of the HLT will be approximately 5-7.5 kHz depending on
the scenario under scrutiny (140 vs. 200 pileup interactions).
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In this chapter, the details of the reconstruction employed in CMS are explained, with a focus on
the objects relevant for this thesis. Section 4.1 introduces the particle flow (PF) algorithm [182],
which is the core of the reconstruction of physics objects in CMS.

4.1 The particle-flow algorithm

The PF algorithm aims to perform a global identification of physics objects by exploiting the
performance of the CMS tracking system, the high granularity of the ECAL, and the highly
efficient muon tracking system, by combining the information from all subdetectors [182]. The
concept is illustrated in Figure 4.1. The PF output consists of a collection of particle candidates
such as leptons of different flavors, photons, jets, and derived observables such as p=**, resulting
in the complete event description with a precision better than using individual reconstruction
methods for physics objects. It further allows for the identification of the primary vertex and
associated tracks and objects, facilitating various pileup mitigation techniques. Moreover, for
example the misidentification rate for PF jets is much lower than for jets solely reconstructed us-
ing calorimeter information. The PF reconstruction and identification procedure can be divided
in three major steps, of which the first one is to identify tracks and clusters in each subdetector
individually.

Vertices and tracks

The CMS track reconstruction combines the information from the pixel and strip trackers, aiming
to maximize the track identification and reconstruction efficiency while retaining a low rate of
misreconstructed “fake” tracks from incoherent or artificial hits.

Hits are reconstructed the following way. In a first step, referred to as “local reconstruction”,
signals above a defined threshold of the deposited charge in the pixel and strip detectors are
collected and clustered locally in each sensor. Both the pixel and strip hit finding efficiency
for tracks with pp > 1GeV are found to be better than 99.4% and 99.8%, respectively, when
using only modules without defects [185]. The hit resolution is determined to vary between
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Figure 4.1: Illustration of the particle-flow concept. The algorithm combines information
from different subdetectors to provide a global description of the event and
identifies electrons, photons, muons, charged hadrons, and neutral hadrons [211].

1050 pm for the pixel, and 20-50 pm for the strip tracker for tracks with pp > 12(10) GeV,
respectively [185].

In the second step, hits are used as seeds in an iterative track finding algorithm, after translating
their local position into a global coordinate system. In this step, possible differences between
the actual and expected position of the sensor have to be taken into account. The procedure is
referred to as alignment and uses LHC collision and cosmic data, yielding an accuracy of 10 pm
on the position of the final aligned tracker modules [212].

The CMS tracking approach is based on the so-called combinatorial track finder (CTF) [185],
which is an extension of the combinatorial Kalman filter [213-216]. The CTF sequence is
processed multiple times iteratively in order to maximize the reconstruction efficiency, and to
keep the fake rate at a minimum. The first few iterations aim to reconstruct tracks with higher
pr or closer distance to the interaction point, while later iterations target low pr or significantly
displaced tracks. In total, a maximum of six iterations are executed. In each iteration, hits are
combined to seeds, and track properties are determined using an extrapolation of the estimated
flight path based on the Kalman filter. With increasing number of iterations, the requirements
to form seeds become less stringent by, e.g., allowing more displaced seed positions. At the
end of each iteration, tracks not fulfilling selection requirements are discarded, and used hits
are masked for the next iteration. For later iterations, these requirements are tightened to
compensate for random track building and noise.

The tracking reconstruction efficiency is found to be better than 99% (80-99%) for isolated
muons (pions) depending on the pseudorapidity range, and the fake rate is between 5 and
15% [185]. Excellent agreement between data and simulation is found, and the resolution of the
track pr is determined to be between 1 and 10% depending on the track pr and 7 for muon
tracks ranging from 1 to 100 GeV [185].

The reconstruction of primary, secondary, and pileup vertices in CMS is realized in three
steps [185, 217]. First, tracks with high fit quality that are consistent with an origin close
to the interaction point are selected. Then, these are clustered into groups that originate from
the same interaction vertex using a deterministic annealing algorithm [218]. The clustering is
performed considering the distance of the tracks to the center of the luminous region (the beam
spot). Next, the vertex candidates with at least two associated tracks are fitted using an adap-
tive vertex finder [219] to determine the vertex parameters. In the fit each track is assigned a
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weight ranging between 0 and 1, which represents the likelihood to originate from a particular
vertex. For each vertex, the sum-of-track-weights is calculated and vertices with a weight sum
below given thresholds are discarded. CMS also employs an independent track and vertex re-
construction approach using only pixel detector information yielding an extremely fast solution
needed for the HLT. As the pixel-based approach has a worse efficiency and mistagging rate, it
is not used as the default reconstruction method.

Tracking for electron/positron candidates

For electrons, an alternative track seeding is realized, based on reconstructed ECAL clusters
used as seeds [220]. So-called “superclusters” are built out of ECAL clusters and accommodate
for the electromagnetic radiation of electrons and collect all electron and Bremsstrahlung photon
energy deposits in the ECAL. The superclusters are then used to draw conclusions about the
position of hits expected in the innermost tracker layer under the electron or positron hypothesis.

To improve the reconstruction efficiency for electrons that are missed by the ECAL-based ap-
proach, seeds as determined by the iterative tracking approach are considered as inputs to a
tracker-based electron reconstruction. However, the strong Bremsstrahlung of electrons can lead
to non-Gaussian and abrupt energy losses and hence an inaccurate description of the tracks.
Therefore, additionally a Gaussian-sum filter (GSF) [221] is employed to fit the same tracks
again for which a large presence of Bremsstrahlung is assumed.

The seeds obtained by the two approaches are selected using a multivariate-analysis (MVA)
based technique and combined as electron seeds in the following. In a first track building step,
again a combinatorial Kalman Filter is used to collect all hits along the electron trajectory. To
infer the track parameters, a GSF fit is performed assuming a Gaussian energy loss in each
tracker layer.

For electrons from leptonic Z boson decays, the tracking efficiency is found to be about 95%
and in good agreement between data and simulation for electrons with 25 < pp < 500 GeV and
In| < 2.2 [222].

Tracking for muon candidates

Muon tracking in CMS employs three different techniques, with the results combined in one
final collection. Information of the tracker and the muon spectrometer is combined, yielding a
high purity and identification efficiency. Using the inner tracker, the momenta of muon tracks
can be determined with high precision [180, 220, 223].

“Standalone muons” are reconstructed using muon spectrometer information only. These “stan-
dalone muon tracks” are obtained by combining DT, SCS, and RSC hits, and applying pattern
recognition. If standalone muon tracks after extrapolation can be matched to tracks in the
inner tracker, they are denoted as “inner tracks”. In a global fit, “global muon tracks” are ob-
tained using hits from the inner tracks and the standalone muon tracks as inputs. Especially for
high momentum muons that penetrate multiple layers, this fit improves the track reconstruction
significantly [220]. “Tracker muon tracks” are built from the inner tracks with large enough
momentum, extrapolated to the muon system. If a match to hits in the muon system can be
found, the object are identified as a tracker muon.

For muons with pp smaller than 10 GeV, the tracker muon reconstruction yields better results
since only one muon segment is needed. Often, muons are reconstructed both as global and
tracker muon candidates. If they share the inner track, these can be merged, leading to a total
reconstruction efficiency of 99% [220)].
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Calorimeter clusters

Clustering in the ECAL and HCAL serves multiple purposes. The momenta and energy of
neutral particles such as photons and hadrons are measured, but also have to be separated
from deposits of charged particles to avoid double-counting in the energy measurement. Thus,
electrons and Bremsstrahlung photons have to be identified using combined cluster and track
information, which also leads to an improved energy measurement of charged hadrons.

Clustering is performed separately in each subdetector. Starting from cluster seeds that are
identified as cells with largest energy deposit, topological clusters are built. This is achieved
by combining cells that show energy deposits larger than the noise level and close to the seed.
Based on Gaussian mixture models, the energy and position of the cluster are fitted using an
expectation-maximization algorithm [220]. This model characterizes the energy deposit in each
cell of the topological cluster as the combination of several Gaussian distributed energy deposits
of each seed. The energy determination of clusters is subject to a precise calibration of the
hadronic and electromagnetic energy response of the calorimeters to maximize the identifica-
tion efficiency and minimize the misidentification rate. Electromagnetic (hadronic) calibrations
for the ECAL (ECAL4+HCAL) are carried out separately using test-beam and actual collision
data [220].

Link algorithm and particle identification

The “PF link algorithm” is used to combine the obtained tracks and clusters. Links between
tracks and a calorimeter cluster are determined in the n—¢ plane by extrapolating the tracks to
the corresponding cluster. Cluster-to-cluster links are built if the cluster envelope in the less
granular calorimeter overlaps with the cluster position in the more granular calorimeter. For
each link found, a distance is defined for the pair that quantifies the quality of the link. Distances
are defined in the n—¢ (z—y) plane for track—calorimeter and ECAL-HCAL (preshower-ECAL)
links. If multiple links are found, only the one with the smallest distance is kept. Links between
tracks and muon spectrometer information are determined as a part of the muon reconstruction.

After all links have been established, “PF blocks” are constructed by combining PF elements
with a link. Consequently, in each PF block all particles are identified and reconstructed,
and their tracks, clusters, and links are removed from the block. Muons are identified first,
due to high reconstruction efficiency and low misidentification rate using the muon system.
Electrons and prompt photons are identified next, since they produce very similar signatures
in the ECAL. Finally, neutral and charged hadrons, and non-prompt photons, e.g., originating
from meson decays, are identified. Based on the PF reconstruction, an analysis-specific physical
object selection can be performed on top of the PF objects, which is discussed in the following.

4.2 Physics objects

The primary vertex and event filters

The primary vertex (PV) of an event is defined by the vertex with the largest sum of associated
transverse momenta squared determined by vertex reconstruction algorithms [185, 217], and
needs to be reconstructed within a distance of 24 cm in z direction, and 2 cm in the z—y plane.
Events not retaining such a vertex candidate are discarded for the measurement. The resolution
of the primary vertex position ranges between 10 and 100 pm, while the efficiency is found to
be better than 98% (99.8%) for vertices with two (more than two) associated tracks [185]. Also,
several event quality filters are applied to the event selection in order to reject contaminated
events [224]. The events with faulty detector signals caused by noise or anomalies are rejected,



4.2. Physics objects a7

e.g., those with spurious energy deposits in ECAL endcap crystals, cosmic muons, muons being
misidentified as charged hadrons, or muons produced in scattering processes of the beam halo.

Muons

For the measurement presented in this thesis, muon candidates are required to have a transverse
momentum larger than 15 GeV. Because the muon chambers extend only to a pseudorapidity
range of |n| < 2.4, muons need to be reconstructed within this region. In addition, muons have
to pass tight quality requirements as defined in Ref. [196]. These requirements allow suppressing
the presence of fake muons or muons from in-flight decays and ensure a selection of prompt
muons with high purity. An additional isolation criterion is applied to remove contributions
from leptons originating from QCD multijet events. Isolated muon candidates are selected if
they fulfill the condition I, < 0.15, where I, is defined as the sum of transverse energy
deposits from charged and neutral hadrons and photons, relative to the pr of the lepton, inside
a cone in the n-¢ space of AR < 0.4 around the muon. Pileup corrections are also taken into
account in the isolation calculation [225]. Additionally, muon momentum scale and resolution
are corrected [226] based on calibration determined in Z/v* — pu* pu~ events [227, 228].

Using tight identification criteria as defined above, for muons with pp > 20 GeV from Z/v* —
pu” decays, the efficiency to reconstruct and identify muons is determined to be better than
96-97% for 2016 collision data with an excellent agreement between data and simulation [196].
The efficiency of the isolation requirement is found to be better than 95-96% [196].

Electrons

For electron candidates, the same conditions on the pseudorapidity (|n| < 2.4) and transverse
momentum (pp > 15GeV) are imposed as for the muon candidates. Additionally, the gap
between the barrel and endcap region of the ECAL (1.4442 < |ny| < 1.5660) is excluded,
where 7. is the pseudorapidity of the electron supercluster. To ensure a high purity sample of
prompt electrons, a set of tight identification criteria is applied as defined in Ref. [190]. Electron
candidates originating from photon conversions are rejected. A similar isolation criterion as for
muons is applied, where all particle momenta within a distance of AR < 0.4 are considered.
Depending on the electron pp, the maximum allowed value for I, varies from 0.05 to 0.1.
Additional corrections are made to remove contributions from pileup [190]. The momentum
scale and resolution corrections [190, 222, 229] are applied.

For tight electron identification criteria, the efficiency in data is measured to be about 60% for
pr > 20GeV and 80% for pr > 60 GeV [190, 222].

Jets

Jets, produced as a result of the fragmentation and hadronization of partons, are used to probe
the properties and kinematics of initial quarks or gluons. Jets are identified by using jet cluster-
ing algorithms, that are insensitive to soft emissions and collinear gluon splitting. The mentioned
requirements are commonly referred to as infrared and collinear safety, and popular implemen-
tations are the kr [161, 230, 231] algorithms. In CMS, the anti-k algorithm [161] interfaced to
the FASTJET package [232] is used to cluster PF candidates into jets.

The clustering is performed as follows. For each particle ¢ in the event, the distance d;; to all
other particles j defined as

1 1 \AR}
d;; = min (2, 2) =2, (4.1)
Pt Pt R
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and the distance to the beam B as d;g = 1/ pQT’Z- are computed. Here, R is a parameter steering
the radius of the cone size of the jet. If d;; < d;p, the objects i and j are clustered into a jet
by summing their four-momenta. Otherwise, i is identified as a jet. The algorithm proceeds
iteratively until no particles are left, and all jets are identified. The final jet momentum is
consequently defined as the sum of the constituents’ momentum.

The distance parameter used in the measurement presented in this thesis is R = 0.4. In order
to mitigate the effect of overlapping pileup contributions, particles not associated to the PV
are excluded from the clustering procedure. This technique is referred to as charged-hadron-
subtraction (CHS) [233].

MC Calibrated
Jets

Applied to simulation ———

Figure 4.2: Illustration of the jet energy calibration procedure for data and simulation [234].

The calibration of the jet energy is subject to a set of corrections, that account for a manifold
of different effects [234, 235], as illustrated in Figure 4.2. In a first step, pileup contributions
from neutral particles are removed in offset corrections. The offset is estimated in a fit to
account for the pp and n dependence from the simulation of pileup events and is determined
using the effective jet area and average energy density [232, 234-237]. The author of this thesis
has contributed to improvements in the parameterization of the offset corrections, in order to
simplify the fit model while keeping the same closure after subsequent response corrections. A
dedicated correction is derived from data using the random cone method [235]. Subsequently,
dedicated jet energy response corrections that correct for differences between the reconstructed
and generated jet momenta are applied on jets in data and simulation as a function of the jet n
and pp. Finally, residual corrections are applied to jets in data as determined from QCD dijet,
multijet, and Z+jets events [234, 238] based on momentum conservation, to correct for residual
differences in the jet response corrections between data and simulation. In a similar manner,
the jet pr resolution is corrected in the simulation to match the one measured in data [234], as
determined in Z+jets and y+jets events.

A set of “tight” identification criteria are applied to all jet candidates to suppress contributions
of jets emerging from noise or reconstruction failures [239], while also reducing the fraction of
jets reconstructed from misreconstructed leptons. The efficiency for the selection is found to be
better than 99% with a tag-and-probe technique using 2015 CMS pp collision events.

In order to further reject jets arising from pileup interactions, a dedicated pileup jet identification
algorithm [240] is employed for jets with pp of 30-50 GeV. It is based on an MVA approach
and a working point with a misidentification rate of 40% for a fixed efficiency of 99% for jets
with |n| < 2.5 is chosen [241].

The energy measurement of b jets is improved by about 6-12% using a deep-neural-network
estimator [242], aiming to recover the energy carried away by neutrinos in leptonic b-hadron
decays.

Jets with pr > 30GeV and |n| < 2.4 are selected, and the 7-¢ distance AR to selected lepton
candidates must be greater than 0.4.



4.2. Physics objects 49

Missing transverse momentum

Missing transverse momentum is the key observable to infer information about particles that
leave the experiment undetected, such as neutrinos and potential BSM particles. Assuming that
the transverse momenta of all partons taking part in the hard scattering process is negligible,
the transverse momenta vector sum of all final state particles is assumed to be zero. Thus,
the missing transverse momentum p%iss can be defined [243] as the magnitude of the projection
on the plane perpendicular to the beams of the negative vector sum of the momenta of all

reconstructed particles in an event using the particle-flow algorithm:

NPF obj.

- X - (42)

miss

_ | »miss
bpr = 1Pr

A similar relation cannot be made for longitudinal momentum conservation, because the initial
momenta of the partons are unknown. The performance of p%iss reconstruction is sensitive to all
reconstruction efficiencies and resolutions of other particles, and hence the whole PF algorithm.
Additional effects, such as jet and lepton energy corrections, are propagated to the missing

transverse momentum vector to avoid a bias in events with large hadronic activity.

As the calculation of the missing transverse momentum p%iss is based on PF objects, it is also sen-

sitive to pileup contributions. To reduce that dependence, the pileup-per-particle-identification
(PUPPI) [244] algorithm is applied. PUPPI is an extension of the CHS algorithm where
PF candidates are weighted by their probability to originate from the primary interaction ver-
tex [224]. A comparison between the CHS and PUPPI approaches is shown in Figure 4.3.

Remove charged particles Weight neutral particles

Interaction of interest  Pileup interaction

Figure 4.3: Illustration of pileup mitigation in jet reconstruction [245]. Pileup contributions
are removed from jets by subtracting charged hadron energies (CHS, middle)
or weighting the particle four momenta with their probability to originate from
the primary vertex (PUPPI, right).

Using 2017 pp collision data, the performance of the p* reconstruction is assessed using Z/~*
production with the Z boson or photon decaying leptonically [246]. Such events allow for a precise
study as they are produced mostly without much additional hadronic activity and the leptons
can be reconstructed with high accuracy and precision. Thus, the measured pp ™ originates
solely from misreconstruction or miscalibration and can be studied by comparing pt— to the
recoil of all (hadronic) objects besides the reconstructed Z boson candidate. The resolution is
found to be about 25% for a boson pr of 100 GeV and changes with increasing momentum to
50% for a pp of 1 TeV [246]. The dependence on the number of pileup interactions is found to
be more flat than for p= reconstructed using the CHS algorithm [224, 246, 247].
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Heavy flavor jet identification

The identification of jets originating from ¢ and b quarks (heavy-flavor jets) and light-flavor jets,
originating from light-flavor quarks or gluons, is a very useful and powerful tool in high energy
physics. Applications of b quark jet identification (b jet tagging) are often applied in analyses
involving top quarks or Higgs bosons.

The idea of b jet tagging is based on the large mass of the b quark and, in turn, of the b-quark
flavored hadrons, with masses of about 5GeV and lifetimes of 1.5 ps [248]. The long lifetime
leads to relatively long flight distances of these hadrons before decay, typically on the order of
a few mm, resulting in a prominent secondary vertex (SV) in the detector and a significant
displacement of associated tracks with respect to the jet axis. This is illustrated in Figure 4.4.
Such displacement is investigated in heavy-flavor tagging algorithms. Further, by using leptonic
observables in addition, a significant fraction of leptonic decays of b hadrons can be explored.

displaced

tracks charged

lepton

eavy-flavour
jet

jet

Figure 4.4: Illustration of a heavy-flavor jet including a secondary vertex (SV) from a decay
of a b or ¢ hadron that results in displaced tracks with respect to the primary
vertex (PV) and a large impact parameter (IP) value [249].

The displacement of tracks is usually quantified by its impact parameter (IP), which is defined
as the distance between the SV and PV at the point of closest approach, cf. Figure 4.4. It can be
defined in two (2D) or three dimensions (3D). The sign of the impact parameter is defined such
that it is positive if the angle between the jet axis and the IP is < w/2, or negative otherwise.
For tracks originating from SVs from b hadron decays, large positive IP values are expected,
while for light-flavor jet tracks the IP is distributed around zero according to the resolution of the
detector. The significance defined as IP/o considers the uncertainty ¢ in the IP measurement.
The 3D IP distribution for jets of different flavor is shown in Figure 4.5 (left).

In CMS, SVs are reconstructed using the inclusive vertex finder (IVF) [250]. Using all tracks
with pp > 0.8 GeV and IP < 0.3 cm as inputs, the IVF algorithm builds track seeds according to
2D and 3D IP requirements. Next, clusters are built by testing the point of closest approach and
angle between pairs of tracks, and the clusters are fitted for SVs using an adaptive vertex fitter
(AVF) algorithm [251]. After the initial fit, SVs are removed from the collection of fitted vertices
if they are found to be compatible with the PV, or if two or more SVs share tracks with each
other. Additionally, tracks that are assigned both to the PV and a SV are removed from the SV
to resolve any ambiguities. A second fit to determine the SV properties is performed using the
same algorithm. Again, duplicates are removed from the obtained SV collection if they share,
e.g., at least 20% of associated tracks. Finding a SV does not always succeed. For example, a jet
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Figure 4.5: Distributions of the 3D impact parameter value (left) and secondary vertex flight
distance (right) for tracks and vertices associated to light, ¢, and b jets in sim-
ulated tt events [249]. The distributions are normalized to unit area.

can be too close to the PV, not enough tracks could be reconstructed, or they do not fulfill all
selection requirements. The efficiency to find and reconstruct SVs is found to be 75% (37%) for
b (c) jets in tt events for jets with pp > 20 GeV [249]. Properties or variables of SVs that help to
discriminate between heavy and light flavor jets are for example the secondary vertex mass or its
flight distance. The 2D (3D) flight distance is defined as the 2D (3D) distance between the PV
and the SV. Analogously to the IP, a flight distance significance can be defined. Distributions
for jets of different flavor for the 2D flight distance significance are shown in Figure 4.5 right.

Many of the variables described above could be directly used to infer the probability for a jet to
originate from a b quark, but more sophisticated algorithms have been developed over time in
CMS to maximize the tagging efficiency while keeping the mistagging rate at a minimum.

Tagging algorithms

Different tagging algorithms, often referred to as “taggers”, are developed in CMS. In jet proba-
bility taggers (JP or JBP) [252] used during the LHC Run 1, the signed IP is used to construct
a likelihood to originate from the PV. Although being less efficient as taggers developed later
using MVA approaches, these still find application since they only rely on basic resolution curves
for track parameters and are more robust compared to more complicated models and can be
used as references.

The combined secondary vertex (CSV) [252] and CSVVv2 [249] tagging algorithms combine
information from tracks and SVs. In the following, only the CSVVv2 algorithm is described, as
it supersedes the CSV version. They are based on a NN, in particular a feed-forward multilayer
perceptron with one hidden layer, cf. Section 5.2. The training data is split into three categories
depending on the quality of the reconstructed SV, and the discriminator output of these trained
algorithms is afterwards combined using a likelihood ratio. One tagger is trained to discriminate
b jets with respect to c jets, and one with respect to light jets in a two-step training procedure.
Their respective discriminator output is afterwards combined using a linear combination based
on the flavor assumption in tt events, yielding a binary classifier. For jets where input tracks do
not satisfy quality criteria, a fixed output of -1 is assigned. The CSVV2 tagger was successfully
used during LHC Run 2, especially for the pp collision data taken in 2016. Working points
for taggers are commonly defined for a fixed light jet misidentification rate and are determined
using simulation. In CMS, three working points are used, referred to as loose, medium, and tight,
corresponding to light jet misidentification rates of 10%, 1%, and 0.1%. The b jet efficiencies for
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the three working points are measured to be 81%, 63%, and 41% [249] for jets with pp > 20 GeV
in simulated tt events. For c jet identification, the efficiencies are determined to be 37%, 12%,
and 2.2%. Motivated by the exploration of deep machine learning algorithms for jet tagging [253],
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Figure 4.6: Distributions of the JP (upper left), CSVVv2 (upper right), and DEEPCSV (bot-
tom) tagger outputs comparing data to simulation [249]. The JP distributions
is obtained using tt dileptonic events, while the CSVVv2 and DEEPCSV distri-
butions are obtained using QCD multijet data and simulation.

the DEEPCSYV tagger is developed. It is based on CSVV2 but uses a deep neural network with
more hidden layers and nodes per layer, and is trained simultaneously on all vertex categories
and jet flavors. The same input variables are used for DEEPCSV as for CSVV2 with the only
difference being that only up to six tracks are considered. The output of DEEPCSV consists of
five values, corresponding to the output of five nodes in the last layer, that can be interpreted
in terms of a probability for a jet to belong to a certain jet flavor category. The independent
categories are defined for jets that contain exactly one b hadron, P(b), at least two b hadrons,
P(bb), exactly one ¢ hadron and no b hadron, at least two ¢ hadrons and no b hadrons, or none
of the mentioned possibilities. To discriminate heavy flavor jets from all other jets, i.e., ¢ and
light jets, the sum of the P(b) and P(bb) outputs has the best separation power. The output
discriminant for data and simulation of the same taggers is shown in Figure 4.6 as obtained
using tt or QCD multijet events, respectively. Working points are defined according to a fixed
light jet misidentification of 10%, 1%, and 0.1%. The b tagging efficiencies are measured to be
84%, 68%, and 50% using jets with pp > 20 GeV from simulated tt events [249]. For ¢ jets,
the tagging efficiencies are 41%, 12%, and 2.4%. The light flavor identification probability as
a function of b tagging efficiency for the JP, CSVv2, and DEEPCSV taggers are compared in
Figure 4.7 (left).
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Further improvement in tagging performance is achieved by the newly-developed DEEPJET
tagger [254]. In the DEEPJET approach, two main changes with respect to previous taggers are
combined. On the one hand, input variables are not subject to any kind of preselection and
are combined with global event variables, which results in a more thorough description of the
tagging problem. On the other hand, based on developments in machine learning, DEEPJET
uses a more advanced architecture.

The input variables to DEEPJET include about 650 inputs, that can be associated to four distinct
categories: the first one including global event variables such as jet kinematics or the primary
vertex multiplicity, the second one based on 16 features of up to 25 charged PF candidates, the
third one combining 6 inputs of up to 25 neutral PF candidates, and the last one based on 12
variables for up to 4 secondary vertices. PF candidate information includes, for example, track
kinematics or displacement information, while SV variables include similar parameters as used
for DEEPCSV.

DEEPJET uses a combination of recurrent layers in form of long-short-term-memory (LSTM) [255]
designs and convolutional layers [256] individually for the charged and neutral PF, and SV input
features. Using a feed-forward deep NN structure, the information is combined and fed to six
output nodes. The motivation for this architecture is to reduce the dimensionality and complex-
ity of the input variable space before feeding the information into the feed-forward part of the
NN and to deal with variable input dimensions. The outputs represent probabilities for the jet
to originate from a specific flavor category, allowing for b, ¢, and quark/gluon tagging. In detail,
the orthogonal categories are defined for jets containing exactly one b hadron, at least two b
hadrons, a leptonic decaying b hadron, at least one ¢ hadron, coming from a gluon, or a light
flavor (uds) quark. Using different combinations of outputs, classification of, e.g., b or ¢ jets
can be achieved. For b tagging, working points corresponding to fixed light jet misidentification
rates of 10%, 1%, and 0.1% are defined, and the efficiencies are measured to be roughly 92%,
82%, and 65% [257].

The higher the b tagging efficiency for all misidentification efficiencies, the better the perfor-
mance of the tagger. Thus, the light flavor identification probability as a function of the b
tagging efficiency is the main performance indicator for the tagger. These are compared for
DEEPCSV and DEEPJET in Figure 4.7.
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ciency for various tagging algorithms used during the 2016 data taking (left) [249]
and for DEEPCSV and DEEPJET (right) [254]. Both plots are obtained using tt
simulated events.
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4.3 Heavy flavor jet identification at the HLT

For measurements analyzing events with high b jet multiplicity, it is important to select events
at the HLT with high efficiency. Both the CSVv2 and DEEPCSV taggers are deployed at trigger
level. Commonly, analyses with leptons and b jets in the final state, like the one presented in
this thesis, use leptonic triggers to select signal events because of higher efficiency. However,
measurements of processes expecting high b jet multiplicity, e.g., HH — 4b or ttH — 4b + jets,
rely on hadronic triggers that make use of b tagging algorithms. During the Run 2 data taking,
the CSVV2 tagger has been used at the HLT in 2016 and 2017, while the DEEPCSV tagger has
been fully deployed during the 2018 data taking.

For timing reasons, the HLT is not able to reconstruct all tracks and vertices (PVs and SVs),
as done using the offline reconstruction. Thus, simplifications are made to the track, vertex
reconstruction, and b identification. Two approaches for b tagging at HLT-level are employed.
One uses jets that are clustered without the usage of PF, but using the calorimeter clusters only
(called “calo jets & calo b tagging”), and another approach is closer to the offline reconstruction
using PF jets. Calo b tagging is used to make fast decisions if a b jet could be contained in
an event, and the selection can be refined using more accurate PF b tagging. In fact, for many
trigger paths only calo b tagging is employed to assure maximal speed. Since both techniques
make use of more restrictive selection criteria and simplifications compared to the methods used
for offline analysis, lower tagging performance for highly displaced tracks and SVs is achieved.

Up to eight calo jets are considered in each event. In the first iteration, only pixel hit information
are used, while in subsequent iterations all tracker hits are considered. After each iteration, the
position of the PV is refitted, maximizing the resolution. Using the obtained track collection,
SVs are constructed using the IVF algorithm.
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Figure 4.8: Efficiency to pass the online DEEPCSV working points as given in the plot
as a function of the offline DEEPCSV value (left) for calo and PF jets [258].
Light flavor misidentification efficiency versus b tagging efficiency for CSV and
DEEPCSV and calo and PF jets (right) [258].

For PF b tagging, the procedure is very similar to the offline approach, but a simplified tracking
is utilized to decrease the reconstruction time. The tagging performance of the calo and PF
HLT b tagging algorithms is shown in Figure 4.8 in comparison to the offline approach. The
left panel of Figure 4.8 shows the efficiency for a jet that passes the HLT DEEPCSV working
points as a function of the discriminator value. The studies are performed using collision data
collected in 2018, and tt MC simulation. The calo b tagging approach has a similar efficiency
compared to PF b tagging while not reaching the identical tagging performance by 1-10%. Both
HLT algorithms do not reach the offline efficiency due to tracking inefficiencies at the HLT. The
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right panel of Figure 4.8 shows the tagging performance of the CSVv2 and DEEPCSV for calo
and PF HLT and offline PF jets in terms of light flavor efficiency as a function of b jet efficiency.
Similar observations as in the left panel of Figure 4.8 can be made when comparing CSVv2 and
DEEPCSYV, but also the disadvantage of the calo b tagging is visible.

4.4 Developments for the Run 3 data taking and beyond

As preparation for the Run 3 data taking period of the LHC, started in 2022, at a center of mass
energy of 13.6 and 14 TeV, multiple upgrades of the hardware and reconstruction software of
the CMS experiment have been implemented [259]. Run 3 is expected to double the integrated
luminosity in a similar amount of time with respect to Run 2. As a consequence, the instanta-
neous luminosity, and thus the pileup, increases. The average machine and beam conditions are
similar to the one of the last runs in 2018. The tracking system, the hadronic calorimeter, and
the muon system are upgraded to cope with the increased radiation and pileup. Additionally,
the HLT computing farm is extended to use graphics processing units (GPUs) instead of central
processing units (CPUs) to speed up the online event reconstruction. The ECAL, HCAL, and
pixel tracker reconstruction are modified to make use of GPUs. In particular, the pixel-based
tracking as part of the “patatrack” approach [260, 261] uses a heterogeneous architecture to
efficiently reconstruct vertices and tracks. In the patatrack design, the complete procedure to
obtain tracks and vertices from the raw data is constructed to be fully contained in modules that
run on a GPU. This approach requires developments of a novel track and vertex reconstruction
for Run 3, since the pixel tracks and pixel vertices can be reconstructed globally instead of using
a regional approach based on jets as in Run 2.

In the new procedure, the globally reconstructed pixel tracks and vertices are directly used
as seeds for the iterative tracking. Similarly, these collections can be used as a standalone
track and vertex collection for PF reconstruction [262]. This concept is employed in the Run 3
scouting effort [262-264], where events are not further analyzed using the offline reconstruction
but only the HLT information is kept. This significantly enhances the bandwidth available to
store collected events. As a consequence of these developments, the calo b tagging approach had
to be redefined and validated for the Run 3 data taking to exploit the new tracking efficiently.
Similarly, studies are conducted to replace the default PF jet reconstruction and b tagging with
a faster regional approach, and for the first time a dedicated recalibration of DEEPCSV and
DEEPJET for the HLT is performed. The author of this thesis contributed significantly to the
coordination and development of those efforts.
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Figure 4.9: Light flavor misidentification efficiency versus b tagging efficiency for CSV and
DEEPCSV and calo and PF jets (right).
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The new calo b tagging is based on the same approach that tracks, resulting from the iterative
tracking, are geometrically matched to calorimetric jets. The difference for the Run 3 recon-
struction is that all globally reconstructed pixel tracks are used as seeds for a single-iteration
tracking procedure if they are in the vicinity of the eight most energetic calo jets. Afterwards,
the geometric matching and the association of tracks to the jets is performed, giving rise to the
necessary inputs to perform b tagging using DEEPCSV. The standard iterative tracking used
for PF reconstruction is also replaced centrally with a single-iteration tracking procedure seeded
by pixel tracks. DEEPJET cannot be employed as an alternative tagger using calo jets, since
the PF algorithm is not used and thus no charged and neutral PF candidates are reconstructed.
In Figure 4.9, the performance of the calo b tagging for the Run 2 and Run 3 scenarios is
shown together with the performance of the offline and HLT PF reconstruction. Events from
tt simulation are used, and jets are required to have pr > 25GeV and |n| < 2.5. The Run 3
performance for PF jets and calo jets using DEEPCSYV is found to be comparable, and a better
efficiency for the calo b tagging is observed for larger light flavor efficiencies. Somewhat worse
performance of the Run 3 tagging for very small b jet efficiencies can be explained by a poorer
tracking performance of the single iteration approach. Additionally, statistical fluctuations due
to small sample size can lead to distortions for small efficiencies.

For the first time, DEEPJET at the HLT-level reconstruction is employed, using the offline cali-
bration and the HLT inputs. A comprehensive performance comparison is shown in Figure 4.9
right for HLT calo jets and PF jets using DEEPCSV, or alternatively, DEEPJET. The same
simulated samples and jet selection criteria as before are used. DEEPJET yields a similar per-
formance at the HLT-level as DEEPCSYV offline, although it is affected by significantly altered
input distributions due to the HLT specific reconstruction. Since DEEPJET relies on a large set
of basic (low-level) inputs as track kinematic properties, it is particularly sensitive to changes
in the reconstruction. Nevertheless, it yields a significant improvement in performance with
respect to the previously used DEEPCSV tagger. For a fixed light flavor mistagging rate of
10%, the b tagging efficiency improves by about 5% from 84% to 89%. Considering a light
flavor mistagging rate of 0.1%, the improvement is on the order of 3% from 43% to 46%. The
performance is expected to improve once DEEPJET is retrained using the HLT input variables.
Nevertheless, the potential of the DEEPJET tagger to improve the b tagging at the HLT level is
demonstrated.

In order to test the capabilities and limitations of the Run 3 global pixel tracking approach,
additional tests are performed. The PF reconstruction is modified such that it uses non-globally
reconstructed tracks based on the single-iteration tracking, but takes the outputs of the recon-
struction used for calo b tagging, i.e., based on the eight highest energetic jets as inputs. This
new regional approach is found to reduce the timing significantly, while a similar performance
can be retained. In the following, this approach is referred to as “region-of-interest” (ROI). In
Figure 4.10, the comparison of b tagging performance in terms of misidentification rate as a
function of b tagging efficiency is shown for DEEPCSV and DEEPJET. Again, event and jet se-
lection are identical to those in the previous studies. For DEEPCSV, the ROI PF reconstruction
leads to the same performance as when using the global PF reconstruction, while for DEEPJET
the performance is improved. The reason is a better description of the input distributions for
PF candidates when using the ROI approach. Also, the key observables like the IP or the second
vertex multiplicity, are found to be in better agreement with the offline reconstruction for the
ROI than for the global-tracking approach. When employing a dedicated recalibration, both for
the global and ROI reconstruction approaches, the same performance improvement is expected
for both reconstruction approaches. For Run 3, the ROI approach is not yet employed, since
detailed follow-up studies are needed to ensure the same efficiencies as in Run 2 for a variety
of processes. However, the presented studies hint that ROI-based b tagging can be a beneficial
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Figure 4.10: Light flavor misidentification efficiency versus b tagging efficiency for CSV and
DEEPCSYV and calo and PF jets (right).

extension of the CMS scouting campaign, or can eventually be used for the HLT PF recon-
struction to decrease the timing, while retaining identical performance. Future investigations
targeting the definition of the geometrical regions based on calo jet seeds are expected to further
improve its performance. The deployment of the ROI-based tracking and PF reconstruction will
consequently lead to a significant acceleration of the HLT reconstruction while retaining similar
efficiencies.

Since the offline calibration of DEEPCSV is observed to lead to reduced tagging performance
when evaluated using HLT inputs, for the first time, a dedicated recalibration is performed [47].
The identical training procedure as used for the offline DEEPCSV and DEEPJET calibration is
employed [249, 254]. The training data is composed of simulated MC samples for tt production,
QCD multijet production in different jet pt ranges, and Di-Higgs-boson (HH) production via
the gluon-gluon-fusion and vector-boson-fusion processes. Jets with pp > 30 and |n| < 2.5
are selected to derive independent training, validation, and testing samples, cf. Section 5.2.
The training set is augmented to achieve the same pp and 7 distribution for all jet flavor
categories to prevent the taggers from learning any flavor-dependence using these variables.
Otherwise, the training could fail to generalize using events kinematically different from the
training set. In total, about 40 million jets are used for the training. The performance is
studied using jets satisfying the same pr and 7 requirements as given above in tt events, and
is compared to the offline and HLT performance using the offline calibration. The light flavor
misidentification rate as a function of b tagging efficiency is shown in Figure 4.11 (left). Using
the recalibration, a decrease in light-flavor mistagging rate can be achieved for all b tagging
efficiencies for both DEEPCSV and DEEPJET. The increase is more significant for the DEEPJET
tagger because it is more sensitive to basic input features and their correlations as compared to
DEEPCSV. However, both taggers are not able to reach the offline tagging performance due to
HLT reconstruction inefficiencies. The retrained DEEPJET tagger is able to surpass the offline
DEEPCSV performance. For a fixed working point of a light-flavor mistagging rate of 10%,
the retrained DEEPCSV (DeeplJet) tagger increases the absolute b tagging efficiency by about
1.5 (2)%. For a tight working point with a light-flavor mistagging rate of 0.1%, the b tagging
efficiency improves by about 4 (12)%.

Further, the charm jet rejection is studied. In Figure 4.11 (right) the ¢ jet misidendification is
shown as a function of b jet identification efficiency comparing the performance of online (HLT)
and offline DEEPCSV and DEEPJET reconstruction for Run 2 and (retrained) Run 3 scenarios.
In case of DEEPCSV, the retrained algorithm shows a worse charm jet rejection as when using
the offline training. This can be expected as the number of b and light flavor jets in the training
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Figure 4.11: Light flavor (left) and ¢ jet (right) misidentification efficiency as a function of
the b tagging efficiency for CSV and DEEPCSV and calo and PF jets [47].

set is much larger than the charm jet abundance. Given the training setup and the weighting of
the categories, this effect can be mitigated by increasing the c jet sample in the training. In case
of DEEPJET, the charm rejection improves by almost an order of magnitude for all b tagging
efficiencies.

Developments for the High Luminosity LHC

A detailed study is performed by CMS to develop a simplified HLT menu with new reconstruction
algorithms and trigger paths for the HL-LHC upgrade, cf. Sec 3.3, to demonstrate that the timing
and rate requirements can be met [48]. The author of this thesis has significantly contributed
to the presented effort and led the studies for b tagging algorithms at the HLT presented in the
Technical Design Report [48].

A new HLT tracking configuration is developed based on the iterative tracking approach, extend-
ing the track reconstruction to n = 4.0 and aiming to reconstruct tracks from all vertices. This
approach is referred to in the following as “baseline”. To further reduce the reconstruction time
by about 30—40%, a “trimmed” approach is used, where constraints on the association of track
candidates to the PV are imposed. The two approaches achieve the same tracking efficiency for
the pileup 140 scenario of more than 80%, while for a pileup 200 scenario the baseline approach
is a few percent better. Misidentification rates are also observed to be similar [48].

For jet object building, the PF algorithm is used. It is necessary to apply pileup mitigation
techniques to reach optimal performance for jets at the HL-LHC, and PUPPI is currently the
mitigation technique that works well for pileup 140 and 200 scenarios [48].

The HLT b jet identification is based on the DEEPCSV algorithm as its performance has been
observed to be robust during the Run 2 data taking. Studies for DEEPJET are also presented.
The input definition and selection is the same as described in Section 4.2 with an additional
pr > 1.4 GeV requirement for the track selection. The reason for this raise is a speed increase of
about 60% while keeping the same b tagging efficiency at only a cost of 5% increased light flavor
mistagging rate. Also, SVs are reconstructed using the IVF algorithm as described in Section 4.2.
Important observables, i.e., the 3D IP significance and SV multiplicity, for b tagging are shown in
Figures 4.12 and 4.13 for both the “baseline” and “trimmed” tracking configurations compared
to using the default offline tracking and PF reconstruction. The observables are also shown
separately for light flavor and b jets. The “baseline” configuration shows a performance similar
to the offline one, while the “trimmed” version shows inefficiencies in the negative and positive
tails of the IP3D distribution. With the current b tagging algorithms, this leads to significant
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performance loss when using the “trimmed” setup. Similar observations can be made for the
SV finding probability.
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Figure 4.12: Left: comparison for the 3D IP distribution for tracks reconstructed with the
“baseline” and offline tracking configurations. Right: the same distribution is
shown, but for the “trimmed” setup. Tracks of light flavor (b quark) jets are
shown in black (red). The figures are taken from Ref. [48] (modified).

The tagging performance of DEEPCSV and DEEPJET is measured using simulated tt events for
jets with pp > 30GeV and |n| < 2.4 in the pileup 200 scenario as shown in Figure 4.14 (left).
Additionally, the different tracking approaches are compared. In the case of DEEPJET, the tag-
ger suffers significantly from the fact that it heavily relies on usage of lower-level inputs as PF
candidates and the calibration of the tagger is derived using the offline tracking configuration.
Due to the tracking inefficiencies for the “trimmed” approach, the properties of charged and
neutral PF candidates are fundamentally different compared to those in the offline reconstruc-
tion. In the following discussion on the trigger paths, only DEEPCSV is considered as a tagger
for the Phase-2 HLT.

The success of the heavy flavor tagging performance at the Phase-2 CMS experiment for jets
with |n| < 4 is shown in Figure 4.14 (right). The performance for DEEPCSV is shown separately
for jets reconstructed in the barrel (|n| < 1.5), the HGCAL (1.5 < |n| < 3), and forward region

(Inf > 3).

To demonstrate the impact of the reconstruction performance on physics analyses, several trigger
paths are derived and tested. Onme critical application for b jet triggers will be the study of
HH — 4b events. Candidate events are defined at the generator level by selecting four b jets
with pp > 30GeV and |n| < 2.4. At the reconstruction level, events are selected at L1 using
hadronic activity (Ht > 450 GeV) and jet multiplicity (pr > 70,55, 40,40 GeV) requirements.
The hadronic activity Hr is defined as the scalar sum of the transverse momenta of all selected
jets with pp > 30 GeV and |n| < 2.4 in an event. The output rate of this L1 trigger is 10 kHz.
Two different HLT triggers are considered. The first trigger version implies conditions used in
Run 2, with requirements of Hp > 330 GeV and pt > 75,60, 45,40 GeV. At least three jets are
required to be b tagged. The second trigger version reduces all kinematic cuts to Hp > 200 GeV
and pr > 70,40,30,30 GeV while relying mostly on b tagging of three jets (“b-tag only”).
The working points for DEEPCSV are adjusted such that the output rate of the trigger paths
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corresponds to 50 or 75 Hz, respectively. The efficiencies of the paths are shown in Figure 4.15.
In the left panel of Figure 4.15, the invariant mass of the double-Higgs-boson system (myy) is
shown for all generated events, selected by the L1, and the L14+HLT trigger paths. Similarly, the
right panel of Figure 4.15 shows the L14+HLT selection efficiency with respect to all generated
events as a function of myy. The conclusions is that kinematic cuts can be relaxed to efficiently
select more HH events when using the “b-tag only” path. The trade-off is that b tagging, and
thus also tracking, has to be performed at a higher rate (3.2 vs. 10kHz) leading to an increased
timing. The Run-2-like path is thus a compromise between timing and efficiency, and there is a
clear dependence of b tagging on the available CPU or GPU capacity.
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Figure 4.15: Left: invariant mass distribution for all generated, selected at L1, and HLT
events for two trigger scenarios as explained in the text. Right: corresponding
selection efficiencies are shown with respect to the generator level. The figures
are taken from Ref. [48].
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In this chapter, the basics of the statistical methods, used in the presented analysis, are described.
The first section introduces the main statistical methods needed for the tt+jet cross section
measurement and the extraction of the top quark mass. The techniques of parameter estimation,
and the concept of goodness-of-fit tests relevant for the validation of input variables used for the
neural network training are discussed. In the second section, the concept of machine learning
and neural networks is presented. It comprises mathematical concepts, design strategies, and
training techniques. The ideas of classification and regression approaches are also discussed.

5.1 Statistical methods

In this section, the most relevant statistical ingredients of the analysis, such as parameter esti-
mation, often referred to as “fitting”, and the concept of goodness-of-fit tests, are explained. In
particular, the work of this thesis makes use of binned maximum likelihood and a x?* fit. The
maximum likelihood fit is used to perform the binned cross section measurement, while the X2
fit is used to extract a value for the top quark pole mass from the measured differential cross
sections.

Parameter estimation

The measurement of a parameter with unknown value based on a set of a number of experi-
mental observations is often called parameter estimation [265]. For a set & = (zq,...,2,) of N
independent observations that share the same underlying probability density function depending
on the parameter 6, the estimator of @ is denoted @(&). The numerical value of §(%) is called the
estimate. The estimator  is itself a random variable with the sampling distribution g(#,6) with
expectation value E(f) and variance V(). For example, the data Z could be measured events
at the LHC as a function of some variable, and 6 could be the cross section of a process. The
goal of the analysis would then be to estimate the most likely value for 6 with a corresponding
uncertainty using an estimation method é(a’c’) Important properties of estimators are discussed
the following.

Consistency An estimator can be called consistent if its estimate E(é) converges towards
the true value 0 once the number of measurements N increases.

63
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Bias The bias b of an estimator is defined as the deviation of its expectation value F(6)
from the true value 6 of 6:
by = E(0) — 6, = E(0—6,). (5.1)

Bias indicates the systematic deviation of an estimator and an estimator is called “unbiased” if
b =0 for any N or 6. Note that a consistent estimator can also be biased, or vice versa. Small
or negligible biases are preferred, while constant or known biases could be removed from the
estimate.

Variance The variance V() can be understood as the “statistical” uncertainty of an estima-
tor. Similar to the bias, smaller variances are preferred when choosing an appropriate estimator.
Variance also corresponds to the “efficiency” of an estimator and increases the confidence that
0 is a good estimate of # for specific N.

Commonly, estimators that have both zero bias and minimum variance are considered optimal,
while usually there is a trade-off between the mentioned properties. For example, an estimator
which is biased with b > 0 for all N but b — 0 for N — oo and has a variance V' — 0 for
N — o0 is consistent. On the other hand, an unbiased estimator for which the variance is finite
for N — oo, is inconsistent. Two of the most usual estimation methods used in high energy
physics are the method of least-squares and maximum likelihood, of which the latter is described
in the following section.

The minimum x? method

One prominent estimator is the minimum X2 method. It shares many properties with the
maximum likelihood method discussed below and is an extension of the X2 goodness-of-fit

test [266—268]. The test statistic 2 for a set of N independent observations Ty = X1,%9y..., TN
that are distributed according to a Gaussian distribution with variance o; and expected values
¥ =y1,Y2,..-,yYn depending on 0 can be written as

N 2
2= Z (@; — y;(é)) . (5.2)

i=1 0

When compared to the X2 goodness-of-fit test, essentially a test for the null hypothesis that the
observation X; equals Y; is performed. The resulting sampling distribution of the test statistic
follows the x2 distribution

k
kE_1 —
x2 e

p(z) = W (5.3)

[NIE]

with T'(%) being the T function and & the number of degrees of freedom (dof). Thus, when
varying 7(6), a best fit value for # can be found where the corresponding X2 is minimal. Since
the mean of the X2 distributions equals k and its variance 2k, a good best fit value is usually
found when Xfmn ~ k or also anin /k =~ 1. For example, an appropriate 68% confidence level
(CL) can be found at x* = xZ;, + 1 [269] in case of a one-parameter fit. In case of correlated
observations, the definition of X2 can be rewritten as

Y =aATv'ia (5.4)

with A = (xg —yg,---,Zn — yN)T and V being the covariance matrix of the correlated data
points.
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The maximum likelihood method

For a set of N independent observations &, i.e., z{,..., x5, with a probability density function
f(#]0) that depends on 6, which can be a single parameter or a set of parameters, the joint
probability density function can be written as

L(&0) = P(#0) = P(xy,...,2x10) = [] £(x:]0)- (5.5)

=1

For a given set of observed data zq, L(x(]0) = L£(#) is called the likelihood function which now
only depends on 6.

The values 0 for § where £ reaches its maximum are called maximum likelihood estimators of 6,
given the observed data 3. The condition for the existence of a maximum of £(x,0) is called
likelihood equation:

oL
Compared to the minimum X2 method, the advantage of the maximum likelihood method is
that it works for data distributed according to any probability density function. Often, instead

of maximizing the likelihood, the negative log likelihood is minimized equivalently:

N
—InL(,60) = In f(x;,0). (5.7)
=1

Since for random variables distributed according to a Gaussian probability density function
f(Z]6) the negative log-likelihood function agrees with the x* function with a constant offset
and a factor 2 in difference, commonly —21n £ is minimized instead.

Applying the likelihood equation to Equation 5.7 yields:
AQimﬂmmzﬁmq%m:o (5.8)
08 — v 00 ’

The maximum likelihood estimator itself is a consistent estimator, but not necessarily unbiased.
However, it is asymptotically unbiased for a sample size N — oc.

In presence of large data sets and complex probability density functions, the computation of the
log-likelihood function and its derivative can be very complicated. One solution is to perform
the measurement on binned data. The number of events per bin follows a Poisson distribution
and L can be rewritten [265, 270] as

: (5.9)

N efvivni
o

N

!
where ¢ represents the number of the bin, and v; and n; denote the expected and observed
number of events for each counting experiment. The index 4 in this case can describe one bin
of a single distribution, or even one bin of a multidimensional distribution in various categories
or measurements of multiple experiments. In the context of the analysis addressed in this
thesis, the information entering v; contains details about production, decay and background
composition, and experimental features as integrated luminosity, acceptance and efficiencies,
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as well as calibrations. A common way to implement this information is based on templates
determined from a MC simulation.

The expectation model is associated with a number of uncertainties, both systematic and statisti-
cal ones, which can be incorporated in the likelihood function as nuisance parameters (NP) [271].
The prior knowledge on these is taken into account by the prior probability density functions
that are based on experimental measurements or theoretical rationale. Such, the likelihood
function can be extended as

N _—v;
e vt
L= Hl o Hw(Aj), (5.10)
1= 7

where A; are the NPs and 71()\]») are the prior probability functions modeling the dependence of
the expectation on the NPs. Depending on the origin and effect of the associated uncertainty,
different bins and processes can be affected with varying intensity. This leads to different
implementations and probability models, where for the analysis presented in this thesis three
main classes are important: rate-changing NPs, shape- and rate-changing NPs, and statistical
uncertainties of simulated events.

Rate-changing nuisance parameters Many uncertainties, such as the uncertainty in the
total integrated luminosity or theoretical prediction for the signal cross section, affect all bins of
one or more processes identically, affecting only normalization but not the shapes. It is natural
to model such nuisance parameters with Gaussian probability density functions,

p(0) = LeXp (—(9_5)> , (5.11)

2o 20

with o being the width corresponding to a relative uncertainty at 68% CL. The disadvantage is

that the Gaussian model can lead to negative values for positive defined observables like event

counts or cross sections once the uncertainties are large. One solution would be to truncate

the Gaussian distribution at zero. A better approach is to use log-normal probability density
functions, defined as

1 In(0/6))*\ 1

p(f) = ———exp 77( ( ))2 -,

V27 In(k) 2(In(k))* ) 0

with x being the width of the distribution. In Figure 5.1, the Gaussian and the log-normal

probability density functions for different parameter sets are compared. The log-normal function
does not allow for negative values of x.

(5.12)

Shape- and rate-changing nuisance parameters In contrast to the type of uncertainties
described above, a variety of uncertainties affect correlated bins with different strength, changing
the rate and the shape of a distributions. These uncertainties are usually taken into account
by deriving additional templates according to the variation of the corresponding uncertainty up
and down by one standard deviation. The implementation in the likelihood function however
requires a continuous function rather than a discrete function at two points. To solve this,
usually a template “morphing” procedure is employed where the interpolation as a function of
the nuisance parameter follows a quadratic-linear approach [271]. Hence, the dependence is
modeled quadratically (linearly) within (beyond) one standard deviation in a continuous and
differentiable way. To retain the correct normalization under template morphing, templates are
first normalized before morphing, and are rescaled before and afterwards by the contribution
of the content of each bin to the integral of the template. The normalization is modeled by
a log-normal probability density function. Special attention has to be paid to the population
of bins, because due to a finite number of MC-generated events the morphing algorithm can
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Figure 5.1: Examples for the log-norm (solid) and Gauss (dashed) probability density func-
tions. For each class of functions, three different curves for varying parameter
choices are shown, indicating the effect on the shape of the distribution.

predict negative yields for specific values of the nuisance parameter. Thus, it is sensible to
choose adequate bin widths.

Statistical uncertainties of simulated events The templates are usually obtained using the
MC simulation, consequently leading to two effects. Firstly, in case of limited MC statistics,
each bin in a template is associated with a statistical uncertainty based on the number of sim-
ulated events in each bin. The proper way to treat this additional uncertainty in the likelihood
function is to implement the corresponding single nuisance parameter modeled with a Gaussian
or Poisson prior per process and bin. As a result, the number of such nuisance parameters
increases significantly and complicates the minimization process. This is partially related to the
strong (anti-) correlations of all parameters within a bin. A solution for sufficiently populated
bins is to approximate all contributions to each bin with a single Poisson or Gaussian distri-
bution. This is often referred to as the “Barlow-Beeston”-lite approach [272, 273], leading to
N additional nuisance parameters in the likelihood function. Secondly, the template morphing
itself is subject to statistical bin-by-bin fluctuations. Using toy experiments, the impact of the
statistical uncertainty in the fit results can be fully evaluated [42, 274].

The profiled maximum likelihood fit

In order to determine the estimates for the parameters of interest, usually a minimization of
the negative log-likelihood is performed. The estimates are consequently known as best fit
values. Since the negative log-likelihood function (NLL), —21n £(u;, 6,), typically depends on
the parameters of interest (POIs) y; and the nuisance parameters 6;, the minimization can be
complex and computationally very intensive. Usually, the nuisance parameters ¢; are profiled,
leading to the concept of the profiled maximum likelihood fit. In a profiled maximum likelihood
fit, the function —2£(p;,0;) is minimized for fixed p;, so that the problem depends only on 6);.
The values of #; for which the minimum of —2£(y;,60;) is reached are called profiled values.
To quote an (asymmetric) uncertainty for the estimate fi;, a common approach is to scan the
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profiled NLL curve as a function of u; and take the points at which u; —2AIn £ = 1 with respect
to the minimum. The reasoning is the relation of the likelihood function to the x* function for
Gaussian distributed variables such that the extracted uncertainties can correspond to a 68%
CL.

The same procedure can be followed to determine the best fit values for all NPs 6, resulting
in the “post-fit” description of their probability distributions. When comparing those post-fit
values to the corresponding “pre-fit” parameters, observables with a larger impact on the fit
result can be identified. The pull of a NP is defined as the deviation of its post-fit central value
0 from the pre-fit value 6, with respect to the pre-fit uncertainty A@:

A

00,
1= . 1
pu A (5.13)

The constraint is defined as the ratio between post-fit and pre-fit uncertainty:

Ab
traint = —22L, 5.14
constrain A (5.14)
The impacts of a NP Apu; are computed as the difference of the best fit value ﬂ?p/ down' 4 the best

fit value [i; when fixing a particular NP to its post-fit value varied by one standard deviation of
the post-fit uncertainty up and down, while all other NPs are fixed to their best-fit estimate.

Saturated goodness-of-fit tests

The agreement between the prediction and the observation is quantified by the goodness-of-fit
(GOF) test. It can be described as a hypothesis test when there is no alternative hypothesis
present. Since, according to the Neyman—Pearson lemma [275], the best possible test statistic
depends on the presence of an alternative hypothesis, in this case no optimal solution exists.
The test model used in the presented analysis is a generalization of a X2 GoF and is applicable
for the data in a form of binned histrograms [276].

Assuming data distributed according to a Gaussian probability density function, the likelihood
function can be written as

al 1 (% - Mz‘)Z
L= H exp | ————5— (5.15)
i \/2no? 20]

for per-bin observations x; with an expected mean of p; and variance ;. In the absence of an
alternative hypothesis, an artificial model can be developed to mimic the expectation. Such a

model is called “saturated” model [277]. The likelihood for a saturated model reads

A
Lsaturated = H 2 (516)
i \/2mo;

(2

This leads to ratio of the two likelihoods

A= L ﬁexp (—W> (5.17)

2
[’saturated 20 i

and the conclusion that —21In A follows a X2 distribution and hence can be used to define a
p-value for a test, observing a value of the test statistic as extreme as the observation. It is
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defined as the probability of obtaining test results at least as extreme as the result actually
observed, under the assumption that the null hypothesis is correct.

The Kolmogorov—Smirnov test

The Kolmogorov—Smirnov (KS) test [278, 279] is a common tool to test if a sample originates
from a known distribution. Although it is originally defined for continuous distributions, it can
also be used as a GoF test to test if two samples originate from the same distribution. Given the
random samples ¥ = zq,...,zy and ¥ = vy, . . ., yn from two independent groups, the empirical
distribution function for both # and ¥ is defined as

Fy(Z) = % and
Guly) =" (5.18)
Here, n(i) is the number of points less than z; (y;) and & = z,...,2x (¥ = y1,...,yy) are

ordered from the smallest to largest value.

The test statistic D of the KS test is defined using the empirical distribution function as
D = max (|F;(¥) — G;(9)]) - (5.19)

It is also known as the maximum KS-distance. Using the value of D, a p-value can be determined
for the null hypothesis that the two samples originate from the same distribution, given the
sample size N and a certain CL.

For the measurement presented in this thesis, the KS test is performed as implemented in the
ROOT [280] software package for binned data.

5.2 Machine learning and neural networks

In the following, only the machine-learning aspects relevant for the analysis in this thesis are
discussed, while an extensive review of machine learning and artificial intelligence can be found
in Refs. [281, 282].

Mathematical foundations

A neural network (NN) in its simplest representation can be described as a non-linear mapping
of a set of inputs & to a corresponding set of outputs 3. Both ¥ and ¢ can have arbitrary
dimensions and are commonly denoted as “input features” and “prediction”, respectively. The
most important variant of neural networks is called feedforward neural network, or multilayer
perceptron. Its objective is to approximate an arbitrary, known or unknown, function f* by
determining the mapping function ¢ = f(Z,6), where 6 can describe a considerable set of
parameters including simple or complex mathematical functions. The procedure of finding the
set of 0 that yields the best approximation of f* is called “training” and is realized iteratively,
based on an objective function that describes quantitatively the disagreement between expected
and predicted outputs. This function strongly depends on the architecture of the NN and its
specific task and application. It is usually described as “loss” or “loss function”.

A general depiction of a feedforward NN is given in Figure 5.2. Because of the layerwise structure
of the network and composition of f, these individual components or functions are called “layers”.
Hence, the set of inputs & (outputs ¥) is called “input layer” (“output layer”), and the number
of “hidden” layers in between determines the depth d of a NN. Further, every layer consists of
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Figure 5.2: An illustration of a feedforward fully connected neural network. The orange
(green) blobs indicate nodes of the input (output) layer with depth d =0 (d =
D), corresponding each to one input (output) variable. The blue blobs stand for
nodes in the hidden layers with depth 0 < d < D.
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a fixed number of “nodes”, which represent mathematical operations that receive values from
the previous layer and combine them to one single output value to be“fed” to the nodes of the
respective next layer. The number of layers and nodes per layer, and thus the dimension of the
network, depend on the specific application and need to be determined externally. Parameters of
that kind are called “hyperparameters”. Connections between the nodes are denoted by arrows,
representing multiplicative weight tensors Wg- between node ¢ in layer d — 1, ag_l, and node j

in layer d, a?. Additional additive bias terms are denoted as b?. At each node, an operation

IS 3

=af =Y Wi-al "+ (5.20)

is computed, formulating all computations in the network as matrix multiplications and vector
additions. Since the operation in Eq. 5.20 is linear, a combination of an arbitrary number of
such computations would still be a linear function of the input features. This would prevent
the network to learn any nonlinear behavior to model non-trivial non-linear functions. Thus,
non-linear “activation” functions h(Z) are used to apply transformations to the output vector Z
for each element. The final output of a node reads

—al—h (z R b;?> | (5.21)

Overall, individual applications strongly favor a specific activation function, especially for the
output layer while the type of activation function to be applied per hidden layer is a subject to
hyperparameter optimization. Typical activation functions are displayed in Figure 5.3, where
the scaled exponential linear unit function, SELU(2) [283], is defined as

if
SELU(z) = A{~ Hz=>0 (5.22)

ae” —a if 2 <0.

For regression problems, a natural choice of the output activation is linear, while for multi-class
classification problems the softmax activation function is used:

z
e

= Z'eZ,L'?
(2

which transforms all outputs in such a way that their sum is equal to unity and each output has
properties of a probability.

softmax(z) (5.23)

Altogether, a NN can be expressed as a composition of its nodes and mathematical operations
as

J=f(&6) = f(&W,b) = (a’-a"...-a?) (D) (5.24)
el network

with the set of free parameters 6.

Neural network training and hyperparameter optimization

The training of a NN goes hand in hand with the optimization, i.e., the minimization of the loss
function that compares a set of predicted outputs ¥ to a set of expected or truth outputs . For
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Figure 5.3: Examples for commonly used activation functions. In the left (center) figure the
sigmoid (rectified linear unit) activation function is shown. The right plot shows
the SELU activation function defined in the text.

a regression application, the mean squared error (MSE) or the mean absolute percentage error
(MAPE) are adequate loss functions:

N
. 1 .
Lyvse(y, 9) = N > (i — )% (5.25)
i=0
N .
I N i — §il 9
MAPE(ya y) - N Zi . (5.26)
i—0 Y

For multiclass classification tasks, the cross-entropy (CE) is a better choice for the loss function:
1

Leg(y, 9) = v > —y;log ;. (5.27)
i=0

Here, the vectors ¢ and ?have the dimension N, where N denotes the number of output classes.

The loss is usually expressed as the arithmetic mean over a distinct number of loss evaluations,
yielding a statistically reliable representation of the total data set and is referred to as “batch”.
The batch size is also subject to hyperparameter optimization.

The task is to find the set of # for which L reaches a global minimum. The minimization
procedure is performed using a stochastic process, called gradient descent. It derives rules of
how individual §; have to be updated in each iteration ¢ to go along the gradient towards the
minimum. The update rule can be written as

OL(6)

9t+1 = 9t + A9 = Zef — OZW’ (528)

where « is an additional hyperparameter that is known as “learning rate” or “step-size”. The
calculation of the derivatives for each weight tensor and bias vector can be, depending on the
size of the NN, computationally very intensive. A simpler solution is found by applying the
so-called “backpropagation” algorithm [284]. By making use of the layer-wise structure of a NN,
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it can be shown by applying the chain rule [281, 282], that using 5 as a “local error” for each
layer d, the derivatives can be written as

oL a?_l . 6;1, if 0 is a weight tensor, (5.29)
00 (5? ) if # is a bias vector.
Here, 6% is defined as
oL /
52 -h'(2), ford =D,
8= (=) (5.30)

(Wit o) - (2), ford<D.

The described procedure of updating all free parameters of the NN is repeated until a minimum
of the loss function is found. An iteration where the weights and biases are updated multiple
times for all batches of the data, is referred to as “epoch”. Several more involved update rules,
based on various “optimizers” exist, and offer faster convergence in less epochs. One of them is
the ADAM optimizer [285] which accounts for the weights of previous gradients when updating
the parameters.

Because the data used for training a NN is usually limited, special attention has to be paid on
the network’s ability to generalize the learned behavior. Hence, the data is split into orthogonal
“training”, “validation”, and “testing” sets. During the training procedure, the training set
is used to calculate all gradients and update free parameters, while the loss is also calculated
using the statistically independent validation set. In case the model begins to be sensitive to
properties of the training set and fails to generalize also on the validation set, the training is
stopped to prevent “overtraining”. Special measures are to be taken to prevent overtraining, as
discussed in the following. The validation or the testing set can further be used to optimize
hyperparameters, e.g., the learning rate or the batch size.

Methods to optimize hyperparameters are manifold [281]. The simplest one is the so-called grid-
search approach where a distinct set of parameters of the possible parameter space is defined
a-priori, and all permutations are tested. Often, a randomized approach, where only some of
all defined parameters are employed, shows faster convergence. Another approach is based on
Bayesian probability and keeps, in contrast to the approaches above, track of past iterations.
Based on the previous trials, a prior distribution is updated towards a posterior distribution to
calculate an approximation of the objective function. This posterior function is then used to
derive the next set of hyperparameters for the following iteration [286, 287].

The vanishing gradient problem and overtraining

The analysis of this thesis utilizes additional machine learning concepts when deriving NNs used
for regression and multiclass classification applications.

One common problem when optimizing the weights of the NN in an iterative procedure is the
dependence of gradients of all activation functions i’ on the layer input z. Depending on the
loss function chosen, a certain range of input values for the activation function can be preferred,
as for input values with a value very different from zero, the gradients can be close to zero. This,
however, leads to negligible weight updates and prevents the network to learn any additional
information with growing training epochs. This problem is known as the “vanishing gradient
problem” and can be addressed by several measures [281, 282].

For all activation functions, the gradients are significantly different from zero if the input value
is close to zero. Hence, one straightforward way to ensure non-vanishing gradients is to set
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upper limits on the parameter range of weights and biases to prevent extreme output values.
Another approach is to transform each input z; such that its distribution over the whole batch
has a mean of zero and a standard deviation of unity. Such a transformation reads
”—
z— 7 = ,u’ (5.31)

g

where p (o) is the mean (standard deviation) of the original distribution. Such a behavior is, for
example, obtained when using batch normalization [288]. Similar results can also be achieved
when using the SELU activation function, as it shows a self-normalizing behavior [283]. Further
optimization can be accomplished when deriving the initial values for all weights and bias terms
of the nodes from specific probability density distributions, such as the uniform or normal
distribution. This is implemented, for example, in the Glorot initialization process [289], where
biases are initialized to zero and weights are derived from a uniform distribution from an interval
respecting the dimension of the respective input layer.

In general, the performance of a NN is strongly correlated to its “capacity”, i.e., the ability
to approximate or learn complex models and is related to, e.g., the number of free parameters
and depth of a NN. Varying capacity goes along with two types of errors that have to be
considered when training a network, bias and variance. Bias is defined as the error between
the average model response and the truth, and can be inferred from the performance using the
training set. Variance is associated to the capability or flexibility of the model to generalize on
different related data sets. High variance (bias) usually corresponds to a large (low) capacity.
As illustrated in Figure 5.4, there is a connection between bias and variance, where the task is
to find the compromise between the two, and thus, the optimal capacity for a given task and
model.

Underfitting region Overfitting region

Generalization error

......... —
___________ —

—
T e

Optimal capacity Capaéity

Figure 5.4: Sketch for the dependence of a NN model on its capacity, explaining typical
effects such as over- and underfitting and properties as variance and bias. The
optimal capacity is marked with a dotted line, yielding small bias and variance.

Another representation of the same problem is depicted in Figure 5.5. Complex problems rely
on the model to learn multidimensional correlations of the input data and require an adequate
number of free parameters. If, on the other hand, the capacity is too low or the training data
set is too small, the consequence often is underfitting the data. While an appropriate capacity
seems reasonable to describe the training data, it might lead to generalization issues when
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evaluating on independent data sets because no appropriate complex representation of the data
has been learned. Although a larger capacity can lead to overfitting, deeper connections in the
data are learned, therefore often larger capacities are preferred. In order to limit the variance,
regularization has to be applied.

underfitting appropriate capacity overfitting

Figure 5.5: Illustration of typical states for the capacity of a NN model, leading to under-
fitting (left), overfitting (right), or an optimal description (center).

One common regularization method is called “weight decay” or L, regularization. Here, an
additional penalty term

A w (5.32)
1]

is added to the loss function. The hyperparameter A regulates the strength of the regularization
and W; ; are the weights of the weight tensors. The penalty term leads to favoring smaller weights
and a following reduction of the bias towards specific inputs or nodes during the training.

Another method of regularization is to implement so-called “dropout” units, that randomly,
based on a flat prior function, set the output of a node to zero during the training [290]. That
ensures that the network becomes less reliant on the output of a particular node but rather
allocates the information from a larger set of nodes. It can be understood as inserting the noise
into the data set or the training of an ensemble of networks at once.

Domain adaption by backpropagation

When training a NN with a particular task on a given set of data sets with distinct properties,
one assumes that both the training and the test data set are derived from a joint probability
distribution and share identical features. This constraint is important for a model to generalize
but can be violated easily. Solutions to adapt this problem of diverging response in different
domains are called domain adaption [291]. Several methods have been proposed, but the one
used in the analysis of this thesis is known as “domain adaption by backpropagation” [292]. Tt
can be used not only to reduce the discrepancy between the performance on specific domains, but
also to make the response of a model invariant with respect to a particular variable. Domain
adaption by backpropagation can be implemented by incorporating additional outputs with
the target of classifying the domain into the network. Similarly, a regression-NN part can
be implemented, achieving decorrelation with respect to a certain variable. Figure 5.6 shows
a possible architecture. Three parts can be identified: the network G performing the feature
extraction from the inputs and learning different representations of the data, a second network G,
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Unsupervised Domain Adaptation by Backpropagation
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Figure 5.6: Sketch of a neural network architecture employing domain adaption by back-
propagation [292]. Standard parts of the NN model are shown in green for the
feature extractor Gy and the classifier G, in blue. The additional layers Gy
responsible for the domain adaption are shown in pink.

performing the original target task, and the extension G; which distinguishes between different
domains. In front of the latter a special layer is implemented that switches the sign of the gradient
by multiplying it with a constant factor —3. The consequence is that during training the model
will learn to perform the target task while keeping the performance identical for both domains.
Inverting the sign of the gradient ensures that every information needed to distinguish between
the domains is forgotten during the training and does not impact the output of G;. Instead of
classifying between multiple domains, a regression task can be implemented to decorrelate the
output of G, from a particular variable.
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In this chapter, the measurement of the differential tt+jet production cross section as a function
of the p observable is discussed. The measured cross section is used to extract the top quark pole
mass as defined in the so-called on-shell scheme. The decays of the top quarks into two leptons
are used. The pp collision data at the LHC at a center of mass energy of 13 TeV are recorded
with the CMS experiment in 2016 and correspond to the integrated luminosity of 36.3 fb~'. The
chapter is structured as follows. In Section 6.1, the general measurement strategy is motivated
and explained. The data sets and event selection are discussed in Section 6.2, where also the main
background contributions to the measurement are outlined. Also, the employed MC generated
samples are introduced. Section 6.3 discusses various approaches of how to reconstruct tt event
kinematic properties, and a new approach using NNs that is developed for this measurement is
presented. An event classification procedure, also based on NNs, is introduced in Section 6.4.
The statistical procedure used to extract the differential production cross section is presented
in Section 6.5. The relevant uncertainties are described in Section 6.6, and the results of the
measurement are presented in Section 6.7. The extraction of the top quark pole mass is also
discussed therein, together with a description of the theoretical framework employed. The
described analysis is developed solely for the purpose of this thesis, and is explained in a public
Physics Analysis Summary (PAS) [293], which is superseded by a document submitted to the
Journal of High Energy Physics (JHEP) [49].

6.1 Analysis strategy

The normalized differential cross section of the tt+jet production as a function of the p observable
is sensitive to the value of the top quark pole mass, as explained in Section 2.3. This fact is
exploited in the extraction of the top quark pole mass in this work. The idea for such an analysis
was introduced in [44] and realized first by the ATLAS collaboration using the LHC data at

7
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center-of-mass energies of 7'TeV [35] and 8 TeV [46], with an accuracy of the results of 1.31% and
0.71%, respectively. The work in this thesis considers events where top quarks decay into two
leptons, accounting for combinations of ete™, ™, and ei/ﬁ. These final states exhibit most
clear experimental signature, since it is less affected by the QCD background with related jet
production due to imposed requirements of high-energy isolated leptons. However, the branching
fraction for tt — £¢ is only about 9%. By restricting the lepton selection to combinations of
electrons and muons, also via 7-lepton decays, this contribution gets further reduced to less than
5%, yielding an upper limit on the total acceptance of the measurement.

In the measurement, the geometric acceptance of the detector and the event selection require-
ments on the final-state objects define the visible phase space. For the measurement presented
in this thesis, the acceptance is defined by the pt and |7| requirements on the lepton and jet can-
didates. The differential cross section is measured in the visible phase space, and is extrapolated
to the full phase space as defined at the parton level.

The neutrinos originating from the W boson decays cannot be measured directly and instead
are identified by a missing transverse momentum, pp ", in an event. The ambiguities related to
the reconstruction of the two neutrinos in the tt decays challenge the reconstruction of the event
kinematic properties and deteriorate the resolution of the final state observables. Additionally,
pr > can arise from neutrinos originating from the leptonic decay of 7 leptons.

Further challenges originate from the presence of the jet associated to the production of the tt
pair in the event, due to related uncertainties of the jet energy scale. Moreover, the parton-level
definition of an additional jet implies applying kinematic cuts on the transverse momentum pr
and pseudorapidity n of the jet. These leads to the irreducible background formed by events
with 0 jets (tt40 jet), originating from phase space migrations. In particular, at the parton-level
the additional jet does not pass the kinematic requirements while it does at the detector level.
This background contribution is dominant and of the same amount as the signal in the p ~ 1
range.

The strategy of the analysis presented in this thesis is based on the optimization of the event
reconstruction and background mitigation, and a significant improvement in the resolution of
the p observable.

Experimentally, the final state is characterized by the presence of a top quark pair followed
by top quark decays t — Wb and t — W™D, and subsequent decays of either W — pv or
W — ev, together with one additional jet. Furthermore, events with leptonic W boson decays
into 7 leptons are considered as signal events, if all 7 leptons in the event decay further to
electrons or muons. Possible additional extra jets could arise from QCD radiation. However, to
keep a maximum acceptance, events are selected requiring the presence of two leptons.

The event selection is based on the definition of physics objects introduced in Section 4, consider-
ing the following background contributions for the analysis: top quark-antiquark pair production
with no additional energetic jet (tt+0 jet), single top quark production in association with a W
boson (tW), Z/~* bosons produced in association with additional jets, and smaller background
contributions such as WW, WZ, ZZ diboson production, ttV associated production, or Wjets
production.

Both tt+0 jet and tW, with additional QCD radiation, result in the same final state and sig-
nature and are therefore irreducible backgrounds. The Z+jets backgrounds is present predom-
inantly in the same-flavor channels e"e™ and " p~, while in the ej[,u,:F channel it originates
mainly from Z — 777 events. Due to lepton misidentification, semileptonic tt and W+jets
are additional sources of background, while diboson and ttV events lead to backgrounds due
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to the leptonic decays of the W and Z bosons or top quarks with a non-negligible amount of
pr> present coming from leptonic W decays. The contribution of QCD multijet production is

negligible.

6.2 Data set, Monte-Carlo simulation, and event selection

The total integrated luminosity of the complete data sample used for the analysis presented in
this thesis is 36.3fb™' +1.2% [200]. The data is collected by using combinations of dilepton
and single lepton trigger paths. This is done in order to recover interesting dilepton events,
which failed to pass the dilepton trigger requirements. Usage of the single lepton triggers in this
analysis allows a recovery of approximately 10% of the dilepton events discarded by dilepton
triggers due to inefficiencies. Minimum requirements on the event selection imposed by the
trigger paths are at least either one of the following;:

e one muon with pp > 24 GeV,

e one electron with pp > 27 GeV,

e one muon with pp > 17 GeV and one muon with pp > 8 GeV,

e one muon with pp > 23 GeV and one electron with pp > 12 GeV,

e one electron with pp > 23 GeV and one muon with pp > 8 GeV,

e or one electron with pp > 23 GeV and one electron with pp > 12 GeV.

Leptons are further required to be reconstructed within the tracker acceptance.

MC simulation

The signal and background tt processes are simulated using the POWHEG (version 2) [130, 294,
295] MC event generator at NLO in QCD for the ME calculations. The top quark mass in the
simulation, m%vlc, is set to 172.5 GeV. To describe the proton structure, the NNPDF 3.1 PDF at
NNLO [169, 296] is used. The parton showering is performed using PYTHIA (version 8.230) [139]
employing the CP5 tune [132]. The hguy,, parameter in POWHEG  which effectively regulates
the matching scale between the ME and the PS, is set to 1.379 mi\/lc [132]. For this thesis,
the tt simulation is divided into few different components, modeling the tt+jet signal and the
background contributions as described later in the text.

In addition, simulated samples of the tt process are generated using MG5_AMC@NLO [297] with
up to two extra partons at the NLO ME level. These samples are used to derive calibrations
of NN, as discussed in Sections 6.3 and 6.4. Events are matched to the PYTHIA PS using the
FxFx [298] prescription , while the decays of the top quark and antiquark at LO are modeled
using MADSPIN [299)].

For all the background samples, PYTHIA is used to model the parton showering, hadronization,
and multiparton interactions. The tW process is simulated using POWHEG [300, 301] at NLO.
The identical tune and modeling parameter settings as for the tt simulation are used, while
the CUETP8M1 [302-304] tune is used for the remaining background simulation. The Z+jets
process is generated using MG5_AMCQNLO at leading order (LO) with up to four additional
partons at ME level, and the matching to the PyTHIA PS is done using the MLM [305, 306]
prescription. Similarly, W+jets events are simulated using MG5_AMC@NLO at LO with up to
four additional partons at ME level. To derive the NN calibrations, an independent Z+jets
simulation is produced using MG5_AMC@NLO at NLO with the FxFx merging prescription.
Diboson production is simulated at LO using PYTHIA.
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All predictions are normalized to their theoretical cross section and the corresponding integrated
luminosity of the data. The cross section for the tt signal is calculated using the TOP++ (ver-
sion 2.0) program [153] at NNLO, including resummation of next-to-next-to-leading logarithmic
soft-gluon terms [150, 307-311], and assuming m; = 172.5GeV. The NNPDF3.1 PDF set at
NNLO is used, and the resulting cross section value is 830.91 73033 (scale) 7333 (PDF + ag) pb.
Here, “scale” (ag) refers to the uncertainty assessed by varying the renormalization and factor-
ization scales (the value for the strong coupling constant). All other cross sections are calculated
at approximate NNLO for tW production [312], NLO for Z+jets, NNLO for W+jets [313], and

NLO for diboson production [314].

For all simulated samples, the interaction of the final state particles with the CMS detector
volume is simulated with the GEANT4 [315] program. To model the effect of pileup, additional
minimum bias interactions are added to the simulated events.

Signal definition

An event is considered as signal, if it contains a tt pair in the dileptonic decay channel and at
least one additional jet with pp > 30 GeV and |n| < 2.4 at the parton level. The parton level
is defined after the QCD and electromagnetic radiation with the on-shell top quarks, while the
additional jets are clustered using the anti-kr algorithm with a distance parameter of 0.4, using
all particles before hadronization that do not originate from the top quark decays.

Moreover, the nominal tt simulation is split into multiple contributions, modeling the tt+jet
signal in different p bins and tt background processes on the basis of the aforementioned jet
definition. The tt+0 jet process is defined, in which no jet at the parton level is retained after
the signal-definition requirements. The individual tt+jet signal processes are defined based on
the value of p at the parton level in the following binning: 0-0.3, 0.3-0.45, 0.45-0.7, and 0.7-1.
The binning choice is further discussed in Section 6.5. Since tt events with two leptons, also
originating from the decays of 7 leptons, are included in the signal definition, the remaining
events are treated as background. The unfolded results are extrapolated to the full phase space
using the tt MC simulation, as described in Section 6.5.

Event selection

The event selection is optimized in order to maximize the phase space of the analyzed process and
to suppress the background contributions. Selection criteria are defined such that only events
are selected that have well understood properties, i.e., the experimental data are well described
by the MC simulation. This includes sufficient reconstruction and identification efficiencies and
implies further corrections to the simulated events and, if needed, to the data. Typically, this is
true for high-momentum objects reconstructed in the central part of the detector.

Events selected by the trigger paths are then reprocessed and further used for offline analysis.
Further selection criteria are applied: for each event, at least one PV has to be reconstructed, and
additional event filters are applied. All lepton candidates are required to pass the identification
and selection as defined in Section 4.2. The kinematic requirements on the lepton pr arise
in the context of trigger efficiency measurements, that are discussed briefly in the following.
Minimum requirements of 25 GeV (20 GeV) for the leading (subleading) lepton are imposed. A
presence of an opposite-sign lepton pair (e+e_, ;ﬁ,u_, ei/ﬁ) is required. If more than two
leptons are reconstructed in the event, the two leptons with the highest pr are chosen. The
event is then unambiguously classified as e"e™, ei/fF, or u"pu~ depending on the type of the
selected lepton pair. Furthermore, the invariant mass of the selected lepton pair is required to
be larger than 20 GeV to suppress events from decays of heavy-flavor resonances and low-mass
Drell-Yan processes.
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Jets and p%liss are reconstructed and identified as defined in Section 4.2. No requirement on the

jet multiplicity is imposed. Instead, the number of reconstructed jets is used to define suitable
categories in the analysis. Jets arising from b quarks are identified using the DEEPCSV tagger,
cf. Section 4.2. A high efficiency, i.e., “loose”, working point is used with a fixed light flavor
mistagging rate of 10% and a b (c) tagging efficiency of 80-90% (40%) as determined in tt
events [249]. Further, the events have to contain at least one b-tagged jet.

Background contributions of Z+jets production are reduced by discarding events with p%iss <

40 GeV and an invariant dilepton mass, my,, in the Z mass window of 76 < my,, < 106 GeV for
the same-flavor lepton channels.

The described event selection without the b jet requirement is defined as “inclusive” selection,
or preselection. Events with at least three jets are considered to be in the signal region, and NNs
are trained to enhance the sensitivity to the tt+jet signal, as described in Sections 6.3 and 6.4.

Typical purities for the tt+jet signal obtained after preselection without requirements on the
jet or b jet multiplicity range from about 15% in the eTe™ and p* ™ channels to about 30% in
the e* u" channel. The events selected with at least three reconstructed jets, of which one is b
tagged, have the purity of about 75 %.

Corrections to simulated events

To reduce the discrepancies between the simulation and the data, caused by deficits in the
event generation/simulation or detector inefficiences, a number of corrections are applied to the
simulation by using the aforementioned scale factors (SFs). Usually, weights are derived as a
function of observables correlated to the effect under scrutiny, as, e.g., the lepton pp and n for the
identification efficiency. Efficiencies are measured in simulation and data, and the corresponding
weights are determined. Similar corrections can arise also for the energy scale or resolution.

To reproduce the pileup distribution in the data, weights are applied to the simulated events,
determined from the bunch-to-bunch instantaneous luminosity and assuming a total inelastic pp
cross section of 69.2 mb [316]. Dedicated trigger SFs are derived as described below directly for
the measurable phase space. Differences in the lepton reconstruction, identification, and isolation
are accounted for by the SFs as determined in Refs. [190, 196, 222, 317, 318]. The different effects
are considered uncorrelated and individual efficiencies for muons and electrons, i.e., also SFs,
are derived. The SFs are thus applied multiplicatively to the full event and are determined
individually per object. The lepton energy-scale and resolution corrections are determined as
described in Refs. [190, 222, 227-229]. In a similar fashion, pileup jet identification efficiency
corrections are measured [240] and applied to the simulation. Jet energy scale and resolution
corrections are determined and adopted as described in Section 4.2.

In 2016, a gradual timing shift of the electromagnetic calorimeter (ECAL) was not properly
propagated to the Level-1 (L1) trigger primitives (TP), leading to an incorrect association of a
significant fraction of high-|n| TP to the previous bunch crossing. Due to this effect and as L1
forbids firing of two consecutive bunch crossings, events can self veto if a significant amount of
ECAL energy is found in the region of 2 < |n| < 3 (known as L1 ECAL prefiring). The effect is
not described by the simulation and is taken into account using event weights [319, 320].

To correct for the different b-jet-tagging efficiency in both data and simulation, SFs are measured
for the true jet flavor as a function of jet pp. The light flavor misidentification SFs are determined
using inclusive QCD multijet events for light flavor jets [249]. Similarly, the b tagging SFs for b
and c jets are derived using muon-enriched QCD multijet events. The per-jet SFs are transferred
to per-event corrections as follows. The probabilities to identify all b jets in an event in data
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(Pgata) and in the simulation (Pyc) for a fixed chosen working point are calculated, and their
ratio is applied as a weight to the simulated events. The probabilities P, and Pyc are
calculated via

flavors tagged untagged
Pow= ] 1I el (pr) SF! (pr) 11 [1 - SF; (pr) €§ (pT)] ; (6.1)
f i J
and
flavors tagged untagged
Puc= I II o) II [1-¢ (n)]- (6.2)
! @ J

Here, elf and SFZJc denote the b tagging efficiency and SF in MC for the jet ¢ with a flavor f,
dependent on its pp. The final event weight applied to the simulation is defined as Pyu;, / Puc-

Measurement of the trigger efficiency

The trigger selection aims to yield maximum efficiency in order to collect as many tt events as
possible. Its efficiency is measured with respect to the offline lepton selection. Triggers used for
this measurement have asymmetric requirements on the lepton momenta. Several dilepton and
single lepton triggers are combined by using a logical “OR” in the trigger selection.

The trigger efficiency is measured using an independent data set recorded using an orthogonal
set of p1™ triggers. This procedure allows for an unbiased measurement of the trigger efficiency
in data and simulation under the condition that the p1' baseline triggers are uncorrelated to
the signal lepton triggers. The minimal thresholds on pr™™ vary between 75-250 GeV for the
set of baseline triggers. An advantage of using pp" triggers is that from dileptonic tt events
a non-negligible amount of p=™ is expected for the final state, so that the efficiency can be
determined in a data sample containing tt events. The trigger efficiency e, can be obtained as

Nivents (pass selection + p™* trigger + lepton trigger)

Etrig = miss ) (63)

NEvents (pass selection + pr trigger)

where Ngyents 1S the number of events passing the selection given in the brackets. For the
numerator this comprises the offline selection, the signal and baseline triggers, and for the
denominator this includes the offline selection and the baseline triggers. Statistical uncertainties
are estimated using Clopper—Pearson intervals [321, 322] that describe exact confidence intervals
for Bernoulli variables distributed according to a binomial probability density function. The
trigger efficiencies as a function of the lepton pp are shown in Figure 6.1 for all three lepton
channels. For the optimal pt cuts of 25 (20) GeV for the leading (subleading) lepton, the trigger
efficiencies are observed to be close to unity over the whole pr spectrum. The region where
the triggers reach their maximum efficiency is denoted as “plateau”, and the transition region,
where the efficiency steeply rises, is commonly called “turn-on”. For the dielectron case, the
turn-on region is much more pronounced as for the ei;ﬁ or dimuon ones. A good agreement
between data and simulation is observed for all three channels, within statistical uncertainties.
Additionally, the dependence of the trigger efficiency on, e.g., the number of reconstructed jets
or pileup vertices is also studied, and no dependence is found.

To correct for differences in the trigger efficiency between data and simulation, SFs are derived
as a function of the lepton pp. They are defined as the ratio of the trigger efficiency in data with
respect to the efficiency determined for the simulation. The results are shown in Figure 6.2 for
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Figure 6.1: Trigger efficiencies for the dielectron (upper row), dimuon (middle row) and
electron-muon channel (bottom row) as measured in data (black) and MC sim-
ulated samples (red), shown as a function of the electron and muon pr.
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the three lepton channels. To estimate the uncertainties originating from detector inefficiencies
and related phase-space dependence of the measurement in different kinematic regions, the SFs
are determined by varying kinematic requirements in the selection. The following regions are
investigated:

e number of reconstructed jets, Njei, < 3; > 3,

e number of primary vertices, NPV, < 30; > 30,

e and missing transverse momentum, po°, < 150 GeV: > 150 GeV.
Additionally, the run-range dependence and the correlation between baseline and signal triggers
are considered as systematic uncertainties. Effects to the total uncertainty are as follows: the
correlation between baseline and signal triggers (0.1-0.5%); the run-range dependency (0.02—
0.3%); of statistical origin (0.1-0.2%); and from the measurement in different kinematic regions
(0.2-2.9%).

Data and MC compatibility

Figures 6.3 and 6.4 show a comparison between data and simulation for basic kinematic ob-
servables for all three lepton channels combined. The simulation is observed to describe the
data well. A small discrepancy between the normalization of the data and simulation is present,
which does not affect the measurement presented in this thesis. The reason is that the signal
normalization is directly fitted in the likelihood fit as described in Section 6.5, and the nor-
malized cross section is used to extract the value for mP°®. Furthermore, some trends can be
observed in the jet and lepton momentum distributions, as the spectrum predicted by the simu-
lation is harder than the one observed in data. This effect can be associated to the modeling of
the top quark pr in the POWHEG+PYTHIAS tt simulation, and was observed already in previous
measurements [323-326] when performing comparisons of the data to detector-level or particle-
level predictions. The jet and b jet multiplicity distributions are well described within the total
uncertainties. In particular, the shapes of these particular distributions are used to discriminate
the signal and the background processes through introduction of event categories.

6.3 Reconstruction of the top quark kinematic properties

The top quarks are investigated experimentally by measuring their decay products and their
kinematic properties. In the fully-hadronic decay channel, all decay products are reconstructed.
In the dileptonic channel however, the two neutrinos from the W decay are not measured, and
hence lead to ambiguities in the reconstruction problem.

The full kinematic reconstruction

Several methods of kinematic reconstruction of tt pairs have been developed for former mea-
surements [38, 42, 323-327]. The approach presented in the following is based on the algebraic
approach suggested in Ref. [327] and was used in tt cross section measurements at /s = 8 and
13 TeV [323, 324]. Further improvements have been implemented in Ref. [328]. It is denoted
further in this thesis as “full kinematic reconstruction” and is described in the following. Based
on the four-momenta of the six decay products (¢,¢,b,b, vy, 7;), the following relations can be
derived, for the energy and four-momenta of the two neutrinos:

2 2, 2 2 2
El/ = my +px,y +py,u +pz,ua
2 92, 2 2 2
E; = mp+prst+pyst iy, (6.4)
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Figure 6.2: Trigger scale factors for the eTe™ (upper left), u* u~ (upper right), and etut
(bottom) lepton channels. The uncertainties denote the quadratic sum of sta-
tistical and systematic uncertainties.
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Figure 6.3: The observed (points) and predicted (stacked histograms) signal and background
yields as a function of the leading (upper left) and subleading (upper right)
lepton pr, and the leading (lower left) and third-highest (lower right) jet pr, after
applying the preselection. The vertical bars on the points represent the statistical
uncertainty in the data. The hatched band represents the total uncertainty in the
sum of the simulated signal and background predictions. The lower panels show
the ratio of the data to the sum of the signal and background predictions [49].
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for the mass of the W bosons based on their decay products:

m%w = (Ex+ E,) - (pz,ﬁ +Pen) — (py,é+ +py,v)2 - (pz,e+ +pz,v)2’ (6.5)
m%zv* = (Eg* + EU)Q - (px,e* +pzﬁ)2 - (py,E* +py7?)2 - (pz,f +pz,?)2’ (6.6)

and finally, for the top quark and antiquark, the following relations:

Ep 4+ E, + Ey,)* = (p, 4+ + Pay +Pap)’
Pyt Py +Py0)’ = (0. +Pow +2) (6.7)
E, +E5+ EE)Z — (D~ +Pep+ pa;,g)?
= Py tPypt py,B)2 - (pz,z— +P.5+ pz,E)Q’ (6.8)

mg =

(
(
: (
(

Primarily, the subject of the reconstruction is to obtain solutions for the unknown neutrino
momenta, and reconstruct the tt system thereafter.

The set of the six nonlinear Equations 6.4 to 6.8 cannot be solved directly, but by assuming
that the measured missing transverse Ep " originates from the two neutrinos, the following

additional relation can be inserted:

Earcmss =Dz +p:1:,57
E;IIISS = py,z/ —J’_py,ﬂ' (69)

Neglecting neutrino masses, the energies E,, can be obtained by using Equation 6.4. The masses
of the b quarks are set to the values used in the simulation, while lepton masses are assumed to
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be negligible. The remaining set of equations has six unknown parameters p, ., Py s Pzvs P
Py, and p, 5, which can be obtained using the following constraints:

e Two unknown parameters are removed by using the momentum balance conditions in
Equation 6.9.

e By fixing the masses of the two W bosons to 80.4 GeV [248], two more unknowns can
be removed.

e Similarly, the top quark and antiquark mass of 172.5 GeV can be assumed, eliminating
the last two unknowns.

Without loss of generality, the set of equations can be transformed into a single equation in the
form of a fourth order polynomial depending only on the remaining unknown p, 3:

0= Ci(mtap[*'apg—apb?pg) pfcﬁ' (610)

4
i=0
The remaining coefficients ¢; depend only on the final state four momenta, and the equation can
be solved analytically with a maximum four-fold ambiguity. For this thesis, the solution with
the smallest invariant mass of the tt pair is selected in case of multiple solutions. This choice
has been motivated in Ref. [328] and yields the best solution in a wide kinematic range.

Depending on the jet multiplicity, the number of permutations grows as NJiet" Here, the
jet — <)

preference is always given to the permutation with the highest b jet multiplijcity, if a physical
solution exists. In case multiple solutions are found for the same b jet multiplicity, weights are
derived based on the mass of the reconstructed lepton and b jet pairs. The extraction of the
weights is discussed in the following.
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Figure 6.5: Distributions of the energy factors used for the energy smearing in the full kine-
matic reconstruction of the top quark kinematic properties. The factors are
shown for the b quarks (left) and for the leptons (right) .

Given the detector response and the resolution effects, for a sizable amount of events no solution
can be determined. To mitigate this issue, in each event the energies and the directions of
the two jets and leptons are smeared. The smearing functions are derived using simulation
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Figure 6.6: Distributions of the angle between the true and the reconstructed directions
for jets (left) and leptons (right) used in the smearing for the full kinematic
reconstruction.

and are based on the measured and true momentum of the leptons and b jets stemming from
the top quarks. The energy smearing is performed using a correction factor E™"/E™®, and
corresponding curves are shown in Figure 6.5. For the angular smearing, a random Gaussian
smearing is performed, where the width of the Gaussian is set to the measured angular resolution
«. Distributions of « are displayed in Figure 6.6. Further, the mass of the W boson is varied
according to a relativistic Breit—Wigner function, estimated using the generator W boson mass.
This is illustrated in Figure 6.7 (left). The smearing procedure is conducted 100 times for each
event, and for each solution a weight w = Wpno X Wiy - is derived. The values of w,,. and Wiy -
are taken from true distributions at the particle level as expected from the simulation. The curve
for myy, is shown in Figure 6.7 (right). The final solution for a given lepton-jet permutation is
calculated as the weighted average (p;) over all solutions:

1 100 100
S i=1 =1

Here w; denotes the weight and p; ; is the reconstructed top quark three momentum obtained
for the i-th smearing of the event. If for a given smearing no kinematic solution is found, the
values of w; and p; ; are set to zero. The four momentum vector of the top quark is determined
by its energy, which is calculated from (p;), and the top quark mass of 172.5 GeV. The kinematic
properties of the top antiquark is analogously determined.

The loose kinematic reconstruction

Alternatively, another algorithm is used to reconstruct the tt kinematic properties as a whole
without using the m, constraint, which makes this method especially useful for the determination
of m;. It was originally developed in the context of the measurement described in Ref. [38] and
is also investigated in the analysis of this thesis. This approach is referred to in the following as
“loose kinematic reconstruction”. Inputs for this method are also the two leptons, the missing
transverse momentum, and the two b jets. Because the tt pair is directly reconstructed, the



90 Chapter 6. Measurement of the tt+jet cross section and the top quark pole mass

36.3 b (13 TeV) 36.3 b (13 TeV)
:: : { T T T 7T { T T T 7T { L { L { T T : 3: VT T { T T T { T T T { T T T { T T T { T T T { T T T { T T T { T:
©0.018-CMS Private Work — ®5.002.CMS Private Work 3
F  Simulation 8 F Simulation B
0.016 . 0.02F 3
0.014 { 0018 E
L Normalised to unity ] 0.016— Normalised to unity -
0.012- — F 3
C ] 0.014j —
0.01—~ - 0.012- -
0.008 - 0.01 B
0.006[— - 0.008 E
r ] 0.006— -
0.004 — — r 1
C ] 0.004[ 3
00021~ B 0.0021- =
£ N l N 1 T T T ‘ Il L ] kl 1 1 l 111 l 111 l 111 l 11 l 11 l 11 l 11 :

75 80 85 90 95 0 20 40 60 80 100 120 140 160
mtrue mtrue

W b

Figure 6.7: Distributions of the true W boson mass (left) and my;, distribution (right).

lepton pair is used in contrast to individual leptons. This reduces the amount of possible
permutations drastically. Two jets are selected via the following ranking and selection procedure:

e the invariant mass with one of the leptons my;, must be smaller than 180 GeV,
e b-tagged jets are preferred over non b-tagged jets,

e and for the same b jet multiplicity, jets are ranked in pr.

The my, variable is determined for each pair of jets individually, while the maximum is chosen
for the top quark and antiquark decays, and the minimum over the two jet-lepton assignments
is considered.

The transverse momentum of the neutrinos, which are assumed to be collinear to the charged
leptons of the W decay, is solved as follows:

1. Set the transverse components of the dineutrino four-vector to:

__ romiss __ romiss
p:p,uﬁ - Em,uﬁ and py,uﬁ - Ey,zx?'

2. Determine the longitudinal momentum of the dineutrino system as:
If Py < Eg, set p, 5 = P, 47> OF Pzup = 0 otherwise.

3. Determine the energy of the dineutrino system via:

If py < Eg, set E,; = Ej, or E,; = p,;; otherwise.

4. Calculate the four momentum sum of of £/vD.

5. In case m,; < 2my = 2 x 80.4GeV, the four momentum of 007 is parameterized with
Dz Py Y M, and m is set to 2 X myy.

6. The four momentum sum of tt is calculated by using the four-momenta of the £/v7 system,
as determined in step 3., and of the two b jets b and b via ¢/v7 + bb.

The reconstruction efficiency €y reco. = NL]:?? for both algorithms is shown in Figure 6.8
as a function of the number of reconstructed jets and the leading jet pp. It is calculated by
deriving the ratio between the number of events with a valid solution and the number of events
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Figure 6.8: Efficiencies for the full (red) and loose kinematic reconstruction (blue) for tt
dileptonic events in bins of the jet multiplicity (left) and the leading jet pr
(right). The uncertainties shown are of statistical origin.

used as inputs for the algorithm. The study is performed using the tt signal simulation. The
integrated efficiency of the full (loose) kinematic reconstruction is 92% (96%). A significant
trend with respect to the jet pr and the number of jets can be observed, with the efficiency in
both kinematic extremes going down to about 85%. The low pp range of 30-50 GeV has a 5%
inefficiency, which is especially relevant for the presented measurement.

Multivariate analysis using neural networks

Since both, the full and the loose, kinematic reconstructions are developed for tt production
without additional jet radiation, an MVA approach is developed in this thesis based on a re-
gression NN in order to optimize the resolution in the p observable. Furthermore, the efficiency
and in turn the acceptance is maximized by employing an MVA method. Using the TENSOR-
Frow [329] package and the KERAS [330] backend, a fully connected feed-forward NN is trained.

The NN is trained using preselected events, as described in Section 6.2 with the additional
requirement of at least three reconstructed jets. The training sample, which is statistically
independent of the analysis sample, is obtained using a tt MC events sample simulated with the
MG5_AMCQNLO[FXFX]| event generator interfaced with PYTHIAS. The final performance of the
NN is cross-checked using alternatively the POWHEG+PYTHIAS simulation. A combined training
for all lepton channels (e+e_, ei;ﬁ, ut u) is performed, because no significant improvement is
observed deriving separate calibrations.

The full set of input variables considered for the training of the NN is listed in Tables 6.1 to 6.4.
These include low-level variables as basic four momenta of selected final-state particles, but also
high-level variables as solutions of the kinematic reconstruction algorithms used. In total, 102
variables are considered. They can be grouped into the following categories:

e Individual kinematic quantities include basic four-momenta or tag information of
jets and leptons. Only the properties of the first three leading jets are used. These
are considered low-level variables.
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e Event variables contain general event kinematic properties, like the jet or b jet

multiplicity in the event.

depending on the variable.

These are considered low-level and high-level variables,

e Geometric variables are computed for all combinations of objects, or object systems,
in an event. These are considered high-level variables.

e Mass variables are also derived for different object- or object-system combinations.
These are considered high-level variables.

e Solutions of the kinematic reconstruction methods employed give rise to tt, t,

t, and additional jet information. These are considered high-level variables.

Table 6.1: Total set of input variables considered for the NN training, first part. The check-
marks indicate if the variable is used for the final regression or classification NN.

Name Symbol Description Reg. | Class.
jet1Pt plfadingjet pr of the leading jet v
jet1Eta  p'dineiet n of the leading jet

jet1Phi qﬁleadingjet ¢ of the leading jet

jetiM mcading jet mass of the leading jet

jetlBTag b tagleadingjet boolean b tagged status of the leading jet

jet2Pt fﬁcondet pr of the second-hardest jet

jet2Eta second jet 71 of the second-hardest jet

jet2Phi ¢S6C0ndjet ¢ of the second-hardest jet

jet2M second jet mass of the second-hardest jet

jet2BTag b tagsecondjEt boolean b tagged status of the second-hardest jet

jet3Pt pt%lirdjet pr of the third-hardest jet v
jet3Eta nthirdjet n of the third-hardest jet

jet3Phi gbthirdjet ¢ of the third-hardest jet

jet3M third et mass of the third-hardest jet

jet3BTag b tagthirdjet boolean b tagged status of the third-hardest jet

leplPt pI{fading lepton pr of the leading lepton v
leplEta nleading lepton pr of the leading lepton

lep1Phi nleading lepton n of the leading lepton

lepiM micadinglepton s of the leading lepton v
lep2Pt frailing lepton pr of the trailing lepton v
lep2Eta trailing lepton 7 of the trailing lepton

lep2Phi qbtraﬂing lepton ¢ of the trailing lepton

lep2M mtrelinglepton oo of the trailing lepton v
dilepPt pgf pr of the dilepton system v
dilepEta 77” n of the dilepton system

dilepPhi qﬁ” ¢ of the dilepton system

dilepM Mgy mass of the dilepton system v v
metPt prrFiSS missing transverse momentum v v
metPhi ¢miss ¢ component of p?iss
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Table 6.2: Total set of input variables considered for the NN training, second part. The
checkmarks indicate if the variable is used for the regression or classification NN.

Name Symbol  Description Reg. | Class.
11j1Pt peTéj ! pr of the dilepton plus leading jet system

11j1Eta nuj ! n of the dilepton plus leading jet system

11j1Phi ngMj 1 ¢ of the dilepton plus leading jet system

11j1M mte mass of the dilepton plus leading jet system v
112Pt pfréjZ pr of the dilepton plus second-hardest jet system

11j2Eta nzej? n of the dilepton plus second-hardest jet system

11j2Phi qﬁaj 2 ¢ of the dilepton plus second-hardest jet system

11j2M mt2 mass of the dilepton plus second-hardest jet system v
11j3Pt pfféji‘ pr of the dilepton plus third-hardest jet system

11j3Eta nuj?’ 71 of the dilepton plus third-hardest jet system

11j3Phi ¢aj3 ¢ of the dilepton plus third-hardest jet system

113M ms mass of the dilepton plus third-hardest jet system

11j1Pt pele ! pr of the leading lepton plus leading jet system

11j1Eta nglj ! n of the leading lepton plus leading jet system

11j1Phi gbélj . ¢ of the leading lepton plus leading jet system

11j1M mii mass of the leading lepton plus leading jet system

11j2Pt pfflj 2 pr of the leading lepton plus second-hardest jet system

11j2Eta nflj 2 n of the leading lepton plus second-hardest jet system

11j2Phi ¢61j2 ¢ of the leading lepton plus second-hardest jet system

11j2M m192 mass of the leading lepton plus second-hardest jet system v
11j3Pt m19s pr of the leading lepton plus third-hardest jet system

11j3Eta 7)[1j 3 1 of the leading lepton plus third-hardest jet system

11j3Phi ¢£1j3 ¢ of the leading lepton plus third-hardest jet system

113M mt19s mass of the leading lepton plus third-hardest jet system

12j1Pt pfﬁj ! pr of the trailing lepton plus leading jet system

12j1Eta ngz’j ! 71 of the trailing lepton plus leading jet system

12j1Phi gZ)ZQj ! ¢ of the trailing lepton plus leading jet system

12j1M mt2i mass of the trailing lepton plus leading jet system v
12j2Pt pZTQj2 pr of the trailing lepton plus second-hardest jet system

12j2Eta nEQjQ 71 of the trailing lepton plus second-hardest jet system

12j2Phi gbé?j 2 ¢ of the trailing lepton plus second-hardest jet system

12j2M m'29 mass of the trailing lepton plus second-hardest jet system v
12j3Pt pfﬁj 3 pr of the trailing lepton plus third-hardest jet system

12j3Eta ng2j3 1 of the trailing lepton plus third-hardest jet system

12j3Phi ¢£2j 3 ¢ of the trailing lepton plus third-hardest jet system

12j3M mt29 mass of the trailing lepton plus third-hardest jet system
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Table 6.3: Total set of input variables considered for the NN training, third part. The
checkmarks indicate if the variable is used for the final regression or classification

NN.
Name Symbol Description Reg. | Class.
ht Hy the transverse sum of all hadronic momentum
nBJets N jet number of b-tagged jets
nJets Niet number of jets v
mlbmin mp” minimal mass of lepton and b jet combinations
11j1DR AR(l1,71) AR between leading lepton and hardest jet
12j1DR AR(ly, 1) AR between trailing lepton and hardest jet
11j2DR AR(l1,71) AR between leading lepton and second-hardest jet
12j2DR AR(ly, 1) AR between trailing lepton and second-hardest jet
11j3DR AR(l1,71) AR between leading lepton and third-hardest jet
12j3DR AR(02j;) AR between trailing lepton and third-hardest jet
j1j2DR AR(j1,72) AR between hardest and second-hardest jet
j1j3DR AR(j1,73) AR between hardest and third-hardest jet
j23j3DR AR(jg,3) AR between second-hardest and third-hardest jet
kr_rho Pkin. reco. p from the full kin. reco. v
kr_ttbarPt ptTfki“'reco‘ pr of the tt system from the full kin. reco.
kr_ttbarEta ni{gn'reco' n of the tt system from the full kin. reco.
kr_ttbarPhi gzﬁgn' rece: ¢ of the tt system from the full kin. reco.
kr_ttbarM mlt(gin' reco. mass of the tt system from the full kin. reco.
kr_topPt ptql‘i“'re“" pr of the t from the full kin. reco.
kr_topEta ni{ n. xeco. 1 of the t from the full kin. reco.
kr_topPhi  ¢p T ¢ of the t from the full kin. reco.
kr_atopPt p?rk““ reco. pr of the t from the full kin. reco.
kr_atopEta n%dn'reco‘ n of the t from the full kin. reco.
kr_atopPhi ¢1tfin' rece. ¢ of the t from the full kin. reco.
kr_jetPt P Ianreco. b of the add. jet from the full kin. reco. v
kr_jetEta nﬁéﬁf?ﬁf ' 1 of the add. jet from of the full kin. reco.
kr_jetPhi ¢§ggrj§§j ’ ¢ of the add. jet from of the full kin. reco.
kr_jetM m{;g;rﬁgﬁ mass of the add. jet from the full kin. reco.

Starting from the full set of variables, using as as first step Bayesian hyperparameter optimiza-
tion [286, 287, 331], cf. Section 5.2, a subset containing the ten most relevant input variables
is selected. This selection procedure is performed using a dedicated software package [332]. It
is based on the concept of Shapley values as used in models of cooperative game theory. Each
input variable is considered a “player”, whereas the prediction is considered the “payout” [333].
The contribution of each player to the outcome, i.e., the prediction, is computed, while some
approximations to calculate gradients of the NN output with respect to its input in order to de-
termine the Shapley values are made. Various techniques as proposed in the literature [334, 335]
are combined in this approach.
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Table 6.4: Total set of input variables considered for the NN training, fourth part. The
checkmarks indicate if the variable is used for the final regression or classification

NN.
Name Symbol Description Reg. | Class.
lkr_rho Ploose kin. reco. p from the loose kin. reco. v
lkr_ttbarPt ptTtloose kin. reco. pr of the tt system from the loose kin. reco.
lkr_ttbarEta ni%ose kin. reco. n of the tt system from the loose kin. reco.

¢1c_)ose kin. reco.
tt

lkr_ttbarPhi ¢ of the tt system from the loose kin. reco.

loose kin. reco.

lkr_ttbarM Mg mass of the tt system from the loose kin. reco.
lkr_jetPt p%dd' Jetioose kin. reco. pr of the add. jet from the loose kin. reco.
lkr_jetEta n;?ﬂiseﬁl reco. 7 of the add. jet from the loose kin. reco.

. . loose kin. reco. . .
lkr_jetPhi ®add. jet ¢ of the add. jet from the loose kin. reco.

. loose kin. reco. . .
1kr_jetM Madd. jet mass of the add. jet from the loose kin. reco.

The relevance and the ranking of the input variables are shown in Figure 6.9 for the final set of
ten inputs. The major information in the reconstruction is given by the two classical kinematic

Ikr_rho
kr_rho
l12jM
[1j2M
lep2Pt
dilepM
12j2M
12j1M
lj1M

metPt I impact on p

0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07
mean(|SHAP value|) (average impact on model output magnitude)

Figure 6.9: Input variable ranking of the ten most relevant input variables for the regression
NN.

reconstruction solutions, and is supported by kinematic variables characterizing the energy and
mass of various lepton—jet systems.

Ordered by their impact, the relevant input variables are

e the solution for p using the loose kinematic reconstruction,

e the solution for p using the full kinematic reconstruction,

e the invariant mass of the dilepton and subleading jet system,

e the invariant mass of the leading lepton and subleading jet system,

e the pp of the subleading lepton,

e the invariant mass of the dilepton,

e the invariant mass of the subleading lepton and subleading jet system,

e the invariant mass of the subleading lepton and leading jet system,



96 Chapter 6. Measurement of the tt+jet cross section and the top quark pole mass

e the invariant mass of the dilepton and leading jet system,
e and piiss.

If the input variables are not defined for an event like in the case of the kinematic reconstruction,
default values of zero are used.

Since NNs are able to learn complex correlations and representations of the input variable
space, these are sensitive to imperfect modeling using the MC simulation. That can lead to
discrepancies in the NN response when evaluating it using data and simulated samples. In
order to ensure a good description of the variables using the simulation to be compared to data,
an input validation is performed for the chosen set of variables. The test procedure and the
result are independent of the true cross section in the data and are not sensitive to m;. Binned
GoF tests including the full uncertainty model (i.e. statistical and systematic uncertainties as
described in Section 6.6) using a saturated model, cf. Section 5.1 are performed as follows.
Simultaneous fits for all lepton channels (e+e_, w wo, et p™) are carried out, making use of all
parameter correlations. A threshold on the p-value measured on the marginal distribution that
is returned by the GoF test is set to 5%. Input variables with a p-value below 5% are discarded.
An observed test-statistics tq is computed by fitting the model to the data. The expected test-
statistic distribution f(¢) is calculated by performing the same fit multiple times, using toy data
sampled from the expected distributions. In total, 500 toys are considered. Consequently, the
final p-value is calculated using p = ftooo f(t)dt. An exemplary GoF test result for the pyin. reco.
variable is shown in Figure 6.10. The distribution for the toy test statistics is compared to
the observed test statistics ty. A p-value of 1.00 is computed, suggesting very good agreement
between the simulation and the data. None of the ten considered variables is observed to have
a p-value below 8%. All p-values are given in Table 6.5.

The event sample obtained using the MG5_AMC@NLO[FXFX] simulation is split into independent
train, validation, and testing sets in the ratio of 0.5-0.2-0.3. All corrections used as in the
further measurement are applied. Additional event weights are derived based on the true p
distribution in 200 equally sized bins to remove any possible bias coming from the kinematic
shape of the p distribution and ensure the same importance in the loss functions for all events
despite its p value.

The NN architecture used consists of one input layer, two hidden layers with 512 nodes each,
and one output layer. Details of the used methods can be found in Section 5.2. SELU activation
functions [283] are used for all hidden layers, while a linear activation function is used for
the one dimensional output layer. All layers, except for the output layer, are complemented
with batch normalization layers [288] to improve the minimization process and result in a more
generalizable model. To reduce potential overtraining, randomized dropout units [290] with a
“drop-probability” of 0.3601 are complemented by applying L2 regularization with a weight of
7.9857 x 107°. In addition, the Glorot normal method [289] is used to initialize the parameters
of the weight tensors. The weights of each hidden unit are required to have a norm < 5, as
it is observed to stabilize the training process. A batch size of 25723 is used, and the learning
rate is set to 1 x 107*. In total, about 1.3 million events are used for the training itself. All
hyperparameters, i.e., the batch size, the L2 regularization strength, the dropout rate, the
number of layers, the number of neurons per layer, and the type of activation function, are
optimized in a Bayesian optimization procedure. The target function to be optimized during
the Bayesian optimization procedure is the Jensen—Shannon distance [336] between the true,
Pirucs and predicted, prq.o, values of the test data set. Since one of the properties of the Jensen—
Shannon distance is that it yields a measure of the similarity between the distributions, directly
this similarity can be maximized. During the NN training, the mean absolute percentage error
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Figure 6.10: Example Goodness-of-Fit test for the p observable as obtained from the kine-
matic reconstruction. The distribution f(¢) of the test statistics for the gener-
ated pseudo data is shown as black dots, the values of test statistic when the
observed data is evaluated is indicated by the vertical blue line, and a com-
parison to a X2 distribution is shown in red. The p-value is indicated by the
shaded blue area.
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Table 6.5: Input variables used for the regression and classification NNs. The p-value as
obtained using the saturated GoF test model as explained in the text are also

given.
Name Symbol p-value Reg. Class.
jet1py  pleadingiet 0.95 v
jet3pt  pipirdiet 0.80 v
nJets Niet 0.88 4
dilepPt p 0.87 v
dilepM My 0.71 v v
lepiPt  pradinslepton ) gg
lepil pleading lepton 0.08 v
lep2Pt ptTrainng lepton 0.70 %
lep2M 1 railing lepton 0.17 %
metPt proiss 0.85 v v
1151M m*h 0.51 v
11j2M mt 0.85 v
1152M mf19 1.00 v
1251M mb9 1.00 v
12j2M mt292 0.92 v
1kr_rho  pioosekin. reco. 0.90 v
kr_rho Pkin. reco. 1.00 v

kr_jetPt pi}dd' Jebicin. reco. 0.82 v
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loss function is minimized with the ADAM optimizer [285] based on the validation data. To
assess for a possible overtraining, a KS test, cf. Section 5.1, between the training and the test
response distributions is performed. A p-value of 0.75 is obtained, reflecting a good agreement
between the two distributions and hinting to no overtraining.
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Figure 6.11: Comparisons between the p., distribution (black) and p,e., for the kinematic
reconstruction (blue), the loose kinematic reconstruction (orange), and the re-
gression NN (red).

The response of the NN reconstruction is shown in Figure 6.11, compared to the true parton-
level distribution for events that are reconstructed and pass the preselection, together with the
loose and the full kinematic reconstruction. The histograms are not normalized to unity but
show the MC weighted events for the p observable at the parton level, the predictions obtained
using the kinematic reconstruction, loose kinematic reconstruction, and the NN regression. The
loose kinematic reconstruction exhibits a trend towards larger values of p, while for the NN
regression a shift towards the bulk of the distribution is present. In case of the full kinematic
reconstruction, the truth and reconstructed shapes reveal a good agreement.

In Figure 6.12, the correlation between the parton-level true value (p;...) and the reconstructed
value (preco) is shown for the three reconstruction techniques. The regression NN shows the
largest correlation factor between pi.. and pec, with a value of 0.87, while the loose (full)
kinematic reconstruction has only a value of 0.84 (0.78).

The information of Figure 6.12 can also be used to study the bias and the resolution in p.
In Figure 6.13, the bias (left) and the resolution (right) are displayed as a function of pge.
The bias is defined as the mean of pirye — Preco PEr bin of pPrue, and the pp.., resolution in
each bin of pi,. is defined as the root-mean-square of the difference between p,eco and pirye,
divided by 1+ (ptrue — Preco)- All three approaches show a similar trend for the bias. For
small values of piue, i-€., higher energies, a slightly negative bias is observed. With increasing
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Pirue — Preco VETSUS Piye is shown, for the kinematic reconstruction (blue), the
loose kinematic reconstruction (orange), and the regression NN (red).

Pirues the values for the bias become increasingly more positive, reaching a maximum for large
Pirue- The regression NN features the smallest bias for small p;,.,. and performs better than the
full kinematic reconstruction. Compared to the loose kinematic reconstruction, the bias of the
regression NN is always comparable or better, while for large p;,,. the bias is slightly larger.

A big advantage of the NN reconstruction is that a resolution between 0.05-0.08 is obtained
in the whole spectrum, which is an improvement by a factor of two as compared to the two
analytical reconstruction methods. This improvement brings benefit to the unfolding applied in
the analysis presented in this thesis. Furthermore, unlike the kinematic reconstruction methods,
which are affected by reconstruction inefficiencies, the NN approach yields a measurement of
Preco Tor every event. This improves the reconstruction efficiency by 5-10% with respect to the
loose and full kinematic reconstruction, cf. Figure 6.8. Based on these considerations, in the
analysis presented in this thesis the solution of the MVA regression is used, and is indicated
With preco. Distributions of pre., for the data and simulation are shown in Figure 6.14 for the
ei;ﬁ (left) and same-flavor dilepton channels (right). A good agreement for the NN response
between the data and the simulation within the total systematic uncertainties is observed.

6.4 Event classification

In this thesis, MVA methods in form of NN are also employed to significantly improve the
discriminating power between the tt+jet signal and the background. Discriminating variables
are based on the shape differences of the same distribution for different processes.

From low-level variables as, e.g., pt of the studied objects, high-level variables are built, like the
total hadronic activity in the event, Ht, or the invariant mass of multiple investigated objects
to increase the discrimination capability. Using MVA methods, the discrimination power of
multiple low- and high-level variables are combined and are of advantage. Figure 6.15 shows
two basic discriminating variables for the tt-+jet signal versus all background contributions,
the pr of the hardest and of the third-hardest jet. To illustrate the discrimination power, the
distributions are normalized to unity and display only the shapes. The two pp distributions
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Figure 6.14: The observed (points) and MC predicted (stacked histograms) signal and back-
ground yields as a function of p,.., as determined by the NN reconstruction
method for the e* ;T (left) and same-flavor dilepton channels (right). The ver-
tical bars on the points represent the statistical uncertainty in the data. The
hatched band represents the total uncertainty in the sum of the simulated sig-
nal and background predictions. The lower panels show the ratio of the data
to the sum of the signal and background predictions. The plots are taken from
Ref. [49].

offer certain discrimination potential, but especially at large p, the shapes of the tt+jet signal
and background become similar.

The conceptual design of the NN classifier used in this thesis is based on multi-class classifica-
tion. From a distinct set of input variables on an event-level basis, the NN classifier predicts
the probabilities p; for an event to originate from a certain group of processes (classes). They
are further denoted as output scores s;. Although the main task is to separate signal from
background, it is observed that the separation into multiple processes provides a better discrim-
ination of the signal versus background events as compared to a binary-classifier approach. The
classes considered are the tt+jet signal class and the tt+0 jet and Z+jets background classes.
The contribution of all other minor backgrounds is found to be negligible.

Using the same interface as for the regression NN, a fully connected feed-forward event-
classification NN is defined, with the same strategies for the input-variable selection and op-
timization. The NN is trained using preselected events as described in Section 6.2, requiring
at least three reconstructed jets. Independent sets of training samples are obtained by using
MG5_AMCQNLO[FXFX]+PYTHIA 8 simulation at NLO for the tt and Z+jets events, which are
not used in the likelihood fit. A combined training for all lepton channels (e+ef, et pwt,out wo)
is performed, since no significant improvement is observed while deriving separate calibrations.

Furthermore, in order to ensure a well-understood behavior of the NN classifier, all used inputs
are validated and tested for their consistent modeling in the simulation with respect to the data,
as it is also performed for the regression NN. The corresponding p-values are given in Table 6.5.

The same set of input variables are considered for the training of the NN, as are listed in
Tables 6.1 to 6.4. Starting from the full set of variables, also here, using a first step Bayesian
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Figure 6.15: The hardest jet pt distributions for the tt+jet signal and background processes
are shown (left). The distributions are normalized to unity. The right plot
shows the same information, but for the third-hardest-jet pr.

hyperparameter optimization, a subset of the ten most relevant input variables is selected. This
procedure is identical to the one described above for the regression NN. The input variable
relevance and the ranking are shown in Figure 6.16. The input variables chosen for this NN,
ranked by the impact, are

1. the pt of the additional third jet beyond the two jets from the top quark decays, as
determined in the solution of the full kinematic reconstruction,

the pt of the third-highest-pt jet,
the invariant mass of the dilepton system,

miss

pr
the mass of the leading lepton,

the mass of the subleading lepton,
the pr of the leading jet,
the pr of the dilepton system,

e A o B

the number of reconstructed jets,
10. the py of the leading lepton.

Variables that are related to the energy of the additional or third jet are the most useful when
discriminating between the tt+jet signal and the tt+0 jet and Z+jets backgrounds. Additionally,
leptonic information helps to differentiate between the kinematic characteristics for different
lepton configurations. Global event variables such as jet multiplicity and pp™> are also useful to

infer the origin process for an event.

Because the processes with the highest contribution are the signal (tt+jet), the tt+0 jet, and the
Z+jets backgrounds, only these are considered in the training of the NN classifier to simplify the
training procedure. The signal is composed of multiple individual signal processes, corresponding
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Figure 6.16: Input variable ranking of the ten most relevant input features for the classification NN.
The impact on the three different output nodes is indicated by the different colors in
the bar plot.

to the bins at parton level. The various signal contributions are thus weighted equally in the
training, which ensures the same performance for the signal process independent of p,eco-

An overall train—validation—test splitting of the available data is done in a ratio of 0.5-0.2-0.3.
To remove the imbalance of the number of training events for the three classes considered, class
weights are introduced so that the overall sum of weights is identical for the three output classes.

The main part of the NN architecture consists of one input layer, four hidden layers with 204
nodes each, and one output layer with three output nodes, corresponding to the three process
classes (tt-+jet, Z+jets, and tt+0 jet). It is further denoted as Gjags-

Details about the methods listed in the following are given in Section 5.2. The outputs of
each hidden layer are inputs to the SELU activation function [283], while a sigmoid activation
function is applied to the final layer. After each but the last layer, batch normalization [288]
is applied to improve the minimization process. Dropout layers [290] with a dropout rate of
0.288 are used in addition to .2 regularization with a regularization-strength of 7.835 x 107° to
mitigate overtraining. With the usage of Glorot normal initialization [289] the training process
is stabilized. It initializes the parameters of the weight tensors and constraints on the weights
incident to each hidden unit to have a norm less than or equal to < 5. A batch size of 15563
is used and the learning rate is set to 1 x 107, The categorical cross-entropy loss function is
minimized with the ADAM optimizer [285] based on the validation data.

Because the response of the output nodes is used at a later step in the unfolding procedure
(Section 6.5), any bias in the obtained response with respect to the p observable is reduced by
making use of unsupervised domain adaptation by back propagation, cf. Section 5.2.

In this method, additional layers are added to the NN and to G,s- The optimization target
of this additional part G,e, is the regression of pye., as an ancillary output node whereas the
sign of the gradient in the back-propagation algorithm is inverted such that the NN does not
learn to use input information sensitive to p,eq,. The loss function minimized in this task is the
mean-squared-error loss. A weight of 0.01 for this part of the loss in the overall loss function
computation is added. A relative strength parameter of 0.3 is added to the flipped gradient
in the gradient reversal layer in order to balance the training of the overall NN. The cost in
terms of performance is estimated to be on the order of maximum 0.05 in the receiver operating
characteristic (ROC) curve integral.
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The hyperparameters (batch size, L2 regularization strength, dropout rate, number of layers,
number of neurons per layer, activation function) are optimized in a Bayesian optimization
procedure. Here, a target function, the integral of the ROC curve averaged over the three
output nodes is optimized as a measure of the performance, in order to separate the signal from
the background processes. Beforehand, the relative strength parameter in the gradient reversal
layer and the weight of the loss function in the regression task is optimized using a 20 point grid
search.

For further studies, the ancillary regression part Ge, of the full classification NN is abandoned,
and only the classification layers and their corresponding weights G, are used. The final NN
classification performance is then evaluated using an independent testing data set. The result
is shown in Figure 6.17 for all three output nodes. To check for overtraining, KS-tests between
the training and test response distributions are performed. The resulting p-values are given in
the plots, and they indicate a good agreement between the training and testing distributions.

The same plots also illustrate how well the classification NN can separate the three classes, as
for every output node the normalized shapes are given. Especially the Z+jets background class
is well discriminated from the other two classes.

The performance of the classification NN is further studied by determining the ROC curves
for all three output scores. The distributions are displayed in Figure 6.18 (left). The ROC is
obtained using the false (FPR) and true positive rates (TPR) evaluated at various thresholds of
the classifier output scores, where the false (true) positive rate is defined as the fraction of events
that have an output score s; larger than the threshold and belong to the class ¢ (or not). These
represent the classification efficiency and misidentification rate, respectively. The area-under-
curve value, i.e., the integral, yields a powerful indicator of the classifier’s performance: the
larger the value, the better the discrimination. Its maximum is unity. Additionally, the micro-
and macro-averaged ROC curves are displayed to give a global overview of the classification
NN’s performance, where all three classes are taken into account. For the calculation of the
macro-averaged ROC curve, the individual FPR and TPR metrics are evaluated independently
for each class and averaged afterwards, whereas for the micro-averaged ROC, the average metrics
are computed. They characterize different aspects of the classification capability. The micro-
averaged ROC is much more sensitive to the class imbalances and different number of events
for the three classes, while the macro-averaged ROC gives a more general average performance
number.

The areas under the ROC curves demonstrate that the Z+jets discrimination performs best
of the three separation problems and that the tt+jet and tt40 jet separation is much more
challenging. Due to the physics similarities between the processes, this behavior is expected.
However, with all the values larger than 0.83, the classification strength is also large in these two
cases. Another characteristic measure for the performance of a classification NN is the confusion
matrix. Each row of the matrix corresponds to the true classes while each column represents
predicted classes. The entries are calculated using the events of the test set and an event is
assigned to the class where the corresponding output node is maximal. The truth-normalized
confusion matrix shown in Figure 6.18 (right) displays that in more than 82% of the cases
Z-+jets events can be correctly identified, while for the tt+jet (tt+0 jet) events this fraction is
60% (76%). The confusion matrix is evaluated by considering the maximum output score for
each event.

The background rejection of the event-classification NN is shown in Figures 6.19 and 6.20,
as characterized by the distributions of the NN output scores for the tt+jet signal s(tt+jet),
tt+0 jet background s(tt), and Z+jets background s(Z+jets) events from data and simulation.
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NN tt+jet (top left), the tt40 jet (top right), and the Z+jets output scores
(bottom), calculated for the training and testing set are shown. The agreement
between the training and test distributions is evaluated using KS-tests, and the
corresponding p-values are given in the plots.
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For ei;ﬁ and same-flavor dilepton channels, the distributions are shown in the left and right
column, respectively.

Because tt+jet is the dominant background process, the signal response of the NN classifier with
respect to the tt+jet background rejection (Ryy) is used as the discriminating observable in all
signal event categories. It is defined as Ryn = s(tt+jet)/[s(tt+jet) + s(tt+0 jet)]. The data
to simulation agreement for this variable is shown in Figure 6.21 for the ei;ﬁ and same-flavor
dilepton channels.

6.5 Unfolding and cross section measurement

For extraction of m, in a certain renormalization scheme, the measured observables are compared
with the theoretical calculations at fixed perturbative order in QCD.

Since the latter cannot be directly compared to the measured observables, either unfolding of
the detector-level distributions to the parton level or folding of the theory prediction mimicking
detector response, have to be performed. Both approaches rely on the same mapping between
the binned parton-level and the detector-level data in form of a so-called response matrix R.
Unfolding is preferred in many cases over folding, because it allows for easier reinterpretation
of the data by the theoretical community. The response matrix is usually built based on the
information available in the MC simulation, and can be defined for a distribution with n bins as

rec
Rz’jzwalﬁiﬁn,lﬁjﬁn, (6.12)
i
where each entry denotes the transition probability for the events generated in bin i to be
reconstructed in bin j. The diagonal elements indicate the probabilities for the events to be
reconstructed in the correct bins in the detector-level spectrum. The relation between the true
distribution ¥ and the reconstructed distribution Z, can be written as

F=R-G+b (6.13)
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Figure 6.19: The observed (points) and MC predicted (stacked histograms) signal and back-
ground yields as a function of the signal (upper row) and tt+0 jet (lower row)
output node scores of the classifier NN. The left (right) column shows the e ut
(same-flavor) dilepton channel. The vertical bars on the points represent the
statistical uncertainty in the data. The hatched band represents the total un-
certainty in the sum of the simulated signal and background predictions. The
lower panels show the ratio of the data to the sum of the signal and background
predictions.
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band represents the total uncertainty in the sum of the simulated signal and
background predictions. The lower panels show the ratio of the data to the
sum of the signal and background predictions.
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predictions.
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using the response matrix R and considering b as the number of background events in the
reconstructed spectrum. The unfolding problem is now formulated as the inverse relation, i.e.,
inferring the true distribution ¢ from &, I;, and R. It is often known to be an ill-posed problem,
being very sensitive with respect to small variations in the input distributions [337]. The simplest
approach to solve the problem is based on the inversion of the response matrix. But even for cases
where this yields one unique solution, usually large bin-to-bin anticorrelations arise, originating
from amplified contributions of these high-frequency variations [338].

Different statistical methods are available of how to solve such unfolding problems. Several
methods use matrix inversion techniques, while others rely on Bayesian inference [339] or are
based on x? minimization [338].

In this thesis, a different approach is employed, solving the unfolding problem using a profiled
maximum likelihood fit, originally developed and applied for the measurement of the running
of the top quark mass [42]. In this thesis, this unfolding technique is extended and applied
to the cross sections corresponding to bins in the parton-level differential distribution. The
signal extraction implies a template fit to the observed final state distributions. Binning of the
distributions is accounted for in the fit by building a model describing ensembles of counting
experiments, where the event yield is described by a Poissonian distribution. The relevant
method is described in detail in Section 5.1. A key property of the method is the fact that NPs
are fitted to the data, leading to significantly improved description of the measured distributions
and at the same time constraining the systematic uncertainties. This is a direct consequence of
the method, as any discrepancy between the prior assumptions and the data is compensated by
adjusting the parameters of the NP central values (pulls). If the associated uncertainty for a NP
is a-posteriori found to be smaller than assumed a priori, the width of its probability function is
correspondingly reduced (constrained). The choice of the event categorization and of the final
state observables used in the fit is driven by their potential to constrain relevant NPs.

The additional benefits of the used unfolding technique are the following. Auxiliary information
can be used to enhance the discrimination power among different contributions of the parton
level bins in the final state distributions, helping to reduce migration effects, or to constrain NPs.
Further, correlations of the systematic uncertainties are fully taken into account through the
NPs and the background subtraction is directly realized in the fit. Therefore, the method used
for the measurement of this thesis leads to superior precision as compared to other techniques.

The expected signal and background distributions and the effect of the systematic uncertainties
are estimated using the MC simulations. The total cross section in each bin k of the p distri-
bution, afg et is measured at the parton level. The values are related to the differential cross
section dog et /dp as

k
Phigh do,t
k _ & tt+jet
Ot tjet — / . - dn (6.14)
P dp

low
where pfow and pﬁigh are the lower and the upper bounds of the k-th generator-level bin in p,

respectively.

The likelihood function £, cf. Section 5.1, assumes that the number of observed events in each
bin follows a Poisson distribution and can be written as:

L= ° ZU’ : Hﬂ'(wj) HW()\m). (6.15)
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Here, i denotes the index of the bin in the final-state distribution, and v; and n, are the expected
and observed number of events in bin 4, respectively. The additional terms m(w;) and 7(\,,)
stand for the prior probability density functions (pdfs) for the normalization of each background

process w; and NP A, respectively.

The expected number of events v; can be written as:

Vg = Zsf (Ufgﬂ-et, X, 'miwc) + Zb{ (wj, X, mivlc) ; (6.16)
k J

where sf is the number of expected tt+jet signal events from the k-th generator-level bin for a
reconstructed p value in bin ¢. The value of sf depends on Ué% et the NPs A, and the top quark

mass used in the simulation mivl ¢ Similarly, bz is the number of expected background events

from the process j, and depends on its normalization w;, the NPs X, and further on mltv[ © in the
case of the tt and tW backgrounds.

Since v; implicitly incorporates the dependence of the parton-level cross section afg +jet On the
experimental acceptance and detector response, the minimization of the negative log-likelihood
function yields the results that are directly unfolded to the parton level.

To each cross section bin k, a signal strength parameter 7, is assigned, which is defined as

k
rp = e (6.17)
Ott+jet (MC)

Here, the denominator is the cross section corresponding to the normalization of the MC pre-
diction. In the likelihood fit, all signal strength parameters are fitted simultaneously. The
afg ﬂ.et(MC) values are determined using the nominal NLO POWHEGHPYTHIA8 MC simulation,
and the NPs are constrained simultaneously with the values of the cross section in each kinematic
bin.

To mitigate the correlation between the fitted signal strength parameters r;, and mi\/[ C, the latter
is added as an additional free parameter to the fit. The relevant predictions are obtained from
two dedicated MC simulations where the value of miv[  is set to 169.5 and 175.5 GeV, alterna-
tively. The dependence of the measured aff et ON m%v{ Cis fully taken into account in the fit.
Thus, the resulting differential cross section do; et /dp can be compared directly to fixed-order

predictions without assumptions on the relation between mM® and mP®° [340]. This method
was proposed in Refs. [34, 340] and was used in previous CMS measurements [31, 42]. The likeli-
hood construction and the minimization of —21n(£) using MINUIT [341] follows the procedures
described in Refs. [342-344]. The final uncertainties are estimated using MINOS [341], as dis-
cussed in Refs. [342-344]. The NP modeling and the template morphing follow the descriptions
in Section 5.1.

Event categorization and binning

In order to maximize the visible phase space by keeping as many events as possible, multiple event
categories are introduced. Signal and background events populate these categories differently,
which is used to select the signal and constrain backgrounds in a more efficient way. This way,
the normalization of the main background process tt+0 jet can be fitted simultaneously with the
signal strength parameters, while all correlations are fully taken into account. This argument
also applies to migrations of the signal events into background-dominated phase space regions
or event categories.
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As a consequence of maximizing the acceptance, a significant contribution of background events
are retained in the final event selection. The kinematic differences between the signal and
background are used to group events with similar properties in categories. The objective is
to create event categories with significantly different compositions of signal and background
events. The basic categorization criteria are based on the multiplicity of the final state objects,
such as reconstructed leptons of certain flavor, the jet multiplicity, or the number of measured
b-tagged jets. By separating events in three different channels as e’ e, u+;f, ei;ﬁ, effects
of contributions from uncertainties in the muon or electron reconstruction and identification
efficiencies can be distinguished, and the Z+jets background can be separated between the
ei,u:F and the same-flavor lepton channels.

By using the b jet multiplicity, the tW single top process, treated as a background here, can be
isolated, as its final state exhibits one b jet, while for tt decays exactly two b jets are expected.
Categorization in the number of reconstructed jets leads to clear separation of the signal tt-+jet
events from the tt+0 jet background. Another benefit is the better control over the uncertainties
in the modeling and a possibility to constrain the normalization of the backgrounds from the
background-enriched kinematic regions.

Binning definition To choose a suitable binning for p both at the parton and reconstructed
level, several aspects are considered. First, each bin needs to be well populated by enough
observed and simulated events in all dilepton channels. In addition, a diagonal response matrix
is desired for the selected signal events to account for the migrations with respect to the parton
level spectrum. Quality criteria such as ”purity” and ”stability” are accessed to determine the
binning for the whole p distribution. Purity (stability) is sensitive to migrations into (out of)
the bin and is defined as the number of signal events that are generated and reconstructed in
the same bin, divided by the total number of signal events generated (reconstructed) in that
bin:

'reco&gen 'reco&gen
purity = ZNW; stability = /L]VIW (6.18)
Ideally, with the absence of bin-to-bin migrations, both quantities would be unity. A good
solution is found with four equal bins both at parton and reconstruction level. The resulting
response matrix is shown in Figure 6.22. Corresponding values for the purity and stability for
each bin are indicated. Since three reconstructed jets enter the determination of p e, values for
the purity and stability on the order of 50% are not unexpected due to the limited jet energy
resolution and pT>°. The condition number for the inversion of the response matrix is determined
to be ~ 8. Combined with the observed values for the studied quality criteria, the determined
binning shows appropriate properties for an unfolding procedure [345, 346]. Furthermore, the
low condition number indicates that the unregularized maximum likelihood estimation is well
suited to solve the present unfolding problem.

In Figure 6.23, the reconstructed p distribution is shown for the chosen binning in the e'e™,
pp, and ei;ﬁ lepton channels for all three years. A good agreement between data and
prediction is observed within statistical and systematic uncertainties.

Regions included in the fit As introduced in Section 6.1, the signal region is defined by
events with at least three reconstructed jets and at least one b jet, for which p,.., is evaluated
using the regression NN, and are fed through the classification NN. The signal region is further
divided into categories based on the reconstructed pr.., bin, i.e., introducing four additional
subcategories, which are labeled as “Reconstructed p” categories. Each of these subcategories
is divided into event categories corresponding to different b jet multiplicities (Nyjee = 1 and
Npjet > 2) to enhance the sensitivity to the signal by creating regions with different tt+jet
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Figure 6.22: The response matrix showing the transition probability and bin-to-bin migra-
tions as determined from the MC simulation (left). A plot showing purity and
stability determined from the nominal simulated samples, including the statis-
tical uncertainty for the number of simulated events (right).

purity. To constrain the various background contributions and minimize their extrapolation
into the signal region, events with less than three jets are assigned to a dedicated category (in
the following denoted as “No reconstructed p” event categories). They are additionally separated
according to the same b jet multiplicity requirements, but also in different jet multiplicity event

categories (Nje; = 1, Njey = 2, and Njey > 3).

Final-state distributions for each category are chosen such that they maximize the signal sensi-
tivity. The relative signal response Ry of the NN classifier is used as the observable for event
categories with Nj,; > 2. To increase the fit sensitivity to m%v[ C, the minimum invariant mass
mznbin of the lepton and b jet combinations is used as the observable for the events with N, = 2
and Ny je¢ > 2. In the remaining event categories, the pr of the lowest-p jet is fitted to constrain
JES uncertainties. All three dileptonic channels are kept separate in the fit and are considered
as independent categories. This allows to disentangle the effects of systematic uncertainties that
differ for the electrons and muons as, e.g., lepton identification efficiencies. An overview of the
event categories and the chosen observables are given in Table 6.6.

Table 6.6: A list of the event categories and distributions used in the likelihood fit.

Reconstructed p No reconstructed p
N.y >
jor =2 Nee=1  Nyo=2
p<03 03<p<045 045<p<07 p>0.7
ijet -1 RNN RNN RNN RNN plTeading jet p?lbleading jet
Npjet 22 | Rnn Ry Rxx Rny — mey

In the binning of each observable, the statistical uncertainty for all samples used is taken into
account to reduce the impact of limited statistics on the extracted values of 7, w;, and X after
the fit [42]. In particular, the observables given in Table 6.6 are reduced to the total event yield
(NEyents) if the number of simulated events is insufficient to model the systematic variations
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Figure 6.23: The observed (points) and predicted (stacked histograms) signal and back-
ground yields as a function of prec, in the eTe™ (left), ptp™ (right), and e uF
(bottom) dilepton channels, after applying the signal selection. The vertical
bars on the points represent the statistical uncertainty in the data. The hatched
band represents the total uncertainty in the sum of the simulated signal and
background predictions. The lower panels show the ratio of the data to the
sum of the signal and background predictions.



6.6. Systematic uncertainties 115

properly. As a requirement, the statistical uncertainty in the number of simulated events for the
signal sample with the lowest total number of generated events is not allowed to exceed 0.5% per
bin. The final input distributions to the fit, in the event categories, are shown in Figure 6.24,
where the data are compared to the simulated signal and pre-fit background distributions. Good
agreement between data and simulation is found.
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Figure 6.24: The pre-fit distributions from data (points) and simulated signal and back-
ground (colored histograms) used in the maximum likelihood fits. The distri-
butions are shown for each dilepton type and each event category, where the
x-axis label “mjnb” refers to events with m jets and n b jets. The vertical
bars on the points show the statistical uncertainty in the data. The hatched
band represents the total uncertainty in the sum of the simulated signal and
background predictions. The lower panel gives the ratio of the data to the sum
of the simulated predictions. The plot is taken from Ref. [49].

6.6 Systematic uncertainties

Contributions to the systematic uncertainties from various sources are modeled as NPs in the
fit, as described in Section 5.1. For each variation, dedicated templates are obtained describing
the effect in each background source or signal contribution.

Experimental uncertainties

Most of the experimental systematic uncertainties are estimated by varying the SFs used to cor-
rect any differences between the data and simulation. The following experimental uncertainties
are considered.

Luminosity The integrated luminosity used to normalize the simulated samples has a relative
uncertainty of 1.2% [200].

Pileup The PF algorithm is used to remove contributions from pileup events as good as
possible. However, pileup events also affect many other kinematic variables such as pmlss. To
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estimate the uncertainty in the amount of pileup, the simulated pileup distribution is varied by
performing a £4.6% variation of the minimum bias cross section [316].

Trigger efficiency To correct for differences in the trigger efficiencies between data and sim-
ulation, the derived SFs are varied within their uncertainties, which are composed of statistical
and systematic components and found to be smaller than 3%.

Lepton selection Electron and muon identification and isolation efficiencies are measured
using the “tag-and-probe” method with Z boson event samples in bins of the lepton pp and
n [190, 196]. Corresponding SFs are consistent with unity within 10 and 3% for electrons and
muons, respectively. The uncertainties of the SFs are typically on the order of 2-5% for electrons,
and 0.5-1.5% for muons. They are varied within their uncertainties in the simulation individually
for every lepton flavor (electron/muon) and type (identification/isolation/reconstruction) to
estimate the corresponding systematic uncertainty. On top of the systematic uncertainty for the
muon isolation, a 0.5% additional uncertainty per muon is added, to account for the extrapolation
from the Drell-Yan to tt phase space. In case of the electrons, a 1% extrapolation uncertainty
is considered.

Uncertainties due to correcting the electron and muon energy scales and resolutions are estimated
separately by varying them within their uncertainties in the simulation. The typical uncertainty
in the energy resolution is on the order of 0.5% and 5% for electrons and muons, respectively [190,

—miss

196]. The energy variations are propagated to pr

Jet energy scale To determine the uncertainty due to the JES, 23 individual uncertainty
contributions of the pp- and 7-dependent corrections [234] are assessed. The total uncertainty
in the JES ranges from 1.0-3.5% depending on the jet kinematic properties [234]. The vectorial
changes of the jet momenta are propagated to the missing transverse momentum vector.

Jet energy resolution uncertainty The uncertainty in the JER is determined by a variation
of the JER SFs in the simulated samples by their uncertainties in two different n regions. The
effect is on the order of 2-8%, depending on the 7 region [234]. The uncertainty in the SFs is
on the order of 2-8%.

Jet pileup ID Uncertainties in the application of the pileup jet identification are estimated
by varying the efficiency and mistag rate within their uncertainties [240, 241]. The agreement
between the data and simulated samples is on the order of 2-10% [240], depending on the jet
kinematic properties. The uncertainties range between 5-30%, depending on the jet n and pr.
Unclustered p?iss In order to account for the unclustered missing energy, pr 5 is recalculated
varying the deposited energy from the charged and neutral hadrons and photons according to
the corresponding energy resolutions. Its effect on the resolution is on the order of 5-30% [224].

L1 ECAL and muon prefiring During the 2016 data taking, a gradual shift in the timing of
the inputs of the ECAL L1 trigger in the region at |n| > 2.0 caused a specific trigger inefficiency.
For events containing an electron (a jet) with pp larger than ~50GeV (=100 GeV), in the
region 2.5 < |n| < 3.0 the efficiency loss is ~10-20%, depending on pt, 1, and time [320]. A
similar effect was present for L1-trigger muons because of the finite time resolution of the muon
detectors. This lead to an effect on the order of 0.5-1.5% per muon [319]. Dedicated SFs are
derived for correcting the simulation for these effects known as “prefiring” and they are varied
within their uncertainties.



6.6. Systematic uncertainties 117

b tagging To correct for different b tagging efficiencies and mistagging rates of light-quark
and gluon jets in the data and simulation, SFs are derived using simulated QCD multijet events
and are applied as a function of the jet pp [249]. To estimate the impact of that systematic
uncertainty, the SFs are varied within their estimated uncertainties, which are split into indi-
vidual subsources. The heavy flavor (b and ¢) jets are considered fully correlated, while light
and gluon jets are considered uncorrelated to the b jets. For light-quark (heavy-quark) jets, the
uncertainty ranges from 5-10% (1-5%). The uncertainties are split into four subsources, taking
into account the effect from pileup, the JES, number of selected events, and effects coming from
the SF derivation method and the modeling.

Theoretical uncertainties

The impact of theoretical assumptions in the modeling is assessed by performing appropriate
variations of the model parameters of the nominal POWHEG+PYTHIAS simulation by the usage of
dedicated simulated samples with altered parameters, or by varying the reference simulation with
a use of weights. Besides the PDF and hg,y,, variations, all the above-mentioned uncertainties
are also assessed for tW production and are treated as correlated, if applicable. In the case of
Z+jets production, ur and pp variations are also considered. In all cases, the total cross section
per individual process contribution, background or signal, is kept fixed to the nominal value.
The following theoretical uncertainties are considered.

Matrix element pp and pp scales The uncertainty in the modeling of the hard-production
process is assessed through changes in the renormalization and factorization scales (ur and up
respectively) in the ME in the POWHEG sample. Two separate variations are computed, varying
pr and pp independently by a factor of two up and down with respect to their nominal values.

Similarly, for Z+jets and single top processes, scale variations are assessed in a similar way,
individually.

Variation of the parton shower scales Uncertainties in the modeling of the PS are deter-
mined by varying the corresponding scales for the initial- (ISR) and final-state radiation (FSR)
individually by a factor of two up and down with respect to their nominal values. Uncertainties
for tW production are considered uncorrelated to the uncertainties for tt production.

Parton distribution function The uncertainty arising from the choice of the PDF is assessed
by reweighting the tt signal sample according to the 100 eigenvector variations in the NNPDF3.1
PDF set [169, 296]. Each is treated as an individual NP in the fit. Additionally, the value of
ag(my), where my is the Z boson mass, is varied within its uncertainty in the PDF set.

Matrix element — Parton shower matching The uncertainty in the matching of the ME
to the PS models is evaluated by means of dedicated POWHEG+PYTHIAS simulations with

the up/down variation of the hg,y,, parameter with respect to its nominal value, hgamp, =

1.379 i8;§3§2mi\4 C, determined in a dedicated tuning procedure [132] .

Underlying event tune The uncertainty due to the choice of the UE tune CP5 is estimated
using dedicated POWHEG+PYTHIAS simulations for tt and single top with variations of the tuned
parameters up and down according to their uncertainties that are determined in the tuning
process [132].

Color reconnection For the default CR model as implemented in PYTHIA 8 and used in the
reference tt and single top simulation, certain assumptions are made. While early resonance
decays (ERD) are switched off in the nominal setup, dedicated additional samples with ERD
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enabled are generated, and the difference is considered as a systematic uncertainty. Two more
CR schemes are studied, and the systematic uncertainty is estimated likewise using a gluon-move
scheme [135] and a QCD-inspired scheme [136].

b quark fragmentation The fragmentation of a b quark into b hadrons is described by the
Bowler-Lund function in the nominal CP5 tune of PYTHIA 8 used for tt and single top simula-
tions, with the Bowler-Lund parameter set to 1.056 [142, 302]. The corresponding uncertainty
is evaluated by reweighting the relevant transfer function in the reference tt and single top sam-
ples. Alternatively, the Peterson or the Bowler-Lund fragmentation functions with their default
parameters in PYTHIA 8 are used, and the fragmentation function in the nominal tt and single
top simulations are reweighted accordingly.

b semileptonic branching fraction The uncertainties originating from the semileptonic
branching fractions of b hadrons is estimated by varying those within their uncertainties, as
estimated in Ref. [12].

Top quark pt reweighting Differential measurements of the tt cross section at /s = 13 TeV
have demonstrated that the pr distribution of the top quark is softer than predicted by the
POWHEG simulation [323-326]. An additional uncertainty, which is estimated by reweighting
the simulation to data [323, 347-349] is considered.

Additional uncertainties

Additional uncertainty contributions arise from the normalization uncertainties in the back-
ground processes, the finite number of events in the MC simulation, and the corresponding
effects on the templates from these sources.

Background normalization The uncertainty in the background normalization due to the
uncertainties in the used cross section for the background coming from inclusive tt production
in the semileptonic and hadronic decay channels is coming from two sources that are added

quadratically: the scale uncertainty, assumed to be fg:ggg, and the combined PDF and a; un-

certainty, assumed to be fg:igé. The uncertainties in the normalizations for single top quark

production and smaller background contributions, such as diboson and W-jets production, are
taken to be 30% and modeled with a log-normal prior pdf, following the prescriptions from pre-
vious analyses [31, 38, 326]. For the Z+jets background, separate uncertainties are assigned to
each b jet category in order to remove the dependence of the fit result on the prediction of the b
jet multiplicity distribution from the LO Z+jets simulation. Similarly, the Z+jets background is
assigned an additional uncertainty of 5, 10, 30, and 50% for events with exactly 0, 1, 2, and 3 or
more jets, respectively. The first three uncertainties are estimated by performing scale variations
in W+jets predictions with NLO precision, whereas the last one is assigned conservatively [31].
For the tt+0 jet background, no prior pdf is used because the normalization is left free in the
fit to help constrain it with the background-dominated categories.

Limited size of the MC samples The limited size of the background and signal MC simulated
samples results in statistical fluctuations of the templates. This is taken into account via bin-by-
bin NPs with the Barlow—Beeston “light” method [272, 273]. In addition, the impact of the finite
statistical precision on the predictions of the MC samples with dedicated systematic variations
is estimated using toy experiments, following the approach described in Ref. [42], and is found
to be negligible.
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Extrapolation uncertainties Additional extrapolation uncertainties, which reflect the im-
pact of modeling uncertainties in the acceptance, by evaluating their impact on the signal
acceptance [31, 42] are taken into account. In this procedure possible post-fit constraints on
these sources of uncertainties, obtained from events reconstructed in the visible phase space, are
ignored.

The extrapolation uncertainty is determined for each relevant model systematic source j as
described in the following. All NPs except the one under study are fixed to their post-fit values.
The NP ); is set to values corresponding to one standard deviation up and down, and the
variations of the acceptance are recorded. The resulting variations of afg et with respect to the
nominal value, obtained with the post-fit value of A;, are taken as the additional extrapolation
uncertainties.

6.7 Results and extraction of the top quark pole mass

The differential tt+jet cross section as a function of p is measured in four bins. The resulting
distributions after the likelihood fit to the MC signal and background prediction are shown in
Figure 6.25. Very good agreement between the data and the expectation is observed.
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Figure 6.25: The distributions from data (points) and simulated signal and background (col-
ored histograms) used in the maximum likelihood fits after the fit to the data.
The distributions are shown for each dilepton type and each event category,
where the x-axis label “mjnb” refers to events with m jets and n b jets. The
vertical bars on the points show the statistical uncertainty in the data. The
hatched band represents the total uncertainty in the sum of the simulated sig-
nal and background predictions. The lower panel gives the ratio of the data to
the sum of the simulated predictions. The plot is taken from Ref. [49].

The measured absolute differential tt+jet cross section dog et /dp is shown in Figure 6.26 (left),

in comparison to NLO QCD predictions. The predictions are obtained using the tt+jet process
implemented in POWHEG-BOX [164], using the ABMP16NLO [167] PDF set, and assuming
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Figure 6.26: The absolute (left) and normalized (right) tt+jet differential cross section as a
function of p for the data (points) and theoretical predictions described in the
text using the AMBP16NLO PDF set from the NLO MC with three different
my values and from the POWHEG (POW) + PYTHIA8 (PYT) calculations (lines).
The vertical bars on the points show the statistical uncertainty in the data and
the shaded region represents the total uncertainty in the measurement. The
lower panels give the ratio of the predictions to the data. The plots are taken
from Ref. [49].

mP*® values of 169.5, 172.5, and 175.5 GeV. Additionally, the CT18NLO PDF set [166] is also
considered for the mass extraction.

The QCD scale in the theoretical prediction is dynamically set to Hrf? /2, as suggested in
Ref. [165] and discussed in Ref. [160], where H# is defined as the scalar sum of the top quark
and antiquark transverse masses and the pp of the additional jet.

The statistical uncertainty is evaluated by keeping all systematic NPs fixed to their post-fit
values. By subtracting the statistical uncertainty quadratically from the total uncertainty, the
systematic uncertainty is obtained.

The relative uncertainties Aafg et I the parton-level cross section values afg et and contribu-
tions of each individual source in each bin £ of the p distribution are given in Table 6.7. The
contributions to the uncertainty are obtained by repeating the fit after fixing the NPs related
to the uncertainty under scrutiny to their post-fit values. Each partial uncertainty is deter-
mined by subtracting the uncertainty obtained with this procedure from the total uncertainty.
The quadratic sum of all contributions differs from the total uncertainty because of correlations
between the NPs accounted for in the fit and ignored in externalizing individual sources.

In total, a relative precision of 6% for the measured cross section is achieved. The largest
contributions to the total uncertainty originate from the modeling, affecting the acceptance and
extrapolation to the parton level. Experimental uncertainties are dominated by uncertainties in
the JES, JER, and pileup jet identification, which is expected for measurements involving jets.

The fitted parameter values, expected and observed constraints, and impacts on the signal
strength parameters r;, for the 30 most relevant NPs after the fit to data are shown in Figure 6.27.
Pulls, constraints, and impacts are defined in Section 5.1. For the NPs associated with the
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Table 6.7: The relative uncertainties Ao*f% et 1 the parton-level cross section values O'f{ et
and their sources in each bin k of the p distribution.

Uncertainty Source DY 1B D%y U] A0%, . (%] Aok, (%
Experimental
Muon identification 1.8 1.5 1.5 1.4
Muon energy scale and resolution 0.7 0.2 0.3 0.5
Electron identification 2.0 1.7 1.7 2.1
Electron energy scale and resolution 0.9 1.0 0.9 1.5
Jet energy scale 2.6 2.0 2.2 3.6
Jet energy resolution 0.6 0.5 0.5 0.4
Jet identification 1.1 0.8 0.8 1.3
priss 0.2 0.3 0.4 0.8
b jet identification 1.0 0.7 0.6 1.2
Trigger efficiency 1.8 1.2 1.1 1.8
Total 4.0 3.1 3.1 4.7
Background normalization
tt40 jet 2.2 2.0 1.7 0.7
Z+jets 2.4 1.9 1.7 2.6
Single top quark 0.9 0.8 0.7 0.1
Total 3.1 2.5 2.4 2.7
Modeling
Z+jets ME scale 0.7 0.4 0.2 0.3
Single top quark ME/FSR/ISR scales 1.2 0.6 0.4 0.1
tt PDF 0.1 0.1 0.1 0.6
tt ME scale 1.0 0.5 0.6 0.4
tt ISR scale 1.2 0.8 0.6 1.6
tt FSR scale 1.3 0.8 0.6 1.7
tt top quark pp 2.0 1.3 0.1 1.2
b fragmentation 0.9 0.7 0.8 0.8
Color reconnection 0.5 0.6 0.2 0.7
tt matching scale 0.6 0.5 0.6 <0.1
Underlying-event tune 0.2 0.5 0.2 0.5
Total 3.2 1.9 1.8 3.1
Integrated luminosity 1.2 1.4 1.3 1.2
mp'® 1.7 1.0 0.4 2.3
Finite size of simulated samples 2.0 1.4 1.3 2.2
Total systematic 5.0 3.4 3.2 5.6
Statistical 1.6 1.0 0.8 2.4

Total 5.2 3.6 3.3 6.1
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tt+0 jet normalization and the value of miv[ C, the post-fit values are given in the figure instead
of showing (6 — 6,)/A@ because no prior pdf is assigned to them. The post-fit values are
compatible with the corresponding pre-fit values within their prior uncertainties, reflecting the
good agreement between data and simulation before the fit. Some pulls for NPs describing the
background normalization for the single top and Z+jets production, considered as background,
are larger. This feature is expected, because the background processes are not well modeled in
the signal phase space. The NP associated with the modeling of the top quark pt spectra also
shows a larger post-fit value and a pull close to one standard deviation. This is because of the
differences between the data and simulation discussed in Section 6.2.

The observed constraints and impacts agree with the expectations derived from fitting Asimov
pseudo-data built using the nominal simulation. Larger constraints are obtained on the normal-
izations of the Z+jets and single top quark production. This is explained by large contributions
of these events in the background-dominated categories that helps to constrain the large pre-fit
normalization uncertainty. The NP associated with the electron identification efficiency shows a
tight constraint from combining decay channels with different electron and muon multiplicities
in the fit. This effect was seen in previous CMS measurements [31, 42] and is expected.

The constraints on NPs associated with the JES, JER, and jet identification demonstrate the
power of the fit method, since the analysis phase space region and fitted kinematic distributions
are sensitive to these effects. Also, because the analyzed phase space region is different from
the one used to derive the corresponding calibrations, deviations from the pre-fit values and
significant constraints are expected. In the fit, the value for m}ﬁv[ © is determined to be 171.93 +
0.65 GeV, where the uncertainty includes both the statistical and systematic components.

Normalized differential cross section By calculating the normalized cross section, normal-
ization uncertainties largely cancel out and the overall uncertainty is reduced. Thus, a higher
precision can be reached extracting the top quark mass by comparing normalized differential
cross sections. The values and the uncertainty in the normalized differential cross section are
derived from the fit results for the absolute cross section by taking into account the correlation
and covariance matrices as obtained in the fit to data. By dividing the value of the absolute
differential cross section for each bin by the sum of the values of all the bins, the normalized
differential cross section is determined. The uncertainties are symmetrized prior to the nor-
malization procedure as provided by HESSE [341]. The propagation of the uncertainties to
the normalized cross sections is performed via Gaussian error propagation individually for the
statistical and total uncertainties:

df 2 o

L |%a
de' %

df 2 2+2ﬂdf

2 — PR PR
o7 =| dy Ty dy aly%y7

+ | (6.19)

where 0., = 0,0,p,, is the covariance between z and y and p,, their correlation, and z and y
refer to the per-bin cross section or total cross section, respectively. This approach is valid as
the number of events is large enough to assume the Gaussian limit of the likelihood function.
The normalization procedure is validated using a toy approach, as described in Ref. [42].

The correlation matrices for the pure statistical and total uncertainties are given in Figure 6.28
for the absolute differential cross section, and in Figure 6.29 for the normalized differential cross
section. The resulting normalized cross section is shown in Figure 6.26 (right) compared to the
theoretical predictions. While the absolute cross section shows a stronger dependence on «g, this
dependence is small for the normalized cross section [160]. This benefits the mass extraction, as
the measurement becomes generally independent of ag.
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Figure 6.27: The fitted nuisance-parameter values and their impacts A, on the signal
strengths 7, from the fit to the data, ordered by their relative summed im-
pact. Only the 30 highest ranked parameters are shown. The resulting fitted
values of 7, and their total uncertainties are also given. The nuisance-parameter
values (0, black lines) are shown in comparison to their input values 6, before
the fit and relative to their uncertainty Af. The impact A7}, for each nuisance
parameter is the difference between the nominal best fit value of r;, and the
best fit value when only that nuisance parameter is set to its best fit value §
while all others are left free. The red and blue lines correspond to the varia-
tion in A7, when the nuisance parameter is varied up and down by its fitted
uncertainty (A#), respectively. The corresponding gray, red, and blue regions
show the expected values from fits to pseudo-data. For the nuisance parameters
associated with the tt+0 jet normalization and miv[ C, the values after the fit
to the data are given, because no prior pdf is assigned. The plot is taken from

Ref. [49].
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Mass extraction

The value of m} °l° i extracted from a y? fit of the NLO theoretical predictions to the normalized
differential cross section as explained in Section 5.1, where the value of mEOle is varied from 168.5
to 176.5 GeV. Since in a fit to a normalized distribution, the value of the measurement in one
bin is correlated to the measurements in the others, the measurement in the first bin is removed
from the X2 fit. The X2 values and the fit result are independent of the choice of the removed bin.
PDF uncertainties are evaluated in each bin for each eigenvector of the PDF uncertainties, and
are included in the total covariance matrix V used for the X2 fit. They are assumed to be fully
correlated among all bins. For CT18NLO, the uncertainties evaluated at 90% CL are rescaled
to the 68% CL for consistency and symmetrized by taking the maximum of the up and down
variations. Additionally, the extrapolation uncertainties for all relevant theoretical uncertainties
are symmetrized by taking the average of the positive and negative impacts and are included in
the calculation of the X2 by adding them to V. They are further assumed to be fully correlated
among all bins and the sign of the variation is considered. The resulting X2 curves for both the
ABMP16NLO and CT18NLO comparisons are shown in Figure 6.30 (left). The best fit values
for m}tmle are extracted at the X2 minimum, and the total fit uncertainty is obtained using the
tolerance criterion of sz =1.
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Figure 6.30: Left: the y* values versus mfde from the fit of the measured normalized tt+jet
differential cross sections to the theoretical predictions using the ABMP16NLO
(blue points) and CT18NLO (red points) PDF sets. The minimum x> value
and the number of degrees of freedom (ndof) are given for each fit. Right: the
measured normalized tt+jet differential cross section (points) as a function of
p, compared to the predictions using the two PDF sets and the corresponding
best fit values for mP*"® (hatched bands). The lower panel gives the ratio of the
theoretical predictions to the measured values. For both panels, the vertical
bars on the points show the statistical uncertainty in the data, the height of the
hatched bands represent the theoretical uncertainties in the predictions, and
the gray band gives the total uncertainty in the measured cross section. The

plots are taken from Ref. [49].

To estimate the impact of the scale variation uncertainty, the X2 fits are repeated using the
theoretical predictions with ug and pp varied independently by factors of 0.5 and 2, avoiding
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cases where up/ugr = 4 or 1/4. The total scale uncertainty is then estimated by taking the

maximum difference in the mEOle results with respect to the nominal one. The resulting value of

mPo® = 172.93 +1.26 (fit) 7033 (scale) GeV

is determined using the ABMP16NLO PDF set. The fit uncertainty corresponds to the total
statistical and systematic uncertainties from the y? fit including the PDF and extrapolation
uncertainties, and the scale uncertainty originates from the variation in the pur and pp scales.
Using the CT18NLO PDF set instead, the measured value is

mP® = 172,13 +1.34 (fit) 105 (scale) GeV.

The total uncertainty in mP'® corresponds to 1.36 (1.43) GeV for the ABMP16NLO (CT18NLO)
PDF set. Comparisons between the unfolded data at parton level and theoretical predictions
for the determined values of m} %l for both PDF sets used are given in Figure 6.30 (right).
Good agreement between the fitted prediction and the measured cross section for both PDF
sets is observed, with the values for the x2;, per degree of freedom (ndof) of 3.0 (3.1) for the
ABMP16NLO (CT18NLO) PDF set.

1 . . . 1 .
The final results for mP® are in good agreement with previous measurements of m{°* using

tt+jet events [46] at a center-of-mass energy of 8 TeV by the ATLAS collaboration and the triple-
differential cross sections for tt production at a center-of-mass energy of 13 TeV by CMS [38].
Compared to the ATLAS result, somewhat lower sensitivity to mP*™® is expected in this analysis
due to the higher center-of-mass energy, as discussed in Chapter 2. Furthermore, in this analysis
the systematic uncertainty due to the PDFs is fully taken into account in the fit, and the tt+0 jet
background is considered a separate process with a dedicated normalization uncertainty in the
signal extraction. This leads to an increase in the total uncertainty in mEOIe with respect to
previous measurements.
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During the LHC long shutdown 2, the CMS Collaboration initiated a collaboration-wide effort
to recalibrate the data and optimize the simulation and reconstruction to reprocess the data
collected during Run 2. New MC samples are simulated based on improved detector descrip-
tion and tunes, and the data has been recalibrated and reanalyzed. Several improvements are
identified for the detector performance [350] and object reconstruction [246, 351], so that the
impact on the mP°"® measurement is expected to be larger due to, e.g., improved JES and JER
calibrations, and from the increased MC sample size. In addition, background processes such
as Z+jets production can be modeled using higher-order simulation based on POWHEG using
MiNNLOpg [352, 353]. This helps to reduce the modeling uncertainties of this background con-
tribution significantly, allowing to include the Ny, < 1 event category additionally in the fit,
leading to even further reduced extrapolation uncertainties and a larger acceptance. All these
improvements for the data taken in 2017 and 2018 were not available at the time the presented
analysis was performed.

The measurement described in Chapter 6 is based on the data recorded by CMS in 2016 only.
In this section, the MC-based projection of the mlt:)Ole extraction for the full Run 2 data of the
LHC is presented. The fit is performed not to the actual data, but to an Asimov dataset [354],
which is obtained from the nominal MC prediction, considering the 2016, 2017 and 2018 CMS
data-taking configurations. By definition, all fitted parameters agree with their generated values,
yielding the expected result from the model used. The increase in the total integrated luminosity
by a factor of four leads to an improvement in the statistical precision of the measurement by a
factor of two. As a result, tighter constraints on systematic uncertainties are expected, leading
to a significant reduction in the total uncertainty.

Particular attention is put on the modeling of all systematic uncertainties and their correlations
among the three different years. The expected results are evaluated using a likelihood fit using
a toy setup, and the mEOle extraction is performed based on theoretical predictions to evaluate
the final sensitivity.

7.1 Setup of the study

This part of the analysis is carried out using identical MC simulated samples as for the mea-
surement presented in Section 6.2, but adapted to the conditions and detector changes of the

127
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2017 and 2018 data taking periods. Likewise, all MC simulated samples are corrected using
the CMS centrally determined SFs and other corrections as for the 2016 analysis. The trigger
efficiency is determined separately for 2017 and 2018 data, following the main analysis method-
ology. Although the exact details of some of the signal trigger paths vary, the requirements on
the minimal pt of the lepton candidates at HLT for the dilepton triggers are identical to the 2016
analysis. In case of the single lepton triggers in 2017, the requirement on the pt of the electron
(muon) candidates changes by +5 GeV (+3 GeV). The signal efficiency remains unaffected, and
the event selection is kept consistent with the main analysis.

The regression and classification NNs are not recalibrated for this study, but are used as for
the main measurement since the response is not expected to differ significantly among the three
data sets. All three data sets are included in the likelihood fit by treating them as individual
event categories to extract the signal strength parameters r; from a simultaneous fit.

All other event categories and distributions that are fitted are unchanged so that the 2016 part
of the analysis is retained, and the 2017 and 2018 categories are as consistent as possible with
2016. For each year, the binning of the distributions and hence the templates are evaluated
independently to reflect the specific properties of each data set. The data and pre-fit predictions
for the signal and background are shown in Figures 7.1 and 7.2. In general, good agreement
within the total systematic uncertainties is observed.
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Figure 7.1: The distributions from 2016 Asimov data (points) and simulated signal and
background (colored histograms) used in the maximum likelihood fit before the
fit to the data. The distributions are shown for each dilepton type and each
event category, where the z-axis label “mjnb” refers to events with m jets and
n b jets. The vertical bars on the points show the statistical uncertainty in
the data. The hatched band represents the total uncertainty in the sum of the
simulated signal and background predictions. The lower panel gives the ratio of
the data to the sum of the simulated predictions.
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Figure 7.2: The distributions from 2017 (up) and 2018 (bottom) Asimov data (points) and
simulated signal and background (colored histograms) used in the maximum
likelihood fit before the fit to the data. The distributions are shown for each
dilepton type and each event category, where the z-axis label “mjnb” refers to
events with m jets and n b jets. The vertical bars on the points show the statis-
tical uncertainty in the data. The hatched band represents the total uncertainty
in the sum of the simulated signal and background predictions. The lower panel
gives the ratio of the data to the sum of the simulated predictions.
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Systematic uncertainties and correlation assumptions

Although the statistical uncertainty is not dominant, by using the three independent data sets of
the LHC Run 2, the precision of the measurement can be improved significantly. Since the same
MC simulated samples are used to model the signal and background, all modeling uncertainties
are correlated among the three data sets and can be better constrained in the fit. Examples are
the ME scales, the background normalizations, or the top quark MC mass miv[ €. The same holds
for many experimental calibrations that are limited by systematic uncertainties. Therefore, a
careful evaluation of the correlations of all systematic uncertainties, and in turn the NPs, has
to be performed. Since the differential cross section aff +jet(MC) is fully correlated among the
years, there is a common signal strength parameter r; for the full Run 2 measurement.

Where possible, the contribution of the experimental uncertainties based on calibrations is split
into different subsources treated as fully correlated or uncorrelated. In cases where the statistical
uncertainty of the data or simulation dominates, the correlation is assumed to be zero. The same
holds for calibrations where the method is changed for different data taking periods, while for
systematically limited sources where the same method is used, a full correlation is considered.
An example for a fully decorrelated uncertainty is the trigger efficiency, since the trigger paths
differ for all three years, or the jet energy resolution, which is limited by the number of data
events used in the calibrations. The correlation assumptions for all the systematic uncertainties,
together with the number of individual NPs, N, used in the likelihood fit, are given in
Table 7.1.

In addition to the systematic uncertainties considered in the nominal measurement, an additional
effect has to be considered for the 2018 data set. During the data taking, power issues of two
modules of the HCAL detector lead to complications in the jet energy measurement in the
regions of —1.57 < ¢ < 0.87 & —25 <n < —1.3and —1.57< ¢ <087 & —-3.0 <n < —2.5. It
is further denoted as “HEM15/16” issue. To assess the impact of this effect, the jet energy in
the two affected kinematic ranges is scaled down by a factor of 20 and 35%, respectively, and a
one-sided uncertainty is constructed. The effect is fully propagated to p1 . In addition to the
uncertainty considered, a dedicated treatment is determined for the analysis presented in this
thesis to reduce the impact of the HEM issue. Events are removed from the selection if they
contain at least either

e an electron with pp > 20 GeV and passing loose identification criteria,
e a muon with pp > 20 GeV and passing loose identification criteria,

e or a jet with pp > 20 GeV,

within the HEM-affected region. The removal efficiency is validated in data and simulation by
evaluating it as a function of the jet multiplicity. It is measured in two independent kinematic
regions, where one is constructed orthogonal to the preselection by inverting the requirement of
my, inside the Z boson mass window in the e e™ and p p~ channels. The other one corresponds
to the preselection. Further, the efficiency is studied using data events from early 2018 runs that
are unaffected by the HEM15/16 issue. Good agreement for the removal efficiency is observed
for the full kinematic range in the data and simulation, so that no dedicated correction or
uncertainty has to be considered.

7.2 Results

The post-fit predictions for the signal and background after the fit to the Asimov data are
presented in Figures 7.3 and 7.4 for 2016, 2017, and 2018. Corresponding NP constraints and



7.2. Results 131

Table 7.1: The correlations among the three years for all systematic uncertainties are given.
Additionally, the number of resulting components and nuisance parameters is
listed as Npis-

Systematic uncertainty 2016-2017 2016-2018 2017-2018 N
Trigger efficiency 0% 0% 0% 9
L1 ECAL and muon prefiring 100% 100% 100% 1
Electron identification efficiencies 100% 100% 100% 1
Electron reconstruction efficiencies 100% 100% 100% 1
Electron scale systematical — correlated 100% 100% 100% 2
Electron scale statistical — uncorrelated 0% 0% 0% 6
Electron resolution 100% 100% 100% 2
Muon identification efficiencies — statistical 0% 0% 0% 3
Muon identification efficiencies — systematical 100% 100% 100% 1
Muon isolation efficiencies — statistical 0% 0% 0% 3
Muon isolation efficiencies — systematical 100% 100% 100% 1
Muon scale — systematical 100% 100% 100% 4
Muon scale — statistical 0% 0% 0% 3
Jet pileup identification 100% 100% 100% 2
Background normalization 100% 100% 100% 11
mMC dependence 100% 100% 100% 1
Pileup modeling 100% 100% 100% 1
b tagging heavy flavors — statistical 0% 0% 0% 3
b tagging heavy flavors — systematical 100% 100% 100% 3
b tagging light flavors — correlated 100% 100% 100% 1
b tagging light flavors — uncorrelated 0% 0% 0% 3
Unclustered piiss 0% 0% 0% 3
pgr and pp scales 100% 100% 100% 2
Parton shower a5°on 100% 100% 100% 1
Parton shower oo™ 100% 100% 100% 1
ME-PS matching (Adamp) 100% 100% 100% 1
Underlying event tune CP5 100% 100% 100% 1
PDF eigenvectors 100% 100% 100% 100
PDF ag 100% 100% 100% 1
Color reconnection 100% 100% 100% 3
b-fragmentation 100% 100% 100% 3
b semileptonic branching fraction 100% 100% 100% 1
Jet energy resolution 0% 0% 0% 6
Jet energy scale — correlated 100% 100% 100% 16
Jet energy scale — uncorrelated 100% 100% 100% 22
Luminosity — uncorrelated 0% 0% 0%
Luminosity — correlated 100% 100% 100%

Luminosity — correlated 2017/2018 0% 100% 100%
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impacts are shown in Figure 7.5. As in the case of the 2016-only analysis, NPs associated
to background process normalizations are tightly constrained. Similarly, constraints for NP of
uncertainties that have a large impact on the fitted values for r,, and are correlated among the
three years show significant constraints, as for example individual JES or modeling parameters.
The value of mltvlc is expected to be determined with a precision of 0.35 GeV, while the tt+0 jet
normalization is expected to be determined with a 2.2% precision. The results are significantly
improved in comparison to the measurement of mltwc and the tt+0 jet normalization using 2016
data, presented in Chapter 6, with respective uncertainties of 0.6 GeV and 3%.
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Figure 7.3: The distributions from 2016 data (points) and simulated signal and background
(colored histograms) used in the maximum likelihood fits after the fit to the data.
The distributions are shown for each dilepton type and each event category,
where the x-axis label “mjnb” refers to events with m jets and n b jets. The
vertical bars on the points show the statistical uncertainty in the data. The
hatched band represents the total uncertainty in the sum of the simulated signal
and background predictions. The lower panel gives the ratio of the data to the
sum of the simulated predictions.

The individual uncertainty contributions are listed in Table 7.2. Compared to the results of the
2016 measurement, the statistical uncertainty improves by a factor of about two, while the total
uncertainty improves by a factor of about 1.5-1.8, depending on the bin in p.

The tt+jet differential cross section at parton level, as expected from the Asimov fit, is given
in Figure 7.6. With the reduced uncertainty, the sensitivity of the p distribution to mP"® in a
larger range can be explored.

Using the same NLO tt+jet theoretical predictions as for the nominal measurement, the X2
scan is repeated using the Asimov expectation. Here, the data is represented by the theoretical
prediction itself with a nominal value of m{mle = 172.5 GeV for each PDF set, while the relative
expected uncertainties from the Asimov fit are applied. The resulting X2 distribution is shown
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Figure 7.4: The distributions from 2017 (up) and 2018 (bottom) data (points) and simulated
signal and background (colored histograms) used in the maximum likelihood fits
after the fit to the data. The distributions are shown for each dilepton type and
each event category, where the x-axis label “mjnb” refers to events with m jets
and n b jets. The vertical bars on the points show the statistical uncertainty in
the data. The hatched band represents the total uncertainty in the sum of the
simulated signal and background predictions. The lower panel gives the ratio of
the data to the sum of the simulated predictions.



134 Chapter 7. Future prospects

C S ; ~ +0.034 o~ +0.026 o~ _ +0.024 o~ _ +0.038
MS private Work ) F=10700% 7100000 7 _4 0100 7 _ 101008
.02 M . . . .
. 1.000 0022 : 2 2
JES PYT./HER. gluon response : : b
Electron identification '-.-' :
Luminosity correllated L ——

Muon isolation systematic component
000 %2
Color reconnection QCD-inspired e o]
Luminosity 2016 —_——
L1 trigger prefiring ——
Trigger efficiency e*y 2016 ——
Parton shower ISR scale ti ——
Parton shower FSR scale t ——
Top quark p; reweighting p——
Muon identification syst. component e
Semi-leptonic B branching ratio et
JES difference between dijet/p; balance fits Pt
Trigger efficiency e’'e"2018 ——
Single top normalization ‘ —— ‘
Luminosity 2017 l—O—u
ME renormalization scale ti P ——
ME renormalization scale single top  — a—
ME factorization scale tt ——
Z+jets normalization Ny = 1 ——
b quark fragmentation Peterson model [
Trigger efficiency ey 2018 P et
MC stat. 2018, p*n p > 0.7, N; > 2, Ny > 1, bin 0 .
MC stat. 2016, p*n5 p < 0.3, N; > 2, Ny > 1, bin 0 et
b tagging JES L |
ME factorization scale single top  — a—
Parton shower FSR scale single top et

[0 +10 Impact —eFit constraint -4 0 1  -0010 001 -0.01 0 001 -0.01 0 001 -0.010 0.1

[ -1o Impact G 0,/ © ry ry F:; ry

Figure 7.5: The fitted nuisance-parameter values and their impacts A7, on the signal
strengths 7, from the fit to the data, ordered by their relative summed im-
pact. Only the 30 highest ranked parameters are shown. The resulting fitted
values of 7, and their total uncertainties are also given. The nuisance-parameter
values (é, black lines) are shown in comparison to their input values 6, before
the fit and relative to their uncertainty A§. The impact A7 for each nuisance
parameter is the difference between the nominal best fit value of r, and the best
fit value when only that nuisance parameter is set to its best fit value § while all
others are left free. The red and blue lines correspond to the variation in A#,,
when the nuisance parameter is varied up and down by its fitted uncertainty
(A#), respectively. The corresponding gray, red, and blue regions show the ex-
pected values from fits to pseudo-data. For the nuisance parameters associated
with the tt40 jet normalization and miv[ C, the values after the fit to the data
are given, because no prior pdf is assigned.
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Table 7.2: The relative uncertainties Ao*f% et 1 the parton-level cross section values O'f{ et
and their sources in each bin k of the p distribution.

Uncertainty Source DY 1B D%y U] A0%, . (%] Aok, (%
Experimental
Muon identification 1.2 1.2 1.1 14
Muon energy scale and resolution 0.4 0.3 0.1 0.6
Electron identification 1.4 1.1 1.1 14
Electron energy scale and resolution 0.2 0.3 0.3 0.6
Jet energy scale 1.3 1.0 1.0 2.1
Jet energy resolution 0.1 0.3 0.2 0.7
Jet identification 0.4 0.4 0.1 0.6
priss 0.5 0.4 0.2 0.6
b jet identification 0.3 0.3 0.4 0.9
Trigger efficiency 0.7 0.4 0.7 1.1
Total 2.5 2.0 1.9 2.8
Background normalization
t5+0 jet 1.8 1.6 1.5 1.4
Z+jets 14 1.0 1.0 1.2
Single top quark 0.6 0.2 0.2 0.7
Total 2.2 1.8 1.7 1.7
Modeling
Z+jets ME scale 0.4 0.4 0.2 0.6
Single top quark ME/FSR/ISR scales 1.0 0.4 0.4 0.6
tt PDF 0.5 0.4 0.2 0.6
tt ME scale 0.8 0.4 0.3 0.9
tt ISR scale 0.8 0.3 0.3 0.9
tt FSR scale 0.7 0.1 0.2 0.6
tt top quark pp 0.7 0.3 0.1 0.6
b fragmentation 0.5 0.2 0.1 0.5
Color reconnection 0.2 0.6 0.6 1.3
tt matching scale 0.3 0.4 0.2 0.5
Underlying-event tune 0.1 0.1 0.2 0.6
Total 1.9 1.1 1.0 1.9
Integrated luminosity 0.6 0.8 0.8 1.0
mMC 0.9 0.5 0.1 1.3
Finite size of simulated samples 1.2 0.9 0.9 1.5
Total systematic 3.5 2.7 2.6 4.0
Statistical 0.7 0.5 0.4 1.2

Total 3.5 2.8 2.6 4.2
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Figure 7.6: The absolute (left) and normalized (right) tt+jet differential cross section as a
function of p for the Asimov data (points) and theoretical predictions described
in the text using the AMBP16NLO PDF set from the NLO MC with three
different m; values and from the POWHEG (POW) + PYTHIAS (PYT) calculations
(lines). The vertical bars on the points show the statistical uncertainty in the
data and the shaded region represents the total uncertainty in the measurement.
The lower panels give the ratio of the predictions to the data.

in Figure 7.7, where by definition the minimum agrees with the input value (X?nm =0). Values
for mfde extracted using the ABMP16NLO PDF set yield

mP® = 172.46 4 0.80 (fit) 703 (scale) GeV.
For the CT18NLO PDF set, the resulting value is
mP® = 172.50 4 0.80 (fit) 7035 (scale) GeV.

Compared to the 2016 results, the significant improvement of the “fit” uncertainty is expected,
reducing the total uncertainty from 1.4 to 0.9 GeV, which would result in one of the most precise

pole
measurements of my .

The Asimov tt+jet cross section compared to the theoretical predictions is shown in Figure 7.7.
For all the p bins except the last one, the theoretical uncertainty dominates for the Run 2
measurement.
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Figure 7.7:

Left: the x? values versus m? %l from the fit of the measured normalized tT-+jet

differential cross sections to the theoretical predictions using the ABMP16NLO
(blue points) and CTI18NLO (red points) PDF sets. The minimum x* value
and the number of degrees of freedom (ndof) are given for each fit. Right:
the expected measured normalized tt+jet differential cross section (points) as
a function of p, compared to the predictions using the two PDF sets and the
corresponding best fit values for mlt)Ole (hatched bands). The lower panel gives
the ratio of the theoretical predictions to the measured values. For both panels,
the vertical bars on the points show the statistical uncertainty in the Asimov
data, the height of the hatched bands represent the theoretical uncertainties in
the predictions, and the gray band gives the total uncertainty in the measured

cross section.






CONCLUSIONS

This thesis presents the extraction of the top quark pole mass, mf(’le, by using the events
where the top quark-antiquark pair (tt) is produced in association with at least one energetic jet
(tt+jet) in proton-proton collisions at the CERN LHC at a center-of-mass energy of 13 TeV. The

presence of a jet shows significantly enhanced sensitivity to mP®®, compared to tt production.

The analyzed data are collected by the CMS experiment in 2016 and correspond to the total
integrated luminosity of 36.3 fb~!. The dileptonic decays of the top quarks are used, and the
transverse momentum of the additional jet is required to be above 30 GeV. The tt+jet production
cross section is measured as a function of the invariant mass of the tt+jet system, m et and Is

used to extract the value of mfde at next-to-leading-order (NLO) in quantum chromodynamics.
In particular, the p observable defined as p = 2mg/myz e, With the scaling constant mg =
170 GeV, is considered.

Candidate events are selected if they contain at least two opposite-sign leptons (e+ef, T
ei/ﬁ) and one jet identified as originating from a b quark in the final state (b jet). In each
event, the kinematic properties of the tt+jet event are inferred using a novel machine-learning-
based reconstruction technique, developed in this thesis. This is necessary, as the two neutrinos
in dileptonic tt events cannot be reconstructed and result in a significant amount of missing
transverse momentum. In particular, the value of p as defined at the parton level is reconstructed
with a regression neural network (NN), using a combination of low-level and high-level variables.
The performance of the regression NN is found to lead to a superior performance compared to
analytical solutions employed in the previous publications. The reconstruction efficiency is
maximized and the resolution in the p observable improves by to a factor of two with respect to
the conventional reconstruction methods.

The sensitivity to m} °l i further enhanced by applying a NN-based multiclassifier, separating
the candidate tt+jet signal events from the background. Advanced techniques, such as domain
adaption by backpropagation, are employed to assure identical classification performance with
respect to the value of p, mitigating possible bias. The outputs of the NN classifier are used
to define the Ryy variable, which maximizes the discrimination power against the dominant
background arising from tt production without additional jet radiation (tt+0 jet).

The tt+jet differential cross section is measured at the parton level using a multidimensional
profiled-maximum-likelihood fit to the final-state distributions. Events are categorized based on
the jet and b jet multiplicities in bins of the reconstructed value of p. This approach maximizes

139
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the visible phase space of the measurement, defined by the geometric acceptance of the detector
and the pr and |n| requirements on the final-state objects. The systematic uncertainties are
treated as nuisance parameters in the fit, constraining the uncertainties and their correlations
from the experimental data. In the fit, the signal and background processes are fitted simulta-
neously, while the normalization of tt+0 jet is left unconstrained in the fit. A similar approach
is applied to mitigate the dependence on the value of m; assumed in the simulation, miv[ C,
treating the latter as a free parameter in the fit. In particular, the value of mivlc is constrained
by including in the fit the minimum invariant mass of a lepton and a b jet, mfﬁ)in. Addition-
ally, sensitivity to relevant systematic uncertainties arising from the limited knowledge about
the jet energy scale is achieved by exploring the transverse momentum distributions of the jets
with the lowest pr in event categories with less than three jets. For events with at least three
reconstructed jets, Ryy is used as the auxiliary variable in the fit in each p bin.

An extrapolation to the full phase space is performed using the acceptance determined by the
Monte Carlo simulation, and additional extrapolation uncertainties are considered.

The measured normalized tt+jet cross section as a function of p, 1/0; tiet d0¢i4iet /dp, is

compared to the theoretical prediction at NLO [160], where the value of mP*® is varied from
168.5 GeV to 176.5 GeV. Two alternative sets of parton distribution functions are used in the
theory predictions. The value of mP®® is extracted from the y* scan comparing the measured
and the predicted cross sections. In the fit, the correlations of the uncertainties are fully taken
into account by using the covariance matrix as obtained from the likelihood fit. The value of

ole . :
my°¢ is obtained as

mP?® = 172.93 + 1.36 GeV
using the ABMP16NLO [167] and

mP%® = 172,13 £ 1.43GeV

using the CT18NLO [166] parton distribution functions in the theory predictions, respectively.
The uncertainties include the total statistical, systematic, and extrapolation uncertainties, and
the theoretical uncertainties due to uncertainties in the parton distribution functions and the
choice of the renormalization and factorization scales. The results are in good agreement with
previous measurements of mP*'®. The precision of the measurement is limited by the uncertainties
in the jet energy corrections, and the modeling of the tt/tt+jet process. The presented analysis,
entirely developed and performed for the purpose of this thesis, is also documented in Ref. [293].
This is the first time that the sensitivity of tt+jet production is used to extract m{mle in proton-
proton collisions at /s = 13TeV, using a machine learning based reconstruction for the tt
kinematic properties.

During the LHC long shutdown in 20182022, the CMS Collaboration has significantly improved
the calibrations of the data collected in Run 2, employing the optimized simulation and a
revised reconstruction. These improvements were yet not available at the time of performing
the presented measurement, based on the data collected in 2016. A sensitivity study is performed
to estimate the expected precision for m} ° once the full LHC Run 2 data set is used, increasing
the data sample by a factor of four as compared to the one used in the presented measurement.
By using the simulated events, a detailed study of the correlations for all systematic uncertainties
is realized. Based on the same theoretical predictions as used for the main measurement, the

final precision for mEOle is estimated to be 0.9 GeV, which would result in one of the most precise

pole
my  measurements.



141

Furthermore, the author of the thesis has significantly contributed to the b-quark jet identifi-
cation (b tagging) at the CMS High Level Trigger (HLT). For the first time, the identification
algorithm based on advanced neural network architectures, called DEEPJET, is deployed at the
HLT for the Run 3 data taking. In the same effort, the first recalibration of b tagging algorithms
dedicated for the HLT is performed. Additionally, feasibility studies for the High-Luminosity
LHC are carried out, and the first HLT paths using b jets are developed. These results are
documented in Refs. [47, 48].
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