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1 Introduction

Understanding the formal properties of perturbative expansions in quantum field theory is
an old and venerable problem. Since perturbative series are in general factorially divergent,
a useful approach is to consider their Borel transforms, which are analytic at the origin but
have a rich singularity structure in the complex plane. These singularities are expected to
give important information about non-perturbative physics. Some of them are instanton
singularities, corresponding to non-trivial saddle-points of the path integral. There are in
addition renormalon singularities which do not have an obvious semiclassical interpretation.
In the case of instanton singularities, their location in the complex plane correspond to the
values of their actions. In the case of renormalons in asympotically free theories, it was
argued in [1-3] that the corresponding singularities occur at points of the form

¢
0 eZuyy, 1.1
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where 3y is the first coefficient of the beta function. When ¢ > 0, these singularities are
called infra-red (IR) renormalons, and they obstruct Borel summability of the perturbative



series. The perturbative series is expected to be upgraded to a so-called trans-series,
incorporating exponentially small corrections associated to the IR renormalon singularities.
These corrections are roughly of the form

(A)e, { € Z~o, (1.2)

K

where A is the dynamically generated scale of the theory and x > A is an external momentum
scale. For observables with an OPE, these corrections have been related to condensates of
operators of dimension ¢ in the true vacuum [1, 4]. When ¢ < 0, the singularities (1.1) are
called ultra-violet (UV) renormalons. They do not obstruct Borel summability, but they
contribute to the large order behavior of perturbation theory.

Let us note that (1.1) is supposed to give the position of possible singularities, and not
all of them occur in a given observable. For example, in the Adler current of QCD, which
is a popular example in renormalon physics, the first IR renormalon singularity occurs at
¢ =4 (see e.g. [5] for a review of renormalons).

Due to the complexity of realistic quantum field theories, it is not easy to test these
ideas in detail, and the available evidence relies either on large N approximations or on
numerical calculations. For example, in QCD, large Ny techniques seem to confirm (1.1)
for certain observables, and numerical calculations of long perturbative series [6, 7] have
established the existence of renormalon singularities at £ = 1,4. The same techniques can
be applied to simpler models in lower dimensions. In the two-dimensional, O(N) non-linear
sigma model, correlation functions can be studied analytically in the 1/N expansion, and
one finds an infinite sequence of IR renormalons of the form (1.1) with even positive values
of ¢ [8-13]. Numerical evidence for renormalons in the two-dimensional principal chiral field
(PCF) has been given in [14].

The study of the non-linear sigma model suggests that theories in lower dimension and
with special properties might provide a powerful testing ground for renormalon physics, and
much interest has been devoted to integrable, asymptotically free theories in two dimensions.
It has been known for a long time that, once one includes an external chemical potential
h coupled to a conserved charge, the free energy of these models, which we will denote
by F(h), can be computed exactly by using the Bethe ansatz [15-24]. At the same time,
for large values of h one can use asymptotic freedom to calculate F(h) in conventional
perturbation theory. Therefore, this observable seems to be rich enough to display all the
subtleties of renormalon physics, and at the same time one expects to be able to study it in
detail thanks to integrability.

In spite of these simplifying features, the analysis of the renormalon structure of F(h)
is not straightforward, and the available results are again based on numerical calculations
or large N approximations. The numerical analysis of the renormalons of F(h) was boosted
by a new method introduced by Volin in [25, 26], which produces long perturbative series
for this observable directly from the Bethe ansatz. This method confirmed the presence of
a renormalon singularity at £ = 2 in the non-linear sigma model [25] and in many other
integrable models, like the Gross-Neveu (GN) model and the PCF [27]. A comprehensive
study of the O(4) non-linear sigma model with these numerical techniques was presented



in [28, 29]. The free energy of integrable models has been also studied in the 1/N expansion,
both with the Bethe ansatz equations [30-33] and with diagrammatic techniques [33, 34],
and in this framework one can obtain analytic results for the exponentially small corrections
associated to the renormalons.

The study of renormalons with numerical methods or with the large N approximation
has obvious limitations, and it would be desirable to find analytic results at finite N. In
the case of the free energy of integrable models, one could expect that the Bethe ansatz
equations encode the full renormalon structure. This turns out to be the case, as we
explain in this paper. In fact, a closely related analysis of exponentially small corrections
in the sine-Gordon model, directly from the Bethe ansatz, was already performed by Al.
Zamolodchikov in [35]. By using the Wiener-Hopf techniques of [17-19, 35], we provide
for the first time exact analytic results for the trans-series in this class of models, at finite
N, and we compute the very first terms of the leading exponentially small corrections,
including their Stokes constants. These corrections turn out to be manifestly ambiguous, in
agreement with the prescient ideas of F. David [9, 10], and by requiring the cancellation of
ambiguities we can determine the position of the renormalon singularities in the Borel plane.

Our most surprising result is that, for the free energy F(h), the standard expecta-
tion (1.1) about the location of IR singularities turns out to be generically incorrect. For
example, in the GN model and the PCF, we find the expected first IR singularity at 1/|80],
followed by an infinite sequence of IR singularities at the positions
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for the O(N) GN model, and

1

TpCF = N (1.5)

for the SU(N) PCF. These results are illustrated in figure 1. Note that, in the large
N limit, the singularities (1.3) agree with the standard expectation (1.1) (for even ¢),
so the discrepancy we find is invisible at large N. Similar results hold as well for the
supersymmetric O(N) non-linear sigma model, which also presents unconventional Borel
singularities of the form (1.3).

In the O(N) sigma model, we find an expected first singularity at 1/|5p|, and then a
sequence of singuarities at

(N —2
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appears also in the PCF. Note that the singularities (1.6) and (1.7), although compatible
with the standard expectations, are very different from the previous ones, since they go
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Figure 1. The figure at the top shows the traditional picture of IR renormalon singularities in
asymptotically free theories, corresponding to (1.1) with an even value of £. The figure at the bottom
shows the actual singularities that are found for the free energy of the Gross-Neveu model and the
principal chiral field, where the correction v is given in (1.4), (1.5), respectively.

away in the large N limit, and thus they might be due to instantons.! In the PCF we
expect to have singularities combining the sequences (1.3) and (1.7). It turns out that the
location of UV renormalon singularities can be also determined with this method, and it
is compatible with standard expectations. We use similar analytic methods to study a
well-known non-relativistic model: the Gaudin-Yang model. The first Borel singularity of
its ground state energy was determined numerically in [37, 38], and we provide here an
analytic derivation of its location and its Stokes constant.

The result (1.3) is quite unexpected and goes against the standard lore of renormalon
physics. Since extraordinary claims call for extraordinary evidence, we provide many
tests of our formulae. It follows from the theory of resurgence that the analytic results
on renormalons obtained in this paper give falsifiable predictions on the behavior of the
perturbative series. We then generate long perturbative series with the techniques of [25]
and we verify these predictions numerically. In our view, there is very little doubt that
renormalon singularities do occur at these unexpected positions.

This paper is organized as follows. In section 2 we review some background on the
theory of resurgence and on the Bethe ansatz solution for integrable quantum field theories.
In section 3 we analyze in detail the free energy of the GN model, calculate its trans-series
representation at the very first orders, and extract the information about the structure of
IR renormalons. These results are then tested in detail, both analytically and numerically.

!As in [36], we call instanton any solution to the Euclidean equations of motion with finite action.
Instantons can be unstable, and unstable instantons are sometimes called “bounces” in the literature. The
O(N) sigma model with N > 2 and the SU(N) PCF with N > 2 admit unstable instanton configurations.



In particular, we give what we find is convincing evidence that unconventional renormalon
singularities do really appear. In addition, we show that our methods can also handle
UV renormalons. In section 4 we develop our analytic formalism for bosonic models, and
we present general results for their trans-series structure. We give all the details for the
non-linear O(N) sigma model, its supersymmetric extension, and the PCF, and we present
tests of our results. In section 5 we extend our methods to the Gaudin-Yang model, which
is a non-relativistic version of the GN model. We study analytically the resurgent structure
of its ground state energy, and we find agreement with the numerical results obtained
previously in [27, 37]. Section 6 contains a discussion of the technical and conceptual issues
raised by our results, as well as some prospects for future developments. The paper contains
two appendices. In appendix A, we explain in detail the perturbative calculation of the free
energy for bosonic models, which was first sketched and numerically computed in [17, 18, 21].
In contrast, our computation is performed analytically, by using the mathematical tools
introduced in appendix B.

2 Resurgence and the Bethe ansatz

2.1 Resurgent structures in QFT

We will first discuss some basic aspects of the theory of resurgence which will be needed in
this paper. An excellent introduction to the mathematical formalism of resurgence can be
found in [39], see also [40] for a more comprehensive exposition. A presentation in the context
of instanton and renormalon physics can be found in [36, 41]. A phenomenologically-oriented
review of renormalons can be found in [5].

Let us consider a formal perturbative series (), obtained as an asymptotic expansion
of an observable G(«). Here, o will denote a convenient coupling constant, and we will
assume that ¢(«) has the form

ola) = Z epak. (2.1)
k>0
Generically, the coefficients e grow as e ~ k!, so the above series is purely formal and has
a zero radius of convergence. The Borel transform of ¢(«), defined as

3(0) =Y ek, (2.2)

k>0
is analytic at the origin. We will assume that it can be analytically continued to the
full complex plane, and we would like to find the structure of its singularities. This is in
general a difficult problem. One way of detecting these singularities is by looking at the
discontinuities of the Borel resummation of ¢(«). Let us define the Borel resummation of

o(a) as
o)) = [ pleajede == [ p(ee el (23

«

where C? = R, and # = arga. This function is ill-defined if C? passes through a Stokes
ray, joining the origin to a singularity of the Borel transform. One can make sense of the



Borel resummation in this situation by deforming C? slightly above (respectively, below)
the Stokes ray, leading to contours C.. We then define the lateral Borel resummations as

1 N -
szo(@)(@) = — | B(Qe ¢/ dC. (2.4)
« ci
The difference between the two lateral resummations gives precise information about the
singularities of the Borel transform. Let us assume that along the Stokes ray forming an

angle # with the real axis there are singularities of the Borel transform at the locations

Ay, £ =1,2,---. Then, for a large class of perturbative series, the Stokes discontinuity,
defined by
discps(p)(a) = s1a(p)(a) — s—g(v)(a), (25)
is given by
discos(p)(a) = s—o (X) (), (2.6)

where () is a trans-series, i.e. a formal linear combination of factorially divergent power
series involving exponentially small terms (see [39-41] for further details). It has the form,

Y(a) = ii Spa e A (). (2.7)
(=1

In this equation, ¥,(«) is a formal power series in «, and Sy is called the Stokes constant
associated to the singularity at A,. Note that the value of this constant depends on a
normalization of ¥(«). In this paper we will choose the normalization 1y(a) = 1 + O(a).
We will also focus on singularities located on the positive real axis, so that § = 0, and we
will remove the subscript indicating the angle in (2.4) and (2.6). We finally note that the
(lateral) Borel resummation of a trans-series, which we used in (2.6), is simply obtained by
replacing the formal series 1y(«) in the trans-series by their lateral Borel resummations.

Let us note that the series 1)y(a) and the Stokes constants S, are in principle completely
determined by the perturbative series ¢(«), although it is not easy to obtain them explicitly.
One way to obtain numerical information about them is to exploit their connection to the
large order behavior of ¢(«), since the discontinuity equation (2.6) determines the behavior
of the coefficients ej in (2.1) at large k. Let A; be the closest singularity to the origin.
Then, one has the following asymptotic formula,

S
e ~ iA;’“*blF(k +b1) (Yo +O(Y), k1, (2.8)
where we have written
Pe(a) =D by ral. (2.9)
k>0

The subleading singularities Ay, with £ > 1, give exponential corrections to this asymptotics
which can be incorporated systematically (see e.g. [40]).

The existence of a trans-series (2.7) giving the discontinuity is closely related to the
existence of a trans-series expansion for the observable G(a). In this paper we will consider
very general trans-series of the form

dE(a) = p(a) + Z Czta*bée*A‘f/agozt(a). (2.10)
(=1



Here, ¢ (o) are formal power series (normalised to ¢ (@) = 14+0O(a) ), and CF are complex
constants (sometimes called trans-series parameters). Let us now assume that G(«) can be
obtained in two different ways, by performing a lateral Borel resummation of ®*(a) from
above (respectively, below), i.e.

G(a) = s+ (®F) (a). (2.11)

The fact that the two lateral resummations of the trans-series ®* () are equal gives an
equation for the discontinuity (2.6), and relates the trans-series (2.7) to ®*(a). The results
for the discontinuity obtained in this way can then be tested from the large order behavior
formula (2.8). This is the strategy we will follow in this paper to obtain information about
the Borel singularities.

In [33] two different versions of the resurgence program were distinguished. According
to the weak version, observables in QFT with an asymptotic expansion can be written as
generalized Borel-Ecalle resummations of trans-series. According to the strong version,
all ingredients of the trans-series can be extracted from the Borel singularities of the
perturbative series? (except the trans-series parameters, which have to be fixed by other
means). In this paper we will also make some comments on which version of the program
might apply to the cases at hand. A more precise diagnosis of this issue requires however a
deeper analysis.

2.2 Integrable field theories and the Bethe ansatz

In this paper we will consider integrable, asymptotically free field theories in two dimensions.
We will focus on three examples: the O(N) GN model [42], the O(N) non-linear sigma
model [43] and its supersymmetric version [44], and the SU(/N) PCF. Starting with the
work of [45, 46], exact expressions for the S-matrix of these theories have been conjectured
and passed many checks. These S-matrix expressions make possible the following exact
computation [15, 16]. Let H be the Hamiltonian of the model, and let Q be a conserved
charge, associated to a global conserved current. Let h be an external field coupled to Q,
which can be regarded as a chemical potential. As usual in statistical mechanics we can
consider the ensemble defined by the operator

H - hQ, (2.12)

as well as the corresponding free energy per unit volume

1
— — lim — —B(H-hQ)
F(h) V}Blgloo V3 logTre , (2.13)
where V is the volume of space and  is the total length of Euclidean time. As pointed out
in [15], we can compute

F(h) = F(h) — F(0) (2.14)

2More precisely, this includes all the formal power series obtained by acting with all possible alien
derivatives on the perturbative series.



by using the exact S matrix and the Bethe ansatz. One considers the following integral
equation for a Fermi density €(6)

e(6) — /_ Z d6' K (6 — 0)e(0') = h— mcosh(6), 6 € [~B,B]. (2.15)

In this equation, m is the mass of the charged particles, and with a clever choice of Q, it
is directly related to the mass gap of the theory. The kernel of the integral equation is

given by
@ = - Y 10g.5(0) (2.16)
" omide 27V ‘
where S(0) is the S-matrix appropriate for the scattering of the charged particles. The

endpoints +B are fixed by the condition

e(£B) = 0. (2.17)
The free energy is then given by
m (B
F(h)=—— €(0) cosh(6)de. (2.18)
2 J_B

It will also be convenient to use a “canonical” formalism and introduce the density of
particles p and energy density e through a Legendre transform of F(h),

p=—F'(h),

(2.19)
e(p) — ph = F(h).

The canonical observables can also be calculated directly from a Bethe ansatz integral
equation for a rapidity density £(0)

(6) — L Z 46/ K (6 — 6')x(6') = mcosh(6), 6 € [~B, B]. (2.20)

Then p and e relate to B through

1 B m (B

p x(0)do, e x(0) cosh(6)de. (2.21)

:%7B :%7B

This formulation is sometimes more convenient. For example, the integral equation is easier
to solve numerically.

Unfortunately, the solution of the integral equation (2.15) is not known in closed form.
One can solve it either numerically, or in a perturbative expansion for B large. It turns
out that B large means h large, which is the regime in which one can use conventional
perturbation theory, due to asymptotic freedom. The evaluation of F(h) at the very first
orders in a large B expansion was done for the non-linear sigma model in [17, 18], for the
Gross-Neveu model in [19, 20], and for the principal chiral field in [21]. By comparing
this result to a conventional perturbative calculation in the MS scheme, it is possible to
obtain an exact expression for the mass gap in terms of the dynamically generated scale
Ajzs (which we will henceforth call simply A).



More recently, Volin found an efficient method [25, 26] to obtain long perturbative
series for F(h) at large B, starting from the canonical formalism. In [27-29, 37, 38] Volin’s
method was used to find trans-series representations for F(h), including exponentially small
corrections due to IR renormalons, in many integrable models. However, most of the results
of this type have been numerical. Analytic results are available only in exceptional cases
(like the one-dimensional Hubbard model at half-filling [47]) or by working in the 1/N
expansion [30-33].

It turns out that, to understand analytically the trans-series structure of F(h), it is
convenient to use the Wiener-Hopf approach of [17, 19, 48], which relies on writing (2.15)
in Fourier space. The standard procedure is to first extend (2.15) to # € R. To do so, we
extend €(f) to the zero function outside [—B, B] and we introduce

_meo if < —B,
2
g(0) =< h—mcoshd if6e[-B,B], (2.22)
—%e_e if 0 > B.

We also introduce an unknown function Y (), defined as the 0 function for § < 0, and
defined for 6 > 0 such that

€(6) — /_ Z d0' K (0 — 0')e(0') = g(0) + Y (0 — B) + Y (—0 — B) (2.23)

is satisfied for all @ € R, where ¢ is the solution to the original problem (2.15).3
We consider the Fourier transform of the kernel,

K(w) = /R 46K (9), (2.24)

and its Wiener-Hopf factorization

1

=R = grme @)

(2.25)
where G4 (w) is analytic in the upper (respectively, lower) complex half plane. We will only
consider the case in which K () is an even function, therefore G_(w) = G4 (—w). We then
introduce the Fourier transform of the function g:

. 2hsin(Bw)  imeB [ elBv  eTiBw
- - 2.26
g(w) w + 5 <w — o ( )
and define
1) = 950, 0.2
Similarly, we define the function
ex(w) = e (w), (2.28)

3There is some freedom in the extension of g(#) to the real line which amounts to redefinitions of the
unknown function Y (). The choice (2.22), which is inspired by [35, 49], minimizes irrelevant terms in
intermediate calculations.



where €(w) is the Fourier transform of €(6). Lastly we introduce the convenient definitions

G_
o(w) = G+E:§’ (2.29)
QW) =G4 (W)Y (w), (2.30)
where f/(w) is the Fourier transform of Y (#). The Fourier transform of (2.23) can then be
written as
1 . )
G (@) (w)€(w) = §(w) + PG W) Q(w) + e PG W) Q(~w). (2.31)

It is shown in [17, 19] that Q(w) satisfies the integral equation

L[ BB o(W)QW) L[ Go(@)ge ()
S — d’:—/—d " 2.32
Qw) 27ri/R w+w +10 w 271 Jr w+w +10 w ( )

The solution @(w) determines e (w) through the following equation

) L[ Gl L SR,
R R

= 2.33
Gi(w) 2w w —w—1i0 27i w —w—1i0 (2.33)

Equations (2.32) and (2.33) are, respectively, the projections of (2.31) into analytic functions
in the upper and lower half plane. They are obtained with the Wiener-Hopf formalism, see
appendix A of [19] for a detailed derivation.

The relationship between h, m and B is determined by the boundary condition (2.17),
which in Fourier space takes the form

ng}rloo ke (ik) = 0. (2.34)
The free energy is then given by
1 .
F(h) = —%meBe_F(l). (2.35)

The above formalism is general and can be applied to all integral equations appearing
in the different integrable models. We will revisit it in some detail in the section on the
bosonic models. However, as pointed out in [19, 35], when G4 (0) is finite and non-vanishing,
there is an alternative, simpler formulation (see [49] for a nice presentation). This happens
in the sine-Gordon model analyzed in [35], and in the Gross-Neveu model [19]. In this case,
one obtains an integral equation for an auxiliary function u(w) defined in Fourier space.
This equation has the form

i1 [ eBBpw)u)
_i b 2.
w(w) w+27ri/R otw 0 W (2.36)
where G- ()
w+iG_(w
E—— . 2.
p(w) w—1G4(w) (2:37)

~10 -



The boundary condition (2.34) fixes the value of u(i) as

meP G, (i)
2h G4(0)’

ui) = (2.38)

and this can be used to determine the relationship between h, m and B. Finally, once u(w)
is known, one can find the free energy from the equation

Fh) = - a6 072 {1 ~ L /R 0 (”/)“(“/)dw’} . (2.39)

21 27 w —1

In this paper we will use these Wiener-Hopf integral equations to obtain information
about the trans-series structure of F(h) and the corresponding Borel singularities.

3 Trans-series and renormalons in the Gross-Neveu model

3.1 Analytic solution

In the O(N) Gross-Neveu model, the basic field is an N-uple of Majorana fermions x. The
Lagrangian density describing the theory is

2

E=%Y~¢x+g§(7-x)2- (3.1)

Our convention for the beta function is

d
Blg) = M% = —Bog® — Py’ — - . (3.2)

This model is asymptotically free, and the first two coefficients of its beta function are (see

e.g. [50])
1 1

fo=rx  Bi=—gox

A (3.3)

where
1

A=—.
N—2

(3.4)

We consider the setting of [19, 20], where the charge in (2.12) is the quantum version of
Q'?, associated to the global O(N) symmetry. We restrict ourselves to N > 4, since the
cases N < 4 are somewhat special, see [19, 33]. The relevant kernel can be found in [19],
and its Wiener-Hopf decomposition is determined by

eféiTw[lflog(féiTw)] r(i—Lirw
Gole) = F((2 ziw))? (3.5)

N[ =

where

Y =1-2A. (3.6)

- 11 -



Since G4 (0) =1 is finite and nonvanishing, we can obtain the free energy from the integral
equation (2.36). In this equation, the key object is the function p(w) introduced in (2.37).
In this case it is given by

e%iTw[Qflog(f%iTw)flog(%iTw)] T (% — %1&}) I (% + %1Tw)

plw) = — i i '
e%m[Q—log(—%w)—log(%lw)] T (% + %uu) I (% — %ITUJ>

(3.7)

The analytic structure of p(w) is the same as o(w), defined in (2.29). Due to the Gamma
functions, it has simple poles along the imaginary axis. In the complex upper half plane
the poles occur at w,, = i§,, with

2n+1
571— T 9

As we will see, these poles will eventually lead to renormalon singularities. At the same

nec ZZO' (3.8)

time, the logarithms in (3.7) lead to two branch cuts starting at w = 0, going respectively
upwards and downwards along the imaginary axis. In the upper half plane, the discontinuity

is given by
D(L-1re)r (244
(15) _9e [2A(141og 2)+7Y log T)E—2A¢ log & Sln(?TAf) (i i ) (2 i ) ] (39)
r (5 §T5) r (5 - 55)

This expression is obtained with the convention dp(w) = p(w(1 —i0)) — p(w(1 4 i0)), which
we will use consistently in this paper.

We can now deform the integration contour appearing in (2.36) into a Hankel contour
C around the positive imaginary axis. This contour is made of two rays, one of them to
the left of the imaginary axis, and the other one to the right. If p(w) had only poles, the
contour integral could simply be evaluated by residues. This is exactly what happens when
one does this calculation in the sine-Gordon model [35]. However, since there is also a
branch cut along the imaginary axis we have to be careful. A convenient way to proceed is
to move the branch cut away from the imaginary axis by a small angle §. Then, as seen in
figure 2, the discontinuity and the poles become disentangled, and the integral along the
path C can be separated into an integral along the discontinuity with angle J, and a sum
over the residues. The resulting tilted paths corresponding to 6 > 0 (respectively, 6 < 0)
will be denoted by C.. In the variable ¢ = —iw, C4+ correspond simply to the integrals over
e, with the respective sign of §, in harmony with the notation introduced in section 2.1.
The crucial point is that the value of the residues is sensitive to the sign of d, that is, to the
branch choice of p(w). Explicitly, the residues are given by

n = Rese—g, 3i0 p(i€)
_ oinazea 2 (D" (2n+ 1)2"+1 <2n+1> T (3 4 2 (3.10)
- T (n)? (2 2ug1)’
T (n!) 2e 2Te T (5 _ g}r )

where the plus (minus) sign in p; has to be paired with the branch choice § > 0 (§ < 0). As
we will see, this ambiguity in the residues will lead to the renormalon ambiguity discovered
by F. David in [9].
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Figure 2. The Hankel contour C can be deformed into an integral along the discontinuity of p(w),
denoted by the dashed line, plus a sum over residues. However, due to the branch cut along the
imaginary axis, this can be done in two different ways, which leads to two different integrations
along the discontinuity, corresponding to the contours C.. The residues of the poles p¥ will also
depend on this choice, as shown explicitly in (3.10).

From the construction above we obtain the following expression for the function w(if):

o L1 e P u(ie) |, e 2B ptu,

A similar argument can be applied in the calculation of the free energy (2.39), and we

obtain
h2 1 —2B§’6 sl ! .
F(h)= - %u(i)G+(0)2{1 3 o, © gf’gi)“(lg ) ag (3.12)
2B . . e 2B ptuy,
pli £ 0)u(i) — 205_1}

where u,, = u(i&,). In the second line, the ambiguity due to the branch cut also applies to
the value of p(w) at w = i. After using the boundary condition (2.38), we can write this

term as 3
e 2B (i £ 0)u(i) = mSh P (3.13)
where
pE = T (26)A(1 — 2A)2AD(A). (3.14)

In the following, we explicitly check the ambiguity cancellation between the integral
in (3.12) and the exponential terms. It is convenient to first compute the difference between
the two directions of integration, which can be written as a contour encircling the poles of
dp(i&’) and the explicit pole at ¢ = 1:

_2B§ 5 / , B ' ' —2B¢, .
= (/ /C+> glp_lgl) u(i )d§ = e 2Bsp(i)u(i) + ,;) Zn 7 upRese—¢, dp(if).
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In particular, we note that dp(i) has no branch along the positive real line and thus, the
integral only picks the residues of the function, which are related to the residues of p(i¢) by

A2 2 1
Res_g, 5p(i€) = pire ™55 (~21) sin (m ”; > . (3.16)
Accordingly, the difference between the two choices of residues in (3.12) yields
2B[ (s . . e~ 2P +
(i = 0) + pli+ OJu) + 32 T (o = (3.17)
n>0 >N

We have p(i — 0) — p(i+ 0) = —dp(i), which cancels the first term in the r.h.s. of (3.15). In
addition, from the expression for p in (3.10), we find

(3.18)

L A2n 2 1
P — P = p,fe”rAzTil@i) sin <7rA nt ) .

T

It is now clear that the contribution from p, — p; cancels the sum in (3.15). This
completes the check that (3.12) is unambiguous and, in particular, imaginary ambiguities
in the exponential corrections arising from the residues cancel exactly with the imaginary
ambiguity arising from the integral. A similar argument can also be applied to u(i§) and
its integral equation (3.11).

The cancellation mechanism that we have just analyzed is reminiscent of the ambiguity
cancellation between perturbative and non-perturbative sectors typical of the theory of
the resurgence. At the same time, there are obvious differences between the two. For
example, the integral in (3.12) looks like a Borel resummation in the variable B, but one
has to be reminded that the factor u(if’) inside the integral depends also on B and, in
particular, comes with its own exponential corrections. However, we conjecture that both
mechanisms are closely related. Indeed, the asymptotic expansion of the integrals above
will lead to formal power series which can be resummed in two different ways, by lateral
Borel resummation. We will assume that these two choices are correlated to the two
choices of branch cuts in the formulae above, and in particular to the two choices for the
residues pt, pT.

In [17-19], the integrals appearing in the Wiener-Hopf method (3.11)—(3.12) were also
calculated by deforming the contour and picking the discontinuity of the integrand. This
is enough to obtain perturbative expansions, and in those papers the contribution of the
poles was neglected. We will now keep these contributions, which are exponentially small
for large B, but at the same time we will expand the remaining quantities in power series in
1/B. The result will have the structure of a trans-series, with small parameters e B 1/B
and log B/B.

As noted in [19], it is useful to change variables from &, B to 7, v, as follows:

1
— —2Alogv = 2B, E=uon. (3.19)
v

This change of variables combines 1/B and log B/B terms into v terms with no logarithms.
We will write u(n) for the function obtained from u(if) after the change of variables, and
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we introduce the function P(n) through
e 2B85p(i€) = —2ive " P(n). (3.20)
The integral equation reads now

1 v e P(n)u(n') > ptu,
= — - — Ay + T L 3.21
u(n) v /ci n+n ZTUn—i-Qn—i—l ( )

where ¢ is defined by
1
q = exp <—T) v (3.22)

v

This is the exponentially small variable in the trans-series expansion. The equation (3.21)
is solved by iteration, as follows. The “seed” of the integral equation is

1 2n+1 +

PrUn
= — g Pnlin 3.23
u(n) un * S Tvn+2n+1 (3.23)
Let us introduce the integral operator
v e PG
D = ——/ —=—=d7, 3.24
(Df)(n) = —— e (3.24)
as well as
T=> D" (3.25)
Then,
u(n) = (Tu) (n). (3.26)

We will now perform a systematic expansion in powers of ¢q. First, we note that the
unknowns u; will have g-series expansions of the form

=S ule. (3.27)

s>0
They satisfy the equation
1 1 1 2n+1p:|:u
— D — 7”71 3.28
T = o1 Y ’““+2ZO T+n+k’ (3.28)
where
v e "P(n)u(n)
Diu = —— — 7 T d 3.29
K 7r/ci1+2k'—|—Tm] " ( )

and does not depend on 7. We will also write the “seed” of the integral equation as a

n) =Y ul¥(n)g, (3.30)

s>0

g-series:
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where

()

1 81psllusll

@) = — Gpy=ry ————2_, 31
ut™(n) oY Zs—€+Tvn (3.31)

In the sum over /£, it is understood that only values such that s — 1 — £ is even occur. For

example, we have
+_(0)

W (p) — v Lo%0 "
ut(n) = T+ Ton' (3.32)

This leads to a decomposition of the full solution,

= > u e, (3.33)

s>0
where
u® () = (Tu®) (). (3.34)
We can now plug in this decomposition into the equation for the residues, and we find
I (0 1 1
— = DT — 3.35
Tuk 2k+1+v kTvn’ ( )

while for » > 1 we have

(0

T1P714Ur1e
2

~ 4\ — D (r) 2 2 3.36

T“k = vDkTu" +Zl+2k+r—£ (8:36)
This gives a recursive equation to solve for the ug). For example, we obtain

1 o_1 W ( 1 )

= — 1+20YD . 37

Tl = 2p + 2v oT 15 Ton (3.37)

So far we have taken into account the expansion in ¢, leading to exponentially small
corrections, but we also want to perform a conventional weak coupling expansion. To do
this, we expand the discontinuity function P(7) appearing in the integral operators in power
series, as

00 n—1
m) o~ > 0" dym(log )™ (3.38)
n=1 m=0

The coefficients d,, ,, are explicitly computable. In this way, we obtain a systematic
expansion in both v and ¢ with the structure of a trans-series. Note that the iteration of
the operator D defined in (3.24) will involve multiple integrals with the kernel 1/(n + 7).
These integrals are easy to calculate up to two iterations, but beyond that they are not
straightforward. This already happens in the purely perturbative sector, and that’s one of
the reasons why the method of [25] is more powerful. For this reason, in this paper we will
not obtain long perturbative series attached to the exponentially small corrections, but only
the very leading terms. Once the double expansion of u(if) in v and ¢ has been worked out,
we can plug it in (3.12) to obtain the corresponding equation for the free energy. Finally,
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the boundary condition (2.38) gives a trans-series expression for B as a function of log(m/h)
and m/h.

Let us present some explicit results that are obtained with this procedure. For the very
first values of kK = 0, 1 one finds,

dioY Y2t dy Y2t
uw="T"-—"""y4+0 (v2) +4q fo A0 PO, 4 OW?) | + 0(g%),
T 2 27 (3 39)
_ Y dipY 2 Y’pg  dioY’p5 2 2 .
u1—3— 3 v—i—O(v)—i—q( T in v—l—(’)(v) + O(¢),

where the coefficients d,, ,,, are defined in (3.38). The free energy reads

2 -B
Fh) = uie 02 14 ™ s Yoy g (+?)
T 2h T

2 £ 2,+
N (;ff% _ il(i %v o) (u2)> + O(qz)}- (3.40)

Finally, one needs to calculate u(i) to implement the boundary condition. One can also
calculate this as a trans-series expansion, and at the very first orders we obtain

Y25 dioY2pp
T+1 #(T+1)

ui) =1 - 99 4 0 (v?) +4 ( v+ O (ﬂ)) +O(). (3.41)
T
In order to make contact with the perturbative expansion obtained in [27], we have
to use the appropriate coupling constant, i.e. appropriate schemes. There are two useful
schemes that have been proposed in this context [25, 27, 51]. In the first scheme, one
introduces a coupling constant & satisfying

1 h
— —Aloga =1 — 3.42
= og & = log ( A) : (3.42)
where A is the dynamically generated scale in the MS scheme, and it is related to the mass
gap by [19] R
m (2e)
— == 3.43
A T(1-A4) (343)
Comparing (3.42) to the renormalization group equation it can be easily seen that
& = 2|Bo[g”(h) + O (7" (h)), (3.44)

where g2(h) is the running coupling constant at the scale h in the MS scheme. We now
need a dictionary relating v to &. This follows from the boundary condition (2.38), and it
will involve non-perturbative corrections. One finds

v 1
v = % + Z[(A —1)log(4) — Ylog(Y)]a* + O (d3)
2A 1
2 (a\T [ 27 Upy ~3 4
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Putting all these ingredients together, one finally obtains the trans-series expansion of the
free energy in terms of a:

h? :
}"(h)w—%{l AG+ = A[A 2+2log(2)]a%+0 (&%)
i <d)2$ 9781 2(1 - 2A)2pE 22A111A(2A—1),0§~+O(~2>
¢ AA-1) A-1 e
2
g\ (2P aaa2 (pE) .
+e Ta <2) (A_l)Q +O(OZ) +O(e Ta)
2 2
$%+%cot(7rA) (3.46)

The last line is an h-independent term in the free energy. Its imaginary part leads to an IR
renormalon pole. Following e.g. [35], its real part can be identified with —F'(0), i.e

2

F(0) = —% cot(rA). (3.47)

It will also be useful to give the result for the normalized energy density e/p?, since this
is the observable studied in [25, 27, 51]. This requires using yet another scheme, and we
introduce the coupling constant « as

1 2mp
— —Al =1 . 4
5 og o og( A > (3.48)

We note that
a=a+ 0(&). (3.49)

In terms of this coupling constant, we find

e 1 A 1 oa 287268 (1 — 2A)A 3 5
7~ 1T 10 50 +2)0? +0 (a®) + e a0 A
2 e [ (1-2A)2%pF A(1—2A )
te Ta¥ <_ SAAD T aA- a+0(a) (3.50)

4 (1—2A)( ) _ .6
e TaaT < S(A 172 +O(a)>+(’)(e m).

This is our final result for the normalized energy density, which is given in terms of a
trans-series in «. There are various observations that we would like to make on this result.

First of all, note that the first few terms in the r.h.s. of the first line give the perturbative
expansion of this observable, which was computed in [27] to much higher order. Then, we
have two types of exponentially small corrections. The last term in the r.h.s. of the first

line, which is proportional to
1

e 16032 (3.51)
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corresponds to an IR renormalon singularity at the expected location (1.1) with ¢ = 2.
However, there is an infinite series of corrections with exponentials of the form

L

e TlBolg%(h) 0 € Zy. (3.52)

The first two corrections of this type are displayed in (3.50). They lead to the new IR
renormalon singularities located at (1.3).

Our second observation is that the exponentially small contributions are inherently
ambiguous, as indicated by the = signs in the residues 5=, p. This ambiguity is ultimately
due to the logarithmic branch cut in the discontinuous function (3.7). We know since the
work of David [9, 10] that this is a standard feature of renormalon contributions in QFT. As
noted above, it is then natural to expect that these two choices in the exponentially small
contributions are correlated with the two possible choices of lateral Borel resummation
of the perturbative series (which, as we know from [27], is not Borel summable along the
positive real axis). More precisely, let us write the r.h.s. of (3.50) as a formal trans-series

3% (a) = p(a) + Cre /™ 2A+Zcie Taa T o (a), (3.53)
/=1
where A
=Y eat = 7+ Sa+ A(A+2)a +0 () (3.54)
k>0 4

is the perturbative series,

28-20A(1 — 2A)A~3
T(1—A) P

CE = (3.55)
is the coefficient of the first non-perturbative correction, and @f(a) are formal power series
associated to the /-th exponentially small correction of the form (1.3). Their first overall
coefficient is given by

NN

We expect the following exact result

or_ (1=28)7 (3.56)

37 = #+(#9)(0) (357)

where si are lateral Borel resummations along the positive real axis. We will test some
aspects of this proposal in the next subsection.

We can improve upon the general form (3.53) by noticing that we can factor out the
ambiguous part of the residues in (3.10). In all of our equations, we can replace

where r,, are real factors. Therefore, all exponential terms of the same order have the same

ambiguous factor, and we can write

Cf =re™'m1, o (a) = pi(), (3.59)
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where ry are real constants and ¢g(«) are real formal power series. The first one is given by

or(@) =1+ Vo + 0(a?), (3.60)
with A2
m_ __ 2

Due to the factorization (3.59), the real part of the trans-series is identical to the ambiguous
imaginary part, up to overall constants. Since there is only one independent formal power
series associated to each exponentially small correction, it is likely that they can be all
detected through the Borel singularities of the perturbative series, and therefore that the
strong resurgence program defined in [33] holds in this case.

3.2 Testing the analytic results

Although the result (3.50) has been found analytically, we have not provided a rigorous
derivation that it leads to the correct trans-series representation. The reason is that in
the calculation above we have replaced some quantities by their conventional asymptotic
expansions (like for example in the expressions involving the operator (3.38)). It might
happen that this replacement is not valid when we upgrade the expansion to an exact
statement involving Borel resummations, and therefore that we are missing exponentially
small corrections in the trans-series.

We will give now extensive evidence that the trans-series (3.53) that we have obtained
is indeed correct, and in particular that it leads to the right results for the singularities of
the Borel transform of ¢(a).

A first test is to consider the 1/N expansion of the free energy F(h). As shown
in [19, 20], F(h) can be expanded as

F(hy =" AFF(h), (3.62)
E>0

and the functions Fy(h) for k = 0,1, can be computed in closed form either from the Bethe
ansatz [19] or directly in field theory [20] (higher order terms were computed numerically
in [33]). Each of these functions is given by a trans-series which was written down explicitly
in [33]. To compare with the results in [33], it is useful to introduce yet another coupling &
through the following equation®

1 2h
— — Aloga = log <> , (3.63)
a m
which is related to & through
G =G+ [~A1+10g(2) +logT(1 — A) +log(2)]a + O (a°) . (3.64)

After changing couplings we can expand (3.46) in a series in A with & fixed. Note that, since
@ is related to the running coupling constant by (3.44), this is indeed a conventional large

4We apologize for the proliferation of couplings.
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N ’t Hooft limit in which Ng2(h) is fixed. In this limit the location of the singularities (1.3)
becomes the conventional one, and we obtain an infinite tower of IR renormalons at the

)}
Fi(h)=— {—@—&2+O (6%)+e 5 (_8+ _810g(6‘0_2+4ﬂci —4+40 (07)) (3.65)

(_fm(@o))m(e—z)},

where C'y = £i. This matches precisely the trans-series obtained in [33], which was extracted

expected locations. One finds,

Qe

Fo(h) = —{1+(’) (a%)+e3 (—_—2+(’) (@2)) +e75 (240(a)+0 (e

Qi

from the exact results in [19, 20]. One interesting aspect of this calculation is that the first
two exponential corrections in (3.50), proportional to

2 2

e a, e Ta, (3.66)

combine in the large N limit. In particular, the ambiguous term in (3.65)

4rCL _2

A e (3.67)

«

comes from the non-conventional exponentially small correction e~¥a. This ambiguous
term is what controls the large order behavior of the non-trivial perturbative series at order
A, which is due to ring diagrams (similarly to what happens to the non-linear sigma model
analyzed in [34]). This means that the singularity at 1/Y|/5p| encodes the information about
the large order behavior or renormalon diagrams, and it is indeed a renormalon singularity.

The result above has implications for the large N determination of renormalon sin-
gularities. In many examples in field theory, one establishes the existence of renormalon
singularities by studying renormalon diagrams in an appropriate large N limit. This typi-
cally leads to a singularity at 1/|3|, where Y is the large N limit of Bp. One then hopes
that subleading 1/N corrections change this into 1/|8y|. However, in the case at hand, the
1/N corrections split the large N singularity in the Borel plane of the coupling at { = 2,
into two different singularities at

c=2 (= z%, (3.68)
which correspond to the conventional singularity at 1/|5p| and the non-conventional one at
1/7|Bo|, respectively.

Let us now consider the normalized energy density and its trans-series, (3.50). The
perturbative series (3.54) is known analytically up to order 45 from [27], and we have
generated many more terms numerically for low values of N. As we explained in section 2.1,
one way of accessing its Borel singularities on the positive real axis is to compute the

discontinuity of its lateral Borel resummation. At the same time, since the discontinuity is
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imaginary, our working hypothesis (3.57) indicates that this ambiguous imaginary piece has
to cancel against the imaginary part of the trans-series. Therefore, we should have

disc s(¢)(a) ~ iSge aa?® +iSje Taa T (1 + cgl)a + O(a2)) +0 (e_T%> ,  (3.69)

where we recall that disc s(¢)(«) is the discontinuity (2.5) at § = 0. The Stokes constants
So,1 can be read from (3.55), (3.56) and are given by

ey m(2e)?8

SO - I(CO CO ) - 2F(1 _ A)27 (370)
. (21 -2A)TEE [/ 1A A \]2

S1=-i(Cy —Cf) =— 5 [Sm(l—QA)F<1—2A)] . (3.71)

The discontinuity formula (3.69) implies that indeed the first two singularities of the Borel
transform of ¢(«) are at (3.68). The singularity at ( = 2 controls the leading large order
asymptotics, together with an UV renormalon singularity at ( = —2, as noted in [27]. We
can now refine the large order analysis of [27]. To get rid of the effect of the UV renormalon
at leading order, we define the auxiliary sequence

22m—1e2m 22m62m+1

T@m—2A) T (@m—2A+1)

Sk = (3.72)
where e, are the coefficients in (3.54). By using the relationship between the large order
behaviour of this series and the discontinuity of the Borel sum, it is easy to see that (3.69)
implies the asymptotic behavior

Sk —22A;‘)r+0(kllm), k> 1. (3.73)
This makes it possible to test our calculation of Sy for various values of N. In figure 3 we
show the sequence s; for N = 7,8 and its second Richardson acceleration, by using 230
coefficients of the perturbative series. The straight line is the predicted value of Sg, which
we can match with 20 digits of precision.

The analysis above tests the first singularity and its Stokes constant, but we would
like to test as well the presence of the second singularity at the non-conventional location
¢ =2/Y. One possibility is to remove from the perturbative series the effect of the first
singularity at ¢ = 2, and locate the remaining singularities by using Padé approximants of
the resulting Borel transform. We consider then the auxiliary series €,,, which is obtained
by subtracting the effect of the first IR renormalon:

Em = €m — z—m”A%‘ir (m —2A). (3.74)

We can then inspect the poles of Borel-Padé approximants to this series to see where they
accumulate. As shown in figure 4, which considers the cases N = 7,8, the singularities
occur at 2/Y, as expected from (3.69).

It is possible to do a more quantitative test of the unconventional renormalon singularity
appearing in (3.69): one can calculate the discontinuity of the Borel-Padé resummation,
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Figure 3. Plot of the sequence s in (3.72) for the Gross-Neveu model with N = 7 (left, black)
and N = 8 (right, black) as well as their respective second Richardson transforms (red). The dashed
line is the predicted value 22245,/ (27).

i
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Figure 4. The poles of the Borel-Padé approximant of the series €,, in (3.74) truncated at 120
terms. The plots correspond to the Gross-Neveu model with N = 7 (left) and N = 8 (right). The
dashed vertical line indicates the predicted position of first unconventional renormalon singularity
¢ =2/Y. The black circle indicates the position of the removed IR singularity at ¢ = 2.

remove the contribution of the first singularity, and inspect its asymptotic behavior as «
becomes small. We then consider the quantity

2 _2a (discs(p)(a) 2 o So S 1) 2 —Z
fla) =eTaa™ 7 (m—e aq 27r>N27r(1+Cl oz—l—(’)(oe ))—l—(’)(e Ta).
(3.75)

The computational strategy is the following: we take a sufficiently high truncation of the
Borel transform of p(a) and calculate its highest diagonal Padé approximant. To calculate
the discontinuity numerically, one could integrate along the rays 8 = +e¢ and calculate the
difference between these integrals (or just their imaginary part). It turns out to be better
to obtain the discontinuity by calculating the numerical residues of the Padé approximant.
The main source of numerical error is the convergence of the Padé approximation. To
estimate it, we follow [33] and calculate the difference between using the highest diagonal
Padé approximant or the one of one degree lower. In figure 5 we plot f(«) in the cases

N = 7,8, and we compare it to the expected asymptotic behaviour.?

®Note that, in practice, instead of calculating s(¢)(a) and then subtracting the contribution of the IR,
renormalon, it is numerically more stable to calculate instead the discontinuity of the Borel resummation of
the series (3.74), particularly for small a.
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Figure 5. We plot an approximation to f(«), defined in (3.75), for the Gross-Neveu model with
N =17 (black) and N = 8 (red). The shaded areas represent the error of the corresponding color and
the dashed lines represent the asymptotic behaviour for @ < 1 in (3.75). For this plot we truncated
the energy series at 71 coefficients, calculated numerically with at least 400 digits of precision, and
used a [35/35] Padé approximant.

In our view, these tests give very convincing evidence that (3.69) is correct and that
the perturbative series p(a)) has an IR singularity at the unconventional location ¢ = 2/7.
We now provide evidence for the stronger statement (3.57), which tests also the real part
of the coefficients Cgfl in (3.55) and (3.56). The conjectural equation (3.57) leads to the
asymptotic behavior for small «,

2;02 — Re (s+(¢)(a)) ~ Ro e 2a?® 4 Rie TaaT (1 + cgl)a +0 (a2>> +0 (e_%a) ,
(3.76)
where N B N B
Ry = % Ry = % (3.77)

In order to test (3.76), we first calculate e/p? from a numerical solution of the Bethe ansatz
integral equations. To obtain the Borel resummation of the perturbative series, we use
~ 100 coefficients and we improve the numerical result with a conformal mapping, a strategy
similar to the “Padé-Conformal-Borel” method in [52]. This makes it possible to compute
the L.h.s. of (3.76), which can then be compared to the r.h.s. We show such a comparison
in figure 6 for N = 7 (left) and N = 8 (right). Here the z-axis represents the value of a,
the red dots are the values of the Lh.s. of (3.76), the dashed line is the contribution of the
first IR renormalon in the r.h.s., while the continuous line is the full r.h.s., including the
unconventional renormalon contribution.

3.3 UV renormalons

So far we have focused on renormalon singularities in the positive real axis. These are
eventually due to poles of o(w) in (2.29) in the complex upper half-plane. It is tempting to
believe that the poles of o(w) in the complex lower half-plane will lead to UV renormalons.
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Figure 6. In these figures we compare the difference between the normalized energy density and the
real part of the Borel resummation of the perturbative series, against the theoretical predictions (3.76)
for the Gross-Neveu model with N =7 (left) and N = 8 (right). The z-axis is the value of a. The
dots (red) are the numerical calculations of the L.h.s. of (3.76), using a discretisation of 50 points
in the integral equation and 120 coefficients in the perturbative series, evaluated at B = 20/k for
k =1,...,20. The dashed line (black) is the contribution in (3.76) coming from the leading IR
singularity, while the full line (black) includes also the first two terms of the new, unconventional
renormalon sector.

In order to pick up these poles in the observables, we need to deform the problem such that
it has the same perturbative series but with negative B. Let us then assume that B < 0 and
change® p — —p. We are able to check the perturbative expansion is the same and obtain
analytically the first few terms of the trans-series corresponding to the first UV renormalon.

In this setting, we must deform the contour in (2.36) downwards in the complex plane,
leading to

(3.78)

2BE 5OV p(—ig"u(—ig’ 2BEUV UV £, UV
& 2miJey E+¢ = £+ 6,

where 6YV p(w) denotes the discontinuity of p(w) along the negative imaginary axis, which
is due to G;!(w) rather than G_(w). Explicitly, it is given by

r(3+3re)T(3-
r(3-4re)r(3+

‘) . (3.79)

¢)

Similarly, the poles €YV are given by the zeroes of G (w), which are located at:

5va(—i§) _ 2167[2A(1+log2)+T log T]E+2AEIn g Sin(ﬂ'A{)

NI | NI

OV =2n4+1, n>1 (3.80)

These poles will lead to a different trans-series structure than in the IR case. The residues
pYV-E and unknowns ulV

.~ are defined in strict analogy with the IR case. We now introduce
the analogue of (3.19),

1
~ 2Alog(w) = 2B, £ = wn. (3.81)

5This change is analogous to the Gaudin-Yang model with repulsive coupling, see [38].
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The variable w, the analogue of the previously introduced v, is positive. With this convention
we have

e2BEsUY p(—i€) = —2i(—w)e "P(n, —w), (3.82)

where the last argument means that we replace v with —w in the previous definition of
P(n). Thus our integral equation becomes

. 1 —w e " P>y, —w) .
uli(-wpn) = = CO [0
(—w)n T Jee Mt
2n+1 UV, + UV (3.83)
4 Z dquv Pn
aS1own + 2n + 1
where we introduced
quv = e?P = e ww A, (3.84)

It follows from (3.83) that, under w — —wv, we find the same perturbative solution as in the
previous analysis.

Let us now consider the boundary condition (2.38), which can be obtained again
from (2.36) by setting w = i. In deforming the contour downwards we pick up an additional

residue at w’ = —i, and we find
N, (w) e TP ) q%”v“p}fv Fuy Y
u(i)=1-— ; u(i(—w)y')dn' +
T Jer 1 —1/w n>1 (3.85)

+ QBngi (_1)7

where

. i _ _ F l_A
ng:I: (—1$0):ei A(Qe) 2A(1_2A)2A 1 ( )

TGa (3.86)

The value u(—i) can be calculated by using equation (3.83), and one finds at leading order

u(—i) = —1— do,, 4 O(w?) + O(gdv)- (3.87)

™

We now extend the definition of & in (3.42) to account for negative values, in such a way
that the perturbative coefficients of the free energy F(h) remain the same. The appropriate
choice is

1 h

— —Alog|a| =1 — . .

-~ Alog|al = log (| (389)
In terms of these variables we obtain the following expression for the free energy:

}"(h):—;i{l Ad+ = A[A 2+42log(2)]a* + 0 (&°)

—ed a2 ( (1—2A)1-28 p0V:% 8A(1—2A)1_2Apgv’id+(’)(642))—i—(’)(e%) }

(3.89)
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Notice that the perturbative part is the same as in (3.46), but now & is negative. We can
now make a Legendre transform to obtain the normalized energy density. We need again to
extend the definition of the coupling « in (3.48) to

1 27p
- Al —log (P _
5 og|al 0g< A ) (3.90)
We find
e 1 A 1 9 3
vk 1ot gAR+2)a —|—O<a )
1 1
rodfa 28 (G(1-28)172200V L DAL= 28)1 7220V Fa 1 0(a?) ) 4O (e ),

(3.91)

where « is again understood to be negative. The second line gives the trans-series associated
to the first UV renormalon. Of course, one can push the calculation to obtain higher order
corrections in both o and e/,

We can again test our analytic calculation with a resurgent study of the perturbative
series ¢(«), since the UV renormalon contributes to its large order behavior. We first define
an auxiliary sequence which removes the effect of the IR renormalon at leading order,

22m€2m+1 22m—1€2

= 2m+2A+1) T (2m+2A) (3:92)

in analogy with (3.72) and [27]. From (3.91) we deduce the large k asymptotics

dp ~ Uy, 2k (Uo — dk) ~ Uy, k> 1, (3.93)
where (40) oA
4e)”
=~ = 4AU,. .94
Uy 4F(A)2 , U, Uy (3 9 )

We match these two coefficients with great precision for all values of N between 5 and 12.
In figure 7 we plot the sequences in (3.93), as well as their Richardson transforms and their
asymptotic values for NV = 7, for which we can get an agreement of 16 digits of precision
for Uy and 12 digits for Uj.

4 Trans-series and renormalons in bosonic models

4.1 Analytic solution

In this section we will consider the free energy F(h) for various “bosonic” models: the
non-linear sigma model and its supersymmetric version, and the PCF with two different
choices of charges [21, 30, 31]. The analysis of the Bethe ansatz equations of these models
is different from the one we did in the GN model. The reasons is that G (w) ~ w™/? as
w — 0, and we cannot use the equations (2.36) and (2.39). Instead, we have to go back
to the more general equations (2.32) and (2.33). The procedure is slightly more involved
than in the GN case, since the integral equations cannot be simply solved by iteration, but
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Figure 7. Plot of sequences dj, (left, black) and 2k (Uy — di) (right, black) for the Gross-Neveu
model with N = 7 as well as their respective second Richardson transforms (red). The dashed lines
are the predicted values Uy (left) and Uy (right).

we will eventually obtain similar results for the trans-series. In particular, we will be able
to establish the existence of unconventional renormalons in the supersymmetric non-linear
sigma model and in the PCF.

In order to incorporate non-perturbative corrections, we deform the integration contour
around the positive imaginary axis in the second term of (2.32) and pick the poles and the
discontinuity of the function, just as we did in (3.11). We will denote the poles of o(i¢)
along the positive imaginary axis by &,, and we will label them by an integer n € Z~g. Their
precise location depends on the particular model one is considering, but for the moment
being we will write general formulae, valid for all bosonic models. One finds,

L[ Q) g ik 1 Gl
2mi Jeg E+¢ = E+&n 2mi Jr i+ W +i0

(4.1)
In this equation, @, = Q(i&,), do(if) is the discontinuity of o(w) across the positive

Q(i€)

imaginary axis, and ¢ is the residue of o(w) at i€, £ 0. A similar expression, including
exponentially small corrections, can be obtained from (2.33):

emazlwamwmw+y/ew%mwwmw_zemmm¢
Gi(ik) 2miJr W —ik—i0 27i Jeo K — K = &Gk
- (4.2)
The free energy can then be obtained from (2.35).
The integral equation (4.1) was analyzed in detail in [17-19, 21] at the perturbative level,
in order to obtain an exact expression for the mass gap. In the perturbative approximation
we neglect all exponentially small corrections and introduce a function

@) = Qo) (55). (13)

where the subscript (0) means that we keep only the perturbative part. This function
satisfies the integral equation [17, 18]

«m+14”€%m“m%@My:mm, (4.4)

s Tty
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where the function (&) is defined by
5o (i€) = —209(6), (4.5)

and r(x) is the perturbative part of

L[ G (w)gs(w)
3 ), W tie/2B (4.6)

In the bosonic models we will consider, the functions G (i§) and (§) have the following

expansion around the origin:

G.(€) = (1 - aglogé — b+ O(E)

(&) = 1+ 2b€ + 2allog & + O(£2).

The coefficients a,b depend on the details of the model. As noted in [17, 18], the function
r(z) can be expanded in a series in 1/B and log(B)/B, and this suggests a similar ansatz

(4.7)

for g(x). As shown in appendix A one has,

r(z) = —kh(2B)"2[Bro(x) + O(B™?)],  q(x) = —kh(2B)"/[Bgo(x) + O(B™1/?)],

(4.8)
where we have only written down the dominant terms. By plugging this expansion in (4.4),
one obtains a series of B-independent integral equations which can be solved for go(z)
and the subleading functions in the expansion. This solution leads then to a perturbative
expression for F(h). In [17, 18, 21], the integral equations were solved numerically, and the
result for F(h) involved numerical constants which were fitted to known numbers (like g
and 7).

Although in our study of the non-perturbative corrections we will only need the leading
contributions in 1/B, we have obtained a fully analytic derivation of the perturbative
expression for F(h) quoted in [17, 18, 21], at next-to-leading order in the 1/B expansion.
For example, in (B.18) we give an explicit solution for the function go(x) appearing
n (4.8). This derivation, which is of independent interest, is presented in appendix A, while
appendix B explains how to solve the integral equations explicitly. Some ingredients of this
computation will be used in the following.

In order to derive the exponentially small corrections, we first have to calculate

Q1 = Q(i&1). Since we are only after the leading contribution in 1/B and e=28, e=258%

, we
can focus on the leading order term of the perturbative part of ()1. This quantity satisfies

the equation
% o 72B8~(6)Q(i€) —oBgy 1 G_(w)g+(w)
Q1+ = / G KToET) =on /R T e G (49)

The integral in the L.h.s. of (4.9) is calculated in the perturbative approximation. We keep
the leading order term for g(x) in (4.8). Using the result (B.19) we obtain,

1 e P (©QUiE) \/E 4- iy
7T/O fie M=k 3 “(1+0(B71). (4.10)
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Let us now calculate the r.h.s. of (4.9). Splitting g4 (w) in terms proportional to h and m,
the contribution from the h part in (A.1) is

1 /G_(w)1—e2ide — | B 4(1+O( 1/2))_ (4.11)

2ri R i +w w 271'51

This result is computed in the same way as the perturbative part r(x), see figure 16: for
the term 1/w in the integrand, we deform the contour downwards, picking the pole at
w = —i&y, which gives a contribution subleading in 1/B. For the term —e?5 /w, we deform
the contour upwards, picking the discontinuity of G_(w). This integral has to be computed
by using the same trick as in (A.4). Let us now consider the contribution from the m part
n (A.2):

ime? 1 G_(w) [e*Bv 1 meB G (i&) — G4 (i) 12
2 27T1/Ri§1+w w—i w+i dw = - 2 & —1 (1+O(B ))

(4.12)
To compute this term we proceed as before: we deform the contour downwards for the
term 1/(w + i) and upwards for the term 5% /(w — i). This last term yields a subleading
contribution, which we ignore. Plugging all the above results in (4.9), we obtain

12V 1 meP Gy(i&r) — G+ (i) 0
Qu = —kh(2B) /2= T L o(s). (4.13)

In principle, there are exponential correction to the boundary condition that one needs
to calculate. However, they do not contribute at leading order to the free energy. We
can then turn our attention to (4.2). There are three sources of leading non-perturbative
corrections to this quantity. The first one is due to the exponentially small corrections in
the last term of (4.2). The two other sources of corrections are in the first term of (4.2).7

1/ G—(W)Q-I—(w)dw, (4.14)

27 Jr w—1i

In the integrand of

there is a simple pole at w = i, coming from (A.2), as well as a pole at w = &;. The first
pole is responsible for the first IR renormalon, located at (1.1) with ¢ = 2. The second pole
leads generically to an IR singularity in an unconventional location, as we will see. We find

1 [ G- B
—/ de = perturbative part + @e_zBpi
271 Jr w—1i 47 (4.15)
+ ihe 2B ok Gi(i&) imeB o286 g G161 G (i& n
&G(&—-1) 2 L 1)
where
G_
% = 9mi Resy_g 2= ) (4.16)

"There is a fourth potential source of non-perturbative corrections in the second term of the r.h.s. of (4.2)
that originate from the non-perturbative corrections to @, however these are subleading in 1/B.
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After using the boundary condition, we obtain the simple expression

k?h? ioTe 256 m?
F(h)=—"—""-B{1-"— 4.} — —p5G, (i), 4.17
(h) 1 { & -1°5 g2P G+(0) (4.17)
where the - - - include both perturbative and non-perturbative corrections. The term outside

the brackets is due to the contribution of the pole at w =i to the integral (4.14), and it is
independent of B.

In order to make contact with the standard expansions we need to introduce an
appropriate coupling constant. Following [25, 27, 51], we introduce

1 h
Z 4 ¢€loga = log | — 4.1
= +¢loga 0g<A>, (4.18)
where 5 )
—_ 1 —_— p—
£= 2% at g, (4.19)

and a is the constant appearing in the expansion (4.7). As in the GN model, this coupling
is related to the running coupling constant in the MS scheme by (3.44). In terms of this
coupling, we have

:_kzh —2igt (e~Fal "% & 1 <G+<i)2 m 2>§1
F(hy =" {1 2io% ( R (%)) + .

- @P G+ (i)

The term in the last line is independent of h. Its imaginary part leads to an IR renormalon,
while its real part can be identified, as in the GN model, with —F'(0), i.e. the ground state
energy. We then obtain the general formula,

2

F(0) = Z‘—Re (G4 ()G (i +0)). (4.21)
T
It is convenient to pass to the canonical formalism with e, p, in which one uses instead the
coupling
L e—1loga=1 ( p ) (4.22)
5 og o = log 56oh )" .

Here, ¢ is a convenient constant introduced in [27], which varies from model to model. One
obtains in the end

€ @ + -2 1-2 £ —2 196\ &

i kz{go(a)—kcoe aal™% 4 ¢f (e o 5) (1—1—)—1—} (4.23)
In this expression we have included the full perturbative series ¢(a)), which is of the
form (2.1). The coefficients of the exponentially small corrections are given by

o _,* G (i)k? (m)2
0o — — ’

32m232¢2 \ A

o* — 2ioi Gy (0)2k2 /m\2\ " (4.24)
(e - 1)%g \ 32m65¢ (A) :
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(4.23) is our final expression for the trans-series expansion of the normalized energy density,
displaying two different types of exponentially small corrections. They lead to two IR
renormalon singularities, at { = 2 and ( = 2£;. Let us note that, as we will see in the
next section, the coefficients Coi,l are simpler than they look, since G4 (i), Sy and k are the
ingredients that compute the mass gap m/A in most models.

Although we have not worked out the details, the trans-series corresponding to UV
renormalons could be obtained exactly as we did in the GN model in section 3.3.

4.2 Results for the different models

In the previous section we derived a general formula (4.23) for the trans-series of all bosonic
models. We will now write it in some detail for each specific model, and we will compare it
with the large N results obtained previously in [33, 34]. This will provide a first, analytic
test of our results.

(i) Non-linear O(N) sigma model. We consider the choice of charges made in [17, 18].
The different parameters characterizing this model are given by

1
A=—— fo=—, E=4A, =1 k=— (4.25)

and the relation between the mass gap and the dynamically generated scale in the MS
scheme is given by [17, 18]

2~ e

The Wiener-Hopf decomposition of the kernel was determined in [17, 18], and one has

G o~ 5iw[(1-24) (log(—3iw) —1) —2Alog(24)] I'(1 - iAw)
+w) V—iAw I'(1 - iiw) (427)
The structure of IR singularities in the Borel transform is mostly determined by the poles
of o(if), in addition to the w = i pole identified in (4.14). The latter is a singularity at
& =1, corresponding to (1.1) with £ = 2. Then, there is a sequence of singularities at

=—, l € Zwyg. 4.28
=3 >0 (4.28)
These are the singularities (1.6). They are suppressed at large N, and they have the right
weight to correspond to the action of an ¢-instanton (see e.g. [26]). By using the ingredients

above, we find that the coefficients 68%1 in (4.24), when N > 3, are explicitly given by

CE=—

()T

>1/A I (% - %) ' (4.29)

e2

cf =e30a) 16 (2271
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In the large N limit (which corresponds to A — 0), only the first singularity at { = 2
survives, and we obtain
1 .
ﬁ =a— ie*%of +- A{eia2 <$1;r +log(a) —vg +1 - 310g(2)) —1—}

+o(8?) (130
The discontinuity matches the one found with renormalon diagrams in [34]. It can be verified
that (4.30) agrees with the result of [33] for the non-linear sigma model. In particular, the
exponentially small correction given by the second term in the r.h.s. of (4.30) agrees with
the large N correction found in [33]. This is easily seen in (4.20), where the h-independent
term in the r.h.s. agrees with the corresponding term found in [33]. In addition, from (4.21)

we obtain the free energy when h = 0:
2

F(0) = % cot(mA). (4.31)
This result extends the result of [53] to all orders in 1/N. It was quoted in [54], and by
comparing it with the result for the GN model (3.47) we verified the duality N —2 —2— N
between the GN and the NLSM noted in [54].
An additional check of (4.30) can be made by comparing with the numerical results
of [28, 29] when N = 4. We obtain

e T 4T _2 4 _ 4
IR i—e aaqti—e a 4.32
which matches their results. In this case, O’it is purely imaginary, and the first exponentially
—8/a

small correction with a real part should be of order e
(0f)2. This is what is found in [28, 29].

As for the O(3) non-linear sigma model, we cannot use directly our generic N results.
A key difference in (4.27) when A = 1 is that G4 (—i) # 0 which adds another set of

exponentially small corrections of order =25 to (4.1) and (4.2) (and, in principle, additional
—2(B
e

, since it comes multiplied by

contributions). These are structurally similar to the ones that come from the poles
of o(w), and they have a non-trivial series in powers of 1/B and log B/B. However, their
overall coefficient is purely real and unambiguous. To leading order we have

}'(h)z—hz{ L (1—2‘+~-~) (4.33)

m2

2
1603 1
© (1—|—4d(210gd—27E+6—1010g2)+-~-) +0 (e7%) }qti,

- 1e2a3 16

where the leading ambiguous imaginary term still comes from the pole at w =i in (4.14).
There are higher order exponentially small corrections coming from the ambiguous poles of
o(w) at & = 2k. The normalised energy density can be written as

e +a2+ Jler 2
— = - 1—e «
P2 2 Ta
2
e a (64 32
+ 5 (62+0¢e2(loga—vE—5log2+3)+---)—i—(’)(e_i). (4.34)
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Note that at leading exponential order we get a non-trivial, real-valued series in « and log c,
but only a single imaginary ambiguous term. The large order behaviour of the perturbative
series is only sensitive to the latter term, missing completely the structure of the real
exponentially small correction. This shows that in this example it is unlikely that the strong
version of the resurgence program applies. Another particularity of N = 3 is that due to
the simple form of o(w) there are no UV renormalons.

(ii) Non-linear supersymmetric O(IN) sigma model. We consider this model in the
setting of [22] (see also [27] for additional details). Its parameters and mass gap are given by

1 1 1

228 sin(7A)
_m7 ﬁO—M7 6_07 C—l, k=

=2 0 (4.35)

A 1om
\/7’['A7 A a 7TA

As in [22], we consider N > 4. The Wiener-Hopf decomposition of the kernel was obtained
in [22], and one has

o~ 3i(1—2A)w[1-log(~ 2i(1-2A)w)] ,~iAw[1-log(~iAw)] T (% —i(1- 2A)w> I'(1-iAw)
e—iw[l—log(—%iw)}\/m r (l _ liw)z

Gi(w)=
272

(4.36)

The position of the IR singularities can be deduced from the poles of ¢ (i), and one
finds two different sequences:

¢ /

14
BETETYN. § = A’ t € Zo. (4.37)

&
These correspond to the sequences (1.3) and (1.6), respectively. The first sequence is
similar to the non-conventional IR singularities found in the GN model, We expect these
two sequences to mix as we calculate non-perturbative corrections, so that the generic

singularity occurs at

0 05
1_9A A

ly,0s € Z~o. (438)

Since the second sequence in (4.37) is suppressed at large N we will focus on the first
sequence. From the residues at the leading singularities, we find,

1 FEEIN
Cf[ = ejF%T(H'l—le) m21728 (1 — 24) 1724 ' (4.39)

AAT (52 sin (5572

Therefore, the conventional IR singularity at ( = 2 is absent in this model. This clarifies

the difficulties found with the numerical analysis of this example in [27], at finite N. The
first singularity in the Borel plane is located at ( = 2&1, i.e.

¢ = . (4.40)
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In the large N limit, this singularity moves to ¢ = 2 and one finds

et (<G ro()) veta (s 0wt £ St sow)

+0(a?).

Once again, the discontinuity matches the one found with renormalon diagrams in [34]. As
in the case of the GN model, this shows that the unconventional IR singularity at (4.40) is
indeed of the renormalon type, since at large N it encodes the factorially divergent sequence
of renormalon ring diagrams studied in [34].

In this case, the general formula (4.21) gives F'(0) = 0.

(iii) Principal chiral field. We consider the PCF in the setting discussed in [21].
One has,

1 1 1 1 m 87 sin(wA)
A:—’ = — 0, = -, :47 k:—7 = _—
N T iea T C am(l-MA A Ve A

(4.42)
The Wiener-Hopf decomposition of the kernel was obtained as well in [21], giving
=18 log(1-8)~A log(A)] T(1 — i(1 — A)) (1 — iAw)
V—27i(1 — A)Aw (1 —iw)

As in previous examples, there is a conventional IR singularity at { = 2, which was
already detected in [27]. The position of the other IR singularities is determined by the
poles of ¢(i¢), and one finds a situation very similar to the one in the supersymmetric
non-linear sigma model, with two different sequences of poles:

¢ L

=, ==, LEZsy. 4.44

S&=1"A AN >0 (4.44)

These correspond to the sequences (1.3) and (1.7), respectively. We expect these two
sequences to mix, as in (4.38), so that the generic singularity occurs at

0 ly
— Zi~q. 4.4
—A T A b1, 0y € Z>o (4.45)
For N > 2, the next-to-leading IR singularity occurs at
2
=—. 4.46
(=1 (4.46)
The coefficients in (4.23)% are given by,
Cy =
U ENTINYN
A .
NS @
Cl - :l:l 1 .
o5 (1- AP (1)

8The following expressions are only valid for N > 2. For N = 2, (4.24) holds but does not correspond
to (4.47), instead we get the same results as the non-linear sigma model with N = 4, as expected.
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In this case, both coefficients are purely imaginary. In the large N limit, the unconventional
renormalon at (4.46) moves to ¢ = 2, where it combines with the conventional renormalon,
and one finds,

e

ZWPZ:A<a+---ﬂFZZeZ+-~>+O(A2). (4.48)
This matches the large N result of [33], which was obtained from the large N limit of
the Bethe ansatz integral equations. Note that the infinite sequence of IR renormalons
found for this model at large N in [33] is in fact due to the unconventional sequence of IR
singularities located at ¢ = 2, where & is given in (4.44).

We can also inspect the SU(N) principal chiral field with a different choice of conserved
charges coupled to h, as is discussed in [27, 30-32]. In this setting, the kernel changes so
we must use

iaw (1 —iw) (1 —iAw) B %
Gy(w)=2 \@F@—g—i%)r(ug—i%)’ k=——y( " (4.49)

while A, By, £ and m/A remain the same as in (4.42). The first notable change is that the
analytic structure of o(w) changes and we only have the singularities &, in (4.44), while
the sequence &y is absent. This means that at large N only the conventional IR singularity
survives. Due to the presence of multiple particles, the definition of the free energy in the
setting of [30, 31] is now

B

B
Flhy=-—— " / ¢(6) cosh d — —— "

8sin(rA)? J_p _8s,in(7rA)26+(i)7 (4.50)

and we find

21og b 2 -x 2 7o) 1+ % )
.F(h):— hlogﬁ 2{1:’:i<h210gh> (TFA/Q)A_F...}:F'IZL_
16w A2 cos (%) m m sin?/4 (’TA) 8sin?(1A)
(4.51)
We can compare the large N limit of (4.51) with the results of [30-32]. When A — 0, it
becomes

h? h m?
A2F(h) = ——— {1 — } i 4.52
(h) = —15-1log -+ Figs (4.52)
where - - - represents the perturbative series. This series was computed exactly and explicitly

in [30]. It is simple to check that the imaginary part of the Borel resummation of this
perturbative series is such that it cancels exactly the ambiguous term in (4.52), while the
real part matches the exact formula for the free energy at large N. This provides further
confirmation that the exponentially suppressed terms we have obtained yield in fact the
correct trans-series.

We finally note that the general formula (4.21) gives F'(0) = 0 for the SU(N) PCF.
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4.3 Testing the analytic results

The results of the previous section provide many predictions for the resurgent structure of
the perturbative series of F(h) in three different bosonic models. In this section we give
numerical evidence for these predictions. In particular, as in the GN model, we want to
establish beyond any reasonable doubt the presence of unconventional IR singularities. One
tool that we will use in all examples is the following: in order to display the subleading
singularity, it is convenient to extract the effect of the leading IR renormalon from the
perturbative series. Similarly to the auxiliary sequence (3.74) for the GN model, this is
done by looking at

= _ 9l—2¢6—m CO_ — C(T o
€m = €m — 2 5 F'm+2-1), (4.53)
7r

where e, are the coefficients of the series ¢(«) in (4.23). Let us now test the results for the
different models.

(i) Non-linear O(IN) sigma model. The first analytic prediction we want to test is
the value of the Stokes constant for the first IR singularity. To do this, we consider the
leading behavior of the discontinuity

27

g(a) = Le% <§>2A—1 disc s(p) (). (4.54)

According to our analytic results, when « — 0 this converges to

2—2A
— (4.55)
where A oA
64=e A
3 — +\ _
S() = —1 (CO — CO ) = m (456)

is the corresponding Stokes constant. The function (4.54) can be calculated numerically
from the perturbative series, for small values of «, and then extrapolated to o — 0 using
higher Richardson transforms, for various values of N. In table 1 we compare this numerical
extrapolation to the analytic prediction (4.55), (4.56) for 5 < N < 12, the last stable digit
is underlined. As one can see, the agreement is excellent.” An equivalent test can be made
for (4.34), where it is easier to simply inspect the large order behaviour of e,, since there
are no UV effects, and we find an agreement to 45 digits.

According to our analysis, the next IR singularities occur at the sequence (1.6). Due
to the factor of N — 2 the corresponding exponential corrections are very suppressed for,
say, N > 5, therefore they are relatively difficult to pinpoint. Still, they can be seen quite
clearly as singularities of the Borel-Padé approximant of the series é,,. In figure 8 we show
this for N = 5,6. When N = 5 the first singularity at ( = 2(N — 2) is absent, since the
prefactor af vanishes, but we can clearly see the next singularity at ¢ = 4(N — 2) = 12.
When N = 6, the singularity at ( = 2(N — 2) = 8 is also apparent.

%In fact, we were able to guess the analytic form of So from the numerical results.
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N g(a — 0) numeric | 27225y /7

5 0.5408034195 0.54080341956810599941
6  0.3691310652 0.36913106521716834229
7 0.276879748 0.27687974850323657588
8  0.2202608806 0.22026088067984630698
9  0.182307842828 0.18230784282845334782
10 0.1552340062 0.15523400619586855091
11 0.1350114307 0.13501143072958418153
12 0.11936355749 0.11936355749143292096

Table 1. Leading behavior of the discontinuity of the Borel sum, as given by (4.54), for the
non-linear O(N) sigma model, 5 < N < 12. We compute the leading coefficient directly from the
Borel sum of the perturbative series (second column) and compare it to the value extracted from
the trans-series coefficient (third column).

4- . . 4

2t

N

5 10

2t

——:e—.—énw-é—%—eééééé—b“W%

4L 4l

Figure 8. The poles of the Borel-Padé approximant of the series €, in (4.53), for the O(N)
non-linear sigma model, truncated at 120 terms. The plots correspond to N =5 (left) and N =6
(right). The leftmost dashed line (black) indicates the predicted position of the pole ( = 2(N — 2),
the rightmost dashed line (red) is at ¢ = 4(IN — 2) and the black circle indicates the position of the
removed IR singularity at ( = 2. For N = 5 the first singularity occurs at { = 4(N — 2).

In order to obtain a quantitative test of the coefficient C{ in (4.24), we consider the
analogue of the quantity (3.75) in the GN model. For a general bosonic model, we define

fla) = et g2 (discs(p)(@) = (Cg — Cf)e mal %) (4.57)

2mi
Its asymptotic behavior at small « is
1
2mi

f(a) (cy —¢ih), a—0. (4.58)

We plot f(«) for small values of o with N = 6 in figure 9. With 120 coefficients in the
perturbative series we find agreement to 6 digits.

We can also test the real part of the trans-series parameters, as we did for the Gross-
Neveu case. We predict, for the non-linear sigma model, that

(& «

7 1aRe (£(9)(@) ~ Roe T804 4 0 (735 ), (4.59)
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Figure 9. Plot of the function f(«) in (4.57) for the O(N) non-linear sigma model with N = 6
(black), as well as its respective second Richardson transforms (red). The dashed line is the predicted
asymptotic value. The shaded areas correspond to error estimates from the convergence of the
Padé approximant.

where N
Cy +Cy 8\ 22 cot(mA)
R, — G0 o:_2<) ) 4.60
0= T o2 T\e) e (4.60)
There is no contribution from the first pole because
Cr+c¢p .

We plot some values of the Lh.s. of (4.59) for N = 5,6 against the prediction of the r.h.s. in
figure 10. We match Ry with 18 digits of agreement. Because the trans-series terms of order
e~ e are very exponentially suppressed, we do not have enough precision to discern their
effect. We also inspected the real part of (4.34) with a similar strategy, finding the correct
exponential behaviour to leading and subleading power of a and matching the coefficients
with relative error of 1073,

(ii) Supersymmetric non-linear O(IN) sigma model. In this case, the conventional
IR singularity at ¢ = 2 is absent. The unconventional renormalon at (4.40) can be clearly
seen in the poles of the Borel-Padé approximant of the series e,,, as shown in figure 11 in
the cases N = 6,7. Like before, given enough terms in the perturbative series p(a), we
can study C& in (4.39) numerically for very small values of a of (4.57), and compare the
predicted value with the numerical extrapolation. This is shown graphically in figure 12,
for N = 6,7. The agreement is again excellent, achieving 6 digits of precision with only
68 coeflicients in the perturbative series. This provides a clear test of the result for the
trans-series (4.23) in the case of the supersymmetric non-linear sigma model. We can
also test the real part of the coefficient C1i by comparing the Borel resummation with the
normalized energy density. We find an agreement of 4 digits with the predicted value for
N = 17,8, using again only 68 coefficients in the perturbative series.
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Figure 10. In this figure we plot the difference between the normalized energy density and the real
part of the Borel resummation of the perturbative series, against the theoretical prediction (4.59) for
the O(N) sigma model with N =5 (black) and N = 6 (red). The z-axis is the value of a. The dots
are the numerical calculations of the difference, using a discretisation of 50 points in the integral
equation and 90 coefficients in the perturbative series, evaluated at B = 20/k for k = 1,...,20. The
dashed line is the theoretical prediction.
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Figure 11. The poles of the Borel-Padé approximant of the series e, truncated at 65 terms. The
plots correspond to the N' =1 supersymmetric O(N) non-linear sigma model with N = 6 (left) and
N =7 (right). The dashed line (black) indicates the predicted position of the pole ( =2/(1 —2A).
Note that for this model COi = 0 so there is no IR renormalon singularity at { = 2.
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Figure 12. Plot of the function f(a) in (4.57) for the A’ = 1 supersymmetric O(N) non-linear
sigma model with N = 6 (left, black) and N = 7 (right, black) as well as their respective second
Richardson transforms (red). The dashed line is the predicted asymptotic value. Note that for this
model C’Oi = 0 so this is the leading exponentially small correction. The shaded areas correspond to
error estimates from the convergence of the Padé approximant.
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Figure 13. Plot of sequence §j in (4.62) for the PCF model with N = 4 (left, black) and N =5
(right, black) as well as their respective second Richardson transforms (red). The dashed line is the
predicted asymptotic value.

(iii) Principal chiral field. Let us finally test our analytic results for the trans-series in
the case of the PCF. First of all, we can improve on the results of [27] and test the Stokes
constant associated to the first IR singularity at ¢ = 2. To do this, we consider the sequence

_ 22m=ley,  2%Meg iy
o —
YT Tm) T@m+1)

(4.62)

which as explained in [27] removes at leading order the effect of the UV renormalon. By
using the value of CSE in (4.47), we find the following prediction for the asymptotic value at

large k,
. 2

T e (1= M)A

This can be tested by using the perturbative series ¢(«) and its Richardson transforms. A

k> 1. (4.63)

verification for N = 4,5 is shown in figure 13. We find 12 digits of agreement for N = 4,
and 10 digits for N = 5, by using 200 terms of the perturbative series or, equivalently, 99
terms of the sequence §j.

We can now test the location and the Stokes constant of the first unconventional
renormalon at (4.46). As in the examples above, the location can be verified from the poles
of the Borel-Padé approximant. Two examples are shown in figure 14, for N = 4,5. To test
the Stokes constant of this singularity, we consider again the function (4.57). In figure 15
we show the numerical extrapolation of this function for N = 4,5, as compared to the
predicted asymptotic value (C; — C;")/(2mi). The agreement is again very good, matching
the coefficient to 6 digits.

Since C(;_L,l are purely imaginary, we expect the real part of the Borel summation to match
e/p?, up to the effects of the next-to-next-to-leading renormalon sector at 2¢; (see (4.44)).
We checked that the difference between the real part of the Borel resummation and the
numerical calculation of the normalised energy density agrees with Ca“ +C, and ci +¢y
being zero to 6 and 4 digits of precision, respectively. This difference is exponentially
suppressed beyond order e_z%.

We believe that these tests provide very clear evidence for the unconventional renormalon
predicted from our analytic formulae.
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Figure 14. The poles of the Borel-Padé approximant of the series €, (4.53) for the PCF, truncated
at 120 terms. The plot on the left corresponds to N = 4 (left) while the one in the right corresponds
to N = 5. The dashed line indicates the predicted position of first unconventional renormalon
singularity ¢ = 2/(1 — A), and the black circle indicates the position of the removed IR singularity
at { = 2.
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Figure 15. Plot of the function f(«) defined in (4.57) for the PCF with N = 4 (left, black) and
N =5 (right, black), as well as their respective second Richardson transforms (red). The dashed line
is the predicted asymptotic value (C;” — C;7)/(27i). The shaded areas correspond to error estimates
from the convergence of the Padé approximant.

5 Trans-series and renormalons in the Gaudin-Yang model

The Gaudin-Yang (GY) model [55, 56] describes non-relativistic spin 1/2 fermions interacting
through a delta function potential. It can be regarded both as an exactly solvable model
for a Luttinger liquid, and as toy model for a superconductor. We refer to [57] for a review,
and to [38] for additional background.

We will focus on the basic observable of this model, namely the normalized ground
state energy density e(y) as a function of the dimensionless coupling constant . This
observable can be calculated exactly with the Bethe ansatz, and at the same time it has a
weak coupling expansion as a power series in . The exact answer is obtained from Gaudin’s
integral equation for the density of Bethe roots, which can be written as

fl@) 1 B fly) _
2+27T/_B(I_y)2+1dy1, ~B<z<B. (5.1)

The endpoint of the interval, B, is related to the coupling v by

1.1 /B f(z)dz, (5.2)
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while e(v) is given by
B
12 L 75 f(z)r2dz

4 B 3
( =5 f (:C)da:)
Note that e(y) depends on « through B, and the weak coupling limit v — 0 corresponds to

e(y) =— (5.3)

the limit of large B, as usual in this type of problems. In [27, 37], the perturbative series
e(y) was obtained up to very high order. It was found numerically that it is factorially
divergent, and that its first singularity in the Borel plane is located at

¢ =n2 (5.4)

We will now deduce this result analytically, directly from the integral equation (5.1), by
applying Wiener-Hopf techniques similar to the ones we have used in the previous sections.
These techniques were applied to the Gaudin-Yang model in [58, 59], in order to extract
the perturbative piece of e(7).

We first note that we can write Gaudin’s integral equation (5.1) as in (2.31), i.e. in
the form

fw) =g(w) + PG Hw0)Q+ (W) + e PG W)Q-(w),  (5.5)

where f(w) is the Fourier transform of f(z) (which is extended to the zero function outside

the interval [—B, B], as we have done in previous examples), and

g(w) = 2sin(Bw) (5.6)

W

In this case, the Wiener-Hopf decomposition of the kernel is given by (see e.g. [38, 58, 59])

Gy(w) =

o2 [log(— s iw) 1] . < 11 iw) (5.7)

NG 5 o
and due to the parity of the problem G_(w) = G4 (—w). The quantities 7, e(y) can be
obtained from f(w) as follows,

2 1
Tofo). e =T - w(f(é()’;g (5.5)

We note that, by using (5.5), f”(0) can also be obtained as [58]
O L O = I 5.9)

The function Q(w) = Q4+ (w) satisfies the equation (4.1), where
&n=7m(12n—1), n € Zso, (5.10)

and o1

of = Res,—i¢, +00(w) = i(n 3771)!2 (2?12g 1) . (5.11)
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The r.h.s. of (4.1), where g, (w) = e’P¥§(w), can be computed in this case by using the trick

explained in figure 16: the term involving the exponential B«

is computed by deforming
the integration contour into a Hankel contour around the imaginary axis, in the complex
upper half plane. The remaining term is computed by calculating residues in the lower half

plane, where G_(w) is analytic. One finds

1[G (@ew), , 1 e 2ot G (i€,)
27ri/R ool 10 W =g (Gl8 - 7; En(én +6) 6.2
1 [ e 2BESG_(ig) ’
il TEEre

We want to obtain a trans-series representation of e(y), as we did in the relativistic
models in previous sections. The perturbative part of the functions appearing in the
Wiener-Hopf construction has been obtained in [58, 59]. One finds,

log(Bm) + 1

f0)(0)=2B + - +0(B™Y), 1)
~Jo0) = 25+ BB L2 o),

where the subscript (0) refers to the perturbative part. Let us now compute the very
first exponential correction, at leading order in 1/B. As in our analysis of the bosonic
models, the first ingredient we need is Q1 = Q(i&1), where & = 7 is the location of the first
singularity. By evaluating (4.1) at £ = 7 we find

1 N o doife 2B (1 1 2)
Ql_W(G+(m) 1) —ZWBJFO(B )+ 2+87TB+O(B )).  (5.14)

2

We now need the first non-perturbative correction to the function Q(w), which we will

denote by Q(1)(w). This function satisfies the integral equation (4.1), in which we keep

2B7

systematically the quantities of order e™”", and we obtain in this way

+ —2B7

o} e 1 3 -3
Quyw) = 7(—iw + ) <1 * B soep 0P )) (5.15)
N L 0 ¢ ZBEI(SO'(lg )Q(l (lf ) f '
27 —iw + & '

To compute (Q(1)(w), we iterate the driving term once in the first line of (5.15), and express
the resulting integral in terms of the exponential integral function:

/OOO xe;_i_zm“_ldx =T(a)e*E,(2). (5.16)
It follows from (5.5) that
F(0) =2(B + Q(0)), (5.17)

and by using the result for Q;)(w), we obtain

_9Bn : ie—2BTr

1 io]
1+—2WB+O( %)~ 5 <1+2

-
= 2ic] e

f(1)(0) =

T2
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From (5.9) we deduce

o) = D2 om

T2

2i0{ e 257 B2 log(B 2
_ 2ioje [1_1_ og(Bm) + 3/ n
(5.19)
: + . —2Bw
ioj e log(Bm) + 3/2 _9 )
- |1+ ——— B .
2w ( + Br + O( )

Combining all these results, we obtain the following expression for the coupling as a function
of B, including non-perturbative corrections,

+ —2Bm

m  log(Bm)+1 _q,  loje 1
=— - B™°) — 1 B
7= 9B i TOBT) - (1roE™) (5.20)
(o7)%e 457 -1 —6Bn
For the energy we find:
2 T _9 3iofte_2B7r _1 E)(Ufc)ze_‘lB7r _1
() =15~ 35 TOB) W(MFO(B )) +W<1+O(B ))
+ O (e85, (5.21)
Once we express it in terms of v, we obtain the result
2 2
e(7) = T3 — 5+ 007 £ie "L+ 0() + T (14 0(7) + 0. (5.22)

The first exponential correction is precisely what was found in [37, 38], based on the large
order behavior of the perturbative series. We also confirm the conjecture in [38] that the
Stokes constant associated to this correction is purely imaginary. As indicated in (5.22),
there are additional exponentially small corrections, corresponding to singularities located
at ¢ = nw?, n € Zy.

6 Conclusions and prospects

In this paper we have developed analytic techniques to find the Borel singularities of the
free energy in integrable, asymptotically free quantum field theories in two dimensions.
These techniques are based on the Wiener-Hopf approach to the Bethe ansatz integral
equations, and they provide a very simple picture of the singularity structure: given the
Wiener-Hopf factorization of the kernel (2.25) into two functions G4 (w), the position of
IR renormalons is determined by the poles of G_(w)/G4(w) in the complex upper half
plane, while the position of UV renormalons is determined by the poles in the lower half
plane. In addition to these sequences of singularities, there is also generically an isolated
IR renormalon at the expected position (1.1) with £ = 2. We have calculated explicitly
the very first terms of the trans-series associated to these singularities, and we obtained in
particular analytic expressions for their Stokes constants. This makes it possible to test in
detail these predictions with resurgent methods, based on the large order behavior of long
perturbative series.
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The first consequence of our analysis is that the location of generic IR renormalon
singularities in the free energy is not as expected from the pioneering work of Parisi [1, 2]
and 't Hooft [3]. According to the standard lore, renormalon singularities are located
at (1.1), and this has been the guiding principle in renormalon physics for forty years (see
e.g. [5]). These expectations were based on semi-quantitative analysis, large N estimates,
and the OPE expansion of [4]. Our analysis makes it clear that the location of renormalon
singularities in QFT is more general than (1.1). The unconventional renormalons uncovered
in our study have the property that, at large N, they become indistinguishable from the
conventional ones, therefore they can not be detected with large N techniques. In fact, the
sequence of large N renormalons appearing in the GN model and the PCF, and studied
in [19, 20, 27, 33], comes from the new, unconventional renormalons at finite N. One of
the general lessons of our paper is then that large IV estimates, based on particular classes
of diagrams, are not reliable in order to determine the location of Borel singularities, and
subleading diagrams in the 1/N expansion can change this location. A similar phenomenon
was recently observed in [60, 61], where changing the class of diagrams under consideration
altered considerably the structure of Borel singularities.

We should note that our calculations have been made with a choice of scheme for the
coupling constant which arises naturally from the Bethe ansatz (this was dubbed the “TBA
scheme” in [33]). One could wonder whether our results on the position of the singularities
would change if we used, say, the MS scheme.' The answer to this question depends
crucially on the convergence properties (or not) of the beta function in that scheme. If the
beta function involves itself non-perturbative corrections (as argued in e.g. [62] in the case
of QCD), these would change the pattern of singularities in the Borel plane. However, for
most of the models considered in this paper, the beta function in the MS scheme is known
to be a convergent series in the large N limit (see e.g. [63]). Therefore, non-perturbative
corrections to the beta function, if present, should be suppressed at large N, and do not
have an impact on the unconventional renormalons found in this paper.

Although our results show that the standard expectation (1.1) is not a universal property
of renormalons, it is possible that it still holds for obervables which are vevs of products of
operators. In this case, it is believed that IR renormalon singularities are associated to the
different operators appearing in the OPE [1, 4]. Since F(h) is not an observable of that
type, considerations based on the OPE do not apply in principle to the free energy studied
in this paper. For this reason, it would be very interesting to consider correlation functions
in integrable models, where the OPE applies. It is conceivable that information on their
renormalon structure could be obtained from their form factor representation. For the PCF
at large IV, a relatively compact representation of this type exists for some correlators [64].
This and similar results might be the starting point for a study of the resurgent structure
of correlation functions in integrable, asymptotically free theories.

Finding a physical interpretation of the singularities that we have unveiled, and of the
associated trans-series, is challenging. It is not clear whether they can be interpreted as
condensates, since they lead to terms of the form (1.2), but where ¢ is now rational. Our

10We would like to thank Marco Serone for a discussion on this point.
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results are also problematic for semi-classical interpretations of renormalons. For example,
it has been argued in [65] that renormalons in the PCF might be related to “fractons”, i.e.
fractionalized instantons that appear in twisted compactifications (see [66, 67] for related
work on two-dimensional models). One piece of evidence cited for this connection is that
the action of fractons matches the location of traditional renormalon singularities. However,
since the renormalons found in this paper have a different location in the Borel plane, they
seem to pose a basic problem for the semiclassical interpretation of [65].

In view of the results in this paper, it would be important to find general principles
which determine the structure of renormalons in quantum field theory. It has been proposed
that renormalization group ideas can be used to find the location of Borel singularities (see
e.g. [68, 69] for early work in this direction), and it would be interesting to see how this
program can be applied to the relatively simple observable studied in this paper.

In the three bosonic models that we have considered, we have found a subleading
sequence of singularities whose location is proportional to N — 2 in the (supersymmetric)
sigma model, and to N in the principal chiral field. Therefore, they have the correct
scaling with N to correspond to (unstable) instantons of these theories. It would be
very interesting to test whether the corresponding trans-series can be reproduced with
instanton methods.

In addition to opening conceptual problems on the interpretation of the new singularities,
our work can be also much improved on a computational level. The Wiener-Hopf method
is very useful to obtain the very first coefficients of the trans-series, but it is not practical
to compute higher order terms. For that, we would need for example an extension of
Volin’s method which incorporates non-perturbative effects. It would be also nice to
complete our analysis and study UV renormalons in the bosonic models. One should
also extend our considerations to the mother of all quantum integrable systems, namely
the Lieb-Liniger model [70]. The leading IR singularity of the ground state energy of
this model was detected numerically in [37], but extending our tools to this case is not
completely straightforward.

Finally, an important issue is how the findings of this paper relate to the two versions
of the resurgence program considered in [33]. According to the weak version of the program,
every observable with an asymptotic expansion can be written as a Borel-resummed trans-
series. Our results fully validate this version for the free energy and are backed by numerical
evidence. Meanwhile, the strong version of the program requires in addition that all the
formal power series appearing in the trans-series can be eventually produced from a resurgent
decoding of the perturbative sector. In this case, our results are not conclusive. As we
discussed in section 4.2, the O(3) non-linear sigma model might be a counter-example for
the strong resurgence program, since there is a real, exponentially small correction which
can not be detected through the large order behavior of the perturbative series. However,
this might be an exception rather than the norm, and in [28, 29] substantial evidence was
given that the strong resurgence program was valid for the O(4) non-linear sigma model. It
would be very interesting to know which version of the resurgence program is implemented
in the different models that we studied, and a more thorough application of our analytic
framework should be able to answer this question.
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Figure 16. The contour of integration in (4.6) is first deformed to C, which is then further deformed
in two different ways for the different terms in the integrand.
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A The perturbative expansion of bosonic models

In this appendix we will present the perturbative calculation of F(h) for the bosonic models.
This calculation was done in [17, 18, 21], and it leads to remarkable exact results for the
mass gap of integrable models. It has been extensively used in followup papers, like [22, 23].
However, as far as we know, the details of the calculation in [17, 18, 21] have not been
presented anywhere, and we hope that the derivation given here will be useful for future
studies. In addition, we will use the results in appendix B to provide a full analytic
calculation, since we will be able to solve in closed form the integral equations that were
solved numerically in [17, 18, 21]. We should mention that Volin’s method [25, 26] gives a
different analytic derivation of the expression for F(h).

The first step in solving (4.4) is to compute the driving term r(z), by deriving the
perturbative part of (4.6). We will do this to next-to-leading order in 1/B. To organize the
computation, we split the function g4 (w) in two parts:

11— eQiBw
9 (w) = ih———, (A1)
B 2iBw
(m) _ime e B 1
9+ (W) = —5 (w_i w+i> (A.2)
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To compute the contribution of ggf) (w) to r(x), we deform the contour of integration from

R to C., in which we add a small semicircle around the origin of radius ¢ in the lower half
plane, as shown in figure 16. We then split gS:L) (w) into the terms 1/w and —e?B /. For
the first term, we deform the contour downwards, picking the pole at w’ = —iz/2B in the
integrand of (4.6), as shown in the bottom right of figure 16. For the second term, we
deform the contour upwards, leading to a Hankel contour H around the discontinuity of
G_(w), as shown in the top right of figure 16. After the change of variable w’ = iy/2B

we obtain:

r(z) = hG+(ix/zB)? - 2% y (y‘i)y(w)a (iy/2B)dy. (A.3)

We want now to write the integral over the Hankel contour H as an integral along the
discontinuity of G_(iy/2B). Once this is done, we can expand the discontinuity at large B
and integrate term by term, by using (4.7). However, the first term of this expansion goes
~3/2

like y and leads to a divergent integral when y approaches 0. So the leading term in

the expansion of G_(iy/2B) has to be computed with the following trick:

kh(2B)3/? ey kh(2B)3/? e ¥ —1 1
/ 3/2 dy = / 3/2 dy + / 3/2 dy |-
2 H (y+ o)y 2 H(y+2)y H(y+2)y

(A.4)
Here, k is the prefactor appearing in the first line of (4.7). The first integral in the r.h.s.

is no longer singular at y = 0 and it can be computed by deforming the contour upwards
and picking the discontinuity of y~3/2. The second integral can be evaluated by picking
the residue at y = —z, and it cancels the leading term of the function hG4 (iz/2B)2B/x
appearing in (A.3). We finally obtain the following expression for (" (z) at NLO in a

1/B expansion:

+0O(BY?)],
(A.5)

r(2) = —kh(2B)Y/2 [QBKG 1 (1 B K) —alog(2B) —1|—/2a]og(x) b
€T

T x3/2 T

where K is the Airy operator, defined in (B.1), and k, a, and b are as in (4.7).
To compute the contribution from g(j”) (w) to 7, we deform the contour downwards for

the term —1/(w + 1) and upwards for 25« /(w —i). This yields

meP 2B

) = S,

B _ . .

_ _ me® 1 [ e Y(2B)discG_(iy/2B)

G 2B) — G - / .

G-+ (i2/2B) = G4() 2 27 Jo 2B —y)(y+ )
(A.6)

Taking into account that meP will give an additional factor /B when replaced with h (as

we will see in e.g. (A.28), in the computation of the boundary condition), the expansion of

(M) (z) at order B'/? is given by

meB i s oS
M) () = —\/G{“ [—(23)1/2 Gf(i) ‘QF (1 + ;) 71/2 + ‘g +O0B VA, (A7)
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By combining the two pieces (A.5) and (A.7), we can organize r in the following way:

r(x) = —kh(2B)Y? [Bro(z) + log(2B)ro.1 () + ro,0(2)]

—~ mi/%(l) [(23)1/%1 (z) + rQ(x)} +0(BY), (A.8)
where
ro(z) = 2223% (A.9)
r(z) = —Gf(i)\f (1 + :) ﬁ (A.10)
ro1(x) = —a <1 - :) ﬁ (A.11)
ro(a) = \f (A.13)

The next step is to solve the integral equation (4.4) order by order in 1/B. We thus
propose the ansatz

q(z) = —/’ch(2B)1/2 [Bqo(x) + log(2B)g2,1(x) + ¢2,0()]

- meiﬁ;(l) (2B)2q1(x) + ga(2)| + O(B). (A.14)
Equating terms of the same order in (4.4) yields the following integral equations:
(1 + t:) q0(@) = r0(2), (A.15)
(1 + ::) a1 (2) = ri(a), (A.16)
(1 + :) 421(2) = 72.1(z) + a%(wqo(x)), (A7)
<1 + :) d20(z) = rao(z) ;(cw log()go(z) + brgo(z)), (A.18)
(1 + 5) @o() = ra(2). (A.19)

The function go(x) can be solved explicitly, and the solution is written down in (B.18). The
integral equation (A.16) is trivially solved by

E_ym 1 (A.20)

As we will see in a moment, we do not need the explicit form of g2 1(x), ¢2.0(x) and g2(x),
but only their integrals, which are calculated in appendix B.



Before considering the computation of F(h), we need one last ingredient, which is the
boundary condition (2.34). Imposing this condition will yield a relation between h, m and
B. In the following we compute e (ix) at large B. The integral

1 [ G- (w)g+(w)
/R GWgrlw)y,, (A.21)

2mi w — ik

in (4.2) can be computed with the same methods we used for r(z), and we obtain

1 G_(w)g+(w) me? . kh(2B)'/? [ log(2B)
27i /R w— ik dw 2(k + 1)G+(1) * K v B "
1 Iy kme? /m 1
+B<a11+b10+/€)] —WT—FO(B ) (A.22)
where
1 [ e ¥
=L [Ty, o VYT (A.23)
2)o VU 2
L= [T tog(y)dy = Y (i + log(4) (A.24)
1= 2 Jo \/gOgy y—27E og . .

We also need to compute the second piece of (4.2), which in perturbation theory is given by

1 [ ey (s/2B)
T /0 2Bk — x q(z)dx

_ kh(2B)'/2

1
— B0 an) + 5 (alog(2B) 1 ~ zao) + alago + log(e)an)

B N
£qo) me” Go(i) [ {(q1) (g2) 1
b{g5 < )} —~ O(B™Y.  (A.25
In this equation we have expressed the integrals in terms of the moments introduced in (B.13),
and we split the functions g1 (z) and g2 0(x) in terms proportional to the constants a, b
appearing in (4.7):

@2, (x) = agy  (2), (A.26)
q2,0(z) = agyo(z) + bqu(@- (A.27)
Let us now propose the ansatz
B _ 12 VT c1 | log(2B)e21 | cap 39
me” = kh(2B — |co + + + =+ 0(B . A28

The boundary condition (2.34) then yields four equations, obtained by equating contributions
of the same order in B. The solution to the system is given by

Co = 1, Cc1 = 0, (A.29)
2aly a .,
2,1 = B2 m@z,l — Zqo), (A.30)
2(blp + al 1
cro = 20O L falaso + wlog(@an) + bldbo + aa0) + ()| (A3D)
us us
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In particular, for the computation of ¢; we need the moment (g1), which can be straightfor-
wardly computed from its expression in (A.20):

k =

(@) = RGPk (A.32)

The remaining moments are presented in appendix B. The boundary condition (A.28) can
also be inverted to express B as a function of log(h/m):

h 1 h kv2m
B=log|— |+ =loglog | — | +!
o (1) owton (1) 1 (65
(ca-+ 4 loglog (1) _ 3108 (£555) e log(2) + ez
log (;) log ()
We now have all the ingredients to compute F(h), which is obtained by evaluating (A.22)

and (A.25) at k = 1, and using the boundary condition (A.28). We note that the coefficients
c2,1 and cz 9 would a priori contribute to the order we are working, but they cancel in this

+0(log™2(h/m)). (A.33)

step. The result is

k*h? 4 " 4 "
F(h) =~ 1 {B - alog(23)m(10 + %<Q2,1 —zqo)) + 32 [G(Il - %(qzo + 2 log()qo))

+b(Io — 3{abo + 20)) + Io — 3{@) — 3wao)| + 0(3_1/2)}- (A.34)

Using the results of appendix B, examples B.1 and B.2, we can evaluate all the integrals
and we find

k2h?
F(h) = — 1 {B+alog(2B)+a(’YE—1+log(4)) —b—1+0(31/2)}. (A.35)

Finally, we express B in terms of log(h/m) using (A.33), and we obtain

F(h) = _k:24h2{10g <:L> + (a + ;) log log <:L) + log (Zﬁ)

+amE—LH%@»—b—1+ou%*ﬂwﬁmﬁ.(A%)

This is the result quoted in [21].

B The Airy operator

Let us consider the integral operator K defined by

KN = |

0o T+yY

o0 e*y

f(y)dy. (B.1)

We will call K the Airy operator, since it is closely related to the Airy functions (see
e.g. [71, 72]). It has a continuous spectrum and its eigenvalues and eigenfunctions are
known explicitly [73],

| S = Ao (5.2
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where
Ap = msech(mp), p >0, (B.3)

and
sinh(7p) e%/2 T
Yolw) = V2P 7Th( P) =Ky <2> (B.4)

Here, K, (x) is the modified Bessel function. These eigenfunctions satisfy the normalization

condition ~
| e @ @) de = oo ). (8.5)
The expression (B.4) is more useful than the one appearing in [73]. One way to obtain it is
to use the observation in [74] that K commutes with the Schrodinger operator
d? 9

whose eigenfunctions are well-known to be given by (B.4) (see e.g. [75]). The following
integral identities are useful to perform explicit computations,

(3+i), (s -1),

cin) = [ are @) do = (22,)2Cho

L(p+1) ’
(u;p) = /Ooo xH log(z)e™ “xp(x) da (B.7)
= c(p;p) (w (; —ip—i-u) + <;+ip+u) —w(u+1)> ,

and they hold for Re(u) > —1. In this equation, ¥ (z) is the digamma function, and
Cpo = (ptanh(wp))l/Q. (B.8)

We can use these results to give an explicit solution to the integral equation,

o)+ [ gy = r(a), (5.9
as o .
oe) = [Tap (1422) i) (B.10)
where
o) = /0 e xp(@)r(z) da. (B.11)

In particular, the moments of ¢(x) can be computed in closed form in terms of integrals

over p:
—1

W= [ area@de= [T (1422) (uliemndn (B2

where ¢(n; p) is given by (B.7). We will denote

(g) = {gho = /0 " eg(w) da. (B.13)
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Example B.1. Let us solve the integral equation (A.15). We denote
e’ —1

s(z) = ETeR (B.14)
We have,
(role) = = Ap{s(2) ), (B.15)
where
(slxp) = coth () (B.16)

23/2 (p? + 1) \/pesch(mp)
We now use the expression (B.4) and the well-known integral representation of the Bessel
function

K, () :/0 du e™ <0 cogh(vu)du (B.17)

to conclude that

2ex/2/ dug o & cosh u)/ oS pu :ex/Q /Oodue—gcosh(u)—u
x Jo

R (B.13
N ﬁ(Kl(2>_ x )
In particular,
(@) = [ e an(w)do = V(4 - ). (B.19)
This integral can also be computed by using (B.12). One also finds,
(xqo) = / dpsech(wp)Z);Q—F_i_:l{4 =7 (?ZT - 2) (B.20)
0

Example B.2. We will now compute the remaining integrals appearing in (A.34). Com-
bining the integral equations (A.15) and (A.17), we obtain:

451 () — zqo(x) = — (1 + 5)_1 (1 — :?) \}5 — (1 + :>_1 (zqo(x)). (B.21)

By using again (B.12) we find,

<(1 M. ;5> = [Tap(1+2) 7 (1-2) v o)

N (B.22)
= 2\/7?/0 dpsech(pr) tanh?(pr/2) = /7 <j - 1) ,

as well as

<<1 + 5)_1 ($Q0(£L‘))> = /OO dp ( >\p)_1 (xplzqo) (xp)

_/ 2ptanh p7r/2) lW2CSCh2(pF/2) B 27Tcsch(p7r)] (B.23)

2 p
:\/7?<2_j;).

~ 54 —



The inner product (xp|zqo) can be computed by using the explicit expressions (B.4)
and (B.18). We conclude that

(21 — 2q0) = —V/7 (g - 1) : (B.24)

To compute <q12”0 + xqo), we realize that this combination of ¢ functions satisfies the
same equation as in (B.21), but with a change of sign in the r.h.s.:

b o) + ()—(1+K>_1<1—K)1+<1+K>_1( (2)) (B.25)
q2.0\T) T Tqo\T) = - )z - xqo(T)). .
Therefore, we have
(dho+za) = v (5 -1). (B.26)
We also have .
KA
g (z) = ‘f (1 + W) 1, (B.27)
and we obtain ) 32
T [ A\ T s
@)=L [Tap(142) ey =T (B.28)

8
The most difficult calculation involves ¢§ (z) + @ log(x)qo(x). From (A.15) and (A.18)
we obtain

q3.0(7) + zlog(z)qo(r) = (1 + 5)_1 ((1 - 5) 10%/(;) + xlog(m)qo(a:)> : (B.29)

We are ultimately interested in computing (g3, + = log(x)qo). By using (B.7) and other
integral formulae, we find

(letog(alan) = Y22 fresei () (0 (<) + 0 () + 76 + logt)

- 2 i) +69) + e + g4} (B.30)
and one eventually obtains
(50 + zlog(x)qo) = V7 ((vE + log(4)) I + 7l — 1), (B.31)
where - 1 -
1= [ (Gt~ i) =5 ! (B-32)

can be calculated easily, and

I = [ s (0 (i) + v ).

= [ vt (s(-2)+¢ ().

To calculate these integrals, we consider the contours C. and Cg, shown respectively in the

(B.33)
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Figure 17. Integration contours for the calculation of the integrals (B.34). They are oriented coun-
terclockwise.

left and right drawings in figure 17, and the corresponding integrals

dz . .
I = ¢, cosh(rz) (¥ (—iz) + 4 (iz))
(2 — 2i)2 . . (B.34)
z—2i iz iz
s = C. dzsinh(ﬂ'z) (w <_2> +9 (2)) '
By using the well-known property of the digamma function,
1
Y(z+1)=v(z) + 2 (B.35)

one can reduce the calculation of Z. ; to elementary integrals and residues. One finds in
the end,

3
I, = —2vg +7 —4log(2), Iy = —yp —2log(2) + 3 (B.36)

We conclude that

o

(¢50 + xlog(x)qo) = (—ye(m —2)+ 7 — 27 log(2) + 41og(2)). (B.37)

O

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited. SCOAP? supports
the goals of the International Year of Basic Sciences for Sustainable Development.

References

[1] G. Parisi, On Infrared Divergences, Nucl. Phys. B 150 (1979) 163 [INSPIRE].

[2] G. Parisi, Singularities of the Borel Transform in Renormalizable Theories, Phys. Lett. B 76
(1978) 65 [INSPIRE].

[3] G.’t Hooft, Can We Make Sense Out of Quantum Chromodynamics?, Subnucl. Ser. 15 (1979)
943 [INSPIRE].

— 56 —


https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/0550-3213(79)90298-0
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB150%2C163%22
https://doi.org/10.1016/0370-2693(78)90101-6
https://doi.org/10.1016/0370-2693(78)90101-6
https://inspirehep.net/search?p=find+J%20%22Phys.Lett.%2CB76%2C65%22
https://inspirehep.net/search?p=find+J%20%22Subnucl.Ser.%2C15%2C943%22

[4]

= o

[7]

[12]

[13]

[14]

[15]

[16]

[17]

M.A. Shifman, A.I. Vainshtein and V.I. Zakharov, QCD and Resonance Physics. Theoretical
Foundations, Nucl. Phys. B 147 (1979) 385 [INSPIRE].

M. Beneke, Renormalons, Phys. Rept. 317 (1999) 1 [hep-ph/9807443] [INSPIRE].

C. Bauer, G.S. Bali and A. Pineda, Compelling Evidence of Renormalons in QCD from High
Order Perturbative Expansions, Phys. Rev. Lett. 108 (2012) 242002 [arXiv:1111.3946]
[INSPIRE].

G.S. Bali, C. Bauer and A. Pineda, Perturbative expansion of the plaquette to O(a3®) in
four-dimensional SU(3) gauge theory, Phys. Rev. D 89 (2014) 054505 [arXiv:1401.7999]
[INSPIRE].

F. David, Nonperturbative Effects and Infrared Renormalons Within the 1/N Expansion of the
O(N) Nonlinear o Model, Nucl. Phys. B 209 (1982) 433 [INSPIRE].

F. David, On the Ambiguity of Composite Operators, IR Renormalons and the Status of the
Operator Product Expansion, Nucl. Phys. B 234 (1984) 237 [INSPIRE].

F. David, The Operator Product Expansion and Renormalons: A Comment, Nucl. Phys. B
263 (1986) 637 NSPIRE].

V.A. Novikov, M.A. Shifman, A.I. Vainshtein and V.I. Zakharov, Two-Dimensional Sigma
Models: Modeling Nonperturbative Effects of Quantum Chromodynamics, Phys. Rept. 116
(1984) 103 [1NSPIRE].

M. Beneke, V.M. Braun and N. Kivel, The operator product expansion, nonperturbative
couplings and the Landau pole: Lessons from the O(N) sigma model, Phys. Lett. B 443 (1998)
308 [hep-ph/9809287] [INSPIRE].

D. Schubring, C.-H. Sheu and M. Shifman, Treating divergent perturbation theory: Lessons
from ezactly solvable 2D models at large N, Phys. Rev. D 104 (2021) 085016
[arXiv:2107.11017] [NSPIRE].

F. Bruckmann and M. Puhr, Universal Renormalons in Principal Chiral Models, Phys. Rev. D
101 (2020) 034513 [arXiv:1906.09471] [INSPIRE].

A .M. Polyakov and P.B. Wiegmann, Theory of Nonabelian Goldstone Bosons, Phys. Lett. B
131 (1983) 121 [INSPIRE].

P.B. Wiegmann, Ezact solution of the O(3) nonlinear sigma model, Phys. Lett. B 152 (1985)
209 [INSPIRE].

P. Hasenfratz, M. Maggiore and F. Niedermayer, The ezact mass gap of the O(3) and O(4)
nonlinear sigma models in d = 2, Phys. Lett. B 245 (1990) 522 [INSPIRE].

P. Hasenfratz and F. Niedermayer, The exact mass gap of the O(N) sigma model for arbitrary
N >3 ind =2, Phys. Lett. B 245 (1990) 529 [INSPIRE].

P. Forgacs, F. Niedermayer and P. Weisz, The exact mass gap of the Gross-Neveu model. 1.
The thermodynamic Bethe ansatz, Nucl. Phys. B 367 (1991) 123 [INSPIRE].

P. Forgacs, F. Niedermayer and P. Weisz, The exact mass gap of the Gross-Neveu model. 2.
The 1/N expansion, Nucl. Phys. B 367 (1991) 144 [INSPIRE].

J. Balog, S. Naik, F. Niedermayer and P. Weisz, Fzact mass gap of the chiral SU(n) x SU(n)
model, Phys. Rev. Lett. 69 (1992) 873 [INnSPIRE].

J.M. Evans and T.J. Hollowood, The exact mass gap of the supersymmetric o(N) sigma model,
Phys. Lett. B 343 (1995) 189 [hep-th/9409141] [INSPIRE].

— 57 —


https://doi.org/10.1016/0550-3213(79)90022-1
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB147%2C385%22
https://doi.org/10.1016/S0370-1573(98)00130-6
https://arxiv.org/abs/hep-ph/9807443
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9807443
https://doi.org/10.1103/PhysRevLett.108.242002
https://arxiv.org/abs/1111.3946
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1111.3946
https://doi.org/10.1103/PhysRevD.89.054505
https://arxiv.org/abs/1401.7999
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1401.7999
https://doi.org/10.1016/0550-3213(82)90266-8
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB209%2C433%22
https://doi.org/10.1016/0550-3213(84)90235-9
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB234%2C237%22
https://doi.org/10.1016/0550-3213(86)90279-8
https://doi.org/10.1016/0550-3213(86)90279-8
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB263%2C637%22
https://doi.org/10.1016/0370-1573(84)90021-8
https://doi.org/10.1016/0370-1573(84)90021-8
https://inspirehep.net/search?p=find+J%20%22Phys.Rept.%2C116%2C103%22
https://doi.org/10.1016/S0370-2693(98)01339-2
https://doi.org/10.1016/S0370-2693(98)01339-2
https://arxiv.org/abs/hep-ph/9809287
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9809287
https://doi.org/10.1103/PhysRevD.104.085016
https://arxiv.org/abs/2107.11017
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2107.11017
https://doi.org/10.1103/PhysRevD.101.034513
https://doi.org/10.1103/PhysRevD.101.034513
https://arxiv.org/abs/1906.09471
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1906.09471
https://doi.org/10.1016/0370-2693(83)91104-8
https://doi.org/10.1016/0370-2693(83)91104-8
https://inspirehep.net/search?p=find+J%20%22Phys.Lett.%2CB131%2C121%22
https://doi.org/10.1016/0370-2693(85)91171-2
https://doi.org/10.1016/0370-2693(85)91171-2
https://inspirehep.net/search?p=find+J%20%22Phys.Lett.%2CB152%2C209%22
https://doi.org/10.1016/0370-2693(90)90685-Y
https://inspirehep.net/search?p=find+J%20%22Phys.Lett.%2CB245%2C522%22
https://doi.org/10.1016/0370-2693(90)90686-Z
https://inspirehep.net/search?p=find+J%20%22Phys.Lett.%2CB245%2C529%22
https://doi.org/10.1016/0550-3213(91)90044-X
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB367%2C123%22
https://doi.org/10.1016/0550-3213(91)90045-Y
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB367%2C144%22
https://doi.org/10.1103/PhysRevLett.69.873
https://inspirehep.net/search?p=find+J%20%22Phys.Rev.Lett.%2C69%2C873%22
https://doi.org/10.1016/0370-2693(94)01477-T
https://arxiv.org/abs/hep-th/9409141
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9409141

[23]

[24]

[25]

[26]

[27]

J.M. Evans and T.J. Hollowood, The Ezact mass gap of the supersymmetric CPN =1 sigma
model, Phys. Lett. B 343 (1995) 198 [hep-th/9409142] [InSPIRE].

J.M. Evans and T.J. Hollowood, Ezact results for integrable asymptotically — free field
theories, Nucl. Phys. B Proc. Suppl. 45 (1996) 130 [hep-th/9508141] [INSPIRE].

D. Volin, From the mass gap in O(N) to the non-Borel-summability in O(3) and O(4)
sigma-models, Phys. Rev. D 81 (2010) 105008 [arXiv:0904.2744| InSPIRE].

D. Volin, Quantum integrability and functional equations: Applications to the spectral problem

of AdS/CFT and two-dimensional sigma models, J. Phys. A 44 (2011) 124003
[arXiv:1003.4725] [INSPIRE].

M. Marifio and T. Reis, Renormalons in integrable field theories, JHEP 04 (2020) 160
[arXiv:1909.12134] [INSPIRE].

M.C. Abbott, Z. Bajnok, J. Balog and A. Hegedts, From perturbative to non-perturbative in
the O(4) sigma model, Phys. Lett. B 818 (2021) 136369 [arXiv:2011.09897] [INSPIRE].

M.C. Abbott, Z. Bajnok, J. Balog, A. Hegedtis and S. Sadeghian, Resurgence in the O(4)
sigma model, JHEP 05 (2021) 253 [arXiv:2011.12254] InSPIRE].

V.A. Fateev, P.B. Wiegmann and V.A. Kazakov, Large N chiral field in two-dimensions, Phys.
Rev. Lett. 73 (1994) 1750 [INSPIRE].

V.A. Fateev, V.A. Kazakov and P.B. Wiegmann, Principal chiral field at large N, Nucl. Phys.
B 424 (1994) 505 [hep-th/9403099] [INSPIRE].

V. Kazakov, E. Sobko and K. Zarembo, Double-Scaling Limit in the Principal Chiral Model: A
New Noncritical String?, Phys. Rev. Lett. 124 (2020) 191602 [arXiv:1911.12860] [INSPIRE].

L. Di Pietro, M. Marifio, G. Sberveglieri and M. Serone, Resurgence and 1/N Ezpansion in
Integrable Field Theories, JHEP 10 (2021) 166 [arXiv:2108.02647] INSPIRE].

M. Marifno, R. Miravitllas and T. Reis, Testing the Bethe ansatz with large N renormalons,
Eur. Phys. J. ST 230 (2021) 2641 [arXiv:2102.03078] [INSPIRE].

A.B. Zamolodchikov, Mass scale in the sine-Gordon model and its reductions, Int. J. Mod.
Phys. A 10 (1995) 1125 [INSPIRE].

M. Marino, Instantons and large N. An introduction to non-perturbative methods in quantum
field theory, Cambridge University Press, Cambridge, U.K. (2015).

M. Marino and T. Reis, Fzact perturbative results for the Lieb-Liniger and Gaudin-Yang
models, J. Statist. Phys. 177 (2019) 1148 [arXiv:1905.09575] InSPIRE].

M. Marifio and T. Reis, Resurgence for superconductors, J. Stat. Mech. (2019) 123102
[arXiv:1905.09569] [INSPIRE].

T.M. Seara and D. Sauzin, Resumacié de Borel i teoria de la ressurgencia, Butl. Soc. Catalana
Mat. 18 (2003) 131.

I. Aniceto, G. Basar and R. Schiappa, A Primer on Resurgent Transseries and Their
Asymptotics, Phys. Rept. 809 (2019) 1 [arXiv:1802.10441] [INSPIRE].

M. Marino, Lectures on non-perturbative effects in large N gauge theories, matriz models and
strings, Fortsch. Phys. 62 (2014) 455 [arXiv:1206.6272] [INSPIRE].

D.J. Gross and A. Neveu, Dynamical Symmetry Breaking in Asymptotically Free Field
Theories, Phys. Rev. D 10 (1974) 3235 [INSPIRE].

— H8 —


https://doi.org/10.1016/0370-2693(94)01478-U
https://arxiv.org/abs/hep-th/9409142
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9409142
https://doi.org/10.1016/0920-5632(95)00622-2
https://arxiv.org/abs/hep-th/9508141
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9508141
https://doi.org/10.1103/PhysRevD.81.105008
https://arxiv.org/abs/0904.2744
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0904.2744
https://doi.org/10.1088/1751-8113/44/12/124003
https://arxiv.org/abs/1003.4725
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1003.4725
https://doi.org/10.1007/JHEP04(2020)160
https://arxiv.org/abs/1909.12134
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1909.12134
https://doi.org/10.1016/j.physletb.2021.136369
https://arxiv.org/abs/2011.09897
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2011.09897
https://doi.org/10.1007/JHEP05(2021)253
https://arxiv.org/abs/2011.12254
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2011.12254
https://doi.org/10.1103/PhysRevLett.73.1750
https://doi.org/10.1103/PhysRevLett.73.1750
https://inspirehep.net/search?p=find+J%20%22Phys.Rev.Lett.%2C73%2C1750%22
https://doi.org/10.1016/0550-3213(94)90405-7
https://doi.org/10.1016/0550-3213(94)90405-7
https://arxiv.org/abs/hep-th/9403099
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9403099
https://doi.org/10.1103/PhysRevLett.124.191602
https://arxiv.org/abs/1911.12860
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1911.12860
https://doi.org/10.1007/JHEP10(2021)166
https://arxiv.org/abs/2108.02647
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2108.02647
https://doi.org/10.1140/epjs/s11734-021-00252-4
https://arxiv.org/abs/2102.03078
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2102.03078
https://doi.org/10.1142/S0217751X9500053X
https://doi.org/10.1142/S0217751X9500053X
https://inspirehep.net/search?p=find+J%20%22Int.J.Mod.Phys.%2CA10%2C1125%22
https://doi.org/10.1007/s10955-019-02413-1
https://arxiv.org/abs/1905.09575
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1905.09575
https://doi.org/10.1088/1742-5468/ab4802
https://arxiv.org/abs/1905.09569
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1905.09569
https://doi.org/10.1016/j.physrep.2019.02.003
https://arxiv.org/abs/1802.10441
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1802.10441
https://doi.org/10.1002/prop.201400005
https://arxiv.org/abs/1206.6272
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1206.6272
https://doi.org/10.1103/PhysRevD.10.3235
https://inspirehep.net/search?p=find+J%20%22Phys.Rev.%2CD10%2C3235%22

[43]

[44]

[45]

[46]

[47]

(48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]

A .M. Polyakov, Interaction of Goldstone Particles in Two-Dimensions. Applications to
Ferromagnets and Massive Yang-Mills Fields, Phys. Lett. B 59 (1975) 79 [INSPIRE].

E. Witten, A Supersymmetric Form of the Nonlinear Sigma Model in Two-Dimensions, Phys.
Rev. D 16 (1977) 2991 [InSPIRE].

A.B. Zamolodchikov and A.B. Zamolodchikov, Factorized s Matrices in Two-Dimensions as
the Ezact Solutions of Certain Relativistic Quantum Field Models, Annals Phys. 120 (1979)
253 [INSPIRE].

A.B. Zamolodchikov and A.B. Zamolodchikov, Relativistic Factorized S Matriz in
Two-Dimensions Having O(N) Isotopic Symmetry, JETP Lett. 26 (1977) 457 INSPIRE].

M. Marino and T. Reis, Resurgence and renormalons in the one-dimensional Hubbard model,
arXiv:2006.05131 [INSPIRE].

G.I. Japaridze, A.A. Nersesian and P.B. Wiegmann, Ezact results in the two-dimensional U(1)
symmetric Thirring model, Nucl. Phys. B 230 (1984) 511 [nSPIRE].

L. Samaj and Z. Bajnok, Introduction to the statistical physics of integrable many-body systems,
Cambridge University Press, Cambridge, U.K. (2013).

J.A. Gracey, Three loop calculations in the O(N) Gross-Neveu model, Nucl. Phys. B 341
(1990) 403 [NSPIRE].

Z. Bajnok, J. Balog, B. Basso, G.P. Korchemsky and L. Palla, Scaling function in AdS/CFT
from the O(6) sigma model, Nucl. Phys. B 811 (2009) 438 [arXiv:0809.4952] [INSPIRE].

O. Costin and G.V. Dunne, Physical Resurgent Extrapolation, Phys. Lett. B 808 (2020) 135627
[arXiv:2003.07451] [NSPIRE].

P. Biscari, M. Campostrini and P. Rossi, Quantitative Picture of the Scaling Behavior of
Lattice Nonlinear o Models From the 1/N Ezxpansion, Phys. Lett. B 242 (1990) 225 [INSPIRE].

H. Saleur and B. Pozsgay, Scattering and duality in the 2 dimensional OSP(2/2) Gross Neveu
and sigma models, JHEP 02 (2010) 008 [arXiv:0910.0637] [INSPIRE].

M. Gaudin, Un systeme & une dimension de fermions en interaction, Phys. Lett. A 24 (1967)
55.
C.-N. Yang, Some exact results for the many body problems in one dimension with repulsive

delta function interaction, Phys. Rev. Lett. 19 (1967) 1312 [INSPIRE].

X.-W. Guan, M.T. Batchelor and C. Lee, Fermi gases in one dimension: From Bethe ansatz to
experiments, Rev. Mod. Phys. 85 (2013) 1633.

C.A. Tracy and H. Widom, On the ground state energy of the delta-function Fermi gas, J.
Math. Phys. 57 (2016) 103301.

C.A. Tracy and H. Widom, On the ground state energy of the delta-function Fermi gas II:
Further asymptotics, in Geometric Methods in Physics, P. Kielanowski, A. Odzijewicz and
E. Previato, eds., pp. 201-212, Springer, Berlin, Germany (2018).

M. Borinsky and G.V. Dunne, Non-Perturbative Completion of Hopf-Algebraic
Dyson-Schwinger Equations, Nucl. Phys. B 957 (2020) 115096 [arXiv:2005.04265] INSPIRE].

M. Borinsky, G.V. Dunne and M. Meynig, Semiclassical Trans-Series from the Perturbative
Hopf-Algebraic Dyson-Schwinger Equations: ¢*> QFT in 6 Dimensions, SIGMA 17 (2021) 087
[arXiv:2104.00593] [iNSPIRE].

— 59 —


https://doi.org/10.1016/0370-2693(75)90161-6
https://inspirehep.net/search?p=find+J%20%22Phys.Lett.%2CB59%2C79%22
https://doi.org/10.1103/PhysRevD.16.2991
https://doi.org/10.1103/PhysRevD.16.2991
https://inspirehep.net/search?p=find+J%20%22Phys.Rev.%2CD16%2C2991%22
https://doi.org/10.1016/0003-4916(79)90391-9
https://doi.org/10.1016/0003-4916(79)90391-9
https://inspirehep.net/search?p=find+J%20%22Annals%20Phys.%2C120%2C253%22
https://doi.org/10.1016/0550-3213(78)90239-0
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB133%2C525%22
https://arxiv.org/abs/2006.05131
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2006.05131
https://doi.org/10.1016/0550-3213(84)90107-X
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB230%2C511%22
https://doi.org/10.1016/0550-3213(90)90186-H
https://doi.org/10.1016/0550-3213(90)90186-H
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB341%2C403%22
https://doi.org/10.1016/j.nuclphysb.2008.11.023
https://arxiv.org/abs/0809.4952
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0809.4952
https://doi.org/10.1016/j.physletb.2020.135627
https://arxiv.org/abs/2003.07451
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2003.07451
https://doi.org/10.1016/0370-2693(90)91462-K
https://inspirehep.net/search?p=find+J%20%22Phys.Lett.%2CB242%2C225%22
https://doi.org/10.1007/JHEP02(2010)008
https://arxiv.org/abs/0910.0637
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0910.0637
https://doi.org/10.1016/0375-9601(67)90193-4
https://doi.org/10.1016/0375-9601(67)90193-4
https://doi.org/10.1103/PhysRevLett.19.1312
https://inspirehep.net/search?p=find+J%20%22Phys.Rev.Lett.%2C19%2C1312%22
https://doi.org/10.1103/RevModPhys.85.1633
https://doi.org/10.1063/1.4964252
https://doi.org/10.1063/1.4964252
https://doi.org/10.1016/j.nuclphysb.2020.115096
https://arxiv.org/abs/2005.04265
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2005.04265
https://doi.org/10.3842/SIGMA.2021.087
https://arxiv.org/abs/2104.00593
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2104.00593

[62]

[63]

[64]

[65]

L. Di Pietro and M. Serone, Looking through the QCD Conformal Window with Perturbation
Theory, JHEP 07 (2020) 049 [arXiv:2003.01742] INSPIRE].

J.A. Gracey, Large Ny quantum field theory, Int. J. Mod. Phys. A 33 (2019) 1830032
[arXiv:1812.05368] [INSPIRE].

P. Orland, Ezact Results for the SU(infinity) Principal Chiral Model, J. Phys. Conf. Ser. 563
(2014) 012022 [INSPIRE].

A. Cherman, D. Dorigoni, G.V. Dunne and M. Unsal, Resurgence in Quantum Field Theory:
Nonperturbative Effects in the Principal Chiral Model, Phys. Rev. Lett. 112 (2014) 021601
[arXiv:1308.0127] [INSPIRE].

G.V. Dunne and M. Unsal, Resurgence and Trans-series in Quantum Field Theory: The
CP(N-1) Model, JHEP 11 (2012) 170 [arXiv:1210.2423] [INSPIRE].

G.V. Dunne and M. Unsal, Resurgence and Dynamics of O(N) and Grassmannian Sigma
Models, JHEP 09 (2015) 199 [arXiv:1505.07803] [iNSPIRE].

G. Parisi, The Borel Transform and the Renormalization Group, Phys. Rept. 49 (1979) 215
[INSPIRE].

K. Gawedzki, A. Kupiainen and B. Tirozzi, Renormalons: a dynamical system approach, Nucl.
Phys. B 257 (1985) 610 [INSPIRE].

E.H. Lieb and W. Liniger, Fzact analysis of an interacting Bose gas. 1. The general solution
and the ground state, Phys. Rev. 130 (1963) 1605 [INSPIRE].

P. Fendley, Airy functions in the thermodynamic Bethe ansatz, Lett. Math. Phys. 49 (1999)
229 [hep-th/9906114] [INSPIRE].

D. Gaiotto, Opers and TBA, arXiv:1403.6137 [INSPIRE].

B.M. McCoy, C.A. Tracy and T.T. Wu, Painleve Functions of the Third Kind, J. Math. Phys.
18 (1977) 1058 [INSPIRE].

LK. Kostov, Solvable statistical models on a random lattice, Nucl. Phys. B Proc. Suppl. 45
(1996) 13 [hep-th/9509124] INSPIRE].

T. Curtright, D. Fairlie and C.K. Zachos, Features of time independent Wigner functions,
Phys. Rev. D 58 (1998) 025002 [hep-th/9711183| [INSPIRE].

— 60 —


https://doi.org/10.1007/JHEP07(2020)049
https://arxiv.org/abs/2003.01742
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2003.01742
https://doi.org/10.1142/S0217751X18300326
https://arxiv.org/abs/1812.05368
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1812.05368
https://doi.org/10.1088/1742-6596/563/1/012022
https://doi.org/10.1088/1742-6596/563/1/012022
https://inspirehep.net/search?p=find+J%20%22J.Phys.Conf.Ser.%2C563%2C012022%22
https://doi.org/10.1103/PhysRevLett.112.021601
https://arxiv.org/abs/1308.0127
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1308.0127
https://doi.org/10.1007/JHEP11(2012)170
https://arxiv.org/abs/1210.2423
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1210.2423
https://doi.org/10.1007/JHEP09(2015)199
https://arxiv.org/abs/1505.07803
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1505.07803
https://doi.org/10.1016/0370-1573(79)90111-X
https://inspirehep.net/search?p=find+J%20%22Phys.Rept.%2C49%2C215%22
https://doi.org/10.1016/0550-3213(85)90367-0
https://doi.org/10.1016/0550-3213(85)90367-0
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB257%2C610%22
https://doi.org/10.1103/PhysRev.130.1605
https://inspirehep.net/search?p=find+J%20%22Phys.Rev.%2C130%2C1605%22
https://doi.org/10.1023/A:1007658622109
https://doi.org/10.1023/A:1007658622109
https://arxiv.org/abs/hep-th/9906114
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9906114
https://arxiv.org/abs/1403.6137
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1403.6137
https://doi.org/10.1063/1.523367
https://doi.org/10.1063/1.523367
https://inspirehep.net/search?p=find+J%20%22J.Math.Phys.%2C18%2C1058%22
https://doi.org/10.1016/0920-5632(95)00611-7
https://doi.org/10.1016/0920-5632(95)00611-7
https://arxiv.org/abs/hep-th/9509124
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9509124
https://doi.org/10.1103/PhysRevD.58.025002
https://arxiv.org/abs/hep-th/9711183
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9711183

	Introduction
	Resurgence and the Bethe ansatz
	Resurgent structures in QFT
	Integrable field theories and the Bethe ansatz

	Trans-series and renormalons in the Gross-Neveu model
	Analytic solution
	Testing the analytic results
	UV renormalons

	Trans-series and renormalons in bosonic models
	Analytic solution
	Results for the different models
	Testing the analytic results

	Trans-series and renormalons in the Gaudin-Yang model
	Conclusions and prospects
	The perturbative expansion of bosonic models
	The Airy operator

