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Abstract

The rapid neutron capture process (r-process) is a complex nucleosynthesis mech-
anism for the creation of heavy nuclei, which occurs under extreme astrophysical
conditions, as expected to occur in compact binary mergers and some types of
core-collapse supernovae. An accurate understanding of the r-process is crucial
for explaining the abundances of roughly half the elements heavier than iron in the
solar system. Not only are the predictions of the r-process abundance pattern af-
fected by the thermodynamical conditions of such astrophysical events, significant
uncertainty also arises from the properties of thousands of neutron-rich nuclides
involved in the process. While many of the neutron-rich nuclei may become ex-
perimentally accessible in the near future, it is essential to quantify the uncertainty
originating from theoretical descriptions of atomic nuclei and identify key nuclear
physics inputs of the numerical simulations of the r-process.

In this thesis, several statistical methods have been developed and applied to
scrutinize the uncertainty of nuclear physics inputs in the studies of the r-process
nucleosynthesis. The variance-based sensitivity analysis method identifies influ-
ential nuclear physics inputs in a statistically rigorous manner and probes their
effect on elemental abundance patterns. The ensemble Bayesian model averaging
method provides a simple framework for combining competing theoretical nuclear
physics models based on experimental data and quantifying their uncertainties.
Furthermore, an emulator of r-process abundance calculations has been developed
using artificial neural networks, which dramatically speeds up the calculations of
abundance patterns, potentially allowing for scaling up various statistical analyses.
While the effectiveness of these methods has been shown for the specific features

of the observed solar abundance pattern and nuclear physics observables, they are

iii



readily applicable to broader aspects of the studies of the r-process nucleosynthe-

sis.
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Lay Summary

The origin of elements heavier than iron is not completely understood. Especially
the process that can create the heaviest elements in the Universe called the “r-
process” continues to be a topic of active research. In order to fully explain the
abundances of nuclear species observed in the solar system, we need to understand
the properties of many atomic nuclei that do not exist in nature, in addition to where
the r-process can occur. This thesis describes statistical and machine learning tools
that can help us evaluate how well we know some of the key nuclear physics rele-

vant to the r-process, and what we need to know to understand it better.
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Chapter 1

Introduction

When I was born,

Earth shed tears to equal my birth weight.
I was made from a bit of Heaven and Earth.
— Shuntaro Tanikawa,

To Go Home (1979)

All of the visible matter around us, including ourselves, is made of combina-
tions of electrons, protons, and neutrons, together forming what we know as chem-
ical elements. The wide variety of chemical elements in nature, from hydrogen
to uranium, can be characterized by their atomic nuclei, which are composed of
specific numbers of protons and neutrons. While protons and neutrons (nucleons)
are not elementary particles themselves—they are made of elementary particles
called quarks bound together by another type of elementary particles called gluons,
which mediate the strong force described by the theory of quantum chromodynam-
ics (QCD)—it is possible to provide rather coherent descriptions of atomic nuclei
by treating protons and neutrons as the fundamental degree of freedom. We will
see some aspects of it in this chapter. The field of physics based on the nucleon
degree of freedom is called (low-energy) nuclear physics.

Nuclear astrophysics, which is the focus of the current thesis, is at the intersec-
tion of nuclear physics and astrophysics, where we aim to understand the origin of
chemical elements based on our knowledge of stellar structure and evolution, and

the nuclear physics processes that occur inside stars and explosive astrophysical



events. The field of modern nuclear astrophysics was formalized by the seminal
works of Burbidge et al. (1957) [1] and Cameron (1957) [2]. The general term
which describes the production of chemical elements in the Universe is called nu-

cleosynthesis.

1.1 Structure of the Thesis

In this chapter (Chapter 1), we will first review various nucleosynthesis pro-
cesses, with an emphasis on the processes which produce the heaviest elements in
nature and their relations to the properties of atomic nuclei (Section 1.2). Among
many nucleosynthesis processes, the focus of the current thesis is the rapid neu-
tron capture process (r-process), which synthesizes the heaviest elements in the
Universe (Section 1.2.2). The r-process is believed to occur in neutron-rich and
explosive astrophysical environments, such as compact binary mergers and some
types of (core-collapse) supernovae, involving thousands of neutron-rich nuclei
and diverse types of nuclear reactions. Thus, modeling of the observables of the
r-process, such as abundance patterns and electromagnetic emissions, requires de-
tailed descriptions of the astrophysical environments and the properties of neutron-
rich nuclei, which are currently not very well understood.

In order for an accurate understanding of the r-process, it is essential to quan-
tify the uncertainties of nuclear physics models as well as their effect on the 7-
process observables. In this thesis, we focus on the r-process abundance pattern in
the solar system, which is one of the most well-known observables. Therefore, in
Section 1.3, a method to compute the nuclear abundance evolution in astrophysical
environments called a nuclear reaction network and its computational aspects will
be discussed.

The current thesis puts an emphasis on the nuclear physics of the r-process,
which will be discussed in Chapter 2. Section 2.1 discusses the peak structures
in the observed solar r-process abundance pattern and their relations to the nu-
clear physics processes. In Section 2.2, different approaches for describing nuclear
masses, which are some of the most fundamental properties of atomic nuclei, will
be discussed. As shown in this section through an example of nuclear mass mod-

els, theoretical predictions of the properties of nuclei start to diverge and become



uncertain without experimental constraints, especially in the neutron-rich region,
where the r-process operates.

Statistical frameworks are powerful tools for uncertainty quantification in math-
ematical (numerical) models (e.g. nuclear mass models, nuclear reaction network
models, and so on). Furthermore, they can also be used for identifying influential
inputs of the models that contribute the most to the uncertainty of the prediction of
the models. This is called a sensitivity analysis. In Section 3, an overview of the
statistical and machine learning techniques used in the main contributions of the
current thesis (Chapters 4, 5, and 6) will be given.

Section 3.1 discusses the framework of Bayesian statistics. Section 3.2 de-
scribes the Markov chain Monte Carlo (MCMC) method, which is often used for
parameter estimation in Bayesian statistics. The statistical framework and com-
putational techniques introduced in these sections are applied to the uncertainty
quantification of theoretical nuclear mass models in Chapter 4, using the mass
models described in Section 2.2.

Section 3.3 explains the basics of the variance-based sensitivity analysis method.
This method defines sensitivity as a contribution of the input(s) to the variance
(propagated uncertainty) of the output of a numerical simulation. In Chapter 5,
this method has been applied to nuclear reaction network abundance calculations,
investigating the influence of the newly measured 3-decay properties and their un-
certainties for a number of neutron-rich nuclei in the rare-earth region. It provides
a more statistically rigorous framework for sensitivity analyses than previous stud-
ies and provides more detailed information on how the inputs affect the predicted
abundance patterns.

Section 3.4 introduces the basics of highly flexible machine learning models
called artificial neural networks (ANNs). In Chapter 6, ANNs have been used to
model the changes in abundance patterns predicted by nuclear reaction network
calculations, as a result of changes in the values of nuclear physics inputs, such as
nuclear masses and half-lives of the nuclides of interest. In this context, the ANN
models are considered to be emulators of the nuclear reaction network calcula-
tions. These emulators are able to compute abundance patterns significantly faster
than full nuclear reaction network calculations, therefore, they potentially enable

statistical analyses, such as variance-based sensitivity analyses, at a much larger



scale.
In Chapter 7, a summary of the contributions of the current thesis is given and

the outlook is discussed.

1.2 Synthesis of Elements

Figure 1.1 shows the abundance pattern of elements and isotopes in the solar sys-
tem. This abundance pattern contains rich information on how the elements have
been synthesized in our solar system. It is mainly obtained from observation of
the intensity of elemental absorption and emission lines in the Solar spectrum, and
analyses of a specific class of meteorites that retain the isotopes that existed in the
early Solar system [3]. Below, a brief overview of the origin of elements from the
lightest elements to the heavy elements past iron is given. Especially the rapid neu-
tron capture process (r-process), which creates the heaviest elements that exist in

the Universe and is the focus of the current thesis, will be discussed in more detail.
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Figure 1.1: Abundance of elements and isotopes in the solar system as a func-
tion of mass number. Figure adapted from Ref. [4]



1.2.1 Nucleosynthesis up to Iron

Synthesis of Elements in the Big Bang and by Cosmic-Ray Spallation

The first nucleosynthesis process took place minutes after the Big Bang, which
produced the lightest nuclei such as '?H, 3*He, and "Li. This is called Big Bang
nucleosynthesis (BBN). About 75% of the produced nuclei are 'H (protons), and
the rest of the 25% is mainly “He (a-particles). The other nuclei are produced
in orders of magnitude smaller amounts. The disagreement between theoretical
predictions and observations on the amount of ’Li is a longstanding problem and
is referred to as the “lithium problem” [5, 6].

The next lightest elements observed in the Solar System are SLi, °Be, !B and
1B, whose abundances are about six orders of magnitude smaller than the species
produced in the BBN. However, these are not chronologically the next species to
be produced after the BBN. This is because the BBN only produces negligible
amounts of these nuclei and even if they are produced, they would be quickly con-
sumed in the early stage of stellar burning due to their low Coulomb barriers. Due
to their unknown origin at that time, Burbidge et al. (1957) referred to their produc-
tion mechanisms as “x-process”. Today, their production is attributed to spallation
reactions of CNO nuclei (see the following paragraphs for details) abundant in

stellar atmospheres (cosmic-ray spallation) [7].

Stellar Burning

The production of nuclides up to the iron peak occurs within the cores of stars
through nuclear fusion reactions. It is often referred to as “stellar burning”. The
reason why stellar burning can only produce elements up to iron is that, as shown
in Figure 1.2, fusion reactions up to the iron peak release energy due to increasing
binding energies towards heavier masses. This creates internal pressure to prevent
stars from collapsing gravitationally. However, fusion reactions can no longer re-
lease energy beyond the iron peak. The increase in proton number means higher
Coulomb barriers; therefore, stellar burning of heavy elements is highly hindered.
Today, the following stellar burning phases are known to exist: hydrogen burn-

ing, helium burning, carbon burning, neon burning, oxygen burning, and silicon



burning. Depending on its total mass, a star may go through one or several of these
burning stages. Only massive stars with more than 8 solar masses (8 M) can ignite

all burning phases and end their lives in a core-collapse supernova [8, 9].
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Figure 1.2: Trend of the nuclear binding energy per nucleon (BE/A) as a
function of mass number A for stable isotopes up to 2°®Pb. The most
tightly bound nucleus is ®>Ni with BE/A = 8.795 MeV. The data are
from AME2020 [10].

Star formation begins in an interstellar gas cloud, which consists mainly of
primordial hydrogen and helium. Stars formed at late stages are already “contam-
inated” with material from previous star generations (metallicity). The gas cloud
starts to contract due to the attractive gravitational force, and the gravitational po-
tential energy is converted into thermal energy and radiation. As its density in-
creases and the atoms are ionized, the radiation starts to raise the temperature and
pressure [8, 11].

When the central temperature reaches about 10 million Kelvin, hydrogen burn-



ing begins. Stars undergoing hydrogen burning occupy a particular band on a graph
of luminosities and effective temperatures (Hertzsprung-Russell diagram) and are
referred to as main-sequence (MS) stars. This is the longest stage in the life of a
typical star (e.g., roughly 10'° years for a 1 M, star) [9, 11].

In principle, hydrogen burning fuses four 'H nuclei to produce a *He nucleus.
However, the probability of this direct reaction occurring is too small to explain
the luminosity of stars. In fact, “He nuclei are produced in a sequence of nuclear
reactions in the core called the pp (proton-proton) chains. The timescale of the
process is dominated by the first reaction in the pp-chains, whichis p+p — d +
et + v, where d, eT, and v denote a deuterium (ZH) nucleus, a positron, and a
neutrino, respectively. This reaction is slow because, in addition to the Coulomb
barrier of the protons, it involves the weak interaction, which converts a proton into
a neutron in the field of a second proton, unlike many other stellar fusion reactions,
which are mediated by the strong nuclear force and the Coulomb force [8, 9]. For
the Sun, the beginning of the pp-chains is estimated to be 4.5 Gy ago and it would
take 4.8 Gyr from now to exhaust the hydrogen in the core [8, 12]. If stable carbon
or nitrogen nuclides from previous star generations are present in the stellar plasma,
the CNO cycles can alternatively complete the net reaction of hydrogen burning.

After all the hydrogen is consumed in the core, the star further contracts due to
the gravitational force and it increases the temperature. Eventually, the abundant
“He in the core is ignited and produces mainly >C via the triple-a process and '°0
by another capture of an o-particle. This is called helium burning. For stars whose
masses are in the range 0.5M, < M < 8M,, helium burning is the last stage of
core burning. They eventually evolve into the stage called asymptotic giant branch
(AGB), where the carbon-oxygen core is surrounded by a burning helium shell,
and the helium burning region is surrounded by a hydrogen burning shell 8, 13].

Stars with masses larger than ~ 8M, undergo hydrostatic carbon burning after
the helium is consumed and the temperature increases due to a further contraction
of the core. Carbon burning creates a core mainly consisting of 160, 2°Ne, Mg,
and 23Na. If the initial masses of stars exceed ~ 10M,,, they are capable of ignit-
ing even further hydrostatic burning stages, called neon burning, oxygen burning,
and silicon burning. Through significantly more complicated networks of nuclear

reactions, they eventually produce nuclei in the mass A = 52-56 region. The nu-



clei in the mass region are commonly referred to as iron-peak nuclei, which are
some of the most tightly bound nuclei (Figure 1.2). While silicon burning creates
a Fe/Ni-core made of iron-peak nuclei such as 56N, 54Fe, and °Fe, the details of
the composition of the products sensitively depend on the degree of neutron excess
in the stellar plasma and its thermodynamical conditions such as temperature and
density [9, 11].

Stellar Explosions

The composition of nuclei synthesized in the core, however, deviates from the
abundance pattern observed in the solar system. This is because the synthesized
nuclei need ejection mechanisms, and such explosive processes significantly alter
the composition of the nuclei. Core-collapse and thermonuclear supernovae are
considered to be responsible for such an ejection of material, including iron peak
nuclei, into the interstellar medium [8].

Core-collapse supernovae occur at the end of the lives of massive stars (2
8M;,). Depending on specific absorption lines in the optical spectra, which re-
flect the composition of the outer layers, they can be categorized into type II, Ib,
and Ic supernovae. At the end of the silicon burning, the core becomes electron-
degenerate. Electron degeneracy pressure arises due to a large density of electrons
confined in the same volume; therefore, electrons start to occupy high-momentum
states since multiple electrons cannot occupy the same state due to the Pauli ex-
clusion principle. When the mass of the core reaches the Chandrasekhar limit
(~ 1.4M), the electron degeneracy pressure can no longer support its mass and
the core instantaneously collapses (on a timescale of less than a second [14]) due to
gravity. Once the core surpasses nuclear density (~ 2 x 10'* gem 3, according to
the liquid-drop model, Section 2.2.1), where the nuclear force becomes repulsive,
it rebounds and generates an outward shock wave. The hot and dense core forms
a protoneutron star as a result of the photodissociation of the iron-peak nuclei and
electron captures.

By the time the shock wave reaches the outer edge of the core, the kinetic en-
ergy is lost due to the emission of neutrinos. Although the mechanism of revival of

the shock is not yet fully understood, the neutrino-matter interaction is considered



to be the predominant process (neutrino-driven wind). From the shock propagating
through layers with different compositions, a range of elements such as '°0, 23S,
3 Ar, 40Ca (“a-nuclei”) and iron-peak nuclei, predominantly “°Ni are synthesized
and ejected [15].

Another major mechanism of supernovae is due to a thermonuclear explo-
sion. This is classified as type Ia supernovae because of the presence of silicon
absorption lines in the spectra. It is believed that the viable progenitors of type
Ia supernovae are carbon-oxygen (C+O) white dwarfs in a binary system accret-
ing hydrogen- or helium-rich matter from a non-degenerate companion (single-
degenerate scenario); a C+O white dwarf plunging into the envelope of a giant
companion and merging with its core (core degenerate scenario); or a merger of two
C+0O white dwarfs (double-degenerate scenario). White dwarfs are the final stage
of low- to intermediate-mass stars, which are supported by the electron degeneracy
pressure. Although detailed mechanisms of triggering a thermonuclear explosion
are still actively studied, in general it is caused by a white dwarf approaching the
Chandrasekhar limit through accretion of matter or a merger, and heating due to
gravitational compression triggers a thermonuclear explosion (Ref. [16] and refer-
ences therein). The explosion mainly produces iron-peak nuclei as well as some
intermediate-mass nuclei in the outer layer of the white dwarf, although the yields
depend on the composition of the core and the detail of the explosion [8, 17, 18].
The notable fact is that the light curve of type la supernovae is predominantly pow-
ered by “°Ni, which undergoes a B-decay to *°Cu, and finally to *°Fe. About half
to two thirds of the *Fe in the Galaxy is considered to have been produced by type

Ia supernovae [9].

1.2.2 Evidence of the Rapid Neutron Capture Process

As the proton number increases past the iron peak, nucleosynthesis via charged-
particle and fusion reactions becomes increasingly unlikely due to the large Coulomb
barriers. The decreasing trend of nuclear binding energy per nucleon past iron (Fig-
ure 1.2) also indicates that further fusion reactions cannot produce energy. Condi-
tions achieved within the explosions of stars discussed in the previous section also

tend to produce iron-peak nuclei, due to their large binding energies. In order to



produce heavy elements (Pb and beyond), neutron capture processes are necessary.

Solar Abundance Pattern

The first evidence of neutron capture processes can be seen in the double-peak fea-
tures of the solar abundance pattern (Figure 1.1) around A ~ 130 and 140, as well
as A ~ 195 and 205, corresponding to the neutron magic numbers N = 82 and 126,
respectively. The higher and lower mass peaks of the double peaks are believed to
originate from the slow neutron capture process (s-process) and the rapid neutron
capture process (r-process), respectively, through accumulation of abundances due
to the increased stability at neutron magic numbers (e.g., smaller neutron capture
cross sections). In the s-process, neutron captures occur on a timescale of 10-100
years, which is slower than that of $-decays. On the other hand, in the r-process,
the typical timescale of neutron captures is on the order of millisecond or less.

The s-process, which occurs in asymptotic giant branch (AGB) stars and dur-
ing the hydrostatic burning phases of massive stars (> 8M), synthesizes heavy
elements through an iteration of neutron captures and 3-decay near the valley of
B-stability [19]. Due to its low neutron density (10%'> cm~3) in the environment,
there is sufficient time (tens to hundreds of years) for the nuclei to decay back to
stability, despite their long half-lives of the nuclei near the valley of stability. The
wide range of neutron densities gives rise to weak and main s-processes, where
the weak component mainly produces nuclei with A < 90 in massive stars and the
main component creates nuclei up to *’Bi in AGB stars. Sources of neutrons in
the s-process are the a-induced reactions '3C 4 o — 90 4 n, occurring in the He-
(~75 %) and C-rich (~25 %) intershell region during the H-shell burning. Addi-
tional neutrons are provided by the ?*Ne + o —23 Mg + n reactions, occuring in
the thermal pulses of AGB stars, caused by He-shell flashes (explosive expansions
of the He shell) [8, 9]. Approximately half of the abundances of elements heavier
than iron that exist in the solar system can be explained by the s-process [20].

On the other hand, the r-process is believed to occur in neutron-rich (typically
neutron density of > 10%° cm~3) [9] and explosive environments and is responsible
for the other half of the abundances of the heavy elements. Due to the fast and

successive neutron captures, it operates in the neutron-rich region on the chart of

10



nuclides. Therefore, in the r-process, the masses of nuclei are smaller than in the
s-process when the nucleosynthesis path encounters the neutron magic numbers.
The peaks arise as a result of accumulation of material at the closed neutron shells,
where neutron capture slows down. The differences of the masses of nuclei when
the nucleosynthesis paths encounter the neutron shell closures cause the double-
peak structures observed in the solar abundance pattern (Figure 1.1). Conceptual
schematics of this mechanism are shown in Figure 1.3, taking the neutron magic

number N = 82 as an example.

Stable
40 ¥ pm s-process path
36 4 ™ r-process path \

50 54 58 62 66 70 T4 T8 82 8 90 94 98
Neutron

Figure 1.3: Conceptual paths of s- and r-process nucleosynthesis around the
neutron magic number N = 82. The circles show the locations on the
line of stability where accumulation of material occurs due to the re-
spective neutron capture processes. The inset figure shows the corre-
sponding solar abundance pattern taken from Ref.[21].
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Recently, a third neutron capture process called the “intermediate” neutron cap-
ture process (i-process) has been a topic of investigation [22-25]. This process is
believed to operate at intermediate neutron densities of ~ 10" cm™3. Some ob-
servations of carbon-enhanced metal poor stars indicate abundance patterns that
cannot be explained by a superposition of regular s- and r- processes, and the i-
process may be able to explain such observations. The i-process was first proposed
in Ref. [22] to occur in He-flashes in thermally-pulsing AGB stars and post-AGB
stars, where neutrons are provided by the '3C + a — '°0 + n reactions. Recent
studies indicate that rapidly accreting white dwarfs in binary systems are also a
possible site [25]. The path of the i-process is believed to lie between the paths of
the s- and r-processes, 2-6 neutrons away from stability.

In addition, other heavy element nucleosynthesis processes are known to ex-
ist as a result of charged particle and photon-induced reactions, such as rp-, v-,
vp-, and y-processes. However, their contributions are limited to just a fraction of
the overall elemental abundances compared to the s- and r-processes and are not
apparent in the overall abundance pattern (Figure 1.1).

Since the s-process is well understood in terms of the properties of involved
nuclei and astrophysical sites, the r-process abundance pattern can be derived by
subtracting the contribution of the s-process from the observed solar abundance
pattern. Figure 1.4 shows two different derived r-process abundance patterns from
Refs. [26, 27]. As discussed above, large peaks are visible at A ~ 130 and 195
due to the neutron shell closures at N = 82 and 126, which are referred to as the
second and third abundance peaks, respectively. These peaks are believed to be
formed as a result of a “main” r-process, which is responsible for the synthesis of
the heavy elements up to and beyond the third peak, as opposed to a “weak” r-
process, which is primarily responsible for the formation of the first r-process peak
at A ~ 80 [28, 29]. Furthermore, a smaller peak can be seen between the second
and third peaks. It is commonly referred to as the rare-earth peak. The origin of

the peak structures will be discussed in more detail in Section 2.1.1.
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Figure 1.4: Derived solar r-process abundance patterns from Refs. [26]
(green squares) and [27] (red triangles).

Observations of Metal-Poor Stars

Observations of metal-poor stars in the Milky Way’s stellar halo (a spherical pop-
ulation of stars that surrounds our Milky Way Galaxy) provide further evidence
for the r-process. Metal-poor stars have significantly smaller abundances of met-
als (elements heavier than hydrogen and helium, e.g. iron) compared to the so-
lar system. In general, the metallicity of the interstellar medium increases as the
time passes due to various nucleosynthesis processes. Therefore, metal-poor stars,
which are formed in the early stage of the formation of our galaxy, could pro-
vide opportunities to isolate signatures of the r-process. In fact, observations of
metal-poor stars with enhancement in the r-process-only elements (elements that
are produced exclusively or almost exclusively in the r-process, e.g., Eu), show
abundance patterns that closely match the solar r-process abundance pattern for
Z = 56-78 (Figure 1.5), providing evidence for a “robust” main r-process, which
produces nearly identical abundance patterns in separate astrophysical events. Fur-
thermore, some metal-poor stars exhibit significant star-to-star abundance scatter

of lighter (Z < 50) elements, providing evidence for a weak r-process, most likely
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originating from different mechanisms than the main r-process.
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Figure 1.5: Scaled elemental abundances of neutron-capture elements in
metal-poor stars in the Galactic Halo compared to the r-process abun-
dance pattern observed in the solar system (solid lines). The abundance
patterns are scaled to match the abundances for Eu (Z = 63). The verti-
cal shift of each abundance pattern is for display purposes. Labels (a)—
(m) correspond to different metal-poor stars. The bottom panel shows
deviations of the mean abundances of the metal-poor stars from the r-
process solar abundance pattern. Figure was taken from Ref. [4].
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Kilonovae

A more direct evidence connecting the r-process nucleosynthesis to a specific
astrophysical event was obtained as an electromagnetic counterpart of the grav-
itational wave event GW170817, originating from a binary neutron star merger
[30, 31]. The observation agreed well with predictions of light-curves powered by
the radioactive decays of the r-process nuclei synthesized in the neutron star merger
ejecta [32, 33]. Such emission of light is called a “kilonova” or “macronova”. In
order to model the evolution of the spectra of the kilonova, at least two compo-
nents originating from different types of ejecta were necessary: the “blue” emission
peaking at optical wavelengths a day after the merger, which mainly contains light
r-process elements originating from the fastest moving outer layer of the ejecta,
and the “red” component peaking at near-infrared wavelengths roughly a week
after the merger, which contains lanthanide/actinide elements whose optical opac-
ity is largely due to their complex electron shell structures. The blue component
was found to be consistent with a combination of hot and fast dynamical ejecta
from the collision interface and neutrino-driven wind ejecta, and the red compo-
nent most likely originates from the post-merger accretion disk outflows (see the
following section for the descriptions of the ejecta). These features of the light
curve were interpreted as clear indications of the production of heavy r-process
elements [34, 35].

1.2.3 Possible Sites of the r-Process

Due to the observation of the kilonova associated with GW 170817, which showed
evidence of the synthesis of heavy elements, binary neutron star mergers are now
considered to be one of the most promising candidates as the r-process site. While
the inferred nucleosynthesis yield and rate of GW 170817 suggest that such mergers
could be responsible for most of the r-process nuclei in the solar system [34, 35],
existence of other sources is not excluded. Below, a brief review of some of the

possible sites of the r-process are given.
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Neutron Star Mergers and Neutron Star-Black Hole Mergers

Since the main r-process requires a neutron-rich environment and explosive mech-
anisms to eject material, mergers of binary neutron stars (NS mergers) were con-
sidered to achieve such conditions long before the observation of GW170817 [36-
39]. Ejecta of NS mergers can be categorized into the following three components
[4]: (1) dynamic ejecta, (ii) neutrino-driven wind ejecta, and (iii) accretion disk
outflows.

The dynamic ejecta consists of two additional components: a tidal compo-
nent [38, 40] and a shock-heated component originating from the contact interface
[41-43]. The tidal component consists of cold unprocessed neutron-rich material
thrown out of the surface of the neutron stars due to the tidal interaction during the
final part of the inspiral right before merging. In the tidal component, due to the
extremely neutron-rich (low electron fraction ¥,') environment, the heating from
radioactive decays, and the relatively slow expansion of the ejecta, the r-process
produces nuclei up to mass number A ~ 280, where fission is the main decay mode.
The fission fragments again capture neutrons and may undergo fission several times
(fission cycling). In such neutron-rich ejecta, the resulting abundance pattern tends
to reproduce the features of the solar r-process abundance pattern for A > 140, re-
gardless of the modeling details of the fission yields [44, 45]. In the shock-heated
component, the high temperature enhances electron and positron capture, making
the ejecta less neutron rich [46]. Furthermore, it has been suggested that the elec-
troweak processes due to the neutrino flux from a hypermassive neutron star, which
is one of the possible central remnant objects of NS mergers, can make the ejecta
even less neutron-rich [47]. However, the extent of the effect depends sensitively
on the details of the modeling.

Typically, NS mergers create either a stable NS (maximum mass: 2.2-2.9 M,
[48]), a massive NS (MNS, whose mass is larger than the maximum mass of a
stable NS and smaller than the maximum mass allowed by uniform rotation), a hy-
permassive NS (HMNS, whose mass exceeds the maximum mass for a uniformly

rotating NS), or a black hole (BH), depending on the mass and spin of the remnant

!In neutral plasma, the electron fraction Y, = ¥; Z;¥; represents the neutron-to-proton ratio, where
Y; and Z; are the abundance and the proton number of the nuclear species i. For example, Y, = 0.5
implies an equal number of protons and neutrons in the plasma.
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[49]. When the central NS remnant is supported by the temperature and rotation,
it does not immediately collapse into a BH even when the mass exceeds the max-
imum mass for a neutron star. Such a central remnant emits neutrinos and creates
a neutrino-driven outflow mainly in the polar direction [50, 51]. The outflow is
exposed to the flux of neutrinos for a long enough time, therefore, it can reach an

equilibrium:

Vo+nSp+te, (1.1)
Vo+pSntet, (1.2)

making the material less neutron-rich or possibly slightly proton rich (¥, > 0.5).
This condition only allows for a weak r-process, producing elements below the
second r-process peak (A < 130).

After NS mergers, often an accretion disk or torus is formed surrounding the
central compact remnant. For a binary system of neutron stars with a typical mass
of ~ 1.35M, including GW170817 where the masses of the individual neutron
stars were inferred to be in the range 1.17-1.60 My, [30], the central remnant forms
a HMNS and then eventually collapses into a BH [52]. If the lifetime of the HMNS
is longer than approximately 1 s, the neutrinos emitted from the hot HMNS can
make the ejecta less neutron-rich, with an electron fraction exceeding Y, = 0.3
[53-55]. In this case, similarly to the case of neutrino-wind driven ejecta, only
light r-process elements can be produced (weak r-process). If the lifetime is shorter
than roughly 1 s, the effect of the neutrino flux is limited, and the main long-term
ejection mechanisms are due to viscous heating and recombinations of « particles.
While some nucleosynthesis calculations based on a disk outflow condition report
synthesis of the whole range of the r-process nuclei, from nuclei with A < 130 to
nuclei beyond the third peak with A = 195, the results are sensitive to the nuclear
physics inputs, especially the choice of mass models, as well as the properties of
the disk outflow [56, 57].

In the case of NS-BH mergers, mass ejection occurs only if the NS is tidally
disrupted by the BH, which is dependent on the mass ratio of the BH and NS and
the spin of the BH [58, 59]. Unless the NS directly plunges into the BH, tidal and
disk outflow ejecta can be formed. In general, nucleosynthesis in each component
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proceeds similarly to the case of NS mergers.

Core-Collapse Supernovae

Core-collapse supernovae have long been considered to be one of the most promis-
ing candidates of the site of the r-process nucleosynthesis. This is because core-
collapse supernovae are explosive events which can produce a proto-neutron star
as a remnant. However, as discussed in Section 1.2.1, the ejecta of standard core-
collapse supernovae are believed to be powered by the neutrinos emitted during
the cooling of a hot proto-neutron star (neutrino-driven wind). Realistic treatments
of neutrinos and proto-neutron stars in the simulations of core-collapse supernovae
suggest that the ejecta are most likely not very neutron-rich or even proton-rich
[60, 61], similarly to the case of the neutrino-driven wind ejecta in NS mergers.
Therefore, at most only a weak r-process can occur.

However, some special classes of core-collapse supernovae could potentially
lead to a successful main r-process. One of such possibilities is a magneto-rotational
supernova, in which a jet-like explosion, induced by a core collapse with a strong
magnetic field and/or a fast-rotating core, accelerates neutron-rich material away
from the newly-formed proto-neutron star [35, 62]. The results of relativistic 3D
magneto-hydrodynamical simulations for a 15 M., progenitor showed a successful
r-process beyond the third peak at A ~ 195 in jet-like ejecta in the polar direc-
tion [63]. Further investigations employing various magnetic field strengths show
that, especially when the initial magnetic fields are small, the explosions can be
deformed and experience longer exposures to neutrinos, therefore, the material be-
comes less neutron-rich and the r-process is weakened [64-66]. While this type
of supernovae is expected to be rare, it may also provide the possibility to explain
the star-to-star scatter of some of the elements in metal-poor stars (Section 1.2.2)
[4, 67].

Another possibility is a collapsar, motivated by the observation of an excep-
tionally energetic supernova SN 1998bw, which is likely accompanied by a long-
duration gamma-ray burst (IGRB) GRB 980425 [68]. In this scenario, a rapidly
rotating massive star collapses into a rotating BH, and an accretion disk is formed

around the newly-formed BH. Above a certain mass accretion rate, jet-like explo-
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sions can occur, causing IGRBs [69]. While the material in the accretion disk is
not initially neutron-rich, electrons in the inner disk region become degenerate and
start to turn protons into neutrons via electron captures [70]. Such neutron-rich
flows may produce a wide range of the r-process elements. Multi-dimensional
MHD simulations of accretion disk outflows suggest that a large amount of r-
process ejecta could account for the solar r-process abundances even if the event is
extremely rare [71, 72]. However, uncertainties remain in the properties of progen-
itors and explanations for some of the observations, such as IGRB and the presence

of a significant amount of SONj [4].
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1.3 Nuclear Reaction Network Calculations

Nuclear reaction networks are often used to study the evolution of nuclear abun-
dances during astrophysical events. From the evolutions of nuclear abundances, it
is also possible to compute the amount of energy release due to nuclear decays.
The energy release is particularly important for modeling kilonova lightcurves.

Typically, nucleosynthesis calculations are performed using hydrodynamical
trajectories (temporal evolution of temperature and/or density) obtained from tracer
particles in hydrodynamical simulations of astrophysical events of interest (post-
processing). Tracer particles record the evolution of the positions and thermody-
namic properties of the surrounding astrophysical plasma. These simulations also
provide an initial composition of nuclear species, which is then evolved through
nuclear reaction networks along the astrophysical trajectories.

To obtain the evolution of nuclear abundances, astrophysical trajectories are di-
vided into small time steps and the following system of ordinary differential equa-

tions is solved (integrated) for nuclear abundances at each time step:

—ZN’)LY +Z Lk PN (. k) YYy

Z klpzNA (k1) YiYs, (1.3)

ikl
where Y; is the nuclear abundance of the nucleus i, defined so that } ; V;A; =Y, X; =
1, with X; being the mass fraction of the nucleus i. p is the density of the astrophys-
ical medium, which is obtained from hydrodynamical simulations. The factors N,
N’/ o and N’J x, account for how many particles of nucleus i are created or destroyed
in the reaction, while correcting for over-counting due to having the same nuclear
species in a reaction. A;, Ny (j,k), and Ny (j,k,I) are one-body reaction or decay
rate, two-body reaction rate between nuclei i and j, and three-body reaction rate
between nuclei j, k, and /. One-body reactions include reactions of nuclei with
photons (photodissociation), electrons (electron capture), and neutrinos. The one-
body, two-body, and three-body reaction rates typically depend on the temperature
of the medium, which can be given by hydrodynamical simulations, but it is also

possible to compute the temperature at each time step using the density and entropy
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of the system.

Performing nuclear reaction network calculations and obtaining the final abun-
dance pattern according to the system of coupled ordinary differential equations
(ODEs) is considered to be solving an initial value problem with respect to the ini-
tial conditions. This system of ODEs is considered stiff, since the abundances and
their changes in each time step ranges over many orders of magnitude. For a stiff
system of ODE, the implicit Euler method is often used to obtain the evolution
of the abundances. Following the notation in Ref. [73], let ¥ (¢) denote a vector
of abundances at time ¢, then in the implicit Euler method the abundances at time

t + At are obtained as
Y(t+A)=Y(t)+ At Y (t+Ar). (1.4)

This method is called “implicit” since it depends on the gradient at the future time

t + Ar. Rearranging Eq. 1.4,

0=F(x, T(t+Ar), p(t+At)), (1.5)
x—Y(r)

h F =
where A

—Y(x, T(t+Ar), p(t+Ar)), (1.6)

where x = Y (1 + Ar), which are the abundances at the future time step 7 + Az, and
T and p are the temperature and the density of the environment at the time step,
respectively, which come from the astrophysical trajectory. This is obtained from
finding a root (solution) of Eq. 1.5 with respect to x. The Newton-Raphson (NR)
iterative method is commonly used for this root finding problem. Starting from an

initial guess of x) = ¥ (¢), the iteration at step n can be written as
[JF(x”l)] ’ (xn+l _xn) = F(xm T(I+At)7 p(t+At))> (17)

where JF is the Jacobian matrix, whose matrix elements can be written as

oF, &, 0Y,
Jp)ij==— =2 —— 1.8
()i Y, A 9y} (1.8)
where 9; ; is the Kronecker delta. g;{ is given by taking the derivative of Eq. 1.3
J
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with respect to Y;.

The Jacobian constitutes a sparse matrix where only ~0.1 % of the elements
are non-zero [74-77]. While existing references often use an expression where the
inverse of Jr is multiplied to both sides of Eq. 1.7. However, in reality, the inverse
is never calculated. This is because an inverse of a sparse matrix is generally not
sparse, and calculating such an inverse is computationally inefficient. To solve
Eq. 1.7 for x| — x,,, optimized linear solvers, such as (oneMKL) PARDISO [78],

are commonly used.

NUCLEARREACTIONNETWORK.JL

In order to investigate the possibilities of improving the efficiency of the calcula-
tion, we have implemented a nuclear reaction network for the r-process nucleosyn-
thesis, using the programming language JULIA [79]. This work was performed
together with TRIUMF co-op student Paul Virally (University of Waterloo) from
Sep.-Dec. 2021 [77]. We chose to use the relatively new language JULIA, which
has a high-level syntax that makes the implementation of complex structures and
algorithms simpler, while achieving high-performance comparable to traditional
languages such as C++ and FORTRAN, upon appropriate code optimizations.

Three months of code development resulted in the ability to compute the abun-
dance patterns for complex astrophysical scenarios of the r-process, such as neu-
tron star mergers including fission. Our code is tentatively named NUCLEAR-
REACTIONNETWORK.JL [80]. The accuracy of our code for a neutron star merger
scenario is shown in Figure 1.6, and it yields essentially the identical results as the
established nuclear reaction network code PRISM [81], which is used for all of
the work presented in this thesis.

Our code implements a semi-parallel computation scheme where the stored
reaction/decay data are shared among the separate nuclear reaction network calcu-
lations that run in parallel on separate CPUs whenever possible. In order to test
the effect of the parallelization scheme, the amount of memory usage has been
measured as a function of the number of parallel runs of nuclear reaction network
calculations. If our parallelization scheme is effective, the amount of memory us-

age would grow sublinearly with the number of parallel runs. The blue dots in

22



Figure 1.7 show that the memory consumption of our code grows approximately
linearly with the number of parallel runs. The orange dashed line represents the
linear growth of memory consumption based on a run of our code with a single
CPU. This result implies that our parallel computation scheme is not effective,
most likely due to local copies of the reaction/decay data associated with each run.
The memory consumption of a run of PRISM (green dot) and its linear extrap-
olation (green dashed line) are shown in the same figure for comparison. Since
PRISM does not implement any parallel calculation scheme, only the memory
usage for a single run has been measured.

While our parallelization scheme did not result in an improvement in the ef-
ficiency of the calculations, Figure 1.7 shows that our code is approximately four
times more memory efficient than PRISM, which is a state-of-the-art nucleosyn-
thesis code. Since our typical run lengths (wall time) are about twice as long as
PRISM, overall our code is twice as resource efficient, since the resource con-
sumption is proportional to the requested memory size times the wall time.

Another finding of this development is that, while existing references point
out that most of the computational cost is spent on solving the linear equation
Eq. 1.7, as shown in Figure 1.8 our profiling of the computational cost points to the
possibility that the most computational time is spent on constructing the Jacobian
matrices (Eq. 1.8).

Since construction of the Jacobian is computationally expensive, it seems that
a reasonable approach to reduce this cost is to offload the operations onto general-
purpose graphical processing units (GPUs), which allow for highly parallel com-
putations. However, since elements of the Jacobian matrix can have contributions
from multiple nuclear reactions, it has been found that this computation cannot be

readily parallelized.
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Chapter 2

Nuclear Physics of the r-Process

So far we have seen that there are multiple possible r-process sites, and the compo-
sition of the ejecta of each astrophysical scenario differs significantly. Attributing
the observed solar r-process abundance pattern to specific astrophysical scenarios
remains a challenging task. In addition to our understanding of the astrophysical
conditions, significant uncertainties also remain in the theoretical descriptions of
the properties of nuclei, such as masses, -decay properties, neutron capture cross
sections, fission rates and yields, and so on. In this chapter, we will briefly review
how the nuclear physics inputs to the modeling of the r-process affect the predic-
tions. An overview of various theoretical descriptions of nuclear masses, which are

some of the most fundamental properties of nuclei, will also be discussed.

2.1 The Basics of the r-Process Abundance Pattern

2.1.1 Prominent Peaks in the Solar Abundance Pattern

How the nuclear physics properties give rise to some of the features of the r-
process, such as the second and third peaks, can be understood by assuming some
equilibrium conditions. When there are sufficient neutrons in the environment rela-
tive to the number of seed nuclei, which capture the neutrons, and the temperature
is sufficiently large (= 1 GK), a chemical equilibrium between neutron captures

(denoted as (n,7)) and photodissociations (reverse reactions of neutron captures,
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denoted as (7y,n)) is established (panel (a) of Figure 2.1). This condition is often
achieved in the early stage of the r-process nucleosynthesis. Under this condition,
the abundance pattern in an isotopic chain (the same proton number Z but different
neutron number N), is determined from the ratio of two neighboring isotopes (Saha

equation) [4, 8]:

Y(N+1,2)  GIN+1,Z) (A+1\"?
YN,Z) " T2G(N,Z) A
22\ 2 Su(N+1,2)
. <mukT> -exp (kT ) , (2.1)

where Y (N,Z) is the abundance of the isotope (N,Z), n, is the neutron number
density, A is the mass number A = N + Z, m,, is the nucleon mass, 7T is the tem-
perature of the environment, and S,(N,Z) is the one-neutron separation energy
of the nucleus (N,Z). # is the reduced Planck constant and k is the Boltzmann
constant. G(N,Z) is called a partition function of the nucleus (N,Z), defined as
G =Y, (2Jy +1)exp(—E,/kT), where p is a label of the state (including the
ground state), J,; is its spin, and E, is its energy. The dependence of the abundance
ratios on nuclear masses is clear through the dependence on the neutron separation
energies, which are the mass (binding energy) differences of the neighboring nuclei
on an isotopic chain. The abundance maximum in the isotopic chain is obtained
whenY(N+1,Z) ~Y(N,Z). Since at neutron magic numbers (e.g., N = 82, 126),
the one-neutron separation energy of the neighboring nuclei S, (N + 1,Z) becomes
significantly smaller than S, (N,Z), accumulation of material tends to occur at the
magic numbers. In realistic nuclear reaction network calculations, which do not
explicitly assume the (n,y) < (¥,n) equilibrium, the reverse reaction (photodisso-

ciation) rates are calculated via a similar expression, the so-called detailed balance

[11]:

G(N.Z)-G, [ A \?
Aym) =(OV) () : ( )

GIN+1,Z) \A+1
mekT —Sy(N+1,2)
. . _nv - 0T 22
(27rﬁ2> exP( kT ) 2-2)
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where (ov) is a velocity-integrated cross section (the quantity Ny (ov) is called a
reaction rate), and G, = 2 is the partition function of a neutron. Therefore, the
accumulation of material within the isotopic chain inevitably depends on nuclear
masses. The nuclei whose abundances are accumulated in the equilibrium are often

referred to as “waiting-point” nuclei (panel (b) of Figure 2.1).
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Figure 2.1: Basic workings of the r-process under the (n,y) < (y,n) equi-
librium and B-flow equilibrium conditions. Panel (a) shows an isotopic
chain in an (n,7y) < (y,n) equilibrium and the gray color indicates a
waiting point nucleus (see text for definition), (b) shows how material is
transported to subsequent isotopic chains from the waiting point nuclei,
and (c) shows a typical path of nucleosynthesis when encountering a
neutron magic number. Figure taken from Ref. [8]
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The meaning of waiting point nuclei becomes clear by considering another type
of equilibrium involving B~ -decay (which converts a neutron into a proton). When
the (n,7) < (7,n) equilibrium occurs due to abundant neutrons, the rate at which
material is transported from an isotopic chain (proton number Z) to the next (Z+ 1)

is approximately constant [4]:

LAV 2)Y(N.2) = YD) Ly Y 5212)2) — YA =const,  (23)

where Y (Z) is the abundance for the whole isotopic chain with proton number Z,
Ag is the B-decay rate, and lgff is the B-decay rate weighted by the abundance
of each isotope. This is called a “B-flow equilibrium” or a “steady-flow approx-
imation”. Thus, the most abundant isotope during the (n,y) = (7v,n) equilibrium
(waiting point nucleus) has the largest contribution to lEff. Therefore, the flow
of material into the next isotopic chain has to “wait” for these nuclei to undergo
B-decays. Around the neutron magic numbers, the waiting point nuclei tend to be
the isotopes with the neutron magic numbers; therefore, the abundance flow goes
up vertically along the magic numbers (panel (c) of Figure 2.1). As the nucle-
osynthesis path approaches the valley of 3-stability, the $-decay half-lives become
larger, therefore, there is a delay in converting material to higher Z and abundance
builds up around these points. This picture qualitatively explains how the second
(A ~ 130) and third (A ~ 195) r-process peaks arise corresponding to the neutron
magic numbers at N = 82 and N = 126.

In neutron-rich conditions such as dynamic ejecta in NS mergers, as the r-
process produces increasingly heavy nuclei through the successive neutron cap-
tures, photodissociations, and f3-decays, the path of nucleosynthesis reaches nu-
clei where fission is the main decay mode. Fission redistributes the material into
smaller masses and has been suggested to be crucial to creating the features in the
abundance pattern observed in the solar r-process abundance pattern [45, 51, 83,
84]. The redistributed material can capture neutrons and undergo fission several
times (fission cycling). There are various channels of fission, such as spontaneous

fission, neutron-induced fission, $-delayed fission, and so on.
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2.1.2 The Rare-Earth Peak

In the late time of the r-process, when the temperature and the available number
of neutrons decrease, the material starts to decay towards stability. This is called
the r-process freeze-out. During the freeze-out, the timescales of neutron captures
and f-decays become similar, and the balance of these processes may determine
some of the features of the abundance pattern, including the rare-earth peak (REP,
A ~165) [85-88]. Fission during the freeze-out may also have a significant impact
on the formation of the rare-earth peak, as well as the second (A ~ 130) and third
(A ~ 195) abundance peaks [89-91]. Furthermore, some neutron-rich nuclei un-
dergo (one or multiple) neutron emissions following 3-decays (f-delayed neutron
emission). Since this not only alters the path of the decay chains towards stability,
but also provides free neutrons during the freeze-out, it can have a significant effect
on the final abundance pattern.

According to this picture, understanding the synthesis of the lanthanides (A =
150-180) in this mass region may allow us to probe the detailed conditions of
the freeze-out and the mechanisms of the r-process that robustly reproduce the
abundance pattern occurring in stars over a wide range of metallicities [85, 86].

The formation of the REP is sensitive to variables that control the neutron
density and neutron-to-seed ratio in the late stages of the r-process, such as the
timescale for the expansion of the material. However, these astrophysical condi-
tions are entangled with nuclear physics processes that provide additional neutrons,
of which -delayed neutron emissions can be a main contributor [92]. The mass
region and nuclei responsible for the formation of the REP have previously been
inferred [86]. However, the most important nuclei lie about 10—15 mass units away
from the valley of stability, and the experimental knowledge of -decay properties
for these neutron-rich isotopes has so far been very limited [93].

Several authors have proposed that during the r-process freeze-out the compe-
tition between B~ -decays and neutron captures shape the REP while the material
decays back to stability [85-88, 92, 94]. Neutron emission following 8 ~-decays of
neutron-rich nuclei may also have a significant impact on the abundance pattern by
providing additional neutrons to the environment and changing the mass number

of the nuclide. Therefore, it is important to understand the relationship between
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the r-process abundance pattern and nuclear observables, such as -decay half-
lives (7} ;) and B-delayed neutron emission probabilities (P, values). This topic is

further explored in Chapter 5.

2.1.3 Modeling of Nuclear Physics Inputs

As illustrated in Figure 2.2 for the case of nuclear masses (also see Section 2.2),
the properties of many of the neutron-rich nuclei relevant to the r-process have yet
to be experimentally determined. Inevitably, r-process simulations have to rely on
the theoretical models of nuclear masses, -decays, neutron captures, fission, and
so on. Here, a summary of nuclear physics models is given that are often used in
studies of the r-process.

The nuclear mass is arguably the most fundamental property of a nucleus. This
is not only because nuclear masses allow us to probe the properties of the nu-
clear many-body system, but also almost all the properties of nuclei needed for the
r-process depend on the masses. This is because, for any reaction or decay, (differ-
ences of) the masses determine the reaction Q-value, which is the energy released
@if Q > 0) or absorbed (if Q < 0) as a result of the reaction or decay. For more
detailed discussions on nuclear mass models, see Section 2.2.

B-decay rates are typically obtained using a nuclear mass model as well as
a method called quasi-particle random-phase approximation (QRPA), which de-
scribes the excited states of the daughter nucleus using quasi-particles, which is
a convenient concept for describing the pairing correlations in many-body prob-
lems (see Section 2.2.4 as well as Chapter 6, 7, and 8 of Ref. [95]). The most
commonly used theoretical B-decay rates are the ones of FRDM+QRPA [96-98]
(for FRDM, see Section 2.2.3). There exist more microscopic approaches such
as the Skyrme Finite Amplitude Method (FAM) [99], which is a computationally
efficient implementation of QRPA, employing the Skyrme interaction (Eq. 2.28),
and the relativistic QRPA method based on the covariant density functional theory
[100]. In all of the above models except for Ref. [96], Gamow-Teller (allowed)
transitions as well as first-forbidden transitions are taken into account.

The most common approach for computing neutron capture rates are Hauser-

Feshbach statistical model calculations [101]. In such calculations, neutron cap-
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ture cross sections are calculated by averaging over resonances in the compound
nucleus, resulting in cross sections that vary smoothly with energy. The nuclear
level density, the y-ray strength function, which describes the probabilities of y-ray
transitions of the compound nucleus, and light-particle potentials are necessary for
these calculations. There exist several implementations of these calculations often
used for the studies of the r-process, such as TALYS [102], NON-SMOKER [103],
CoH [104], and so on.

While fission is expected to play an important role in the r-process under ex-
tremely neutron-rich environment, due to its sensitive dependence on the height
of fission barriers (energy required to undergo fission) of nuclei in the region
where little experimental constraints exist, theoretical modeling remains challeng-
ing. Nevertheless, there have been various studies that computed fission barriers
[105-108], rates of different fission channels [81, 105, 109-111], and fission yields
[112-116].

2.1.4 Roles of Nuclear Physics Inputs

The nuclear physics models discussed above collectively define a nuclear reac-
tion network, and consequently, determine the predictions of r-process abundance
pattern. However, each nuclear physics input, such as masses, neutron capture
rates, 3-decay properties (half-lives and neutron emission probabilities), fission
properties (rates and yields), etc., plays a different role in the nucleosynthesis pro-
cess. In this section, we will review the basic roles of such nuclear physics inputs

focusing on their effect on the formation of r-process abundance pattern.

Nuclear Masses

Under the picture of the “classical” r-process, where the equilibrium between
neutron capture and photodissociation, i.e., (n,7) < (7,n), is assumed, the abun-
dance ratios in an isotopic chain (nuclei with the same proton number Z) are de-
termined by the Saha equation (Eq. 2.1). For a given neutron density n, and tem-
perature 7', the abundance ratio at the abundance maximum in an isotopic chain
can be approximated as Y (N,A) ~ Y(N + 1,Z). Assuming that for neighboring
isotopes, the partition functions are also similar, i.e., G(N,Z) ~ G(N + 1,Z), the
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abundance maximum is located at the same neutron separation energy S, for any
isotopic chain. This means that the “path” of the r-process is solely determined
by the S, values given astrophysical conditions (n,,7T). The waiting-point nuclei
in each isotopic chain are those where the local abundance maxima occur, and
material is transferred into the next isotopic chain.

The effect of nuclear masses, however, is not limited to the location of the r-
process path. The masses determine the Q-values (the amount of energy release
/ absorption) of all reactions and decays; therefore, accurate modeling of nuclear
masses is essential for descriptions of every component of nuclear reaction net-

works.

B-Decay Half-Lives

While the ratio of abundances within an isotopic chain during the (n,7y) =
(7,n) equilibrium are determined by the S, values, the total abundance of a whole
isotopic chain Y (Z) = Yy Y(N,Z) is affected by 3~ -decays that connect one iso-
topic chain to another through 2Xy —%., X{,_; +e~ + V., where X and X’ are some
elements with proton numbers Z and Z+ 1, respectively, e~ is an electron, and V, is
an electron antineutrino. While there are enough neutrons in the environment and
isotopic chains are connected by successive 3-decays, the isotopic chains reach a
B-flow equilibrium [117, 118]:

Y(Z)- E’ff = const., (2.4)

where ),Eff =YvA8(N,Z)- Y}(,IE/Z’? is the effective 3-decay rate of the isotopic chain
Z. The value of lgff is dominated by the half-life of the waiting-point nucleus
within the isotopic chain. Since -decay half-lives and rates are related by 7; , =
In2/Ag, the isotopic abundances are proportional to the effective B-decay half-
lives, i.e., Y (Z) o< Tle/f; This means that the shape of the final abundance pattern is
largely determined by the half-lives of the waiting point nuclei. Especially at the
neutron magic numbers such as N = 50,82, and 126, which correspond to waiting
points, the half-lives tend to be longer than other nuclei on the path, leading to the
peaks of the final abundance pattern at A ~ 80, 130, and 195, respectively.

Since B-decays are responsible for the flow of material towards higher proton
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numbers, the timescale of B-decays also determines how far the r-process path
can reach in terms of proton number within the timescale of the expansion of the
astrophysical plasma (~ 1s). Therefore, the global trend of the theoretical -decay
half-lives is expected to affect the predicted production of heavy nuclei and the
extent of the contributions of fission, which is the main decay mode around and

below the next neutron magic number N = 184.

B-Delayed Neutron Emission

B~ -decays of neutron rich nuclei are followed by emissions of one or more
neutrons when the neutron separation energy falls below the Qg value. When the
(n,v) < (7,n) equilibrium breaks down and the material decays back to stability
at the late stage of the r-process (~ 1s after the beginning of the r-process), which
is commonly referred to as the “freeze-out”, 3-delayed neutron emissions can alter
the abundance pattern established during the equilibrium. This is because, in ad-
dition to the fact that neutron emissions change the mass number of a nucleus, the
emitted neutrons can also be captured during the freeze-out. Since neutrons may
be captured by any nucleus in the plasma, depending on neutron density during the
freeze-out, B-delayed neutron emissions may globally affect abundance patterns
[4]. Therefore, experimental determination and accurate theoretical modeling of
B-delayed neutron emission probabilities are necessary to correctly understand the

flow of material at the late stage of the r-process.

Neutron Capture

During the (n,y) < (7,n) equilibrium the abundance pattern does not depend
on the neutron capture rates (Eq. 2.1). However, if the environment is extremely
neutron-rich or the temperature is not hot enough, the equilibrium is not necessarily
established. In this case, neutron capture rates are relevant, since the timescale
of neutron captures and -decays become comparable. Furthermore, during the
freeze-out, competition of neutron captures and f3-decays smoothes out the odd-
even staggering in the abundance pattern versus mass number due to the staggering

in neutron separation energies [4].

36



Fission

If the environment is sufficiently neutron rich and the speed of successive f3-
decays allows the production of nuclei approaching the next neutron magic number
N = 184, fission can affect the abundance pattern by distributing the fragments of
nuclei with large mass numbers into the lighter mass regions [45]. These fragments
can again capture neutrons to produce fission nuclei and repeat this cycle several
times (fission cycling). Since every fission cycle doubles the number of heavy
nuclei, fission can increase the abundance of heavy nuclei relative to light particles.
Furthermore, fission also provides free neutrons in the environment and may affect
the dynamics of the freeze-out in addition to 3-delayed neutron emissions.

Currently, experimental investigations of nuclear fission remain challenging

due to the difficulties in producing heavy neutron-rich nuclei.

2.2 Nuclear Mass Models

As discussed in Section 2.1, nuclear masses play an essential role in predicting
abundance patterns of the r-process nucleosynthesis. However, experimental de-
termination of nuclear masses, especially short-lived neutron-rich nuclei, remains
a challenging task. Figure 2.2 shows the chart of nuclides with measured nuclear
masses based on the Atomic Mass Evaluation 2020 (AME2020) [10], in compar-
ison to the region where positive one- and two-neutron separation energies (S,
and S,,, respectively) as well as positive one- and two-proton separation energies
(Sp and Sy, respectively) are predicted based on the FRDM2012 nuclear mass
model (Section 2.2.3). In AME2020, the masses of 2427 nuclides with N,Z >10
are listed, while FRDM?2012 predicts that 7174 nuclei with N,Z >10 exist. It also
shows that nuclear masses have been measured almost to the theoretical limit of ex-
istence (dripline) on the neutron-deficient side, while the masses of many neutron-
rich nuclei have not yet been experimentally studied. Although next-generation
radioactive isotope beam facilities such as the now operational FRIB (Facility for
Rare Isotope Beams) in the United States, FAIR (Facility for Antiproton and Ion
Research) in Germany (which is still under construction), TRIUMF-ARIEL (Ad-
vanced Rare Isotope Laboratory) in Canada (under construction), and RIBF at

RIKEN in Japan (operational) will be able to produce more neutron-rich nuclei,
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precise experimental studies of such short-lived nuclei remain difficult. Since at
least in some cases (e.g. binary neutron star merger), the path of the r-process is
expected to extend all the way to the neutron dripline, which is the neutron-rich
limit beyond which nuclei are no longer bound, it is necessary to have reliable
theoretical description of nuclear masses to accurately understand the observed r-

process abundance pattern and other observables.
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Figure 2.2: Comparison of the regions on the chart of nuclides where nu-
clear masses have been experimentally determined (as listed in the
AME?2020 [10]) and the nuclei that are predicted to be bound, i.e. posi-
tive one- and two-neutron separation energies (S, and S, respectively)
and one- and two-proton separation energies (S, and S5, respectively)
predicted by FRDM?2012 [119] (see Section 2.2.3). The vertical and
horizontal lines correspond to the magic numbers.

In this section, an overview of the theoretical concepts of some of the most
commonly used nuclear mass models will be provided. In particular, emphasis is
placed on the finite-range droplet model (FRDM, Section 2.2.3) and the Hartree-
Fock-Bogoliubov (HFB) mass model (Section 2.2.4), which are some of the most
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successful mass models using the macroscopic-microscopic (mic-mac) approach

and the microscopic approach, respectively.

2.2.1 Liquid Drop Model and Semiempirical Mass Formula

Nuclear masses are often expressed in the form of the binding energy of a nucleus

as a function of neutron number N and proton number Z
B(N,Z) = (NM,, +ZM,, — [M(N,Z) — ZM,]) ¢?, (2.5)

where M, is the mass of a neutron, M, the mass of a proton, M(N,Z) the mass
of a nucleus with N neutrons and Z protons, M, the mass of an electron, and ¢
the speed of light. The fact that the mass of a nucleus is smaller than the sum of
the nucleons (neutrons and protons) that constitute the nucleus was first discovered
by Aston (1920) [120], according to Ref. [121]. Later, Eddington [122] suggested
that the observed mass defect is due to the binding energies of the nuclei. Further
measurements of nuclear masses and their interpretation revealed that, for nuclei
with more than about twelve nucleons, the binding energy per nucleon B(N,Z)/A
stays roughly constant at around 8 MeV, where A = N + Z represents the number
of nucleons (see Fig. 1.2). Combined with the observed near constant nuclear
densities, this led to the notion that one nucleon in the nucleus interacts only with
its nearest neighbors. If all possible pairs of nucleons in a nucleus interact with
each other, then the total binding energy of the nucleus would be proportional
to the number of pairs %A(A — 1), meaning that the binding energy per nucleon
would be proportional to the mass number A [95]. This leads to the concept of the
saturation of the nuclear forces, which originates, among other properties, from
its short-range nature. Thus, the roughly constant nucleon density within a nucleus
and the relatively sharp drop in density at the surface can be qualitatively explained
by the saturation property of the nuclear force.

Based on the observation of how nucleons interact with each other in a nu-
cleus, Weizsidcker [123] and Bethe and Bacher [124] were the first to propose the

semiempirical formula (macroscopic mass formula) for nuclear binding energies,
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which was inspired by the liquid-drop picture of atomic nucleus [125, 126]:

Z(Z—1 N —Z)?
;U3)+W( A) +68(A), (2.6)

B(N,Z) = ayA — asA?? —ac

where the values of the parameters were obtained by fitting it to the data from
AME2012 [127]:

ay =15.64; as=17.58; ac=0.71; a;=23.07 [MeV]. (2.7)

The first term of Eq. 2.6 is called the volume term. Assuming that a nucleus is a
sphere with a constant density and a sharp surface, the radius R can be estimated as
R= roAl/ 3 where ry is empirically determined as rg = 1.2 [fm]. Thus, this term is
proportional to A o< R3. Similarly, the second term is called the surface term, which
is proportional to A%/ o< R2. It arises from the fact that the nucleons at the surface
interact with fewer nucleons than the ones inside the nucleus. The ac term rep-
resents the Coulomb energy, which is proportional to the number of proton pairs
(< Z(Z —1)). The g; term represents the symmetry energy, which favors a con-
figuration with the same number of protons and neutrons. However, heavy nuclei
typically have more neutrons than protons. This is due to the Coulomb repulsion,
which makes the potential for a proton shallower. Finally, the term §(A) corre-
sponds to the pairing effect. There exist different expressions and dependencies on

A of this term, but here we adopt the version by Mendoza-Temis: [126]

13.59-A~ 2 for even-even nuclei,
0(A) = 0 for even-odd and odd-even nuclei, (2.8)
—13.59-A7"2  for odd-odd nuclei.

This is because like nucleons (neutron-neutron or proton-proton) energetically fa-
vor to be in a pair. It can be seen from the experimental observations that, for
example, the ground-state spins (sum of the orbital angular momentum and the
intrinsic spin) of even-even nuclei (nuclei with even number of neutrons and pro-
tons) are always coupled to 0" and those of odd-odd nuclei generally show nonzero

ground-state spins.
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Figure 2.3: Deviation of the nuclear binding energies modeled by the
semiempirical mass formula (BEypy) from the experimentally deter-
mined binding energies (BEeyp) as listed in AME2020 [10], as func-
tions of neutron number N and proton number Z. The vertical lines
correspond to the magic number N,Z =2, 8,20,28, 50,82, and 126.

The deviation of the experimental binding energies from the predictions by
the semiempirical mass formula is shown in Figure 2.3. Large deviations are ob-
served at N = 28, 50, 82, 126 and Z = 28, 50, 82. These numbers, in addition to
N,Z =2, 8, 20, are known as magic numbers, where the nuclei become exception-
ally strongly bound due to the fully occupied shells, analogous to closed electron
shells in atomic structures. This shows that the liquid-drop model (LDM), which
describes the bulk properties of nuclei, does not capture well such microscopic ef-
fect originating from the nuclear shell structure. As discussed in more detail in
the following, much of the effort in developing more realistic nuclear mass mod-
els has been put into reconciling the macroscopic description of nuclei with the
microscopic effect.

Models that have microscopic corrections to macroscopic descriptions of atomic
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nuclei are often referred to as microscopic-macroscopic (mic-mac) models. The
first step towards adding a microscopic effect to the liquid-drop model was taken by
Myers and Swiatecki (1966) [128]. In their mass model, shell effects were treated
as “bunching” of single-particle levels through a simple algebraic representation.
Furthermore, a shape parameterization was introduced to allow for deviations from
spherical symmetry, which is assumed by the liquid-drop model. Pairing of like nu-
cleons (nn or pp pairs) was taken into account by adding a term 114~1/2 MeV for
odd-odd nuclei (nuclei with odd N and odd Z) and subtracting the same term for
even-even nuclei from the total binding energy. A Wigner term, which corrects
for the systematic underbinding of nuclei around N = Z, was also included. These
corrections improved the root-mean-squared (rms) error between experimental and

calculated masses to around 1 MeV from 2.97 MeV without such corrections [121].

2.2.2 The Strutinsky Theorem

A more rigorous approach for including shell corrections to a macroscopic model
was made possible by the Strutinsky theorem [129, 130], which was later general-
ized by Myers and Swiatecki (1982) [128]. From a microscopic perspective, this
method can be understood as an approximation to the Hartree-Fock (HF) method
(see Section 2.2.4), in which nucleons independently move around in a average
(mean-field) potential. Myers and Swiatecki (1982) [131] had shown that, using a
smooth diagonal single-particle density matrix p, which approximates the HF self-
consistent single-particle density pyr, the HF energy Eyg, which is a functional of

pur, can be expanded in powers of §p = pyr — p
Exnr = Elpur] ~ E[p] + ) ni& —trhp + 0(8p%). (2.9)

h = h[p] is an approximation to the exact HF Hamiltonian /[pyg], & are the corre-
sponding single-particle energies, and »; are their occupation numbers. The term
E[p] can be, for example, determined from the liquid-drop model (Section 2.2.1),
the droplet model (Section 2.2.3), or the energy determined from the extended
Thomas-Fermi method (Section 2.2.5). The single-particle Hamiltonian / has the
usual form of —%Vz +V, where V is the (deformed) potential of choice, which
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usually contains the spin-orbit effect as well. The term tr/p is the smoothed ver-

sion of the sum of the single-particle energies

trfzﬁ = ini& = Es.p., (2.10)
i
where the original sum of the single-particle energies is
Esp = Zn,-éi. (2.11)
Strutinsky (1967, 1968) [129, 130] expressed this Es . as

Esp = /_Z eg(e) de, (2.12)

where

g(€) :ZniS(e—éi). (2.13)

In order to obtain £, the simplest approach is to replace g(&) with g(g), which

is a sum of Gaussian,

- o 1 ‘ (E—éi)z
g(e)= m;n, exp [_?’2} , (2.14)

where 7 is the width of the smoothing, which is set to be at least as wide as the
spacing between the average spacing of the major shells. The smoothed sum of the

single-particle energies is then
Esp = / £g(€) de. (2.15)

This is the basic concept of the Strutinsky shell correction method. The procedure

is often referred to as the standard averaging method.

2.2.3 Finite Range Droplet Model (FRDM)
The finite-range droplet model (FRDM) developed by Moller et al. (2016, 1995)

[119,132], which has been one of the most successful and commonly used macroscopic-
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microscopic (“mic-mac”) global mass models, included not only the Strutinsky
shell corrections but also pairing corrections based on the Bardeen-Cooper-Schrieffer
(BCS) theory of superconductivity [133] as well as the Wigner term. As the name
suggests, in the FRDM the liquid-drop model was replaced by the “droplet” model,
originally developed by Myers and Swiatecki (1969, 1974) [134, 135], which is de-

scribed below.

Macroscopic Part

One of the improvements made in the macroscopic droplet model was to allow
a finite incompressibility of nuclei, which was simply infinite in the liquid-drop
model. It allows a finite nucleus to be squeezed by the surface tension and di-
lated by the Coulomb force. This was achieved by introducing a dilation variable
€ = (po—p°)/3po and a central asymmetry variable 6 = (p, — p,)/p°¢ to the vol-
ume (bulk) term of the liquid-drop model, where py is the equilibrium density of
infinite nuclear matter and p© = p, + p;, is the sum of the central (bulk) density of
neutrons and protons. The surface term was also modified so that the neutron and
proton surfaces are separate, which is consistent with the observations of real nu-
clei (e.g. the observation of a neutron skin [136]). These improvements provided a
framework for describing dynamic phenomena such as the giant dipole resonance.
Furthermore, more sophisticated treatments of the Coulomb energy, such as the
exchange effect, surface diffuseness, redistribution of protons, and the finite pro-
ton size, were introduced to depart from the simple picture of a uniformly charged
sphere with a defined surface assumed in the liquid-drop model. Deformation was
also accounted for through deformation-dependent factors.

The “finite-range” property of the model comes from the finite range of the
nuclear force. This was incorporated into the model by multiplying the surface

term of the liquid-drop model with a shape-dependent factor B:

2/3 . IR
A //< r—r )exp( D) gesr a6

|r—r'|/a

which is a folding of an empirical saturating two-body potential expressed by the

Yukawa-plus-exponential model, whose range is a. The double integral is over a
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sharp-surfaced (deformed) matter distribution whose volume is V = (47/3)r3A.
The constant in front of the integrals becomes 1 when a becomes 0. The Coulomb
energy was also refined by taking into account the diffuseness of the charge distri-
bution characterized by the diffuseness constant agep.

The other major improvement to the macroscopic model was the introduction
of the phenomenological exponential compressibility term, proposed by Treiner
et al. [137]. This modification addressed the overestimation of the central density

by the standard droplet model.

Microscopic Part

In mic-mac models, the total potential energy can generally be expressed as a func-

tion of neutron number N, proton number Z, and the shape of the nucleus [119]
Epot(N,Z,shape) = Emac(N,Z,shape) + E (N, Z, shape), (2.17)

where Ey; is the contribution from the macroscopic model and Eg,,, is the shell-
plus-pairing correction. While microscopic correction is technically the shell-plus-
paring correction added to the macroscopic deformation energy relative to the
macroscopic spherical energy, in practical calculations it is Es, that is calculated
to obtain the microscopic corrections. Given a deformation of a nucleus, Eg,,, is
solely determined from the single particle levels using the Strutinsky’s theorem and
a pairing model.

In order to calculate the shell corrections, it is necessary to first specify the

single-particle potential V felt by a nucleon
V=Vi+Vso +Vc, (2.18)

where V| is the spin-independent nuclear part of the potential, Vs, is the spin-orbit
potential, and V¢ is the Coulomb potential. The first spin-independent part is the
folded-Yukawa potential

Vi(r) = d*r, (2.19)

Vo / exp(—|r —r'|/apo)
4

AR’ r— 7|/ apo
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where apo is called the potential diffuseness constant, and the volume integral is
Note that

Ryot, which is the potential radius, is different from the range of the nuclear force

over the volume of the (deformed) potential, whose volume is %nRgot.

a. The spin-orbit potential is

2
vs.o.:—l( f ) o-VVilr)xp. (2.20)

2MpucC h

where A is the spin-orbit interaction strength, myp,. is the nucleon mass, © is the
Pauli spin matrices, and p is the nucleon momentum. The third Coulomb potential
is

Ze? dr’
(4n/3)ro3A ) |r—r'|’

Ve(r) = (2.21)

where the integral is over a (deformed) sharp-surfaced region, whose volume is
(47/3)ro>A with ry being the charge-radius constant ro = (47pg/3) /3.

From the potential V, a single-particle Schrodinger equation is solved to obtain
single-particle energies e;, which are then used to obtain the shell corrections using
the standard averaging method based on the Strutinsky theorem. To solve for the
single-particle energies, the matrix elements of the Hamiltonian are generated from
a set of deformed, axially symmetric, harmonic-oscillator basis functions.

As for the pairing correction, the FRDM adopts the Lipkin-Nogami pairing
model [138-140], which is a variation of the Bardeen-Cooper-Schrieffer (BCS)
theory. The Lipkin-Nogami approximation overcomes the limitation of the BCS
model, which is the large spacing of single-particle levels at the Fermi surface, by
taking into account effects associated with particle-number fluctuations. The pair-
ing strengths G for neutrons and protons are determined by postulating an effective-

interaction pairing gap Ag:

icB
Ag, = r}“\l;lc /35 for neutrons, (2.22)
Fmi BS
G, = ;‘f 7 for protons, (2.23)

where By is one of the deformation-dependent factors and rpy; is the pairing param-
eter determined from a fit. In this picture, a constant level density in the vicinity

of the Fermi surface, leading to a smooth level density which is obtained in the
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Strutinsky method. This allows the sums in the gap equation to be replaced by an
integral that can be evaluated analytically. Note that the pairing treated in the mi-
croscopic part of the FRDM only considers nn and pp pairing—np pairing is not
considered.

In total, the most recent model FRDM2012 has 17 parameters which are deter-
mined from a fit to the mass data, and 21 parameters which are determined from
other considerations. Improvements from the older version FRDM1992 include
improvements of the parameter optimization method, new experimental mass data,
improved energy minimization method, inclusion of axial symmetry, adjustment of
additional parameters, and improvements of the ground state correlation energies.
The FRDM2012 achieves an rms error of 0.602 MeV for nuclei with mass numbers
A > 20 relative to the known masses in the AME2020 [10].

2.2.4 Hartree-Fock-Bogoliubov (HFB) Mass Models

The Hartree-Fock-Bogoliubov (HFB) mass models take a microscopic approach
originally developed by Samyn et al. (2002) [141] and Goriely et al. 2002 [142],
which achieved a performance comparable to FRDM in reproducing experimen-
tally determined nuclear masses [143]. A high-level review of the Hartree-Fock
method as well as its extension called the Hartree-Fock-Bogoliubov method is
given in the following. The key design aspects of the HFB mass models will also

be discussed.

The Hartree-Fock Method

A fully microscopic approach for modeling nuclear masses or binding energies
is to start with a realistic nucleon-nucleon interaction and solving the many-body
Schrodinger equation. Such approach is called the ab initio method. However, it is
not yet possible to predict the properties of atomic nuclei across the whole chart of
nuclides.

One of the more computationally tractable and scalable approaches to micro-
scopically calculate nuclear masses is to assume that the nucleons in a nucleus
move independently in an average (mean-field) potential generated by the other

nucleons. Such a theoretical framework is provided by the Hartree-Fock (HF)
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method. In the HF theory, the average single-particle potential is called the Hartree-
Fock potential

HY =Y h(i), (2.24)

whose ground state energy E(I){F is an approximation to the exact ground state of the
many-body system. The corresponding eigenfunction ®(1,...A) of the Hamilto-

nian is anti-symmetrized product of single-particle functions (Slater determinant)
A .
IHF) = |®(1...4)) =[]4/|-), (2.25)
i=1

where az and a; are Fermion creation and annihilation operators corresponding to
the single-particle wave functions ¢, respectively, and |—) is the bare vacuum.
The single-particle wave functions ¢ themselves are also eigenfunctions of the

single-particle Hamiltonian 4, and the single-particle Schrodinger equation is

2
(—;WVZ + U) Ok = €, (2.26)
where U is the single-particle potential determined from the effective nuclear force
of choice. The set of equations can be considered as the HF equations in the co-
ordinate space, while it is common to work in a configuration space, which are
characterized by the occupied and empty levels in the state |HF). The set of Slater
determinants {®} consisting of the A single-particle basis ¢ (k =1,2,...,A) is
used as a trial wave function for the variational method to minimizing the HF-
energy

EMF — (@|H|®) = / &Pre(r), 2.27)

where H is the many-body Hamiltonian and €(r) is called the energy density func-
tional. Thus, the HF-wave function |[HF) is obtained by minimizing EHF. Tt is
important to note that the HF method is an approximation to the exact many-body
system, therefore, the wave functions and corresponding energies are usually not

identical to the exact ones.
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The Hartree-Fock-Bogoliubov Method

As mentioned in the overview of the Hartree-Fock method, in general, wave func-
tions obtained through a configuration mixing of Slater determinants are not iden-
tical to the exact nuclear wave functions. The deviations of the mean-field picture
from the actual nuclear many-body systems are often referred to as correlations.
One of the most prominent correlations is pairing of like nucleons (neutron-neutron
and proton-proton), as observed in the odd-even staggering of nuclear binding en-
ergies (e.g. the pairing term in the semiempirical mass formula Eq. 2.6). One of
the approaches to incorporate the pairing effect is to model the particle-particle
correlations using the BCS theory, which was originally developed to describe su-
perconductivity by introducing a concept called quasi-particles, which is appro-
priate for describing the pairing of fermions. An attempt has been made to create
a global mass model using the so-called HF-BCS procedure [144]. In this model,
quasi-particles and the pairing potential were introduced in a generalized single-
particle picture described by the HF theory. However, this treatment of pairing is
known to become unphysical for neutron-rich nuclei, which is a significant prob-
lem, especially in the modeling of the r-process nucleosynthesis.

The Hartree-Fock-Bogoliubov (HFB) method generalizes and unifies the HF
method and the BCS model. The single-particle and pairing aspects are treated
simultaneously by determining wave functions consisting of freely moving quasi-
particles through the variational principle.

The first of the series of the HFB mass models was published in 2002 by Samyn
et al. (2002) [141], which was named HFB-1, shortly followed by HFB-2 [142].
Among many, one of the common features of all the HFB mass models is the use of
the Skyrme force. The ten-parameter form of the Skyrme interactions is a widely

used zero-range phenomenological effective force between nucleons labeled with
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iand j:
Vij :to(l+X0P0)6(rij)
1
"‘tl(l+xlpa)ﬁ{17ij26(rij)+6(rij)pij2}
1
-I-tz(l+x2Pa)ﬁp,~j2-5(rij)pij2

1
+ 81‘3(1 +X3P0)p7’8(r,-j)

+éWO(o,-+oj)-pij X 8(rij) Py, (2.28)
where rjj =r;—rj, p;; = —ih(V;— V) is the relative momentum, P = %(1 +0-
0 ) is the two-body spin-exchange operator, and p = p, + p,, is the local nucleonic
density with p, and p,, being the local neutron and proton density, respectively. The
first term with 7y describes a pure zero-range 8-force with a spin-exchange. The
t1 and f, terms simulate a finite effective range and the term with 73 is a density
dependent force. The last term is a two-body spin-orbit term.

In the recent developments of the HFB mass models, additional terms with #4
and 75 were introduced, which are density-dependent generalizations of the #; and
ty terms, adding up the total number of parameters to 16. Furthermore, an addi-
tional spin-orbit degree of freedom was added at the level of the energy-density
functional, which is the expectation value of an effective Hamiltonian on a quasi-
particle vacuum. In the study of mass model averaging described in Chapter 4,
we have used the HFB-31 mass model, which is the most recent development. In
this model, the pairing force of like nucleons were modeled to fit the pairing gaps
Ay(pn,pp), Where g denotes neutron or proton (¢ = n or p), to the calculations of
pure neutron matter and charge-symmetric (equal numbers of neutrons and pro-
tons) nuclear matter based on realistic two- and three-body nuclear forces. This
allows for a more consistent description from nuclei to neutron stars, which is one
of the most neutron-rich systems. However, this treatment necessitates an inclusion
of a phenomenological surface term, which depends on the local density gradients,
in the pairing force to maintain a good fit to the experimentally measured nuclear
masses. In addition to the pairing effect, corrections in the form of the Wigner

terms and the spurious collective energy due to the rotation associated with the vi-
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olation of angular momentum conservation and the deformation dependence of the
vibration have been included to the model.

The parameters of the Skyrme force, the pairing effect, the Wigner terms, and
the collective energy corrections were fitted to the 2353 measured masses of nuclei
with N and Z > 8 listed in the Atomic Mass Evaluation (AME) 2012 [127]. The
HFB-31 model resulted in an rms error of 0.579 MeV for nuclei with mass numbers
A > 20 with respect to the AME2020 [10].

2.2.5 Extended Thomas-Fermi Plus Strutinsky Integral (ETFSI)
Mass Models

One of the problems of macroscopic-microscopic mass models such as the FRDM
is the inconsistency between the macroscopic and microscopic parts. In the FRDM,
the parameter values of the microscopic shell corrections are known to differ from
the macroscopic counterparts [145]. However, the problem associated with the mi-
croscopic HF methods (HFB and HF-BCS) when they were first developed was the
prohibitive computational cost, especially for deformed nuclei. Therefore, the use
of a semiclassical approximation to the HF method called the Extended Thomas-
Fermi (ETF) approximation' was proposed to reduce the computational cost. The
point of using the ETF method is to obtain the smooth macroscopic part of the
mass model using a Skyrme force; then the same force can be used to calculate
the shell corrections through the Strutinsky method (Section 2.2.2). This method
is called the Extended Thomas-Fermi plus Strutinsky integral (ETFSI). Using the
Skyrme force (Eq. 2.28) with appropriate constraints, the exact HF energy Eyr can
be written as [146]

Eur = E|[pur]
=[x ), 2,1), py(r). py(1), ), (2.29)

where pyr is the HF density matrix, 7, and J, (¢ = n or p) are the kinetic energy
density and the spin-current density, respectively, p,(r) = Y4 ¢/, (r)9iq(r) is the

IThe theoretical formalism of the extended Thomas-Fermi approximation is quite lengthy and the
detailed discussion of this method is outside the scope of this thesis, therefore, interested readers are
referred to e.g., Ref [95].
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diagonal part of the single-particle density matrix, and pé(r) is its gradient. 7, and
J, are not only dependent on p,(r), but also on the off-diagonal elements of the
density matrix p,(r,r’). According to Ref. [146], the essence of the ETF method
is to approximate 7, and J, by 7, and ]q, respectively, which depend only on the

diagonal elements of the density matrix, i.e., p,(r), so that

E[pur] ~ Eetr[PETF]
= / Extr(py(r), PL(F), ...) &r. (2.30)

Eliminating the off-diagonal elements significantly speeds up the calculation com-
pared to the full HF method, although not as fast as standard mic-mac models [147].
Now using the Strutinsky method (Sec. 2.2.2), the HF energy Enr = E[pur| can be

approximated as
Enr ~ Egre + Y ni& — trhpere + O(8pere?), (2.31)
i

where the shell corrections can be obtained using the same Skyrme force used for
calculating Egrr. Since we have access to pgrr, it is not necessary to perform aver-
aging of the single-particle energies. While the ETFSI model is mostly redundant
since full HF (HFB) calculations are now possible, it is still valuable in calculating
fission barriers. The last version of the ETFSI mass model called ETFSI-2 [148]
resulted in an rms deviation of 1.085 MeV for nuclei with mass numbers A > 20
with respect to the AME2020 [10].

2.2.6 Weizsiacker-Skyrme (WS) Mass Models

Another approach to improve the consistency between the macroscopic part and the
microscopic part in mic-mac mass models has been proposed by Wang et al. [145,
149-152]. Similarly to Eq. 2.17, the total energy of the model E is the sum of the

macroscopic part and the Strutinsky shell correction AE

E(A,Z,B) =Ep(A,Z) [[(1 +bxB7) + AE(A, Z, B), (2.32)
k>2
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where [ are the deformation parameters for quadrupole (k = 2), octupole (k = 3)
deformation and so on, and b; are the corresponding adjustable parameters to take
into account the effect of deformation in the macroscopic energy. £} p is a variation

of the semiempirical mass formula (Eq. 2.6)

Z(Z—1
Eip(A,Z) = ayA + asA*> +ac(Al/3)(1 — 2723 aPA+ apair A3,
(2.33)
where
2—|I|: N and Z even ,
[I] : N and Z odd ,
1—|I|:Neven,Zodd, and N > Z,
Sup = (2.34)
1—|I|:Nodd,Zeven, and N < Z,
1:Neven,Zodd, and N < Z,
1:Nodd,Zeven, and N > Z,
and 2
K —
a; = Csym 1_m+2+|I|A ; (235)

with ¢y, and & being parameters determined from a fit. The term which involves
I approximately works as the Wigner term.

Their approach to maintain the consistency between the macroscopic part and
the microscopic corrections is to use the Skyrme force through the ETF approxi-
mation to determine or verify some of the parameters, such as by and asym, then use
the same force to calculate the shell correction by the Strutinsky method. Since the
model consists of the semiempirical (Weizsidcker) mass formula and the shell cor-
rection based on the Skyrme force, it is often referred to as the Weizsédcker-Skyrme
(WS) model.

The latest version WS4 includes further corrections such as constraints on mir-
ror nuclei, residual pairing effect, triaxial deformation, and surface diffuseness.
The mass model achieved an rms error of 0.293 MeV for nuclei with mass num-
bers A > 20, relative to the AME2020.
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2.2.7 Duflo-Zuker (DZ) Mass Model
The mass model developed by Duflo and Zuker (1995) [153] (DZ) is another mass

model often used in studies of the r-process nucleosynthesis. In this section, an
overview of the basic concept of the model is provided. While this model is more
fundamental than the mic-mac models, it is not fully microscopic since it is not ex-
plicitly built upon nucleon-nucleon interactions. The starting point of the construc-
tion of the model is the assumption that a two-body “pseudopotential” is smooth
enough to perform HF calculations. Based on this assumption, the corresponding
Hamiltonian H can be separated into the monopole part H,, and the multipole part
Hy:

H=H,,+Hy. (2.36)

The monopole part H,, is treated phenomenologically to reproduce the saturation
property of the nuclear force and able to reproduce the exact energy of closed
shells, as well as their single particle or hole states. The multipole part Hy, can
be derived in a parameter-free way from the realistic nucleon-nucleon interactions
and contains residual interactions, which describe pairing, quadrupole correlations,
Wigner correlations and so on.

There exist different versions of the DZ mass models with 10, 28, and 31 in-
dependent parameters. While the 10- and 28-parameter versions (referred to as
DZ10 and DZ28, respectively) are described in their paper [153] and the mass ta-
bles are widely available, for the 31-parameter version (DZ31) only the code is
distributed [154]. The performance based on the AME2012 is essentially compa-
rable (Oums (DZ28) = 0.360 MeV and Oy (DZ31) = 0.362 MeV) [151], therefore,
in the study described in Chapter 4, we employ the more accessible DZ28 version.
The rms error of DZ28 for nuclei with mass numbers A > 20 with respect to the
AME2020 is 0.427 MeV.

2.2.8 Models by Koura, Uno, Tachibana, and Yamada (KUTY)

A similar approach to standard mic-mac models was proposed by Koura et al. [155,
156]. The total mass predicted by the model M(Z,N) is expressed as

M(Z,N) = My(Z,N) +Ms(Z,N) + Meo(Z,N), (2.37)
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where M, (Z,N) is called the gross term, which captures the general trend of the
masses, Ms is called the shell term, which accounts for the deviations from the
general trend predicted by the gross term, and M., is called the even-odd term,
which corrects for the even-odd staggering in masses that are not captured by the
shell term. The gross term is similar to the semiempirical mass formula, but the

physical meaning of each term is slightly different:

My(Z,N)c* =Muc*Z +M,c*N +a(A)A +b(A)|N - Z|
+c(A)(N—-2)?/A+Ec(Z,N) —kgZ*¥, (2.38)

where My and M, are the mass excess of a hydrogen atom and a neutron, respec-
tively. E¢ is the Coulomb term and k. is the binding energy of the electrons.
a(A), b(A), and c(A) are further parametrized by a;, b;, ¢; (i = 1,2,3,4) and «;
(j = a,b,c), which are determined from a fit.

The starting point of the shell effect term is the construction of a spherical
single-particle potential for neutrons and protons. The potential consists of the
spin independent component, which is a modified Woods-Saxon potential and the
spin-orbit component. From this single-particle energies are obtained, from which
crude shell energies are obtained. The crude shell energies are refined by pairing
corrections obtained by assuming the BCS-type pairing. The effect of deformation
is modeled by a superposition of spherical nuclei, which is computationally less
expensive than modeling the deformation using deformed potentials.

The even-odd term is obtained from experimental masses and the gross + shell
parts of the mass model, which corrects for the deviations that could not be ac-
counted for by the treatment of the shell energies.

The rms error of the latest version KUTYO05 for nuclei with mass numbers
A >20is 1.109 MeV relative to the AME2020.

2.2.9 Brief Comparison of Mass Models

The performances (rms errors Oys) of the nuclear mass models discussed so far
with respect to the experimentally determined nuclear masses (from the AME2020 [10])
are summarized in Table 2.1. The rms errors are calculated for nuclei with mass

numbers A > 20, since some of the mass models do not provide predictions below
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Mass Model \ Grms(AME2020) [MeV] ‘
FRDM2012 [119] 0.602
DZ28 [153] 0.427
HFB31 [143] 0.579
ETFSI-2 [148] 1.085
WS4 [152] 0.293
KUTYO5 [156] 1.109

Table 2.1: A summary of rms errors of the mass models discussed in Sec-
tion 2.2, with respect to the experimentally determined masses listed in
the AME2020 [10]. The rms errors are calculated for nuclei with mass
numbers A > 20.

Figure 2.4 shows the residuals of the theoretical mass models as functions of
neutron number, with respect to the experimental nuclear masses from the AME2020.
For most of the mass models, the discrepancies of the predictions from the exper-
imental masses become large for small neutron number. This is largely due to the
mean-field assumptions of the mass models, which become less valid for lighter
masses.

Figure 2.5 shows comparisons of the mass models described in the previous
sections for nickel (Ni, Z = 28), tin (Sn, Z = 50), and gadolinium (Gd, Z = 64) iso-
topes, as well as the experimentally determined masses listed in the AME2020 [10],
relative to the FRDM2012 predictions. It can be seen that the predictions of nu-
clear masses by different models are in close agreement where experimental data
exist since they have been constrained in this area. However, they start to diverge
as the predictions are extrapolated towards neutron-rich regions, and the difference
between the models can be as large as 15-20 MeV, which will result in large uncer-
tainties in the calculations of r-process observables (e.g. abundance patterns and
kilonova lightcurve). In Chapter 4, a method to incorporate the variations in the
mass predictions by different models and to quantify the overall uncertainty will
be explored.

The effect of employing different mass models on the predictions of the abun-

dance patterns of the r process is shown in Figure 2.6. In these plots, in addition
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Figure 2.4: Residuals of mass excess of the theoretical mass models listed
in Table 2.1 as functions of neutron number N, with respect to the ex-
perimental nuclear masses from the AME2020 [10]. The vertical lines
correspond to the neutron magic numbers N = 20,28,50,82, and 126,
respectively.

to the explicit dependence of the photodissociation rates on the neutron separation
energies (Sy,) through the detailed balance (Eq. 2.2), the dependence of the forward
rates, i.e., the neutron capture rates on the S, values are considered for consistency.
The astrophysical trajectories are neutron star merger (panel (a)) and hot neutrino-
driven wind (panel (b)), same as the ones used in Chapters 5 and 6. Note that
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Figure 2.5: Comparisons of the mass models and the experimental masses
listed in the AME2020 [10], relative to the predictions of the
FRDM?2012 for (a) Z =28 (Ni), (b) Z =50 (Sn), and (c) Z = 64 (Gd)
isotopes.

instead of the DZ28 and ETFSI-2 models listed in Table 2.1, the DZ31 [154] and
ETFSI [146] are used due to the availability of data. Data were provided by M.
R. Mumpower (LANL, private communication). The plots show that the choice
of mass models has a significant impact on the theoretical predictions of r-process
abundance patterns. In reality, virtually all the reaction, decay, and fission rates, as

well as fission fragment distributions, are affected by the choice of mass models.
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Therefore, the impact of nuclear mass models is expected to be more significant

than what is shown in Figure 2.6.
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Figure 2.6: Comparisons of the predictions of the r-process abundance pat-
terns employing different mass models. The top panel (a) shows the case
of neutron star merger scenario, and the bottom panel (b) shows the case
of hot neutrino-driven wind scenario. The astrophysical trajectories are
the same as the ones used in Chapters 5 and 6. Note that instead of
the DZ28 and ETFSI-2 models listed in Table 2.1, the DZ31 [154] and
ETFSI [146] models are used due to the data availability. Data were
provided by M. R. Mumpower (LANL, private communication).

60



Chapter 3

Statistical Inference and Machine
Learning Methods

The method of science can be considered as a loop of inference, in which mathe-
matical theories and hypotheses are constructed to explain observations, and new
predictions by the theories and hypotheses are tested by further observations. Sta-
tistical inference, which is based on the language of probability, is a method of
choice for testing such hypotheses and estimating unknown parameters in the math-
ematical theories from observed data.

In recent years, in many fields of physics and astronomy including low en-
ergy nuclear physics, estimating uncertainties associated with theoretical models
has been a topic of investigation (see Refs. [157, 158] and references therein). Es-
pecially Bayesian statistics (Section 3.1) is gaining popularity since it provides a
suitable framework for quantifying uncertainties in terms of probability statements.
In Bayesian statistics, parameter estimations are often performed using the Markov
chain Monte Carlo (MCMC) method. The basics of the method are described in
Section 3.2. The Bayesian framework illustrated in these sections is applied to the
uncertainty quantification of nuclear mass models in Chapter 4.

Monte Carlo methods can also be applied to sensitivity analyses, whose pur-
pose is to identify influential inputs that contribute the most to the output uncer-
tainty of a numerical model. In Section 3.3, the variance-based sensitivity analysis

method is introduced, which infers the “sensitivity” indices based on Monte Carlo
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estimators. This method is used in Chapter 5 to identify the 3-decay properties of
neutron-rich nuclei in the rare-earth peak region (see Section 2.1.2) which are the
most responsible for the propagated uncertainty of the output of nuclear reaction
network calculations (Section 1.3), within the newly obtained experimental results.

Section 3.4 discusses the basics of artificial neural networks (ANNs), which
form the basis of the method explained in Chapter 6. ANNs are highly flexible
machine learning models, which can be trained to learn, for example, the relations
between the inputs and outputs of numerical simulations, e.g. nuclear reaction
network calculations, thereby essentially emulating the simulations. In Chapter 6,
emulators are constructed for nuclear reaction network calculations. This signif-
icantly speeds up the calculations and will help reduce the computational cost of

statistical tasks such as variance-based sensitivity analyses.

3.1 Bayesian Statistics

It is shown that if a set of rational “beliefs” can be numerically represented, based
on a simple set of axioms, manipulations of the degrees of beliefs follow the sum
and product rules of probability [159-164]

p(x) = / p(x,y)dy :  sum rule,
3.1)

p(x,y) =p(y|x)p(x) : productrule,

where p(x) and p(y) are the probability density functions (PDFs) of x and y, re-
spectively, p(x,y) is the joint PDF, p(y | x) is the PDF of y conditional on x.

Let us assume that 0 is a (set of) parameters that describe the characteristics of
the population from which 6 is obtained. If p(0) describes our prior belief about
the best value of 6 before obtaining any observation that could provide information
on 0, this p(0) is called a prior distribution. When data D are obtained, for each
0, if p(D | 6) describes the degree of our belief about D being the expected ob-
servation given that 6 is the true value. This p(D | 0) is called a sampling model
or a likelihood function. From the sum and product rules (Eq.3.1), Bayes’ theo-

rem (Bayes’ rule) can be derived, which provides an optimal method to update our
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belief of 6 given the new observation (data) D [163-165]

p(6 D)=

p(6,D)  p(D|6)p(6) (3.2)
(

p(D)  [p(D|6)p(6)dd

The probability distribution p(6 | D) obtained as a result of Bayes’ theorem is
called a posterior distribution. The Likelihood function and the prior distribution
together constitute a probability model. The core of Bayesian computation is to
develop the model p(6,D) = p(D | 0)p(6) and perform the computation to sum-
marize p(6 | D) [166].

It is often challenging to mathematically formulate our prior beliefs to specify
the prior distribution p(0). The popular approach to overcome this challenge is
the use of weakly informative priors. This means that with a reasonably large
amount of data, likelihood dominates and the prior distribution has little effect on
the outcome. This can be achieved, for example, by embedding the information
on the scale of the parameters or the predictions of the probabilistic model [163,
167-169]. Note that unbounded flat priors (unbounded uniform distributions) are
usually not recommended, partly because the integral of an unbounded uniform
distribution gives infinity (called an improper prior), and the integral of likelihood
functions does not necessarily equal one, therefore, the posterior would not have
properties of a PDF [164, 167, 170].

Posterior distributions cannot usually be analytically obtained unless special
types of priors are used (e.g. conjugate priors) [166]. Therefore, posteriors are
numerically estimated by constructing an empirical distribution of the posterior,
since often it is still possible to evaluate priors and likelihood at each point. The
most commonly used method is Markov chain Monte Carlo (MCMC), which will
be described in the following section.

Typically, a Bayesian posterior distribution is summarized by a (credible) in-
terval that contains a certain fraction of the distribution, e.g., 95 %. This can be
interpreted as the probability that the interval contains the unknown quantity of in-
terest based on our prior belief and observations. This is a different concept from
a frequentist (confidence) interval in a sense that the interval obtained with, for
example, 95 % confidence indicates that if the same observation is repeated many

times, 95 % of the constructed intervals would contain the true value of the quantity
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of interest [166].

Furthermore, interpretation of the likelihood function p(D | 0) also differs be-
tween Bayesian and frequentist paradigms. In Bayesian statistics, the observed
data D is fixed and the uncertainty in the parameter 6 is expressed as a distribution
of 8. On the other hand, from a frequentist’s point of view, the parameter 6 is con-
sidered to be fixed, and its error bars are estimated by considering the distribution
of possible data sets D.

In Chapter 4, a concrete example of the Bayesian probabilistic modeling will

be presented.

3.2 Monte Carlo Method and Markov Chain Monte
Carlo

When the distribution of the quantity of interest cannot be analytically obtained, it
is common to simulate a sequence random variables X', X2, ... and compute the
corresponding quantity of interest g(X?) (i= 1,2, ,...), then compute the statistical
quantities of interest, e.g., mean, variance, and so on.

Suppose that we can simulate independently and identically distributed random
variables X', X2, ..., X" and they have the same distribution as X, which is denoted
as f(X). If g is some function where g(X) cannot be analytically obtained but we

wish to estimate the expectation
1 =Elg(0)] = [ 8(X)f(X) dX, (33)
then the Monte Carlo estimate of U is
N 1 i
==Y g(X"). (3.4)
Similarly, the variance of g(X), 62, can be estimated by

0%, =

i (g(X") — ). (3.5)

S| =

This is the basic concept of (ordinary) Monte Carlo.
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Markov Chain

As discussed in the previous Section 3.1, Markov chain Monte Carlo (MCMC)
is often the method of choice to compute analytically intractable posterior dis-
tributions in Bayesian statistics. Markov chain is a sequence of random variables
X', X2, ..., where the conditional distribution of X¢*! given all the previous points
x(i=1,2,...,d) depends only on the last point x?. The lower case means that
they are realizations (observed values) of the variables X' (i = 1, 2, ..., d). That
18,

p(XT x4 x4 xh) = p(x T | x). (3.6)

The Metropolis Algorithm

Below, we will review the basic concept of MCMC by taking the random-walk
Metropolis (Metropolis-Hastings) algorithm as an example. The notation follows
that of Ref. [166]. Similarly to Section 3.1, let 6 denote the parameter(s) of interest,
and D be the observed data. The procedures of the algorithm are the following
[166]:

1. Choose a starting point 8° where the posterior PDF p(8° | D) is positive.
2. Ford=1, 2, ..., repeat:

(a) Sample a proposal 8* from a proposal distribution J;(8* | 89~1). For
the random-walk Metropolis algorithm, this proposal distribution is
chosen to be symmetric, i.e., J;(8¢ | 8°) = J;(6° | 8%) for any a, b,
and d.

(b) Compute the ratio of the density (acceptance ratio):

p(6* | D)/Ja(6" |64Y)  p(6*]|D)

— = 3.7
" (6 D) /(6167 pler1[D) O
(c) Set
o 0" with probability min{1,r}, (3.8)
B 04~ otherwise. .
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The starting point in Step 1 can be based on some approximation of the property
of the posterior. Practically, the first portion of the generated points before the
Markov chain stabilizes is often discarded as a burn-in period. In Step 2 (a), a
normal (Gaussian) distribution, for example, can be used as a symmetric proposal
distribution. Step 2 (c) can be executed by generating a uniform random value u, (a
value drawn from the unit uniform distribution [0, 1]), then accepting the proposal
0* if r > uy, otherwise rejecting it and retaining the old value 89!,

The reason why this simple algorithm can estimate the correct posterior dis-
tribution (target distribution) is due to the Ergodic Theorem. It states that, if the
sequence {61, 92, ...} is an irreducible, aperiodic, and recurrent Markov chain,
then it has a unique distribution that is stationary, and the stationary distribution
equals the target distribution. The details of the proof for the case of the Metropolis
algorithm are described in Refs. [163,166].

In an irreducible Markov chain, it is possible to jump from any state eventually
to any other state. This property is satisfied in a random-walk, since the proposal
distribution J; has positive probability everywhere. Aperiodicity is where a Markov
chain does not visit a specific value periodically, e.g., every k-th iterations. Starting
a Markov chain at some value 0, if the probability of returning to the value 0 after
an infinite number of steps is equal to 1, then this Markov chain is said to be
recurrent. A random-walk Markov chain satisfies all of these properties.

When a sample 8¢ is drawn from a stationary distribution 7 and 89*! is gen-
erated conditionally on ¢ from the Markov chain, then the unconditional distribu-
tion of 89*! is also 7. The proof that the stationary distribution of the Metropolis
algorithm is unique and equals the target distribution p(6 | D) can be given by
computing the joint probability of 8% and 6° drawn from p(6 | D) labeled so that
p(6° | D) > p(6%| D), and showing that the marginal distributions of 8¢ and 6,
computed from the joint probability are identical to p(6 | D) (see e.g. Ref. [166]).

In practice, it is known that a random walk becomes increasingly inefficient in
exploring high-dimensional parameter spaces. Most commonly used probabilistic
programming languages, such as STAN, PYMC, BUGS, EMCEE, and so on, im-
plement a sampler called the “No-U-Turn Sampler (NUTS)”, which is an extension
to the Hamiltonian Monte Carlo (HMC) method. In HMC, the parameter space is

explored in analogy to Hamiltonian dynamics, like a ball moving on a friction-less
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curved surface. Therefore, the point of the sample moves around as if the point
has a momentum, and the movement of the point is affected by the gradient of the
logarithmic of the posterior (log-posterior) distribution with respect to the param-
eters [171-173]. However, HMC has parameters that require manual and careful
tuning to control its behavior. NUTS overcame this challenge by automatically
tuning such parameters through a recursive algorithm [174]. In Chapter 4, we will
employ NUTS implemented by PyMC [175].

3.3 Variance-Based Sensitivity Analysis Method

In the context of the r-process nucleosynthesis, a notable previous work on sensi-
tivity analysis focusing on nuclear physics inputs in nucleosynthesis calculations
has been performed by Ref. [82]. Sensitivity here means how much predicted ob-
servables of the r-process, such as abundance patterns and kilonova lightcurves, are
affected by the change in the nuclear physics inputs such as nuclear masses, decay
half-lives, and so on. Identifying nuclear physics inputs with large sensitivities al-
lows us to focus the experimental and theoretical effort on such nuclei to improve
our understanding of the r-process. In their work, sensitivities of the calculated
abundances to various nuclear physics observables, such as -decay half-lives, 3-
delayed neutron emission probabilities, neutron capture rates, and masses, were
estimated for the entire chart of nuclide.

While this work has provided significant insight into the dependence of the
calculated abundances on the individual nuclear physics inputs, their sensitivity
analysis method faced several challenges. The sensitivities were estimated by
changing one input at a time, with or without propagating the variation to other
inputs, and summing the absolute differences of the output from the baseline over
all mass numbers. This one-at-a-time scheme implicitly assumes linearity and ad-
ditivity in the response of the calculation to the change in the input [176]. Since
nucleosynthesis calculations often show non-linear relations between variations of
reaction/decay rates and abundance changes [177], the sensitivity estimates based
on this scheme are potentially unreliable. Furthermore, with this method the space
of the input variables, whose dimension is equal to the number of the variables, is

largely unexplored.
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Ref. [177] studied the effect varying the (o,n) reaction rates employing a
Monte Carlo approach, in the context of neutrino-driven ejecta in core collapse su-
pernovae. With the Monte Carlo method it is possible to explore the entire variable
space. In identifying the key reaction rates, Spearman’s correlation coefficient was
employed as sensitivity metric, which assumes a monotonic relationship between
the output (elemental abundance) and the variation of an input (e.g. an (o,n) re-
action rate). While the assumption of a monotonic relationship is an improvement
from the linear assumption in Refs. [178, 179], which employed Pearson’s corre-
lation coefficient, there is no guarantee that the relationship is always monotonic.

In our sensitivity analysis, we employ the variance-based sensitivity analysis
method. This method is also based on a Monte Carlo approach and it determines
the individual contribution of input variables to the uncertainty (variance) of the
output of the model [180]. The same method has recently been applied in a study
of ab initio nuclear theory [181].

Below, we outline the variance-based sensitivity method based on the work
presented in Ref. [180] The notation in this section follows that of the paper. Inter-
ested readers are referred to [180, 182] for more detailed discussions of the method.
As explained in the main text of the current work, this method quantifies the con-
tribution of the uncertainty (variance) of each input variable to the uncertainty of
the output. In the work presented in Chapter 5, the input variables correspond to
the experimental 3-decay half-lives (T} /,) and the -delayed one-neutron emis-
sion probabilities (Py,), and the output corresponds to the nuclear abundances as
a function of mass numbers. A more detailed introduction to the variance-based
sensitivity analysis method is provided below.

Suppose that a numerical model can be expressed as ¥ = f(X1,Xa,...,Xk),
where Y is the output (e.g. nuclear abundance for a given mass number), X; (i =
1,2,...,k) are the input variables (e.g. T}/, and P}, values), and f(-) is the simula-
tion (e.g. nucleosynthesis post-processing code). Assuming for now that X;,X>, ..., X
are independently and uniformly distributed in [0, 1], the following decomposition

of the overall output variance V (Y) is proven unique by [183]:

V) =BV R LV e i (39)

i j>i
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where V; is the output variance due to the variance of input variable X;, and the
definition is similar for V;; and other higher order terms. Dividing both sides by
v(y),
1=Y s+ Y Y sP 48 (3.10)
i P>

D =viZv)

2)

J

where S,m = Vl.(1 ) /V(Y) is called a first-order sensitivity index for X;, S§ :

is a second-order sensitivity index, and so on. These partial variances Vi( ), v

and so on can be written as (see [180, 183] for more details)

ViV = vy, (Bx (Y | X)), (3.11)
Vi = Vi, (Bx, (Y | X:. X)) (3.12)
—Vx, (Ex_,(Y | X;)) — Vx, (Ex_,(Y | X)), (3.13)

and so on. In Eq. 3.11, Ex_,(Y | X;) denotes the expectation value (average) of Y
when the value of X; is fixed, and Eyx_, means that the average is taken over all
the possible values of all the variables except for X;. Therefore, Vx, (Ex_,(Y | X;))
means that the variance of the expected value is computed over all the possible
values of X;. More intuitively, as shown in Fig. 3.1, this is equivalent to calculating
the average of the values of Y of the samples by “slicing” the samples at a given
value of the input X;, then estimating how much the average varies as the samples

are sliced at all the possible values of X;. With this, the sensitivity indices can be

written as
o _ Vi (Ex (Y \Xf))’ (3.14)
’ V(Y)
S(Z) _ VXin (EX~ij(Y |XivXj)) —Vx (EXM'(Y |Xi)) *VX,' (Eij(Y |Xj)) (3.15)
ij V(Y) '
_ o2),closed (1) (1)

and so on, where SEI) and Sg)
(2),closed __ Vx;x; (EXN,-J'(Y‘XhXj))
ij = V(Y)

order sensitivity index, since the definition is closed within the subset of inputs

{Xi,X;}.

are called first-order and second-order sensitivity

indices, respectively, and S is called the closed second-
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Ex.(Y [ Xi)

X

Figure 3.1: Conceptual schematics of the meaning of the value
VX,. (EXN,-(Y | X,)) in Eq 3.11.

While we have assumed so far that the input variables are uniformly distributed
in [0, 1], this method can be used with general distributions such as a normal dis-
tribution or uniform distributions that are not in [0, 1], since random numbers uni-
formly distributed in [0, 1] can be transformed to desired distributions through in-
verse transform sampling, as long as they are independently distributed and their
cumulative distribution functions are known. The sensitivity indices can then be

defined in a similar manner for general distributions [182].

Monte Carlo estimate of sensitivity indices

In practice, the sensitivity indices (e.g. Egs. 3.14 and 3.15) cannot be computed an-
alytically. Therefore, we compute their Monte Carlo estimates instead. In order to
illustrate the Monte Carlo method, we use first-order sensitivity indices (Eq. 3.14)
as an example.

Suppose that we have k variables of interest and wish to use N samples to com-
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pute their Monte Carlo sensitivity estimates. The first step is to generate samples
that are uniformly distributed in [0, 1]. While random numbers can be used for this
purpose, we employ a Sobol quasi-random sequence implemented in a Python
library called SALib [184]. Sobol quasi-random sequences are designed to gen-
erate multi-dimensional uniform samples in [0, 1] to efficiently explore the entire
variable space by filling the gap between previously sampled points [180]. Using
the quasi-random sequence, we generate N X 2k samples and split them into two
matrices of size N x k.

The next step is to transform the uniformly distributed samples for each vari-
able in the two matrices into the desired distributions. In the study described
in Chapter 5, the half-lives are assumed to follow truncated normal (Gaussian)
distributions with their means and standard deviations defined by the experimen-
tal values and uncertainties. The f-delayed one-neutron emission probabilities
(P, values) are either truncated normal distributions or uniform distributions in
[0, (upper limit of P;,,)]. The samples uniformly distributed in [0, 1] can be trans-
formed into these distributions through inverse transform sampling. For conve-
nience, we call the first of the two transformed N x k matrices A and the second
matrix B. Using these matrices, the first-order sensitivity index is estimated by
(based on Eq. 16 of [180] and Eq. 30 of [182])

o I ) (Bl - 1))
Si = ~ : (3.16)
7%

where §i(l) denotes a Monte Carlo estimate of Sl(l), and f(A); as well as f(B); are
the output of the simulation run with the j-throw (j =1,2,...,N) of the matrices A
and B, respectively. BK] is a N X k matrix whose i-th column (i = 1,2,...,k) comes
from the matrix A but all the other columns come from the matrix B. Consequently,
f (BK] ) is the output of the simulation run with the j-th row of BK]. V(Y) is the total
variance of the output of the simulation, computed with all the generated samples.
Errors of the computed sensitivity indices can be estimated using a method called

bootstrapping [185].
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3.4 Neural Networks

While the variance-based sensitivity analysis method (Section 3.3) is useful for
identifying influential parameters in the model and MCMC (Section 3.2) is useful
for estimating the likely values of the parameters from the data, one is sometimes
interested in extracting the patterns and physical laws from the data. In such case,
it is often effective to fit flexible models to the data. Neural networks have recently
gained popularity due to their flexibility and ability to interpolate/extrapolate the
observed data [186]. Such models can be used for constructing fast emulators of
complex numerical models, which would otherwise take a large amount of compu-
tational cost and time. In this section, the basics of neural networks are presented,
which are used in Chapter 6 to construct an emulator of a nuclear reaction network

calculation code (Section 1.3).

Feed-forward Artificial Neural Network

Feed-forward artificial neural networks (ANNSs) can be described as a series of
functional transformations, where an input (vector) x is propagated through in-
termediate layers, and finally to the output (vector) y [164, 186]. For example,
if an ANN has three layers that are connected in a chain, it can be expressed as
f(x) =0 ( £ ( f m(x))). An ANN with trainable parameters, or weights w,
defines a mapping y = f (x,w), which is trained to approximate some function
y = f*(x). Training is typically performed using variations of (stochastic) gradi-
ent descent algorithms to minimize cost functions, such as the mean squared error
cost function. The information from the cost function is propagated backwards
through the network to compute the gradient of the cost function with respect to
the trainable parameters, using the back-propagation algorithm. Much of the de-
sign of architectures of ANNs goes into the choice of type, number (depth) and
width of layers, and how each layer is connected. In what follows, the two types of
layers used in the design of the current architecture of ANNs are described. Please
see Ref. [186] for more details.

Implementation of the neural networks are done by using an ANN library
called KERAS [187], which provides a high level application programming inter-
face (API) for TENSORFLOW [188] in PYTHON.
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Fully Connected Layers

In a fully connected (or dense) layer, linear combinations of the input of the layer
are first constructed. Taking the first layer of the ANN as an example and following

the notation in [164], the linear combination can be written as

D
aj= Zw%)xi—i—w%), (3.17)
i=1
where j = 1,...,M with M being the dimension of the layer, D the dimension of
the input x = xq,...,xp, wib

Ji
layer, and w%) the biases. Each of a; is subsequently transformed using nonlinear

the weights with the superscript (1) denoting first

activation function A(-) to obtain outputs of the layer
zj = h(a;). (3.18)

In the work presented in Chapter 6, the activation function is chosen to be the
rectified linear unit (ReLU) h(a;) = max {0,a;} [189], which is one of the most
widely used activation functions. The subsequent layers take the output of the
previous layers, and the functional transformations can be operated in the same
manner. In the final layer, the identity activation function (where the output of the

function is identical to the input) is used to allow for unbounded values.

Convolutional Layers

Convolutional neural networks (CNNs) are a type of ANNs where convolution is
used in at least one of the layers. CNNs are used most extensively in the field
of computer vision. The central assumption in CNNs is that nearby pixels in the
image data or neighboring data points in time-series data are strongly correlated
[164, 186]. Based on this assumption, it is possible to extract the local features
in the data. The general convolution operation for multidimensional arrays can be

expressed as [186]

:Zzl(mvn)K(i_maj_n)7 (3.19)

m n
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where [ is a multidimensional array image input, K is called a kernel (which is a
multidimensional array that stores the adaptive weights), and S(i, j) is the output
and is often referred to as a feature map.

In the actual implementation of convolution for machine learning purposes,
convolution is typically performed for a small subregion in an input image for each
element in a feature map. Furthermore, the weights in a feature map are used for
all the elements in an input, which is the concept called “weight (parameter) shar-
ing”. These reduce the number of weights that are stored in the memory, making
it possible to process images that have a large number of pixels. Each unique set
of weights is often referred to as a filter, which acts to detect different features in
the input data. The use of convolutional layers for nuclear data is motivated by the
fact that the properties of neighboring nuclei on the chart of nuclides are highly

correlated.

Uncertainty quantification with deep ensembles

In emulation of computer codes, one of the most popular approaches is to use a
probabilistic model called Gaussian processes (GPs) [190, 191, 191, 192]. GPs
provide a natural way to quantify the prediction uncertainty in terms of the quality
of the emulation. On the other hand, typical ANNSs including CNNs have determin-
istic weights, therefore their predictions are also deterministic. One approach to
overcome this limitation for ANNS is to employ Bayesian neural networks (BNNs)
[171] where the weights are expressed as probability distributions. Similarly to
GPs, it is possible to quantify the prediction uncertainty of BNNs due to their
probabilistic nature. However, the computational complexity of BNNs is large
compared to traditional ANNs, and the application to CNNs is technically chal-
lenging for non-experts.

The approach we employ in this thesis to quantify prediction uncertainty is
called deep ensembles, which is a simple and scalable method and has been shown
to provide robust and accurate estimates of uncertainty, comparable to BNNs [193].
The central idea of deep ensembles for regression is to create a copy of M (en-
semble size, in our case, M = 10) ANNs with the same architecture with random

initialization. The final layer of the ANN architecture is replaced with a layer with
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two outputs: a predictive mean g (x) and a predictive variance 6(x). The predic-
tive mean and variance of the ensemble are obtained by treating the ensemble of

ANNSs as a uniformly weighted mixture of Gaussian distributions.
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Chapter 4

Ensemble Bayesian Model

Averaging of Nuclear Mass
Models

Since the first introduction of the nuclear liquid drop model, the theoretical de-
scription of nuclear masses has seen great progress, which gave rise to many
related but different approaches. It is now possible to describe the ground state
properties of nuclei across the chart of nuclei with theories of different scales (see
Section 2.2): Macroscopic-microscopic theories such as the Finite-Range Droplet
Model (FRDM) [119, 132], Weizsdcker-Skyrme (WS) models [145, 149, 150,
152], microscopically inspired Duflo-Zucker models [153], and more microscopic
theories such as the nuclear density functional theory (DFT) with different interac-
tions or energy density functionals (EDFs) [143, 194, 195].

These global mass models play a particularly important role in understanding
the origin of heavy elements in the Universe via the rapid neutron capture process
(r-process) [45, 82, 196, 197]. This is because the nuclear masses determine the Q-
value (energy release) of nuclear reactions and decays, which also affect their rates
(rates o< Q37 [198, 199]), but the masses of the vast majority of neutron-rich iso-
topes relevant to the r-process have yet to be experimentally studied. The masses
also determine the fission barriers, which become important for very heavy nuclei

where fission is the dominant decay mode. Therefore, mass models used in nucle-
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osynthesis studies have a significant impact on the resulting abundance patterns and
kilonova lightcurves. However, one of the challenges in understanding the impact
of mass models in nucleosynthesis is that, in general, we do not have uncertainty
estimates associated with the theoretical masses. While there has been an effort
to quantify uncertainty in microscopic theories [200, 201], the mass models that
are typically used in nucleosynthesis studies, especially macroscopic-microscopic
and phenomenological models, do not come with quantified prediction uncertainty.
One may calculate the root-mean-squared error of each mass model with respect
to the observations, but it most likely underestimates the uncertainty where no data
exist (see Figure 2.5). Furthermore, the possibility of quantifying the uncertainty
by combining multiple mass models and observations has largely been unexplored.
This poses a challenge in quantifying the uncertainty in r-process nucleosynthesis
that arises from uncertain nuclear masses.

As the next-generation radioactive isotope beam facilities allow us to have ac-
cess to more neutron-rich isotopes, it becomes possible to test the performances
of the mass models in the extremely neutron-rich regions of the chart of nuclides.
However, in experimental studies of nuclear masses, usually only the new experi-
mental results are compared to the theoretical predictions. It is often done by cal-
culating the root mean squared (RMS) error (for examples of mass measurements
relevant to the r-process, see Refs. [202-205]), but this does not fully combine all
the available experimental data. Therefore, a statistical method to test the predic-
tions of various theoretical models and evaluate the impact of new measurements
on the uncertainty of extrapolated masses would be an improvement to the current
situation.

In this work, we will apply a method called ensemble Bayesian model averag-
ing (EBMA) introduced by Ref. [206] to combine available experimental data and
multiple theoretical mass models as well as quantify the mass uncertainty. This
method models an ensemble of theoretical mass models as a mixture of normal dis-
tributions, whose parameters are estimated based on the observations. The EBMA
combines model calibration, selection, averaging, and uncertainty quantification
in a single framework and the resulting probabilistic model is highly interpretable.
This Bayesian method is quite general and it can be readily applied to other nuclear

physics observables such as -decay half-lives.
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Recently, data-driven modeling of nuclear masses using machine learning tech-
niques has been quickly gaining popularity [207-214]. Especially, probabilistic
models have achieved high accuracy while providing an estimate of uncertainty.
These machine learning approaches usually model the residuals of a theoretical
nuclear mass model from experimental data, and are providing corrections to the
theoretical mass model. However, while there have been attempts to construct
physically interpretable models [214], it is generally difficult to gain insight into
the underlying physics from the learned residuals. Furthermore, these machine
learning methods do not provide a way to perform a model selection to test exist-
ing theoretical models that are described with known physics.

The purpose of this study, on the other hand, is not to create another mass
model or to improve existing ones. Rather, we aim to investigate how well a set of
theoretical models can reproduce experimental data and quantify the performance
of each model in the ensemble. This quantifies the uncertainty in extrapolating
the experimental data. Our approach should be considered as a method for model
averaging, selection, calibration, and uncertainty quantification, using only existing

theoretical models.

4.1 Method

4.1.1 Bayesian model averaging

We start by describing the general framework of Bayesian model averaging (BMA).
BMA is applicable when more than one statistical model that describes the data
reasonably well is available, and one wishes to account for the uncertainty in the
analysis arising from conditioning on a single model. BMA computes a weighted
average of the probability density functions (PDFs), weighted by the posterior
probability of the “correctness” of each model given the training data. Follow-
ing the description in Refs. [206, 215], the posterior distribution of the observable
of interest A, defined by BMA, is

K
p(A|D)=Y" p(A|M,D) p(My | D), (4.1)
k=1
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where p(A | My, D) is the posterior PDF of the observable of interest based on a
single statistical model My, and p(M; | D) is the corresponding posterior model
probability, which represents how well model M, fits the data D. The posterior
model probabilities can be considered as weights, since their sum is equal to 1.

4.1.2 Ensemble Bayesian model averaging

One of the limitations in the applicability of the BMA method is that the partici-
pating models themselves need to be probabilistic. However, in nuclear physics,
many models only provide point estimates of the quantity of interest. Therefore, we
need to extend the BMA framework to handle such deterministic models. Raftery
et al. [206] introduced the ensemble Bayesian model averaging (EBMA) method,
which computes the weighted average of an ensemble of bias-corrected determin-
istic models, as a finite mixture of normal distributions. In the EBMA framework,

the predictive model is

K
p(A|my,....m Zwkgk (A my), (4.2)

where wy is the weight of the model m;,, whose posterior represents the probability
of the model k being the best one, based on the observed data D. gi(A | my) is a nor-
mal PDF with mean defined by the bias-corrected deterministic model predictions

and standard deviation oy:
ge(A | m) = N(A | ag+bymy, 6F), (4.3)

where a; and by are the bias-correction coefficients, which are discussed in more
detail in the following section. In the original EBMA by Raftery et al. [206], a con-
stant standard deviation was used across all the models in the ensemble; however,
we take it as model dependent (denoted by subscript k), which is a more natural

way to construct a mixture model.
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Bias correction

In constructing EBMA models, although not strictly necessary, Ref. [206] linearly
corrects the bias of the prediction of each model, as shown in Equation 4.3. Since
most mass models are already fit to experimental data, the values of the bias-
correction coefficients are expected to be a; ~ 0 and by ~ 1, where the original
prediction of the model is obtained when a; = 0 and b, = 1.

Ref. [206] suggests that a; and by foreach k= 1,..., K are determined by linear
regression. Another way to determine these parameters a; and by is by Bayesian
linear regression and taking the maximum a posteriori (MAP) values, which is a
slightly more probabilistic treatment. However, in our case, the two approaches

yield virtually identical values.

Bayesian inference

The parameters of interest in our statistical inference are the weights wy (k= 1,...,K)
and the standard deviations of the normal distributions that correspond to each of
the theoretical mass models in the ensemble. Therefore, prior distributions for the
parameters must be specified. In general, we try to choose the prior distributions
to be as weakly informative as possible. For the weights, since the weights have to
sum up to one: Y&, wy = 1, we model the parameters with a Dirichlet distribution

of order K, which meets this requirement. Therefore, the prior for the weights is

p(Wl,Wz, ceey Wk) :Dirichlet(wl,wz, ceey W | o, 0, ..., (Xk)

_ 1—‘(Zszl ak) x Wak_l

= : 4.4
H/’f:lr(ak) k=1 ¢ (44

where oy, 0, ..., o4 are called the “concentration parameters”, and I'(+) is the
gamma function'. The concentration parameters of the Dirichlet distribution are
set to 1 to ensure that the prior distributions are only weakly informative. The prior
distributions for the standard deviations are chosen to be exponential distributions
with the rate parameters equal to 1, which has been suggested to be one of the

weaker priors [168].

T(z) = 577 e dr.
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The likelihood of the normal mixture model is defined as

L(wi, ..., wg, G2, ..., GF)
K
= H Z Wkgk(An,p | mkm,p) , 4.5)

where the subscripts n and p represent the neutron and proton number of the nuclei
where the observations exist. In practice, the logarithm of the likelihood (log-
likelihood) is often used for computation to avoid numerical problems.

With the prior distributions and the likelihood function, it is now possible to

formulate the posterior distributions for the parameters of the EBMA model.
2 2 2
p(w,6” | D) < L(w,67) p(w) p(67), (4.6)

where w = wy,...,wg and 62 = 612, e, 612< and D denote observational data. The

prior distributions are denoted as p(w) and p(c?), respectively.

Predictive variance

In EBMA models, the uncertainty of the quantity of interest is provided in the
form of variance of the posterior predictive distribution. Based on Ref.[206] but
reflecting the fact that our o depends on model k, the predictive variance can be

written as

2
K K
Var(A ‘ mip,my,... ,mK) = Z Wi <(Clk +bkmk) — Zwk(ak —|—bkmk)>
k=1 ki
K
+ Y wiop, (4.7)
k=1
where the first term corresponds to the spread of predictions by the member mass

models of the ensemble, and the second term corresponds to the expected deviation

from the observations of each mass model, weighted by the posterior weights.
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Differences to related works

It is worth discussing the key differences between our framework and the related
studies that use the BMA method, namely, Refs.[209, 210, 216-218]. In their
BMA framework, the uncertainty quantification of the considered mass models
is performed by constructing Gaussian Process (GP) emulators, which learn the
corrections to the mass models from the residuals with respect to the observed
values. Therefore, the quality of prediction and corresponding uncertainty mainly
rely on the performance of the GP emulator. The BMA weights are calculated
either based on some criteria such as nuclei being bound, or the performances of
each mass model on the test data. One of the drawbacks of this method is that
the derived weights are point estimates and the resulting BMA uncertainty is a
deterministic weighted average of the GP uncertainties. Furthermore, one has to
be cautious in performing extrapolations using GPs, since an unconstrained GP
converges to its mean with fixed uncertainty away from the data [190, 219].

On the other hand, the EBMA framework keeps the deterministic nature of the
mass models in the ensemble. Instead, the weights and variances associated with
each mass model are modeled probabilistically based on the experimental data.
The probabilistic distributions are reflected onto the resulting predictive uncertainty
through the Bayesian framework. In this framework, the predictions of each mass
model that constitute the EBMA model are only linearly calibrated; therefore, the

local trend of the predictions remain unchanged.

4.1.3 Setup of numerical experiment

In the numerical experiments discussed in the current work, all the probabilis-
tic models have been implemented using PyMC [175], which is a probabilistic
programming language written in Python. PyMC offers an implementation of
a highly efficient sampler called No-U-Turn-Sampler (NUTS), which adaptively
tunes the parameters associated with the Hamiltonian (or Hybrid) Monte Carlo
method [171, 220]. Conventionally, parameter estimation in mixture models is
performed with the Expectation Maximization (EM) algorithm to avoid the so-
called “label switching problem” [221, 222]. The label switching problem arises
in mixture models like the EBMA models, since the likelihood (Eq. 4.5) remains
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unchanged under permutation of the labels (k =1, ... K) of the mixture compo-
nents gx(A | my). This makes the analysis of the posterior distributions challeng-
ing. However, the EM algorithm does not guarantee convergence to the global
optimal weights and variances, especially in high-dimensional problems. Further-
more, MCMC methods would be able to provide much more complete information
on the posterior distributions. In our numerical experiments, we did not find evi-
dence of a label switching problem due to employing the MCMC method. This is
most likely because, in our normal mixture models, the means of the normal dis-
tributions are always specified by the predictions of bias-corrected mass models,
which works as an identifiability constraint.

The quantity of interest in our study is the one-neutron separation energy (S),
which is directly relevant to the r-process. The mass models included in our
ensembles are the Duflo-Zucker mass model with 29 parameters (DZ29) [153],
FRDM2012 [119], HFB31 [143], KUTYO0S5 [156], ETFSI2 [148], and WS4 [152].
In most of our numerical experiments, we take the S,, values from the AME2020 [10]
as observations. In evaluating the quality of uncertainty estimates for unseen data,
we use the S, values from AME2003 [223] for constructing our models and then
test them with the new data points in AME2020. In the AME2020, 319 new S, data
points with proton number Z = 16-105 are available compared to the AME2003.
The new data points in the AME2020 compared to the AME2003 are shown in
Figure 4.1.
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Figure 4.1: Comparison of the AME2003 data with the latest AME2020 data
for one-neutron separation energies S, illustrated on the chart of nu-
clides. The blue squares show the new S, in the AME2020 values that
did not exist in the AME2003. The §,, values listed in the AME2003 are
shown in orange color.

We consider four different ways to categorize the S, data. The first category
is the data for the whole chart of nuclides, which employs all the available exper-
imental data at once. The second and third are data for each isotopic and isotonic
chain, respectively. This focuses on the evolution of the S, values as a function of
proton and neutron number (isotopic and isotonic, respectively). The last is iso-
baric (equal mass number A), to demonstrate that it is possible to create an EBMA

model for each isobaric chain, which is relevant to the trend of B~ -decay Q-values.
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4.2 Results and Discussion

4.2.1 Comparison with observations

To compare the predictions of the EBMA model with the observations (data from
AME2020), nominal EBMA predictions are taken as the MAP values of the pre-
dictive distributions of S, with the bias-correction parameters, weights, and the
standard deviations oy (Equation 4.3) determined also from the AME2020 values.
Since the AME2020 values are used for both fitting and evaluation of the perfor-
mance, this analysis reveals how well the EBMA method can reproduce known
experimental data using the constituent mass models.

Figures 4.2 and 4.3 show the deviations of the EBMA predictions of the one-
neutron separation energies (S,) from the AME2020 values. The value of the oy, of
the fit of the entire chart of nuclides (panel (a)) shows that the averaged mass model
created by the EBMA method can reproduce the experimental values slightly better
(Gl(z?\)/ISE = (.232 MeV) than the best performing model, which is the WS4 model
[152] with GlgﬁgE = 0.257 MeV (see Table 4.1). Further reduction in OrMsE iS
achieved when S, of each isotopic chain is fit separately (panel (b) of Figure 4.2).
This suggests that some models in the ensemble perform better than the overall
best-performing mass model (WS4) for some isotopic chains. This can be verified
by inspecting the weights of the EBMA model and will be discussed in more detail
in Section 4.2.2. The best performance in reproducing the experimental S, is ob-
tained when separate EBMA models are optimized for each isotonic chain (panel
(c) of Figure 4.3). This means that the mass models can capture the isotonic trends
of S, (S, as functions of neutron number N) much better than the isotopic trends
(S, as functions of proton number Z), at least for the available experimental data.
The fit of each isobaric chain resulted in the RMSE value of 0.171 MeV, which sits

between the isotopic and isotonic models (panel (d) of Figure 4.3).
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Figure 4.2: Root mean squared error (RMSE) [MeV] of the neutron separa-
tion energies S, reconstructed by the EBMA models fitted with (a) the
whole chart of nuclides and (b) each isotopic chain (Z = const.), com-
pared to the AME2020 [10].
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Figure 4.3: Same plot as Figure 4.2, but for (c) each isotonic chain (N =
const.), and (d) each isobaric chain (A = const.).
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4.2.2 Weights in the EBMA models

EBMA models are constructed using the S, data from AME2020 in three different
ways: optimizing the EBMA models with 1) the data for the whole chart of nu-
clides, 2) each isotopic chain, and 3) each isotonic chain, respectively. Table 4.1
lists the 95 % posterior highest density intervals (HDIs) of the EBMA weights
and variances, which are the narrowest intervals that include 95 % of the posterior
distributions, when the EBMA model is optimized with the observed S, data for
the whole chart of nuclides. The posterior weight, which can be interpreted as the
probability of the model being the best one, is the largest for the WS4 model, fol-
lowed by DZ29 and FRDM12. The order of the top three mass models is the same
as the order of the smallest root-mean-squared errors (RMSEs) with respect to the
AME2020 [10]. On the other hand, the standard deviations or variances of the nor-
mal distributions in the mixture model do not agree with the RMSE values. This is
because the mixture model is a weighted sum of the normal distributions and is fit-
ted to the data at once, not individually. It is not apparent why the posterior weight
of the HFB-31 model is much smaller than the others, although the RMSE value
(0.472 MeV) is smaller than the KUTYO05 (0.746 MeV) and ETFSI2 (0.828 MeV)
models. The HFB-31 mass model performs relatively well on average in reproduc-
ing the observed data, but it is possible that the local trend of the S, values does not
agree with the observation, therefore resulting in the small weight. Such local dis-
agreement could also explain the large interval of the posterior standard deviation
for the model (Table 4.1).
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Table 4.1: 95 % posterior highest density intervals (HDI) of the EBMA
weights and standard deviations (variances), fitted with the AME2020
S, values. The notation (a,b) denotes an interval with a being the lower
bound and b being the upper bound, respectively. RMSE shows the root
mean squared error of each mass model with respect to the AME2020

values.

Mass model Weight Standard deviation RMSE [MeV]
WS4 (0.392, 0.539) (0.186, 0.221) 0.257
DZ29 (0.154, 0.277) (0.134, 0.196) 0.292

FRDM12 | (0.145, 0.264) (0.143, 0.196) 0.350
KUTYO05 | (0.021,0.127) (0.134, 0.292) 0.746
ETFSI2 (0.001, 0.048) (0.063, 0.450) 0.828
HFB31 (0.000, 0.029) (0.138, 1.073) 0.472

The colors in Figure 4.4 show the mass model with the largest weight within
the ensemble for each isotopic (panel (a)), isotonic (panel (b)), and isobaric chain
(panel (c)). The color scale represents the value of the weight. The weight is the
posterior probability of the mass model being the best one, based on the training
using the AME2020 data. Trends of the best models in different regions are visible,

especially when the ensembles are created for each isotopic chain.
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Figure 4.4: Maximum a posteriori (MAP) values of the largest weight in the
EBMA ensemble determined for each (a) isotopic chain, (b) isotonic
chain, and (c) isobaric chain.

90



4.2.3 Uncertainty quantification with EBMA

One of the main goals of this study is to quantify the uncertainty of deterministic
mass models. EBMA achieves it by creating a weighted average of a collection of
mass models, based on the performance of each model during the training. In the
EBMA model, the predictive uncertainty includes not only the spread of the fore-
casts among the member of the ensemble but also take into account the weighted
variance of each member model according to the performance during the training
[206]. The interpretability of the uncertainty is another advantage of the EBMA
method.

Figure 4.5 shows the size of the 68% highest density interval (HDI), which is
roughly comparable to =10 interval of the normal distribution, with EBMA mod-
els fitted for the entire chart of nuclides (panel (a)), each isotopic chain (panel (b)),
each isotonic chain (panel (c)), and each isobaric chain (panel (d)), respectively.
The fit is performed using the AME2020 data and the predictions are made for all
the nuclei available in all the member mass models within the ensemble. In all
the cases, it can be seen that the size of the uncertainty is constrained where the
data exist, but increases towards the edge of the chart of nuclides, especially in the
neutron-rich direction. This means that the predictions by the mass models con-
stituting the ensemble start to diverge as we move further from the last data point,
regardless of how the ensembles are made, as shown in Figure 4.6.

Comparing the four plots of Figure 4.5, the increase in the size of uncertainty in
the neutron-rich region is the smallest for the fit using the whole chart of nuclides
(panel (a)). This is likely because the weights for the whole chart of nuclides
can be determined using all the available data, whereas for each isotopic, isotonic,
and isobaric chains, the weights are determined only from the data in each chain.
Although the isotonic fit was best performing in terms of reproducing the experi-
mental data (Figure 4.3), it can be seen from the panel (c) of Figure 4.5, the size of

uncertainty rapidly grows where experimental data do not exist.
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Figure 4.5: Trends of the sizes of 68% highest density intervals of the EBMA
models, fitted with the AME2020 S,, data for (a) the whole chart of
nuclides, (b) each isotopic chain, (c) each isotonic chain, and (d) each
isobaric chain. The charts with isotonic and isobaric fits are truncated
at large neutron number and mass number, respectively, because there
are not enough data points within the chains to determine the EBMA
parameters.
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Figure 4.6: Comparisons of one-neutron separation energies (S,) predicted
by each mass model used in this study and the experimental masses
from the AME2020 [10], relative to the predictions of the FRDM?2012
for (a) Z =28 (Ni), (b) Z =50 (Sn), and (c) Z = 64 (Gd) isotopes.

Quality of uncertainty estimates

As discussed in Section 4.1.2, the predictive uncertainty given by the EBMA model
has a straightforward interpretation. Now we investigate the quality of the estima-
tion of the size of uncertainty. We first construct EBMA models and quantify
prediction uncertainties using the data from the AME2003 [223], then evaluate the
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quality of the uncertainties based on the new data from the AME2020 [10].
Figure 4.7 shows the distribution of the new §,, data relative to the sizes of un-
certainties given by the EBMA models fitted with the data for the whole chart of
nuclides (panel (a)), fitted for each isotopic chain (panel (b)), isotonic chain (panel
(¢)), and isobaric chain (panel (d)). The number of new data points included in
the fit (n in Figure 4.7) is not necessarily 319 for the isotopic/isotonic/isobaric fits
because at the edge of the chart of nuclides, often there are not enough data points
in the isotopic/isotonic/isobaric chains and the posterior weights do not converge.
Such data points are excluded from the fits. The size of the EBMA uncertainty
is taken as the 68% highest (posterior) density interval (HDI ¢g), which is the nar-
rowest 68% credible interval on the posterior distribution. If the distribution is a
perfect normal distribution, 68% corresponds to the £16 interval symmetric about
the mean. To study how the observation distributes relatively to the HDI g5, we de-
fine 6, which represents an observed S,, value normalized by the size of HDI ¢g. Let

h'°% and 1P represents the lower and upper boundaries of the HDI ¢, respectively,

Sn o hlow

= oo 05, (4.8)

where 0.5 is subtracted to symmetrize the distribution around 0. Comparing the
average sizes of the 68% intervals (HDI gg), on average, the model fitted with the
whole chart of nuclides (panel (a) of Figure 4.7) provides the most constrained
size of the uncertainty of 0.48 MeV. On the other hand, the models fitted for each
isotopic (panel (b)), isotonic (panel (¢)), and isobaric (panel (d)) chain have larger
credible intervals. This is most likely due to the fewer observation data points
in each isotopic, isotonic, or isobaric chain compared to the data for the whole
chart of nuclides. For the isotopic and isotonic fits (panels (c) and (d)), some
data points around & ~ 2 can be seen, suggesting that the models optimized for
isotopic/isotonic chains may be more sensitive to observations that do not follow
the trend within the isotopic/isotonic chain. This means that the isotopic/isotonic
models may be used for detecting anomalous masses or separation energies with
respect to the trend within the isotopic/isotonic chain. The quantified uncertainty
may also be used to estimate the probabilities of certain nuclei to be bound as in
Refs [210, 217, 224], which will be addressed in future work.
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Figure 4.7: Distributions of the new data points in AME2020 compared to
AME?2003, with respect to the 68% HDIs predicted by the EBMA mod-
els fitted with the AME2003 data for (a) the whole chart of nuclides, (b)
each isotopic chain, (c) each isotonic chain, and (d) each isobaric chain.

4.3 Conclusions

We have explored the possibility of quantifying the uncertainty of deterministic
mass models using the EBMA method. The EBMA method models an ensemble
of bias-corrected mass models as a mixture of normal distributions, whose param-
eters are estimated by MCMC using the No-U-Turn-Sampler (NUTS). The EBMA
models have been constructed in four different ways of fitting, namely, the whole
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chart of nuclides, each isotopic chain, each isotonic chain, and each isobaric chain.

In reproducing the observed one-neutron separation energies (S,), in all cases,
the maximum a posteriori (MAP) estimates of the EBMA models result in smaller
root mean squared deviations from the AME2020 data than the best model in the
ensemble, namely the WS4 model. While the EBMA model fitted for the whole
chart of nuclides results in a larger oryms value than the isotopic/isotonic/isobaric
fit, it provides a more constrained and accurate uncertainty.

For all cases, the 68% HDIs estimated from AME2003 data contain roughly
95% of the new observations in AME2020. This suggests that the extrapolations
of the S, values provided by the current EBMA models based on the AME2003
data and the six deterministic theoretical mass models work well for the new data
in AME2020. Furthermore, based on the distributions of the new AME2020 data
with respect to the size of the 68% HDIs, we conclude that the EBMA method
provides meaningful but conservative uncertainty estimates.

The advantage of the current method is its simplicity of the model. As opposed
to the previous works [209, 210, 216-218], the current EBMA method does not
require probabilistic machine learning models that quantify the uncertainties while
correcting for the deviations of each model from the experimental values. There-
fore, the EBMA method is applicable to various nuclear physics observables such

as B-decay rates and possibly neutron capture rates.
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Chapter 5

Variance-Based Sensitivity Study
with Experimental Data

In this chapter, a proof-of-concept work of the variance-based sensitivity analysis
method, which was introduced in Section 3.3 is presented. This study utilized
newly measured f-decay half-lives (7; ;) and [-delayed one-neutron emission
probabilities (Py,) by the BRIKEN collaboration [225], using the radioactive iso-
tope beam produced at the RIKEN Nishina center in Japan. The BRIKEN detector
array consists of 140 *He neutron counters and at the center of the array, a double-
sided silicon strip detector array called AIDA is placed for the detection of beam
implantation and f-particles from the radioactive decays. This chapter is based on
our recent publication [93]. The experimental data analysis was performed by G.
Kiss and A. Vitéz-Sveiczer (ATOMKI, Hungary), and my role was to perform an
analysis regarding the astrophysical implications of the new experimental data in
the context of the rapid neutron capture process (r-process), which is described in
detail below.

In this experiment, 7}/, and P, values of 28 neutron-rich rare-earth isotopes
(139-166pp, 161-168gyy  165-170Fy  and 167-172Gd) were measured. The isotopes
were produced at the Radioactive Isotope Beam Factory (RIBF) at RIKEN Nishina
Center by impinging a 345 MeV / nucleon 233U primary beam with an intensity of
60 pnA onto a 5 mm-thick *Be target. The fragments of the primary beam were
selected and identified by the BigRIPS fragment separator [226].
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Out of the 28 half-lives, 9 half-lives were determined for the first time and all

the Py, values were newly determined. Figures 5.1 and 5.2 summarize the experi-
mental results, compared to the previous experimental data and various theoretical

predictions.
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Figure 5.1: Half-lives determined in this experiment (black squares), in com-
parison to previous measurements (red circles) from Ref.[227], as well
as theoretical predictions of different models: FRDM+QRPA-+HF [98],

RQRPA (labeled as RHB+QRPA) [100], and pnFAM [99]. Figure taken

from our publication Ref. [93].

5.1 Astrophysical implication of the experimental results

5.1.1 Method

With respect to the current experimental values and their uncertainties, we perform

an uncertainty quantification and a variance-based sensitivity analysis [180] (Sec-
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Figure 5.2: 3-delayed one-neutron emission probabilities (P;,) determined
in this experiment (black squares), in comparison to theoretical predic-
tions of different models: FRDM+QRPA+HF [98], RQRPA [100], and
RQRPA+HF (labeled as pn-RQRPA+HF) [228]. Figure taken from our
publication Ref. [93].

tion 3.3) of the calculated r-process abundance pattern. As discussed in detail be-
low, by treating the physical quantities of interest, namely 7/, and Py, as variable
inputs of the nuclear reaction network calculation, we can assess their influence on

the calculated abundance patterns.

Uncertainty quantification

Uncertainty quantification reveals how the uncertainties of the nuclear observables
collectively translate to the uncertainty of the calculated abundance pattern. This
has been performed in various previous studies [82, 196, 229], mainly using theo-
retical values for a wide range of nuclides and focusing on the uncertainty of the

overall abundance pattern.
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Table 5.1. Half-lives (T} /2) and 3-delayed neutron emission probabilities (Py,,)
measured in the present work. Table taken from our publication Ref. [93].

Isotope T, 2 Py, Isotope T, /2 Py,
(ms] [%] (ms] (%]
19pm 1648733 <06 | '¥7sm 33478 <16
160pm* 87478 <01 | 1%8sm 353730 <21
1lpm 72479 1.09%01] | 19Eur 216313 <04
102pm 46718 1797010 | 1%°Eu 12777190 0.63101]
103pm* 362745 5000073 | '97Bu 852715 1.95703%
10%pm 280738 6.187(3) | 19%Eu  4407f8 395708
105pm 2977000 13267933 | 19Eu 389738 14.62735%
106pm 228713 <52 | "Eu  197%7 <24
101sm 4349742 <27 | '97Gd 2269708} <12
1029m 3369730 <10 | '%Gd 294773 <038
103sm 17447380 <01 | %G 92677, <07
104Sm 142273 <07 | '"Gd 67519 <3
1659m  592%3L 1367040 | 7'Gd 39273 <10
16Sm 396735 43873 | °Gd 163743 <50

*The half-lives may include both ground-state and isomeric state decays.

In this work, we perform an uncertainty quantification with the experimental
uncertainties of the half-lives and -delayed one-neutron emission probabilities
(P1), specifically focusing on the rare-earth peak (REP). This assesses the uncer-
tainty of the abundance pattern induced by the current experimental uncertainties.
If the size of the induced uncertainty is significantly larger than that of the measured
solar abundance, it generally means that a more precise measurement is necessary
within the set of nuclides. Since there are other sources of uncertainties from nu-
clear physics inputs, as well as astrophysical inputs, this uncertainty provides a
lower limit.

We further compare these uncertainties of the calculated abundance patterns

obtained from this experiment with the ones calculated with the previously mea-
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sured 3~ -decay half-lives taken from [227], supplemented with the theoretical val-
ues from FRDM2012+QRPA [98] where previous experimental values do not exist.
In this comparison, however, the uncertainties of Pj, from the current measurement
have been used for both calculations. This is because it is difficult to assume rea-
sonable uncertainties on theoretical values and, as will be shown in Section 5.1.2,
the largest contribution to the uncertainties come from the half-lives. Therefore,
this comparison quantifies the impact of the current measurements on the 8 ~-decay
half-lives.

Variance-based sensitivity analysis

The aim of this work is to apply the analysis method to the calculation of r-process
abundances in the REP region, with the nuclear reaction network calculation being
our model, 7, and Py, values from the current experiment being the inputs to be
varied, and the abundances as a function of mass number in the REP region being
the output of the model. In this study, we compute the first-order sensitivity indices
s (see Section 3.3), which account for the contributions of the uncertainty of in-
dividual variables to the uncertainty (variance) of the output. Since the sensitivity
metric is based on the variance, i.e. the size of variation in the output in response
to the variation of inputs, it does not rely on any assumption of the type of relation-
ship, e.g. monotonic or linear. This allows for a straightforward interpretation of
the sensitivity metric and identification of key nuclides and their nuclear properties
that are responsible for the uncertainty of the calculated abundance pattern.
Furthermore, this framework allows for taking into account the dependence of
the output on multiple input variables (second- or higher-order sensitivity indices),
if they exist, which has not been addressed in the previous applied sensitivity anal-

ysis methods.

Generation of Monte Carlo samples

The values of the first-order sensitivity indices S(!) are estimated from the samples
generated from Sobol quasi-random sequences. Sobol sequences are determinis-
tic and designed to fill variable spaces more evenly and efficiently than ordinary

pseudo-random sequences, which allow for a faster convergence of Monte Carlo
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estimators (Eq. 3.16).

In both of the tasks of uncertainty quantification and sensitivity analysis, we
use normal (Gaussian) distributions as distributions of most of the experimental
values, where the mean values are equal to the nominal experimental values and
the standard deviations are equal to the experimental uncertainties. In case of asym-
metric uncertainties, the larger values have been used. Picking larger uncertainties
to symmetrize the Gaussian distributions greatly simplifies the analysis while pro-
viding a conservative estimate of the uncertainty of the abundance pattern. When
only upper limits are provided for P, values, it is assumed that they follow uniform
distributions between 0 % and the upper limit values (accordingly, if we had lower
limits the distribution would go from the lower limit value up to 100%).

For the uncertainties of the FRDM2012+QRPA half-lives used in the compar-
ison described in Section 5.1.1, the size is assumed to be a factor of 10 around
the predicted decay rates, following the uncertainty analysis in Ref. [82]. Any
non-physical samples, such as negative half-lives or P, values, are discarded.

1000 samples of each of T} s, and Py, value have been generated and used as in-
puts for nuclear reaction network calculations to obtain the nucleosynthesis yields
of the r-process. The nuclear reaction network code PRISM [81] has been used
for the calculations. We employ two astrophysical trajectories (temperature and
density evolution): a dynamical ejecta from a neutron-star merger and a neutrino-
driven wind. Both scenarios have been extensively studied as some of the most
promising sites of the r-process.

The neutron-star merger trajectory is from Ref. [230] based on the simulations
by Refs. [231] and [232], which takes into account the self-heating based on the
FRDM?2012 mass model [119].

The hot neutrino-driven wind trajectory (hereafter referred to as hot wind) cor-
responds to a hot r-process condition with low entropy of =30 kp, an initial elec-
tron fraction of ¥, = 0.20, and an expansion timescale of 70 ms based on Ref. [233],
which is discussed in more detail in Ref. [82]. In the calculations, it is assumed
that the emitted neutrons following the -decays instantly thermalize and reach
energies equal to the average energy of the neutrons in the environment, which is
determined by the temperature of the astrophysical site.

Rates of B~ -decays, f~-delayed neutron emission probabilities, neutron cap-
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ture rates, fission rates and yields, etc., included in the network are identical to
the ones in Ref. [234]. Whenever available, the theoretical rates and reaction Q-
values have been replaced by the experimental values reported in AME2016 and
Nubase2016 [235, 236]. For the nuclides measured in this study (Table 5.1), the
current experimental values replaced any of the existing 3~ -decay rates (7} ;) and

B-delayed one-neutron emission probabilities (Py,,).

5.1.2 Results

Figure 5.3 shows the 20 intervals of the abundances calculated with the samples
drawn from the distributions discussed above, allowing variation of the half-lives
and P}, values of 139-166py 161-168g,, 165170k, and 167-172G(, for both of the
employed astrophysical trajectories. Derived isotopic solar r-process abundances
[26, 27] are also shown for reference. The averages of the abundance patterns
have been scaled at A = 157 to match the calculation of the neutron star merger
scenario. It is common practice to scale either calculated or solar abundance pat-
terns to make a comparison, as they are both relative abundances. In this work,
we choose to scale all the abundances to match A = 157, which is the base of the
REP on the low mass side. This allows for a clear comparison of the height of
the peaks of the calculated and the solar abundance patterns. While the calcula-
tions do not provide a great match to the solar abundances, the idea of this work
is to learn about the dependence of calculated abundances in the REP region on
the varied nuclear physics inputs, using some of the representative astrophysical
conditions. In order to identify the cause of the significant discrepancies between
the calculated abundance patterns and the solar abundance pattern, it is necessary
to quantify the abundance uncertainties due to the assumptions and approximations
in the astrophysical trajectories, in addition to the quantification of nuclear physics
uncertainties.

Comparisons between the 20 uncertainty bands calculated from the current
experimental uncertainties (solid bands), and the uncertainty bands calculated with
the previous experimental half-lives taken from [227], supplemented with the the-
oretical half-lives from FRDM2012+QRPA [98] (hatched band), are shown in Fig-
ure 5.4. As stated above, the uncertainty of the theoretical values are assumed to
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Figure 5.3: Calculated relative r-process abundance pattern for the neutron
star merger scenario (blue line) and the hot wind scenario (orange). The
band represents the 20 interval propagated from the uncertainties of the
current experimental results. The green boxes and red triangles indicate
the derived relative solar r-process abundance pattern from [26] and
[27]. The abundance patterns are scaled to match the mean value of the
calculated abundance in the neutron star merger scenario at A = 157.

be a factor of 10, following the analysis by [82]. Both calculations use the current
experimental uncertainties of the Pj, values for the $-delayed neutron emission
probabilities, therefore, this comparison quantifies the impact of the current exper-
imental half-lives.

In the neutron star merger scenario (Figure 5.4, top panel), the current experi-
ment reduces the uncertainties for the mass numbers A = 162-176. The reduction
is especially significant for A = 162-166 and 169-172. For the hot wind scenario
(Figure 5.4, bottom panel), while the reduction in uncertainty is not as significant,
the effect of the new data can be seen at A = 165-167 and A = 169-170.
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Figure 5.4: Comparisons of 20 uncertainty bands of the calculated abun-
dance patterns between the current experimental uncertainties of
Ty, and Py, values (solid bands), and the uncertainties of Tj/,
from Ref. [227] supplemented with the theoretical half-lives from
FRDM2012+QRPA [98] where previous experimental values do not ex-
ist, with the uncertainties of P;, values also from the current experiment
(hatched bands). The top panel corresponds to the neutron star merger
scenario and the bottom panel corresponds to the hot wind scenario. In
both cases, all the abundance patterns are scaled to match the mean of
the abundance in the neutron star merger scenario at A = 157. See text
for details.
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In both trajectories, Figures 5.3 and 5.4 show that the current experimental data
still have significant effect on the uncertainties of the right (heavier) wing of the
REP. Therefore, in our following analysis, we will mainly focus on the abundances
of the mass numbers A = 168-173 and identify the sources of the uncertainty within
the current set of experimental values. Since this analysis accounts only for the un-
certainty of the current measurements, it should be noted that the size of uncertainty
on the abundance pattern represents only a lower limit.

Figure 5.5 shows a snapshot the r-process path (at = 0.732 s) of the neutron
star merger scenario. The location of the isotopes of interest in the chart of nuclides
relative to the path suggests that they are synthesized completely during freeze-out
when the material decays back to stability. Therefore, analyzing how the decay
properties such as half-lives and Py, affect the abundances around the rare-earth
peak through the variance-based sensitivity analysis may provide further insights
into the freeze-out of the r-process. Since most of the analyses below will be
common for both trajectories, i.e. neutron star merger and hot wind, we primarily

focus on the neutron star merger scenario.

First order sensitivity indices

First-order sensitivity indices S(!) estimate the amount of contribution of each vari-
able (T} /2 and Py, values, in this study) to the variance of the abundances. Ta-
bles 5.2 and 5.3 show the nuclides with the largest S(!) values, which means the
largest contribution to the abundance variances, for A = 168-173, for the neutron
star merger and hot wind trajectory, respectively.

From the Tables 5.2 and 5.3, it can be seen that samarium (Z=62) and gadolin-
ium isotopes (Z=64) account for most of the abundance variances for these mass
numbers in both astrophysical scenarios. For example, in the case of the neutron
star merger scenario, based on the values of the sensitivity indices, it can be con-
cluded that the half-lives of '®*Sm and '%¥Gd account for 60.9 (£ 6.6)% and 24.3
(£ 4.6)% of the variance (propagated uncertainty) of the abundances at A = 168,
respectively. The effect of the half-life of '¥Sm propagates also to the uncertain-
ties of abundances for A = 172 and 173, which is discussed in more detail below.

On the other hand, the influence of the P;, values is relatively small in this astro-
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Figure 5.5: A snapshot of the r-process path in the neutron star merger sce-
nario at t=0.732 s. The purple squares show the isotopes whose half-
lives and -delayed neutron emission probabilities have been measured
in this work. The solid gray boxes indicate the isotopes with nega-
tive one-neutron separation energies (Sy, < 0) in the FRDM2012 mass
model [119]. The inset shows the temperature and density profile of the
trajectory.

physical scenario.

In the case of the hot wind scenario, on average, a larger contribution from the
uncertainty of the Py, values has been observed (Table 5.3). This is likely because
the environment is less neutron-rich compared to the neutron star merger scenario
[82], therefore, B-delayed neutron emissions become a more important source of
neutrons, especially in the late time of the r-process.

As a general trend, the uncertainties of half-lives have the largest effect on the
abundances for the corresponding mass number of the isotope, and a smaller effect
for larger mass numbers. As one might expect, one-neutron emission probabilities
(Py,) can have influence on the abundance for the mass number A — 1, where A is

the mass number of the parent nucleus. For example the uncertainty of Py, ('®>Pm)
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Table 5.2: Table of nuclear input variables that have a significant contribution to the uncertainties of the
calculated abundances for A = 168-173 in the neutron star merger scenario. Columns 4-9 show the first-
order sensitivity indices (sM), which represent the contribution of individual variables to the abundance
uncertainty, with 95 % confidence intervals. The maximum relative uncertainty (third column) is the
ratio of the size of the larger one of upper or lower experimental uncertainty to the nominal value,
in percentage. (100) indicates that the Pj, value only has an upper limit and the size of its relative
uncertainty is 100%, according to the convention in [237]. Long dashes (—) indicate that the nominal
value of 100 x S(!) is smaller than 0.5 [%]. Values larger than 10 [%] are highlighted in boldface.

Max. relative 100x8™M (95% C.L) [%]

Nuclide Variable uncertainty [%] A =168 169 170 171 172 173
165pm Ti 2 37.4 19 1.1)  32(x15)  49(£19) 27(£15  08(x0.9) —
166py T 57.5 — — 05(£0.6) 0.7(x0.7) — —

1665 m Ty 159 — 1.7(£12) 48(+£19) 38(+17) 15100 08(£07)
167Sm Tij 24.9 0.6 (£ 0.6) — — 11(£09) 09(£08)  0.6(+0.7)
1089m Ti 59.5 60.9 (£ 6.6) 551(+7.1) 14.6(+44) 32.6(+50) 435(+£55) 41.6(+56)
168Ey i) 10.9 0.5 (+0.7) — — — — —
19Ey Tij2 23.7 — 3.6 (+ 1.4) — — 09(+£08)  0.7(£0.7)
170gy Tip 376 — — 0.6 (+ 0.9) — — —
Gd Ty 80.1 6.1(£2.5)  266(£43) 342(£62) 146(£39) 35(£18  12(£1.D)
168Gd i) 15.8 243(+46) 83(£27)  8.1(x£28) 22(+1.5) — —
19Gd Ty 11.0 — 0.8 (£ 0.8) — — — —
170Gd i 13.9 — — 252(+47) 1412 26(£14)  35(£17)
7G4 T 37.0 — — — 205 (£4.1)  4.6(+2.0) 1.0 (£ 1.1)
12Gd Ty 69.3 — — — 3.6(£2.1) 357(+£51) 49.3(+5.9)
165pm P 47.0 — 0.6(£06) 0.7 (£0.5) — — —
1089 m P (100) — — — 0.8(+0.8) 0.6 (+0.6) —
199gy Pi, 39.8 54(£2.1) — 37(216) 3617 13(£10) 06(x0.7)
1708y P (100) — 0.5 (£ 0.6) — — — —
172Gd Py, (100) — — — 55(+£20) 32(£15  06(£0.7)
SU(T; ) total: 949 (£8.6) 100.1(£92) 93.9(£9.9) 84.0(+85 951(£83) 99.7 (4 8.6)
S (Py,) total: 59(£23)  L1(x11) 5620 11.0(£29) 57(+£20) 2011
SO total: 1009 (£8.9) 101.3(£9.2) 99.5(£10.1) 95.0(£9.0) 100.7 (+8.6) 101.6 (+ 8.6)
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Table 5.3: Table of nuclear physics inputs that have a significant contribution to the uncertainties of calcu-
lated abundances for A = 168-173 in the hot wind scenario. Columns 4-9 show the first-order sensitivity
indices (S(V), which represent the contribution of individual variables to the abundance uncertainty, with
95 % confidence intervals. The maximum relative uncertainty (third column) is the ratio of the size of
the larger one of upper or lower experimental uncertainty to the nominal value, in percentage. (100) indi-
cates that the Py, value only has an upper limit and the size of its relative uncertainty is 100%, according
to the convention in [237]. Long dashes (—) indicate that the nominal value of 100 x S (1) is smaller than
0.5 [%]. Values larger than 10 [%] are highlighted in boldface.

Max. relative 100x8M (95% C.1.) [%]

Nuclide Variable uncertainty [%] A =168 169 170 171 172 173
165py Ty 374 — 0.5 (£ 0.6) — — — —
1689m Ty 59.5 96.1 (+14.1) 71.4(+£7.0) 952(+82) 568(+7.1) 44.6(£72) 80.7(+133)
199Ey Ti 23.7 — 26(x1.4)  0.5(%0.6) — — —
167Gq Tip 80.1 — 0.6 (+ 0.6) — — — —
168G4 Ty 15.8 — 2.8 (£ 1.5) — — — —
119Gq T2 13.9 — — 1.1 (£ 0.9) 0.7 (£ 0.8) — —
"gd 1), 37.0 — — — 69(£26)  05(£07)  18(x£12)
112Gd Tip 69.3 — — — 9.9 (+£3.2) 533(x7.6) 11.1(+3.3)
185 m Py, (100) 2.0 (£ 1.5) 3517  0.5(£0.6) — — —
169gy Pin 39.8 1.0 (£ 0.9) 10.8 (£29) 0.5(£0.7) — — —
170y Pi, (100) — 6.7(£23) 2.1(£12) — — —
12Gd Pi, (100) — — — 252(+46) 26(£1.7) 5.5 (+2.1)

sU(Ty),) total: 97.0(+ 14.1) 789 (+74) 974(+83) 746(+£82) 98.6(+£105) 93.8(+13.7)
SM(py,) total: 3.0(£1.8)  215(x41)  37(£16) 259(+£47)  28(+£1.7) 5.6 (+2.1)
s total: 100.0 (£ 14.3)  100.5 (£ 8.5) 101.1 (£ 8.4) 100.5(£9.5) 1013 (£ 10.7) 99.4 (+ 13.9)

accounts for 59.7% of the variance for A = 164 in the neutron star merger scenario.

Effect of the size of uncertainty

Maximum relative uncertainties of each input variable, which we define to be the
size of the ratio of the larger one of upper or lower uncertainty to the nominal
value, are also shown in the third column of Tables 5.2 and 5.3. The half-lives of
168§m, 167Gd, and !72Gd, which are some of the most influential in the neutron star
merger scenario within the current data set, all have relatively large uncertainties of
60-80 %. However, a large relative uncertainty does not necessarily mean a large
influence on the abundance uncertainty, as can be seen from the Tables 5.2 and 5.3.
For example, the half-life of '72Gd, whose relative uncertainty is larger than that of

168Sm, has a similar or smaller contribution to the abundance at A = 172 and 173
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than '8Sm, which may also suggest that the mechanisms of the abundance pattern
formation are different between inside the rare-earth peak (A = 155-170) and the
heavy-mass wing of the peak (A > 170).

In order to investigate the effect of the size of input uncertainty on the sensitiv-
ity indices, we conduct a test under the neutron star merger condition. In this test,
the size of uncertainty of the half-life of !8Sm, which has been identified as one of
the most influential inputs in both of the astrophysical trajectories, is artificially de-
creased to the relative uncertainty of 20 % from the current value of 59.5 %, while
the mean value is kept the same. Note that this does not consider the possibility
that the true mean value of the half-life can lie outside the currently considered
20 % relative uncertainty.

In the neutron star merger scenario, the half-life of '%¥Sm has first order sen-
sitivity indices of S=60.9 %, 43.5 %, and 41.6 % for A = 168, 172, and 173,
respectively (Table 5.2) when the relative uncertainty is 59.5 %. This means that
if the half-life could be fixed without any uncertainty, we would be able to reduce
the uncertainty of the calculated abundances by 60.9 %, 43.5 %, and 41.6 % for
A =168, 172, and 173, respectively. Since experimentally fixing the half-life or
any other observables without uncertainty is impossible, therefore, it is worthwhile
to investigate the effect of reducing the uncertainty.

Figure 5.6 shows a comparison between the calculated uncertainty (variance)
of the abundance pattern using the original experimental uncertainty (light blue)
and when the relative uncertainty of the half-life of '8Sm is reduced to 20 % from
59.5 % (dark blue), in the neutron star merger scenario. As predicted from the
sensitivity indices, the uncertainties have been significantly reduced for A = 168
and 169, and to a smaller degree for the larger mass numbers.

Table 5.4 shows the sensitivity indices with the reduced '®Sm half-life uncer-
tainty. While the value of 100 x S(!) of the half-life of '°3Sm for A = 168 decreased
to 17.6 % from 60.9 % (Table 5.2), it is still a significant contribution to the output
variances. It is also worth pointing out that the half-life of '®*Gd now has a larger
contribution to the variance at A = 168, although its relative uncertainty is only
15.8 %. For the mass numbers A = 172 and 173, now the half-life of !72Gd has
the dominant contributions. At the same time, it can be seen from the table that

the sensitivity has been more fragmented across the input variables compared to
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Figure 5.6: Calculated relative r-process abundance pattern for the neutron
star merger scenario (blue line). The green and red boxes are the derived
relative solar r-process abundance pattern from [26, 27]. The band in
light blue color represents the 20 interval propagated from the uncer-
tainties of the original experimental results. The band in dark blue color
represents the 20 interval when the relative uncertainty of the half-life
of 198Sm is artificially reduced to 20 %, with the same mean value. All
the abundance patterns are scaled to match the mean of the calculated
abundances at A = 157 for the neutron star merger scenario.

the case shown in Table 5.2, elevating the relative sensitivity of the half-lives of the
gadolinium isotopes.

Therefore, the half-lives of gadolinium isotopes may be considered significant
sources of uncertainty of the calculated abundances in addition to the '3Sm half-

life, within the set of isotopes of interest in the current study.

111



Table 5.4: Table of nuclear input variables that have a significant contribution to the uncertainties of the cal-
culated abundances for A = 168-173 for the neutron star merger scenario, with the relative uncertainty
of the half-life of '°®Sm reduced to 20.0 %. Columns 4-8 show the first-order sensitivity indices (S(1)),
which represent the contribution of individual variables to the abundance uncertainty, with 95 % confi-
dence intervals. The maximum relative uncertainty (third column) is the ratio of the size of the larger
one of upper or lower experimental uncertainty to the nominal value, in percentage. (100) indicates that
the Py, value only has an upper limit and the size of its relative uncertainty is 100%, according to the
convention in [237]. 20.0* for the half-life of '®Sm denotes that the relative uncertainty is artificially
reduced to 20.0 %. Long dashes (—) indicate that the nominal value of 100 x S is smaller than 0.5
[%]. Values larger than 10 [%] are highlighted in boldface.

Max. relative 100xSM (95% C.1.) [%]

Nuclide Variable uncertainty [%] | A = 168 169 170 171 172 173
165pm Tij2 374 35(£1.5)  59(£20) 54(x£22) 36(+£18 13(+1.1) 0.6(£0.7)
166py Ty 57.5 — 0.6(£04) 05(£06) 08(£0.7) 0.5(x06) —
166Sm Ty 159 08(£0.7) 3.1(£1.6) 52(£20) 49(£20) 22(+£1.2) 1.1(£0.9)
167Sm i 249 14(£1.0) 05(+0.6) — 1511 1511 1.0(£0.9)
1685 m i 20.0% 17.6 (£3.8) 13.0(£3.3) 1.0(£09) 94(+28) 12.1(£3.1) 9.7(£28)
167Ey i) 8.9 — 0.5 (£ 0.6) — — — —
169y i) 23.7 — 7.1 (£2.1) — 06(£07) 1411 1.0(x£09)
170gy T 37.6 — — 0.8 (£ 0.9) — — —
167Gd T 80.1 12.5(£4.3) 508 (£6.4) 39.7(£68) 19.8(+49) 54(+£24) 18(x1.4)
168Gd Ty 15.8 50.6 (£ 6.9) 16.0(£3.5) 95(£29) 30(x17) 0.6(+0.8) —
109Gd Ty 11.0 — 1.6 (£ 1.1) — — — —
1710Gq i 13.9 — — 292(+52) 19(x14) 41(£1.8) 55(x£2.1)
17Gq Ty 37.0 — — — 28.0 (£4.8) 7.0(+27) 15(£1.5)
172Gd Ty 69.3 — — — 4.8(+25) 544(+6.1) 73.8(+6.9)
165pm Py 47.0 — 12(£0.8) 09(£05 0.6(+04) — —
168Sm P, (100) — — 0.6(£08 14(+£1.0) L1(£07) 0.7(+0.6)
1996y Pin 39.8 11.3 (£ 3.0) — 45(£18) 50(x21) 21(+13) 10(£08)
172Gd P (100) — — — 7.4(£24) 48(£1.8) 09 (+0.8)

Impact of '°Sm half-life during the freeze-out

By inspecting the samples generated for the variance-based sensitivity analysis,
one may learn how the abundances depend on the nuclear physics inputs. We
again take the half-life of '®Sm as an example to demonstrate this, focusing on the
neutron star merger scenario. Figure 5.7 shows the correlations of abundances for
several mass numbers with the half-life of '®Sm. Comparing the panels (a) and

(b) of the figure, it can be seen that the abundance has a clear correlation with the
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Figure 5.7: Correlation of abundances for A = 167,168,172, and 173 with
the half-life of 193Sm, as well as the first-order sensitivity indices (S (1)),
in the neutron star merger scenario. The correlation is sharp for a large
sensitivity index (e.g. panel (b)), and the distribution is blurred for a
small sensitivity index (e.g. panel (a)).

half-life when the sensitivity index is large.

The mechanism of this correlation becomes clear by analyzing the abundance

flows due to B-decay and neutron capture. Figure 5.8 shows the relative isotopic

abundances as functions of time (upper panels), the abundance flows (middle pan-

els) and their total contributions, i.e. integrals of the abundance flows over time

(lower panels) due to neutron capture and B-decay (labeled as (n,y) and B~ in
the figure, respectively) for '8Sm, 198Eu, and '98Gd. They are separated into two
cases: the sampled half-life of '®3Sm is larger than 0.55 [s] (Case 1) or smaller than

0.20 [s] (Case 2), for the neutron star merger scenario. The red dashed lines in the

upper and middle panels represent the relative abundance of neutrons as a function
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of time.
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Figure 5.8: The top panels (a)—(c) show the abundance evolution of the iso-

topes '8Sm, '%8Eu, and '%8Gd as functions of time in the neutron star
merger scenario. The vertically hatched yellow bands correspond to the
case where the half-life of '93Sm is greater than 0.55 [s], and the solid
gray bands correspond to the half-life smaller than 0.20 [s]. The middle
panels (d)—(f) show the abundance flows of B~ -decay (labeled as 3,
hatched with “//””) and neutron capture (labeled as (n, ¥), solid bands) as
functions of time, for '¥Sm, '%8Eu, and '8Gd, respectively, extracted
from the generated samples. The red dash-dotted line is the neutron
abundance as a function of time, which shows that these isotopes are
synthesized after the neutron abundance significantly drops (freeze-out).
The bottom panels (g)—(i) show the integrals of the abundance flows,
i.e., the areas below the solid and dotted lines in the top panels. In all
the panels, the solid outlines represent Case 1: T} /2(1688m) > 0.55 [s]
and the dashed outlines represent Case 2: T} /2(1688m) < 0.20 [s].

114

| 1 T1o(Sm) > 055 |5 & | 1 B(Sm) > 055 3] |

V|

Neutron relative abundance

Neutron relative abundance



It shows that these isotopes are synthesized after the neutron abundance drops
significantly (freeze-out). The total contributions of the flows of (n,7y) and ~ are
also shown in Figure 5.9 for the isotopic chains of Sm, Eu, and Gd up to mass
number A = 172. In the figure, the width of the arrows correspond to the total
amount of (n,7) and B~ -decay flows. Contributions from the reverse reaction of
neutron capture (i.e. photodissociation) are negligible for all cases. Flows due to
B-delayed neutron emission are also not shown since they only have contributions

up to a few % on average, in this neutron star mergers scenario (Table 5.2).
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Figure 5.9: The arrows show the total abundance flows (the same quantity as
the panels (g)—(i) in Figure 5.8), averaged over the generated samples,
in the neutron star merger scenario. The red color corresponds to the
case where the half-life of '°3Sm is smaller than 0.20 [s] and blue color
larger than 0.55 [s]. The panels (b) and (c) focus on the flows from
172Gd and '8Gd, respectively. The propagated influence of the half-life
of 1%8Sm is visible, which results in affecting the final abundances.

Panel (d) of Figure 5.8 shows that the half-life of '®Sm has a significant effect
on the abundance flow from the isotope due to B-decay, while leaving the flow
due to neutron capture relatively unaffected. The integrated abundance flow from
168Sm shown in panel (g) indicates that the flow due to 3-decay is increased when
the half-life of '®Sm is small. The increased amount of '8Eu is quickly consumed
by neutron captures, as shown in pink color in the panels (e) and (h). This, in turn,
means that the longer half-life of '®Sm provides a smaller amount of '®Eu that
can be converted to larger masses through neutron capture, therefore resulting in
the smaller abundances for higher mass numbers, as shown in panels (c) and (d)

of Figure 5.7. This effect can also be seen in panels (a) and (b) of Figure 5.9 and
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explains why the abundances for A = 172 or 173 decrease as the half-life of '93Sm
increases.

This means that the half-life of '°3Sm has a significant influence on the neutron
capture flow in the Eu isotopic chain, since '%¥Sm is synthesized almost at the same
time as the neutron abundance starts to drop (panel (a), Figure 5.8), meaning that
some neutrons are still available for neutron capture, while photodissociation is no
longer active. In panels (i) of Figure 5.8 and (b) of Figure 5.9, it can be seen that
the flow from '%Gd due to B-decay (hatched histogram in blue color) is larger
when the half-life of '9Sm is longer. This is because the longer half-life of '¥Sm
extends the flow of B-decay of '®Eu into the late time of the r-process where
neutron capture is no longer significantly active, thus leaving more material at the
same isobaric mass chain by avoiding being consumed by neutron capture.

Overall, the half-life of '%¥Sm affects not only the flow of B-decay of %¥Sm
but also the flow of neutron capture in the Eu isotopic chain up to mass number
A =172, 173 and heavier. This is also the case in the Gd isotopic chain, however,
to a lesser extent. The balance between the 3-decays and the neutron captures de-
termine the final abundance pattern. Therefore, in order to properly account for the
uncertainties of the abundance pattern from the nuclear physics inputs, uncertain-
ties of neutron capture rates have to be included as well. This will be addressed in

future work.

5.2 Summary and Conclusions

The B-decay properties of 28 neutron-rich Pm, Sm, Eu, and Gd isotopes were
measured at RIKEN Nishina Center. Using the BRIKEN neutron counter array, 3-
delayed neutron emission probabilities were derived for the first time in this mass
region. The existing half-life database has been significantly extended towards
more neutron-rich species.

Nuclear reaction network calculations for the r-process employing a neutron
star merger and a hot wind scenario have been carried out. Uncertainty quantifi-
cation through the network calculations and comparison with the previous mea-
surement supplemented with the assumed theoretical uncertainties showed that the

currently measured half-lives reduce the propagated uncertainty (variance) of the
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calculated abundances of the heavier wing of the REP at A = 165-173.

A new variance-based sensitivity analysis method has been introduced to iden-
tify nuclear physics inputs of importance within the current experimental uncertain-
ties. The analysis has been performed using the characteristic abundance pattern
of the rare-earth peak region.

The results of the analysis indicate that only a handful of variables account for
nearly all the uncertainty (variance) of the abundance pattern. The results also sug-
gest that the contributions of the uncertainty of the currently measured -delayed
one-neutron emission probabilities (P},) are significantly smaller than the half-lives
in the case of neutron star mergers. The uncertainties of the Py, values have larger
contributions to the abundance pattern in the hot wind scenario, most likely due to
the less neutron-rich environment compared to the neutron star merger scenario.

The half-life of '8Sm, which has been measured for the first time in the current
experiment, shows a significant influence on the high-mass tail of the rare-earth
peak (A = 168-173) in both astrophysical scenarios. The calculated sensitivity
indices and the numerical experiment on artificially reducing the uncertainty of
the half-life of '8Sm also indicate that the half-lives of '®7-172Gd are significant
sources of the uncertainty on the calculated abundance patterns. The analysis of the
abundance flows due to neutron captures and f3-decays in the neutron star merger
scenario revealed that when the time scales of the 3-decays of '®*Sm and neutron
captures are comparable, the material can be transferred to higher masses such as
A =172 and 173 through chains of neutron capture mainly within the Eu isotopic
chain.

The large sensitivity of the abundances to the half-life of '®Sm is most likely
due to '98Sm being synthesized at the beginning of the r-process freeze-out when
some neutrons are still available for neutron capture. This sensitivity analysis
method thus provides a detailed view of how the flows of material in the r-process
are affected by the nuclear physics inputs, in addition to identifying influential in-
put variables.

In general, the observation that only a handful of nuclides contribute to the
uncertainty of the abundance pattern is consistent with the fact that the r-process
nuclear reaction network is a highly over-parameterized model. This means that

the number of input variables (rates, initial condition, astrophysical trajectory etc.)
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is larger than the number of output variables (abundances).

From a large number of input variables, the variance-based sensitivity anal-
ysis method can effectively identify influential variables, as demonstrated above,
by focusing on localized features of the abundance pattern and a subset of input
variables. This method relies on an assumption that the variables of interest have
“reasonable” uncertainties. If experimental uncertainties are not available, which
is currently the case for many of the nuclear observables of neutron-rich nuclei,
theoretical uncertainties would be required to identify influential input variables.

The astrophysical analysis in this work does not concern theoretical -decay
properties of nuclei that are outside of the current experiment. However, as shown
in Fig. 5.1, some systematic discrepancies between the observed 3-decay half-lives
and the theoretical predictions are present. In future work, it may be useful to cali-
brate the theoretical predictions based on the available experimental data and per-
form uncertainty quantification and a sensitivity analysis, in order to investigate the
implication on the trend of B-decay properties by the experimental data, and its ef-
fect on calculated abundance patterns. Furthermore, it will be necessary to include
more isotopes as well as more nuclear observables, such as masses and neutron
capture rates to draw more general conclusions. Possible dependence between the
observables, e.g. masses and 8~ -decay half-lives, should also be accounted for

within the sensitivity analysis method.
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Chapter 6

Emulation of a Nuclear Reaction
Network Calculation Code

In studies of heavy element nucleosynthesis, especially the rapid neutron capture
process (r-process), it is widely recognized that the properties of atomic nuclei,
e.g. masses, shell structures, decay half-lives, and -delayed neutron emission
probabilities, affect the resulting abundance pattern of astrophysical nucleosynthe-
sis events (Chapter 2).

A common method to investigate the impact of nuclear physics inputs on the
r-process abundance pattern is to run a large number of nuclear reaction network
calculations while varying the relevant inputs, e.g. B-decay half-lives (7} ), neu-
tron separation energies (S,), neutron capture rates, etc., following the design of
the numerical experiment [82, 177-179, 196, 229]. The resulting calculated abun-
dance patterns can then be used to obtain Monte Carlo estimates of the propagated
uncertainty and sensitivity of the varied inputs. While the nuclear reaction network
calculations can be run in parallel (in a so-called embarrassingly parallel scheme)
for these purposes, the computational cost will still be significant. If one hopes to
include a large number of inputs in the Monte Carlo studies, the required number of
data points exponentially grows due to “the curse of dimensionality”. In variance-
based sensitivity analyses (e.g., Ref. [93]), the problem is even more challenging
since a “sufficient” number of unique data points is required for each of the input

variables of interest, and it is difficult, if not impossible, to know a priori how
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many data points are sufficient.

Another class of statistical analysis using nuclear reaction network calculations
is solving inverse problems, that is, to find the optimal values of nuclear physics
inputs that best reproduce the observed solar r-process abundance pattern [238,
239]. Usually the Markov chain Monte Carlo method is used for minimizing the
x? likelihood . The nature of Markov chains forces sequential evaluation of nuclear
reaction network calculations (Section 3.2). Since each of the calculations typically
takes a few minutes, it would take an extremely long time before sufficient statistics
is obtained. This will prevent us from verifying the convergence of the posterior
distributions and detailed analysis of them. To avoid this problem, Refs. [238, 239]
reduced the number of independent variables by parameterizing the correction to
the mass surface to reproduce the detailed features of the rare earth peak. However,
in this method, ambiguity around the probabilistic models still remains since such
constraints on the parameters should ideally be embedded in the prior distributions.

Another way to tackle the problem is to reduce the computational cost. A
common approach is to model the map between inputs and outputs with a flexible
function such as Gaussian processes (GPs) [190, 191, 191, 192]. In this work,
however, we aim to model the map between a large number of inputs and outputs,
where GPs are not suitable. Therefore, we employ artificial neural networks which
can work well with a large number of input and output dimensions [186]. We also
introduce a way to quantify the uncertainty associated with the emulator, using a

technique called “deep ensembles” (Section 3.4) [193].
6.1 Numerical Experiment

6.1.1 Emulating nuclear reaction network calculations with ANNs

The basic idea of this work is to emulate the variation in the calculated r-process
nucleosynthesis yield when varying the nuclear physics inputs of nuclei of in-
terest. The nucleosynthesis yields, or the final abundances as a function of the
mass number A are calculated by performing nuclear reaction network calcula-
tions. As discussed in Section 1.3, performing a nuclear reaction network calcula-

tion amounts to solving an initial value problem of a system of ODEs. Therefore,
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in our work, emulating the abundance calculations means modeling the function
f(-) that takes some nuclear physics quantities as inputs and maps the initial abun-
dance pattern a function of the mass number A, Y 4(f = 1p), to the final abundance
pattern Y 4 (t =t7), where ¢ is sufficiently larger than the timescale of the r-process
nucleosynthesis, e.g. ¢y = 1 Gyr.

In this work, we vary one-neutron separation energies (S,) and the B-decay
half-lives (77 ) of the 212 nuclei in the rare-earth region shown in Figure 6.1 and
focus on their effect on the rare-earth peak (Section 2.1.2). Therefore, this model
has 424 input variables in total. The neutron separation energies and half-lives
are stored as a vector and we denote them as S, and T /5, respectively. They are
sorted first by the proton number of the nuclei and then the number of neutrons.

Therefore, the function f(-) we aim to model with an ANN is expressed as

Ya(t=t7)=f(Sn,T1)2). (6.1)

Note that the function f(-) is conditional on the initial abundance pattern Y4 (r = 1),
astrophysical trajectory, other nuclear physics inputs, and all the other inputs of the

nuclear reaction network calculations.
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Figure 6.1: The red squares in the figure shows the nuclei included as input
variables in the construction of the emulator. For comparison, the nuclei
included in the experimental databases are shown too: AME2020 [10]
and Nubase2020 [240]. Furthermore, the nuclei measured in Ref. [93]
and discussed in Chapter 5 are shown as well with the label “BRIKEN
REP”. The “CoH+FRDM]I12 ncap” shows where theoretical neutron
capture rates exist, which are identical to Refs. [82, 229].

6.1.2 Distributions of theoretical nuclear physics inputs

For the training of an ANN emulator, we first need to define how the input vari-
ables, namely each S, and T ,, are distributed. If the distributions of the variables
of interest are known from uncertainty quantification of theoretical models or from
experimental uncertainties, they may be used. However, the FRDM2012 mass
model [119] and the B-decay half-lives from FRDM+QRPA [98] used in this work
currently do not have well-defined uncertainties associated with the theoretical pre-
dictions. In this work, we employ the distributions introduced in Ref. [82]. The
size of the uncertainties for the S, values are assumed to be £0.5 MeV, uniformly
distributed around the FRDM values. For the f-decay half-lives (77 /,), we as-
sume that the decay rates (A = In(2)/T; ») are distributed according to log-normal
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distributions:

1
 AV27o

p(A) (“_IW] ’ (6.2)

exp -0

where i is the theoretical rate from the FRDM+QRPA prediction and o2 is the
variance of the underlying normal distribution, which is set to ¢ = In(2) to allow
for a factor of 10 in the decay rate variation.

Practically, however, if samples drawn from the distributions of the variables
are directly used for training of the ANN:S, it is likely that the tails of the distribu-
tions do not have a sufficient number of samples. This would be especially the case
for the log-normal distributions introduced above. Therefore, we replace the log-
normal distributions with log-uniform distributions that cover the +30 intervals of
the underlying normal distributions described by Equation 6.2:

L forn(A) € [u—30, u+30],
p(in(1)) = { 60 (6.3)

0 otherwise.

Furthermore, to ensure that the samples evenly cover the entire variable space, we
employ Sobol sequences, which are designed to efficiently fill up multidimensional
variable spaces [180].

6.1.3 Data pre-processing and training of ANNs

In order for ANNSs to achieve optimal performance, it is necessary to pre-process
the input data [241]. The main strategy for input data pre-processing in this work
is standardization, which makes the input samples distribute with zero means and
standard deviations of one. For the 3-decay rates A, standardization is performed

on a logarithmic scale. Standardization of one-neutron separation energies (S,) is
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performed on a linear scale:

_In(p(1)) —In(A'™)

ﬁ(l) - Gsample ’ (6.4)
A
Sn _Sn’[h
B(S,) = P2 —on ( S)ample , (6.5)

o s,

where A and S,zth denote the theoretical predictions of the FRDM+QRPA model [98]
and the FRDM2012 mass model [119], respectively, Gzample and G;jmp 1° are the
standard deviations of the sample distributions of A and S,,, respectively.

ANN models have been constructed using a deep learning application program-
ming interface (API) written in PYTHON called KERAS [187], which is built on
TENSORFLOW [188]. See the following section for the optimized architecture of
the ANN models.

Training has been performed using a type of stochastic gradient descent method
called AMSGRAD [242], which is a variant of one of the most commonly used
methods called ADAM [243]. Training of our ANNs has been done with 300k
samples, of which 280k have been used to optimize the weights in the ANN, and
the remaining 20k samples have been used for validation to check the performance
of the ANN for unseen input data. 10k samples have been additionally generated
after the training is complete, to be used as a test data set for performance evalua-
tion.

We consider two astrophysical scenarios: neutron star (NS) merger and hot
neutrino-driven wind, identical to the ones used in Chapter 5. See Section 5.1.1 for

details.

6.2 Results and Discussion

6.2.1 Optimized Emulator Architecture

Since no previous literature has been found on emulating nuclear reaction network
calculations with ANNs to the best of our knowledge, we employ a systematic and
automated way to explore optimal ANN architectures to establish the starting point

for the architecture optimization. For this purpose, we use a method called neural
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architecture search (NAS), implemented in a library called AUTOKERAS [244].
AUTOKERAS systematically varies the architecture and automatically records the
best performing model. The architecture search is guided by Bayesian optimiza-
tion, which allows for an efficient exploration of neural network architecture.

Based on the best performing architecture found by NAS, we further tune the
architecture by hand, mostly by changing the number of layers, the number of
filters in the convolutional layers, and the number of units in the fully connected
layers.

The results of the neural network architecture optimization by NAS and by
hand are summarized in Table 6.1. Our best performing architecture consists of
convolutional layers followed by fully connected (dense) layers. In total, including
the “Flatten” layer, which converts the stacked 2D data into a single vector, there
are 7 layers. We have found that the use of convolutional layers is essential for
achieving satisfactory performance. As discussed in Section 3.4, the advantage of
using convolutional layers is that they can take into account the correlation between
the properties of neighboring nuclei on the chart of nuclides. Rectified Linear
Unit (ReLLU) [189], which is one of the most widely used activation functions, has
been used for all the layers except for the final layer. For the final layer, a linear
activation was used to allow for unbounded output values. Since the output of this
layer is simply a (weighted) linear combination of the output of the previous layer,
it is called a “linear” layer. Note that the architecture does not have any physical
interpretation. The performance of the ANN model is evaluated in detail in the

following sections.
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Table 6.1: Architecture of the neural network optimized by neural architecture search, then by
hand. See Section 6.2.1 for discussion.

Layer No. Layer type Activation Kernel size Number of filters Number of units
1 Convolutional ReLU 3 128 —
2 Convolutional ReLU 3 128 —
3 Convolutional ReLU 3 128 —
4 Convolutional ReLU 3 128 —
5 Flatten — — — -
6 Fully connected ReLU — — 1024
7 Fully connected Linear — — 31

6.2.2 Performance

Figures 6.2 and 6.3 show comparisons between the output of the original nuclear
reaction network calculations (PRISM) [81] and the output of the ANN emulator,
using the test data set consisting of 10k samples for the two astrophysical scenarios
employed. Note that the figures only show 1k samples to avoid overcrowding the
plot. Comparing the top two panels of the figures indicates that the ANN emulator
captures the general trends of the calculated abundances very well. The bottom
panel of the figures shows the deviations of the output of the emulator (logY ™)
from the original (PRISM) calculations (logY "8) relative to the original calcula-
tions, defined as '
log¥s™ —logY,"®

log Y: rig

(6.6)

y

The o, shown in the bottom panel is the standard deviation of y, calculated using
the entire 10k test samples. For the neutron star (NS) merger scenario, the stan-
dard deviation of the value y is 6, = 0.011 (1.1%). For the hot neutrino-driven
wind scenario, it is 0 = 0.02 (2%). The larger variation of the abundances in
the hot neutrino-driven wind scenario is most likely because the (n, y) = (y, n)

equilibrium (see Section 2.1.1) is established, which is affected by the neutron
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separation energies. In the NS merger scenario, due to its extremely neutron-rich
condition, the path of the r-process nucleosynthesis is pushed all the way to the
neutron dripline, therefore the final abundance pattern is less affected by the varia-

tion of the values of S,,.

NS merger
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Figure 6.2: Comparison of the results between the original nuclear network
calculation by PRISM [81] (top left panel) and our ANN emulator (top
right panel), using the test data set, for the neutron star merger scenario,
focusing on the rare-earth peak (REP) region A = 150-180. The bot-
tom panel shows the deviations of the output of the emulator from the
original (PRISM) calculations, relative to the original calculations. o,
is their standard deviation, calculated using 10k samples. The plot only
shows 1k samples to avoid overcrowding the plot. The solar abundance
patterns are from Refs. [26] and [27], and they are scaled to match the
average of the PRISM calculations at A = 163, which is the local abun-
dance maximum in this mass region.
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Hot neutrino-driven wind

Normalized at A=163 Original output Normalized at A=163 Emulated output
10-3% —#— CGoriely (1999) 10-3F —#— Goriely (1999)
—— Sneden et. al. (2007) —A— Sneden ct. al. (2007)
@ @
] ]
—4f =
£10 e
2 2
] ]
o o
B 2
21070 5
Original (PRISM) Emulator
10-6E . L L L 10-6L L L L L
150 160 170 180 150 160 170 180
Mass number A Mass number A

e

=

S
T

o

o

St
T

—0.05F

~0.10F o, =0.020 (N = 10000)

(log V5™ — log Y{"™8) / log Y™
(==}
o
(=]

150 155 160 165 170 175 180
Mass number A

Figure 6.3: Same figure as Figure 6.2, but for the neutrino-driven hot wind
scenario.

The main advantage of using emulators is their speed. While a nuclear reaction
network calculation is not an extremely computationally expensive calculation, a
single run of PRISM for the neutron star merger scenario takes roughly 400 sec-
onds on an Intel Xeon CPU E5-2683 v4, available on the compute cluster Graham
of the Digital Research Alliance of Canada. Multiple calculations can be run in-
dependently in parallel, but each run requires a compute core and about 4 GB of
memory. On the other hand, obtaining a single abundance pattern from our emula-
tor only takes about 0.1 second, using a NVIDIA Tesla P100 GPU, also available
on GRAHAM. Furthermore, returning outputs for multiple input samples is also
efficient—it takes about 1 second to predict 10k abundance patterns for the test

data set.
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6.2.3 Uncertainty Quantification

Uncertainty quantification of ANN predictions has been performed using deep en-
sembles (Section 3.4) [193]. The top panel of Figure 6.4 shows an example of the
uncertainty quantification of an ANN prediction of an abundance pattern for the
REP region (mass number 150 < A < 180) drawn from the test dataset, compared
to the original abundance pattern calculated with PRISM. It shows that the size of
the uncertainty band is small enough to resolve the details of the abundance pat-
tern. The bottom panel of the same figure shows how many of the 10k test samples
of the original calculations are covered by the £10 and +20 uncertainty bands.
Since our uncertainty is assumed to follow a Gaussian distribution, roughly 68 %
and 95 % of the data points are expected to be covered by the =10 and £26 un-
certainty bands, respectively. In our numerical experiment, it can be seen from
the figure that about 80-94 % and 98-99 % of the original calculations are cov-
ered by the +£10 and +20 uncertainty bands, respectively. This means that our
uncertainty bands are somewhat under-confident (the size of uncertainty is over-
estimated); nevertheless, this simple method can provide meaningful estimates of

prediction uncertainty.
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Figure 6.4: Panel (a) shows the emulated abundance pattern and the esti-
mated 10 uncertainty band of one of the test samples, compared to
the original (PRISM) calculation. Panel (b) shows how many of the
original calculations of the 10k test samples are covered by the £1o
and +20 uncertainty bands, respectively.
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6.3 Conclusions

In this chapter, we have shown that it is possible to emulate nuclear reaction net-
work calculations with traditional ANNs consisting of convolutional layers fol-
lowed by fully connected layers. Emulators have been constructed for two astro-
physical scenarios: neutron star mergers and the hot neutrino-driven wind. The
performance of the emulator has been demonstrated focusing on the rare-earth
peak region (150 < A < 180), by treating the -decay rates and the one-neutron
separation energies of 212 isotopes as input variables for our ANN (in total 424
input variables). For both astrophysical trajectories, the ANNs can approximate
the original calculations by the nuclear reaction network calculation code PRISM
with less than 5 % deviation.

The dramatic speed-up of r-process abundance calculations, roughly by a fac-
tor of 4000, would enable large-scale statistical analyses that require performing
nuclear reaction network calculations a large number of times, such as uncertainty
quantification, Bayesian inverse problems, and variance-based sensitivity analyses.

Furthermore, we have demonstrated a simple method for estimating the pre-
dictive uncertainty of the ANN using deep ensembles, and the quality of the un-
certainty estimation has been evaluated. The method provides conservative but
meaningful uncertainty bands.

In future work, an exploration of more optimized ANN architectures possibly
beyond the traditional ANNs will be performed. It would also be ideal to include
many more isotopes and different types of nuclear reactions and decays, such as
fission, and include more broader features of the r-process abundance patterns,
such as second and third abundance peaks (N = 82 and N = 126, respectively).
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Chapter 7

Summary and Outlook

7.1 Summary of the Contributions of This Thesis

The current thesis has discussed the applications of various statistical techniques
to the problems relevant to the r-process nucleosynthesis. The following is a sum-

mary of the main contributions of this thesis.

The Ensemble Bayesian Model Averaging Method

In Chapter 4, the ensemble Bayesian model averaging (EBMA) method has been
applied to the uncertainty quantification of neutron separation energies (S,). The
EBMA method determines the weights of the theoretical models in the ensemble
based on the experimental data. The Bayesian posterior distributions of the EBMA
model parameters are then used to quantify the uncertainty of S,,. The numerical
experiments have shown that the EBMA method provides reasonable uncertainty

estimates, although their sizes are somewhat overestimated.

The Variance-Based Sensitivity Analysis Method

In Chapter 5, the variance-based sensitivity analysis method has been demonstrated
using the newly determined experimental uncertainties of the -decay properties
of neutron-rich nuclei in the rare-earth peak (REP) region. Influential f3-decay

properties that affect the calculated abundance patterns have been identified within
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the set of nuclei of interest.

The “sensitivity” in this method is defined as the contribution of the input(s)
to the variance (propagated uncertainty) of the output, therefore, the interpretation
of the sensitivity is clearer in terms of the corresponding r-process observables,
compared to previous work such as Refs. [82, 177-179]. Since this method relies
on the Monte Carlo method, inspection of the Monte Carlo samples allows for
detailed investigations of how certain nuclear physics inputs affect the observables

such as abundance patterns, as demonstrated in Chapter 5.

Emulation of a Nuclear Reaction Network Calculation Code

In Chapter 6, it has been demonstrated that artificial neural networks are capable of
emulating nuclear reaction network calculations that compute r-process abundance
patterns, employing two astrophysical scenarios. This work also focused on the
rare-earth peak (REP) region. The ANN models were able to reproduce well the
changes in abundances corresponding to the variation in the 3-decay half-lives and
one-neutron separation energies (S,) of 212 isotopes. Uncertainty quantification of
the predictions of the ANN models was also demonstrated using the method called
“deep-ensemble”.

The benefit of emulators is their speed. For calculating a single abundance
pattern, the emulator achieved a factor of 4000 improvement in speed, compared to

one of the state-of-the-art nuclear reaction network calculation codes PRISM [81].

7.2  Outlook
The EBMA method is readily applicable to other nuclear physics observables that

are relevant to the r-process nucleosynthesis, such as decay rates and temperature-
dependent reaction rates. This would allow us to quantify the uncertainty in the
calculations of the r-process observables (e.g., abundance patterns and kilonova
lightcurves) coming from the choices of nuclear physics models. Effect of different
nuclear physics models are usually studied by simply comparing the results of the
calculations with different models, therefore, quantification of such uncertainties
would be a meaningful development. Furthermore, as investigated in the literature

using different approaches, as in Refs. [210, 217, 224], this method can also be used
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to compute the probabilities that certain nuclei are predicted to be bound. In the
future, it would be of interest to investigate the agreement of the results obtained
from the EBMA method with the previous predictions.

The variance-based sensitivity analysis in the context of the r-process can be
greatly generalized by using the nuclear reaction network calculation emulators.
The fast emulators would allow for a significant increase in the number of inputs in
the analysis, which would otherwise have been challenging, since it would require
millions of runs of nuclear reaction network calculations. Although the variance-
based method requires well-defined input uncertainties, which makes the sensitiv-
ity analyses of theoretical nuclear physics inputs difficult, since their uncertainties
are not usually available, the EBMA method can overcome this problem. There-
fore, combining the methods developed in the current thesis will open up a way to
perform rigorous and detailed sensitivity analyses for a large number of neutron-
rich nuclei.

Furthermore, the framework of the variance-based method allows for inclu-
sion of correlated uncertainties, which will be useful for studying the effect of nu-
clear masses on the uncertainties of decay and reaction rates, for example. While
propagation of mass uncertainties to the decay / reaction rates has been previously
performed, they typically neglect the uncertainties of the decay / reaction rate cal-
culations. Therefore, the variance-based method provides a suitable framework for
improving this situation. Accurate sensitivity analyses are crucial for motivating
and directing the experimental effort to measure key nuclear physics properties
relevant to the r-process. This can help efficiently reduce the uncertainty in our
understanding of the r-process nucleosynthesis originating from nuclear physics.

The fast nuclear reaction network calculation emulator would also benefit other
studies such as “reverse-engineering” of nuclear physics properties from the r-
process observables using the MCMC method, as in Refs. [238, 239]. Since the
MCMC method generally requires numerous sequential runs of nuclear reaction
network calculations, the impact of the speed-up by a factor of thousands will be
particularly large.

With more multi-messenger observations of the r-process nucleosynthesis events
(such as binary neutron star and neutron star-black hole mergers) in the future, ap-

plications of statistical methods can play an important role in analyzing the impli-
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cations of the multi-messenger observations in terms of the physics of neutron-rich
nuclei. For example, comprehensive and detailed sensitivity analyses of the nuclear
physics inputs for the kilonova lightcurves would be of great interest. Furthermore,
with fast emulators, it may become possible to constrain the properties of neutron-
rich nuclei from the observations of kilonovae through statistical inference meth-
ods. Thus, this thesis contributes to laying the groundwork for the development of
statistical tools that can be used for such analyses.

Statistical methods are appropriate tools for studying nuclear physics in the
context of the r-process nucleosynthesis, considering that thousands of nuclei are
involved in the process. They also provide convenient frameworks for uncertainty
quantification, sensitivity analysis, and other inference tasks. However, the con-
venience of statistical methods could also result in flawed conclusions without un-
derstanding the assumptions and limitations of the method, as can be seen in some
literature. Therefore, it will be important to carefully analyze and understand the

foundation as well as the applicability of the methods.
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