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1. Introduction

At the present time the theory of generalized functions has found substan-
tial applications in the theoretical physics and became a workaday tool
especially in the quantum physics (cf. for example [23], [25]). Laplace
transform (in short LT) of generalized functions has an important place in

this sense.

In order to see that the LT of generalized functions has some advantages

of the classical LT we give first well-known facts on classical LT.

Laplace transform was originally employed to justify the Heaviside op-
erational calculus [10]. Many papers have been published in this sense.
Let us mention only some of them [5], [6], [8],... Later on the Laplace
transform has been elaborated as a powerful mathematical theory (cf. [§]
and [25]), very useful in practice and many times applied in solving math-
ematical models but also used to give correct theoretical ground for some
phenomena in physics, especially in the quantum field theory (cf. [3], [4],
23)).

Let f be locally integrable function defined on [0, c0) which satisfies the

inequality
(1) |f(x)] <Cel'  x>xz>0,

with constants C' and H (f being of exponential type). The classical LT of
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f is defined by the integral

o0

2) / e~ f(8)dt = F(s) = £(f)(z), Res > H.

0
In despite of the popularity, LT has the following three theoretical short-
comings (cf. [12]):
1. The function f must be of exponential type. In short, applications

of the LT call for some growth conditions of the originals (cf. (1)).

2. No simple characterisation of the set of images by the LT is known.
So we do not know to establish in an easy way whether or not a solution u
to an equation P(u) = 0, obtained applying LT to Q(u) = 0, is the LT of
a solution to Q(u) = 0.

3. The expression

c+i00
(3) f@) =5 [ Ty, o>,

~

is the inversion formula for the LT only if we know that f(s) is the LT of
f- Also, it converges in general case only as Cauchy’s principal value. It
does not in general, converge absolutely. In short, we have not an easily

applicable inversion formula.

To overcome these difficulties mathematicians invented different founda-
tions and theories of Heaviside calculus. We can divide them in two groups
by their approach: analytic or algebraic. To the first group belong those
theories in which the LT is defined on a subspace of generalized functions,
continuous functionals on appropriate test function space (cf. [12], [19],
[24], [25], [27]), or other analytic approaches (cf. [2], [7]). The second
group contains theories which use algebraic approaches (cf. [16], [17]). Of
this group the most popular in applications has been Mikusinski’s operator

calculus.
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We shall treat the LT of generalized functions because it turned out to
be a useful tool in modern mathematics and also there are new important
results and ideas which are not known sufficiently by the general public.
It is a question of LT of Laplace hyperfunctions elaborated by H.Komatsu
(cf. [12], [13], [15]). His approach successfully overcomes all the three
shortcomings of the classical LT. Also it is a natural generalization of the
classical LT. Namely, if F'(z), > 0, is a measurable function which satisfies
the exponential type condition (1), then it can be naturally embedded in the
space of Laplace hyperfunctions and the classical LT of f and the LT of the
Laplace hyperfunction defined by f, give the same function. Consequently,
in this case, one can use the table for the classical LT to realize the LT of

Laplace hyperfunctions.

2. LT of tempered distributions

We repeat some specific distributions and facts related to the space S’ of

tempered distributions and to the Fourier transform of them (cf. [25]).

Let T be a closed convex acute cone in R, IT™* = {t;tx = t1x1+... +thxpn

>0, Ve € '} and C = intI™. Let K be a compact set in R"™.

By S’(I' + K) is denoted the space of tempered distributions with sup-
ports in the closed set I' + K C R™. Then &'(I'+) is

(4) STr+)= |J §T+K).
KeRrn

The set §’'(I'+) forms an algebra that is associative and commutative if for

the operation of multiplication one takes the convolution, denoted by x*.

Let ¢ € S(R™), then the Fourier transform F of ¢ is

Flel©) = [ e p(a)dr,

RTL

445



If f € S'(R™), then, as we know,
(5) (FLAE), (&) = (f(2), Flel(z)).

Now we can use the Fourier transform to define the LT. If f € §'(I'+),
then f € §'(I'+ K) for a K. The LT of f is by definition

(6) L(f)(z) = F[f(&)e ™ ](~y), y € R", for each z € C.

Let U, be the ball U, = {z; ||z|| < €}. We introduce the function n(x) €
CPMR") :n(z)=1, z eI+ K+ U, and n(x) =0, z €' + K + Uy, for an
e > 0. Thus, for each € C' and every ¢ € S(R")

(L) +iy), o) = (FIF(Ee ™) (=y), e(v))
= (n(&) f(&)e", fe Co(y)dy
= [ eW){f(©), ()‘z5>dy

RTL

((£(£),n(&)e~=TWE) o(y)).

Since this is true for every ¢ € S(R™), it follows that
(7) L(F)(z) = (F(€),n(€)e™™), =z € C+iR"

If I' + K is also convex, as it is many times the case, then
(8) L(f)(z) = (f(€),e7*), z€C+iR™

If is easily seen that £(f)(z) in (7) does not depend on 1 with the looked

- for properties. Suppose that we have two such 7, n; and 7s. Then

(f(&), m(&e ™) = (f(&),mA(E)e %)
= (£(€), (m(&) —m2(§))e ) =0, z € C +iR",

because (11(€) —n2(€))e™**¢ = 0 for ¢ € I' + K + U, where £ = min(ey, 3),
but suppf C I' + K.

From all properties of £(f) we shall prove only its holomorphisity.
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Proposition 2.1. L(f)(z) is holomorphic in C + iR"™.

Proof. It suffices to establish, by virtue of the Hartogs theorem, the

existence of all derivatives

O
8Zj
Let us do it for j = 1.
It is easily seen that in S(R")
. n(§) —(z+he1)¢ —z8) _ -z
(9) }ZIL%T(@ Vs —e ) =n(§)¢e

for each z € C' +iR", where e; = (1,0,...,0).

Now, for each z € C' + iR", because of (9),

lim (L(f)(z+ he1) — L(f)(2))/h

h—0

= lim ((f(€),n(€)e~=+"V%) — (f(€),n(€)e™))/h

h—0

= lim (f(€), @(e_(z+hel)§ _ e—z§)>

h—0 h

= (=€) f(&), 7).

The proof for any other j is just the same.

The space 8'(R™) is a restricted subspace of distributions. For example,
€', t € R does not define an element of S'(R). Therefore we have to go to

a larger subspace of distributions.
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3. The space D'(I'+,a) and the LT of their ele-

ments

We can enlarge the definition of the LT to a wider subspace of distributions

which contains tempered distributions, as well (cf. [19], [24]).

By D'(I'+) is denoted the set of distributions with support in '+ K, K
any compact set in R™. D'(I'+) is an algebra with composition as the mul-
tiplicative operation. Then D'(I' + K, a) denotes the set of distributions
f € D'(I'+ K) such that

(10) e ft) e ST+ K), 0 >a(o;>a;,i=1,..,n)

and

(11) D'(T+,a) = U D'(T' + K,a), K compact set.
KCRrR”®

We give some properties of the spaces D'(T' + K, a), a € R™.
Proposition 3.1. 1. If a <b, then D'(T' + K,a) C D'(I' + K,b). Conse-
quently S'(T + K) c D'(T'+ K,a), a > 0.

2. If f e D'(T+,a) and g € D'(T'+,b), a < b, then:

a) feD(T+,b), as well;

b) also fxgeD(+,b) and

c) fe7txgeT? = (fxg)e™ o>b.

3. D'(T'+,a) is a convolution algebra.

0 .
—(t), i €N, then

ot;

o .. 0 ,
[* 5 0() = 5 €D/(T 4 Koa).

4 [ feD(T+Ka), g=

Therefore, partial derivatives are inner operations in D' (T + K, a).
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Proof. Properties 1 and 2 a) are obvious. We start with the proof of
2 b) and 2 c). Suppose that suppf C I' + K; and suppg C I' + Ky, K;
and Ky are compact sets. Let n;, i« = 1,2, be two functions belonging to
COMR"), ni(x) =1, x e T+ K; + Uy, and n;(x) =0, x ¢ ' + K; + Use, (see
Section 2).

By definition of the convolution in &’(R™)

(fem7 xge™" ) = (nfe 7" xmage™", )
= (f(x) * 9(y), m(x)ma(y)e "W p(x + y))
= ((fxg)(®)e™", @(t)).
Since it is true for every ¢ € S'(R"), we have 2 b) and 2 c). Also, by the
property of convolution supp(f *g) C I' + K; + Ky, K; + K is compact

in R".

3 is a consequence of 2. Also 4 is a consequence of 2 and the property

of the ¢ distribution.
Now, we can define LT of f € D'(I'+,a) :
(12) L(f)(z) = Flf)e™)(~y), 2 € C+a, y eR".
Since f(t)e " € §'(I' + K) for a compact set K and n(t)e~(?=o)+)t ¢
S(R™), L(f)(z) can be written as
(13) L(f)(z) = (f(t)e ", nt)e @ty g e C+o, 0> a.

The basic properties of the LT of elements of D'(I'+, a) have been given
by

Proposition 3.2. Let ' + K = E?_, what we have often in applications,
then f € D'(R",a) if and only if L(f)(z) is holomorphic function in z €
R? + o +iR" for o > a and

(14) 1L(f)(2)] < M(e, 0)e”* (1 + [|2[|"), © >0 > a,
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for every e >0, x > 0 > a, m = m(o) > 0, where M(e,0) depends only

on € and o.

We have also the inverse formula for the LT:

~

(15) ft) = 2m) " Ff (o +iw)](t), for any o > a.

Proof. The holomorphicity follows directly from Proposition 2.1. For
the inequality (14) see [24]. To prove (15) let us start with (6):

f(2) = FIf(€)e ") (~y)
= 2m)"F () f(©e ™ ](y), y € R", x € R,

where 7 is given in Section 2. Applying, now, the Fourier transform, we

have

o~

(16) n(x)f(x) = 2m) " Ff(o +iw)](z), o > a.
Since (16) does not depend on the chosen 7, suppf € R}.

Proposition 3.2. can be proved not only for D’ (Eﬁ, a) but for the general

case D'(I'+, a), as well.

Proposition 3.3. If f € D'(T'+,a), then:
8k1+...+kn

Lo e 1)) = Al £ (E)

ki,....kn, €N, z€ C+a+iR™
2. L(ft)eM)(2) = L(f)(z = A), 2 € C+a+ ReX +iR™

3. If also g € D'(T'+,a), then L(f * g)(2) = L(f)(2)L(g9)(2), z € C +
a+iR"™.

4o LUt = B)(z) = e PL(f)(2), B2 0, z € C+a+ iR

5 L0t —P)(2) =eP% 2 C+iR™, 3>0.
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Proof. 1. follows by 4. in Proposition 3.1. and 5. follows from (13)
with o = 0. For the proof of 3. see [24]. It remains to prove only 2. and 4.

By (12)

L(f)(2) = Flfe” TN (—y) = L)z = A)
which gives 2.

We know that if f € D'(I'+,a), then f(t — 3) € D'(T'+,a), too. Also

ft=p)=f*d(t—p).

If we apply LT to this equality, we have by 3. and 5.

Lt =B))(z) = e L)), «>a.

This completes the proof of Proposition 3.3.

With the space D'(I'+,a) we have also restriction on the growth of
elements. For example, etZ, t € R, can not define an element of D'(R,a)

for any a € R.

4. Hyperfunctions and the LT of hyperfunctions

We have seen, that the LT of functions and distributions have always called
for some growth conditions. This fact restricts the effectiveness of the LT
in applications. In this section we review the results of H.Komatsu (cf.

[12], [13], [15]) which do not require any growth condition.

Let w be an open subset of R and U be a complex neighbourhood of w
in C (w is a closed subset of U, U an open set in C). Let O(U) denotes the

space of holomorphic functions defined on U.
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Definition 4.1. (/18]). The quotient space
(17) B(w) =0OU\w)/OU)
defines the space of hyperfunctions defined on w.
If f € B(w), then there exists a function F € O(U \ w) such that

f is defined by the class [F]; F; belongs to the class [F] if and only if
Fi e O(U\w)and F —F; € O(U). F is called a defining function of f.

In the sense of vector space isomorphism, the definition of B(w) do not

depend on the chosen complex neighbourhood U of w.

Definition 4.2.
(18) Bjg,00) = O(C\ [a,0))/O(C)
is the space of hyperfunctions with support in [a,o0).

If f € Bjgc), then there exists an F' € O(C\ [a,00)) which defines a
class [F| such that f = [F] and f is also written in the form

f=Fy(x+1i0) — F_(z —i0),

F is a defining function of f. The space of real analytic functions A(R), the
space of continuous functions C(R), the space of locally integrable functions
Lioc(R) and distributions D'(R) are, in the sense of algebraic isomorphism,
subspaces of B(R). One can find in [11], Chapter 1, how to determine a
defining function F for an f which belongs to A(R), C(R), Lioc(R) or D'(R).

Conversely, if we have a defining function of a hyperfunction f, then
we can characterize the subspace of hyperfunctions to which it belongs (see

Theorem 2.4. in [15]).

Specially the following theorem is often used
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Theorem 4.1. (Theorem 1.3.2 in [11]). Let f be a continuous function.
Let F' denotes a defining function of the hyperfunction If defined by f. Then

F.(x +ie) — F_(x —ig) converges locally uniformly to f as e — 0.

If f € L166(0,00), then Fy(x+ie) — F_(x —ig) converges for almost all

x to f, when e — 0.
To define Laplace hyperfunctions we need some definitions. Let O be
the radial compactification of C
(19) O=CUSL ={re’’; 0<r <oo, 0 << 2r}
equipped with the natural topology.

We define now the space O%*P. For each open set V in O the space
OP(V) is defined to be the space of all the holomorphic functions F'(x)

on V N C such that on each closed sector
Y={zeC:a<arg(z—b) <[}
whose closure ¥ in O is included in V, we have
|F(2)] < el 2e¥,

with constants H and c.

Definition 4.3. (/13]).

(20) Bl = O7P(0\ [a,00])/O*(0)

[a,00]

is the space of Laplace hyperfunctions with support in [a, o).

exp
[a,00]?

sented by the class [F], where F' is a holomorphic function, F' € O%P(O \

A Laplace hyperfunction f with support in [a, 00|, f € B is repre-

[a, 0]), or by
f(z) = Fy(xz +1i0) — F_(z — i0).
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X

The next theorem gives an interesting relation between B[a

go] and B[a,oo)-

Theorem 4.2. (Theorem 2 in [13]). The restriction mapping: O%P(O \

[a,00]) — O(C\ [a,0)) induces a natural mapping p :

(21) p:BP . — Ba,00)-

[a,00]

The mapping p is surjective but not injective. Its kernel equals BF;?. Hence

we have the natural isomorphism:

(22) Blaoo) = Bioh /B

[a,00)/ ™ [o0]®

More generally we can consider the space
(23) Bjap) = O(U \ [a,))/O(U),

U is a complex neighbourhood of [a, b), of hyperfunctions with support in
[a,b), —00 < a < b < oo. The restriction mapping: O“P(O \ [a,0]) —

O(U \ |a,b)) induces a natural mapping p

p: BIP L — B[a,b)‘

[a,00]

Theorem 4.3. The natural mapping p is a surjective mapping whose ker-

nel is identified with BF;EO]. Hence we have the natural isomorphism

(24) Blap) = Bl )/ Bl o)

la,00

Remark 1. It follows from Theorem 4.2 and Theorem 4.3 that every
locally integrable function, every distribution defined on [a,b), —co < a <

b < 00, can be extended to a Laplace hyperfunction with support in [a, co].

First we define the LT of Laplace hyperfunctions.
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Definition 4.4. ([13]). Laplace transform f = Lf of an f = [F] € B[e;go}
1s defined by

(25) fls) = /C e F(2)dz, s €,

where C is a path of integration composed of a ray from s.€'® to a point

c < a and a ray from c to o€ with —m/2 < a <0< f < 7/2.

We note that the domain 2 of f depends on the choice of the defining
function F. Every such () is a complex neighbourhood of the set B =

{€®; 18] < m/2} in O.

For an f € Bexgo) all its Q shrink, containing the set B. Then the

[a7

function f should be regarded as the set of holomorphic functions such
that if Q1 C Qg C Q, then f (©1) can be analytically continuable to Q9 and

~

this continuation is just f(£2).

exp
[a,00]"

Next theorem characterizes the LT and the space LB

Theorem 4.4. (Theorem 1 in [13]). L is an isomorphism

. 12eXp exp
(26) L: B[O,oo} — ﬁB[am],
where EBF:;OO} is the space of holomorphic functions f of exponential type

defined on a neighbourhood Q of the semi-circle S = {,0e'; 10| < m/2} in
O such that

log | f(pe™)]

(27) lim, oo < —acosh,|f]| < m/2.

Iffe LB . then a defining function F of its inverse image is given

[a,00]

o0

(28) F(z) = — /ezsf(s)ds, z € C\ [a,0),

u
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where u is a fized point in  and the path of integration is a convexr curve

i €.

F belongs to OP(C \ [a,0)) and

f(z) = Fy(xz +1i0) — F_(z — 40).

In connection with (22) we have that £ induces the isomorphisms:

(29) LBl = LBLD JLBID or LBy = LB /LBLY.

[a,00] [a,00]

Since every continuous function or locally integrable function on [a, c0)
is indentified with a hyperfunction in B, o, its LT makes sense as a class
of holomorphic functions. But some classes of functions can be directly
imbedded into BFXP j using LT. Such a class is C*P(]0,00)), the space of all

continuous functions f on [0, co0) satisfying

(30) ()] < CeM*, x> 0.

If G € C*P(]0,00)), then its Laplace transform

g(s) = /efsxG(m)da:, Res > H,
0

represents a holomorphic function which satisfies the estimate

C

R H.
Tes — I Res >

9(s)] <

Because of (27) g belongs to EBF;ZO}' Hence, the inverse image of g gives
by (28) the defining function F of f € Bﬁiio] and by Theorem 4.1 we
obtain that f extends G on [0,00]. In this way the space C**P([0,00)) is
naturally imbedded in BFXP G e C*P(]0,00)), then we denote by 0G the
corresponding Laplace hyperfunction. (6 stands for the Heaviside function).

Similarly we can imbed measurable functions satisfying exponential type
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condition (30). A direct consequence is that the classical LT of an G €
CoP and the LT of G € B® | coincide. This makes possible the use of
([0,00)) [a,00]
well elaborated classical theory of LT ([8], [26]).
We give some properties of the LT of Laplace hyperfunctions (see [13]).

For f € B®

faee]
(1) L e f@)(s) = (- %)”cf(s —a), neNU{0}, acC.

mn

(32) [,(dd?f(x +0))(s) = s"e“Lf(s), n e NU{0}, c €R.

(33) L(6)(s) = s, where 6 =6 (z), a =0,1,2, ... and

(34) 5 =277 T(~a), a#0,1,,2,..,a €C.

We can define the convolution of Laplace hyperfunctions of two elements
f, g belonging to BF;EO] without any restriction. Since f-§ € /LBF;‘;O}, the

convolution is defined by

~

(35) L(f *g)(x) = f(s)g(s)-

exp
[a,00]"

Hence, fxg € B

If0f,09 € QCFS(EO), then

(36) Of «6g = G/f(t —7)g(T)dT.
0
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5. A suggestion to develop applications of the LT

Komatsu’s results, as we have seen, overcome all the shortcomings of the
LT defined in different spaces. But he uses a very abstract space, hy-
perfunctions, and only in one dimension. Such an abstractness, from the
experience, can not be easily accepted by the great part of people working

in applications.

Komatsu’s basic idea can be used to elaborate LT of an larger space
than D'(T'+,a), a > 0 but not so large as hyperfunctions. We give an idea

to construct such a space, noted by D, (P, a).

Let P be the set

n

P = H[p17QZ)7 i, ¢ € R, p; < g, 1= 17 ey T2
i=1

P is compact. Since R is a closed convex and acute cone, D'(R +

P a), a >0 is well defined.

Let A be the vector space
A ={T € D'(R"} + P,a); suppT C (R, + P)\ P)}.

Now, we can define an equivalence relation in D'(R), 4+ P,a); f ~ g <=

f —g € A. Let us denote by B the quotient space
B=D'(R} + P,a)/A
and by
D.(P,a)={T €D'(P); 3T € D'(R, + P,a), T|p =T},
where T|p is the restriction of T on P. Since D’ is not a flabby sheaf,

D,(P.a) #D(P).
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It can be prove that D, (P, a) is algebraically isomorphic to B. Now,
the procedure to define the LT and to use this LT is just the same as for
the LT of hyperfunctions. In this way, for example, every f € L;,[0,0),
should have LT, without any growth condition.

6. Applications

The LT of hyperfunctions can be successfully applied to linear equations
with derivatives, partial derivatives, fractional derivatives and convolutions
to find classical and generalized solutions, global or localized. We illustrate
Section 4. applying the LT to an equation which describes the dynamics
of a rod made of generalized Kelvin-Voight viscoelastic material (cf. [1],
[21] and [22]) in which the force F' = w + Ad(t — tg), to > 0, where w is a
constant and ¢ is the Dirac distribution, v € R and @ € L,.(R).

The quation is the following
(37) TA () +4TW () +wT'(t) + AS(t —t0)T(t) = Q(t), t >0, 0 < 8 < 1.

With initial condition: T(0) = Tp, T™W(0) = T},

Since ¢ can be treated as a measure, (37) has a meaning if T € C((0, 00))
because typ > 0. Therefore we look for a solution to (37) belonging to

C([0,00)), where 8(t — to)T(t) = T(to)3(t — to).

In (37) we have a singular coefficient Ad(t — to) therefore we localize
the solution on the interval (0,%y) supposing that there exists a solution

T € C%((0,t0) NCY([0,t0)), T® € L£1(]0,t)).

The first step will be to find the correspondent equation in Bjg ). Let
H be the function H(t) =1, t € [0,tp) and H(t) =0, t € (—o0,0)U[tg, 00).
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Multiplying (37) by H,

(38) HT® () + yHTW () + wHT (t) = HQ(t), t € R.

Let f = {HT'} be the hyperfunction which corresponds to the contin-
uous function HT'(t), t > 0, and {T®, 0 < t < to} (in short {T®}) the
hyperfunction which correspond to the function T (t), 0 < t < to. The
Green formula gives the relation between D?*{HT} and {T®} (D?>{HT}

is the second derivative in the sense of hyperfunctions):

D2{HT} ={T®}+TM(0)5(t) + T(0)6MD)(t)

(39)
= {TOY + T46(t) + TooW ().

With regards to T(%), we have by definition:
1 d
TO () = ——— /T(t —w)uPdu, 0<t,0<f<1.

(- pB)dt J

We can use (34), (36), (39) and the supposition 7" € C([0.t9)) to prove:

{DST} = {ﬁ%O/T(t—u)u_ﬁdu, 0<t< to}

_ F(ll_ﬁ){th(t) /T(t —wuPdu, 0<t <o)}
0

(40)

t
= —/H u)(t—u)” ﬂdu0<t<t0}
0

__ 1 e P — 50 _
= F =g PLUHT *w™ )} = 69« (HT} = DHHT),

In (39) and (40) we use the supposed properties of the solution 7'
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In view of (39) and (40), to (38) with the initial condition 7'(0) =
Ty, TM(0) = T} it corresponds in B 00)

(41)  D*{HTY +~DP{HT} + w{HT} = {HQ} + T}5(t) + Tos™ (¢).
Now, we can apply LT to (41)
(42) (s* +7s” + W) L{HT})(s) = LLHQ})(s) + Ty + Tos + LIW)(s),

where {HTY} is an element of Bexoo] which correspond to {HT} € By

[a/7

and W € BFtXp )
0,00]
Thus,
— 1
(43) LH{HT})(s) = m(ﬁ({HQ})(S) + T + Tos + L(W)(s))
We can prove that
(5)= 1
I = 2 st w

has the following properties:

1. There exists a function G € C**P([0, 00)) such that L(G)(s) = g(s)

in the sense of the classical LT.

2. g(s) also satisfies conditions in Theorem 4.3. Consequently there
exists f € Bﬁ;q;o} such that £(f)(s) = g(s). Thus f is defined by the function
G.

Now, (43) gives

{HT} = 0G « {HT} + 0GT} + To{GV} + G x W.

Since G « W € B>*®

[t07oo]’

T(t) = (G Q)(t) + TyG(t) + ToGW(t), 0 < t < to.

It can be proved that T' € C%((0,,t)) N CL([0,%0)) (cf. [21]).
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If we consider equation (37) with ¢ > 0, then we can prove that it has
no classical solutions. Namely, the solution 7" belongs to C([0, c0)), but it
has two first derivatives only in the sense of distributions because of the

singular coefficient in (37).
Let us analyze this case too.

Let {0T} be the hyperfunction belonging to Bjy ) which corresponds
to the continuous function 6(¢)T'(¢), t € R. (6 is the Heaviside function).
The function (07),(t) = 0(t)T(t), t € R, t # to, is a locally integrable
function which defines the same hyperfunction {7'}. Then

{07} = {(0T)1o} = {(6T)1} + {Ta}, where (6T)1(t) = 0(1)T()l1efo.t0)
(the restriction of 07T'(t) on [0, %)) and
(QT)l(t) =0,te (—O0,0) U (to, OO); Tg(t) = T(t),t € (to,OO)

and

Tg(t) =0,te (—Oo,to).

(cf. Chapter I, §3 in [11]). By the results on (37) when 0 < t < o, we can
suppose that (0T); € C?((0,t9)) NCL([0,t0)) and (39), (40) can be applied
to (67);. Hence,

DT} = D*{(6T)1} + D*{Tx}
— {T(2),0 <t <to}+ DT} + TY5(t) + To(i(l)(t)
= D>({T,0 <t <to} + {To} + T4o(t) + TosMV(t)
= D2{(0T )4y, t > 0} + T5(t) + TosD(t).

To (37) it corresponds now in Bjg o

D*{0T} 4+ vDP{OT} + w{0T} = TpoM(t) + T}6(t)
— AT (t0)d(t — to) + {6Q}.
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Applying LT to the last equation, we have instead of (43)

1

ﬁ({ﬁ})(s) = m

(LHOT})(s) + Tos + T

— AT (to)e~t0 + L(W)(s)).

So that the sought solution with the supposed properties is

T(t) = [G(t—u)Q(u)du + ToGWV(t) + T)G(t)

o—g

—AT(tQ)H(t — to)G(t — to), t>0.

References

1]

Atanackovi¢ T.M., Stankovi¢ B., Dynamics of a functional derivative

type of a viscoelastic rod, ZAMM (to be published).

Berg L., Asymptotische Auffasung der Operatorenrechnung, Studia
Math. XX (1962), 215-229.

Bogolubov N.N., Vladinirov V.S. and Tavkelidze A.N., On automodel
asymptotics in quantum field theory, Proc. Steklov Inst. Math. Issue
1 (1978), 27-54.

Bpwuukos 1O. luporos IO ., O6 acumroTudueckoM
nosenernu npeobpaosaruii Pypuue. TMP 4, Ho 3, (1970), 301-
309.

Bromwich T.J.A., Normal coordinates in dynamical systems, Proc.

London Math. Soc. 15, (1916), 401-448.

Carson J.R., The Heaviside operational calculus, Bull. Amer. Math.
Soc. 32, (1926), 43-68.

463



[7]

8]

[14]

[15]

[16]

[17]

Ditkin V.A., Operator calculus, Uspehi Mat. Nauk, T. II, Vip. 6 (22)
(1947), 72-158 (in Russian).

Doetsch G., Handbuch der Laplace-Transformation, I-III Basel -
Stuttgart, 1950-1956.

Erdélyi A., Higher transcedental functions, New York, Toronto, Lon-
don, 1955.

Heaviside O., Electromagnetic Theory, Vols. I, II, Electrician, London,
1983.

Kaneko A., Introduction to hyperfunctions, Kluwer Ac. Publishers,

Dordrecht 1988.

Komatsu H., Laplace transform of hyperfunctions - A new fondation
of the Heaviside calculus, J. Fac. Sci. Univ. Tokyo, IA, 34 (1987), 805-
820.

Komatsu H., Solution of differential equations by means of Laplace
hyperfunctions, Structure of solutions of differential equations (Katata

/ Kyoto, 1995), World Sci. Publishing, River Edge, NJ (1996), 227-252.

Komatsu H., Ultradistrubutions, I, Structure theorems and a charac-

terization, J. Fac. Sci. Univ. Tokyo, Sec. IA Vol. 20 (1973), 25-107.

Komatsu H., An introduction to the theory of hyperfunctions, Lecture

Notes in Math., 287, (1973), 3-40.

Mikusinski J., Sur les fondaments du calcul opératoire, Studia Math.

XI, (1950), 41-70.

Rosinger E.E.,; Non-Linear Partial Differential Equations, An Alge-
braic View of Generalized Solutions, North - Holland, Amsterdam,

1990.

464



[18]

[19]

[20]

[21]

[22]

23]

[24]

[25]

[26]

Sato M., Theory of hyperfunctions, J. Fac. Sci., Univ. Tokyo, Sec. I, 8
(1959), 139-193.

Schwartz L., Théorie des Distributions, 3 éd., Hermann, Paris, 1966.

Stankovié¢ B., Differential equation with fractional derivative and non-
constant coefficients, Integral Transforms and Special Functions, (to

be published).

Stankovi¢ B. and Atanackovi¢ T., Dynamics of a rod made of general-
ized Kelvin4Voigt visco-elastic material, Journal of Math. Anal. and

Appl. (to be published).

Stankovié¢ B. and Atanackovié¢ T., On one model of a viscoelastic rod,

Fractional Calculus and Applied Analysis (to be published).

Bramumupos B.C., 3asbuanos B.M., TayGepoBnl TeopeMLl B KBaH-
TOBOM Teopum moisi, Itoru mayku u texauku, Bunutu, 1980, T.

25, 95-130.

Baamumupos B.C., ¥Ypasuenus MaTeMaTUIeCKOn (U3MKN,

Mocksa "Hayrka”, 1988.

Widder D.V., Laplace transform, Princeton Univ. Press, Princeton,

1941.

Zharinov V.V., Laplace transform of Fourier hyperfunctions and other
close classes of analytic functionals, Teor. Math. Phys., 33:3. (1977),
291-309 (in Russian).

465



