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2 Abstract

Abstract

Plane waves are a recurring concept in various branches of physics. Although they are,
to some extent, idealizations, they provide the groundwork for describing a multitude of
radiative processes. The great strength of this concept lies in the structural simplicity of
plane waves, a simplicity that allows us to analytically tackle various problems and derive
an intuitive and computable framework that would otherwise be obscured by mathematical
complexity. Here, we will leverage these characteristics to study the nonlinear behavior of
particles moving in strong electromagnetic fields and nonlinear gravitational waves. We
will show how the large number of symmetries possessed by plane waves enables the exact
calculation of the interaction between a moving charge and the field it generates, an effect
known as radiation-reaction. We will also investigate the gravitational emission of moving
particles in an electromagnetic wave and demonstrate that the resulting amplitude can be
proved to be in a simple proportionality relation with its electromagnetic counterpart, both
from the classical and quantum perspectives. Additionally, we will explore the dynamics in
plane wave spacetimes that generalize the usual treatment in the weak-field approximation,
showing how this can be connected to known results for the motion in an electromagnetic
wave within flat spacetime. Finally, we will study the process of photon emission by an
electron in the aforementioned curved spacetime.

Zusammenfassung

Ebene Wellen sind ein wiederkehrendes Konzept in verschiedenen Zweigen der Physik.
Obwohl sie bis zu einem gewissen Grad Idealvorstellungen sind, bieten sie die Grundlage fiir
die Beschreibung einer Vielzahl von Strahlungsprozessen. Die grofle Starke dieses Konzepts
liegt in der strukturellen Einfachheit der ebenen Wellen, einer Einfachheit, die es ermdglicht,
verschiedene Probleme analytisch zu behandeln und einen intuitiven und berechenbaren
Rahmen abzuleiten, der sonst durch mathematische Komplexitét verschleiert ware. Hier
werden wir diese Eigenschaften nutzen, um das nichtlineare Verhalten von Partikeln in
starken elektromagnetischen Feldern und nichtlinearen Gravitationswellen zu untersuchen.
Wir werden zeigen, wie die grole Anzahl von Symmetrien, die ebenen Wellen besitzen, die
exakte Berechnung der Wechselwirkung zwischen einer sich bewegenden Ladung und dem
Feld, das sie erzeugt, ermoglicht — ein Effekt, der als “Radiation-Reaction” bekannt ist.
Desweiteren werden wir beweisen, dass die resultierende Amplitude, sowohl aus klassischer
als auch aus quantenmechanischer Perspektive, in einer einfachen Proportionalitdtsbeziehung
zu ihrem elektromagentischen Gegenstiick steht. Zusétzlich werden wir die Dynamik in
ebenen Wellen-Raumzeiten erforschen, die die iibliche Behandlung im Schwachfeldansatz
verallgemeinern, und zeigen, wie dies mit bekannten Ergebnissen fiir die Bewegung in
einer elektromagnetischen Welle innerhalb der flachen Raumzeit verbunden werden kann.
Schlieflich werden wir den Prozess der Photonenausstrahlung durch ein Elektron in der
zuvor erwahnten gekriimmten Raumzeit untersuchen.
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Preface

This thesis is divided into six Chapters, which are intended to be read in pairs. The
first two Chapters cover the topics of classical motion and radiation by a charge moving
in an electromagnetic plane wave, including the self-interaction of the charge with itself.
In Chapter [I] we discuss the classical dynamics in such a background and we study the
radiation-reaction effects in this context. In Chapter [2] we present the analytical expression
of the radiated energy spectrum from a charge driven by a strong plane wave [62].

The second pair of Chapters is devoted to the study of the interactions between QED
in intense electromagnetic fields and linearized gravity. In Chapter [3| we develop the
fundamental framework necessary to explore the topic. In Chapter [d] we show how the
electromagnetic and gravitational emissions in strong electromagnetic waves can be related
by a simple proportionality, both at the classical level and the quantum leading order [20].

Finally, the last two Chapters are devoted to the study of exact (or nonlinear) gravita-
tional waves in general relativity. In Chapter [l we discuss how to define gravitational waves
as solutions of Einstein’s equations and investigate the dynamics in such spacetimes. In
Chapter [6] we examine the construction of quantum states in these curved spacetimes and we
provide the squared S-matrix element for the photon emission in a nonlinear gravitational
wave background [21].

At the end of Chapters [2] [] and [6] the reader will find a Support Material section, which
can be useful to elucidate small details or calculations appearing in the main text. These
sections are not essential to understand this work and they can be skipped without altering
the comprehension of the central content.

Due to the structure of this thesis, we believe it is more sensible to discuss the results at
the end of every pair of Chapters. The reader will thus find discussion sections at the end

of Chs. 2, 4 and [6]



Notation

The signature of the metric chosen in this work is -2 and we assume i = ¢ = g9 = 1,
k = V321G, Referring to the Misner-Thorne-Wheeler systematization [I31] within general
relativity, we adopt the convention [—, —, —]. While the first — refers to the metric signature,
the other two correspond to the conventions

- v B B
R o0 = 0al, — 0oL 0 + T, T — T

P ap Ioss

(6%

1 (1)
R, — §gWR = —81GT).
Plane waves propagating along z depend exclusively on the variable ¢ — z. For this reason
we will employ very often the light-cone coordinates {7, 2%, 7} defined as 2~ =t — 2 = ¢,
ot = 3(t+2), 2" = {z,y} (see App. for further details). Latin indices will be used
throughout this paper referring to the two transverse coordinates {x,y}. Whenever a vector
(or a matrix) has a transverse index, this can be substituted with a four-dimensional index
in order to lighten the notation. For example, given v’ we will assume the convention

v = %', (2)
Certainly, v* will be properly defined before such a convention is applied, in order to avoid
confusion. From Chapter [5| on, letters belonging to the first half of the Greek alphabet «,
B, ... will refer to the flat spacetime metric (unless otherwise stated), whereas p, v, ... will
be used as curved spacetime indices.
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Recurring symbols and conventions

Misner-Thorne-Wheeler convention

metric convention

natural units (can be restored when needed)

fine structure constant
gravitational coupling

electron mass

Minkowski scalar product
three-dimensional scalar product
plane wave wavevector

emitted radiation wavevector
light-cone basis

light-cone coordinates

plane wave phase

dimensional phase

plane wave structure tensor
classical background field
quantum field

classical nonlinearity parameter
quantum nonlinearity parameter
radiation reaction parameter
vierbein, inverse vierbein
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Dirac matrices
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Classical Radiation Dominated Regime
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Ordinary Differential Equation
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Introduction

“Love, despite what they tell you,
does not conquer all,
nor does it even usually last.
In the end the romantic aspirations
of our youth are reduced to,
whatever works.”

Boris Yellnikoff

Light amplification by stimulated emission of radiation: laser. This is the instrument
which enabled the research in strong electromagnetic fields to develop and advance. It thus
warrants a brief exploration of its history. The full name is by itself quite descriptive, or at
least it contains the fundamental characteristics of a laser, which is indeed an amplifier of
electromagnetic radiation. The very first ancestor of this instrument was designed to amplify
microwaves and was therefore historically referred to as a “maser”. However, scientists
quickly recognized that utilizing optical light would be significantly more advantageous.
The utility of a laser is not limited to the amplification, indeed with it we can produce
extremely directional and coherent light. By coherence we mean that the emitted waves
keep a constant phase difference, a property due to the process underlying the amplification
process known as “stimulated emission”. As often happens discussing the physics of the
twentieth century, the seminal idea about this mechanism belongs to Einstein, who proposed
it in a paper dated 1917 about “The quantum theory of radiation” [77]. The idea is simple:
a photon can induce an atomic transition from one quantum state Fq to another with lower
energy Fj, resulting in two emitted photons (see the last picture in Fig. .

hy
[AVAVAVAVAVAVAL
hy hy hy
[AVAVAVAVAVAVAS hy Y IZERAVAVAVAVAVAVAS ANNNNNN hv
[AVAVAVAVAVAVAS

hv

Figure 1: From left to right: photon absorption, spontaneous emission and stimulated emission.

If a photon goes through a medium, it can surely be absorbed bringing an atom or molecule
from the lower to the higher energy state £y — FE7. This process populates F; while the
stimulated and spontaneous emissions do the opposite. Summing the contributions we can
describe the evolution of the system as

dNy

e p(v)(Bo—1Nog — B1oN1) — ANj, (3)
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Mirror

Active medium

Partially reflective
mirror

Energy pump

Figure 2: Schematic representation of a laser.

where p(v) is the photon distribution at the frequency v and By_1, Bi—0, A are transition
coefficients. If we consider only the photon-stimulated emission we can set aside the
spontaneous relaxation and consider the B terms only. Einstein recognized [77, [164] that
the coefficients should not depend on the direction of the transition: By_1 has to be equal
to B1_o. Including this observation, the high energy state population evolves as

dNy
dt

This means that in order to have a great number of stimulated emissions we need N1 > Ny,
which is not the case in a spontaneous equilibrium where N1 /Ny = exp (—,CAB—L%). We thus
need to pump energy into the system and induce a population inversion. The resulting
machinery is an instrument which exploits an external source of energy to amplify the original
input signal. It is worth highlighting that unlike spontaneous emission, the stimulated
process generates radiation with the same direction and characteristics of the incoming one.
This is what allows a coherent amplification, enabling to reach high intensities and tightly
focused beams. If we put two mirrors at the extremities of the laser medium we can build
a resonator, where now the light gets amplified multiple times before exiting the device as
a beam (see Fig.

The active medium can be chosen among a large variety of materials, the most powerful
optical lasers today work with titanium-sapphire crystals (Ti:Sa) [I33]. On 16 May 1960
Theodore Maiman switched on the first ever working laser in Malibu, California. An
interesting fact: the Physical Review Letters editors at the time turned down Maiman
report, probably tired of receiving too many maser papers. This accident did not stop the
work to be published elsewhere, as it did not stop the public opinion speculations. After
the announcement to the news media, the first newspaper article was titled “Death rays
possibilities probed by scientists”. Newspapers have consistently found science fiction more
engaging than physics. Despite not being weapons belonging to “ The war of the worlds”,
lasers gave a unique boost to the theoretical investigation of interactions between particles
and strong electromagnetic fields. Among the pioneers who first worked on the topic in the

— p(v)B(No — Ny). (4)
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60s it is worth mentioning Howard Reiss [I54], Ritus and Nikishov [139], Brown and Kibble
[49] and Eberly [75]. A large number of people contributed to the development of these
seminal works and we refer to [66, R1] for a comprehensive report. It should be mentioned
that the solution of the Dirac equation in an electromagnetic plane wave, an ubiquitous
element in the literature about these topics, was obtained by Volkov in 1935 [I73], thirty
years before it could be properly exploited. In research, patience is indispensable. In
the same years in which laser research was born, Peter Higgs was working on what he
first thought being “completely useless”, a keystone of the Sandard Model, experimentally
proved only 50 years later.

The research on strong-field interactions grew over the following 20 years but soon laser
technology encountered an obstacle. Indeed, at intensities of the order of GW/cm? the
light starts damaging the laser active medium during the amplification process, making
impossible to reach higher intensities. In 1985 the two researcher at Rochester university
Donna Strickland and Gerard Mourou introduced a procedure to solve this problem:
the “Chirped Pulse Amplification” (CPA) [168]. The idea is simple, in order to further
amplify a laser pulse avoiding the aforementioned problem we can stretch it before the
amplification, drastically diminishing its intensity, and then recompress it afterwords. This
technology today allows to generate pulses with the incredible intensities of 1023W /cm?
[1, 2]. Nowadays, thanks to numerous good people, very strong lasers are available. In the
following we will describe in detail what can be explored with them. Before proceeding let
us mention that modern technology also allows to produce ultra-short laser pulses in the
attosecond (10~18s) regime. This allows to investigate the very florid research branch known
as “ultra-fast physics”, which despite being very fascinating will not be treated in this work.
Here we will focus on the physics at very high intensities. Thus, what happens when a
charged particle interacts with a very intense coherent pulse? The physics emerging in
these conditions can be divided into three macro-categories: classical nonlinearity, quantum
nonlinearity and radiation reaction. In the following chapters we will discuss these topics
extensively, let us thus introduce them concisely here.

Firstly, classical nonlinearity. In this context the adjective “nonlinear” refers to the
equations of motion, namely the Lorentz equation for a charged particle. If we consider an
electron this reads [115]

W Bty uxB) (5)
where u = v is the relativistic velocity of the particle, m is the electron mass and e < 0.
The presence of w in the r.h.s. makes the differential equation nonlinear and this is directly
related to the magnitude of the magnetic term in the force. For a plane wave |E| = |B| in
natural units and this equation can be easily solved analytically [122], showing that the
nonlinearity in this case is reflected in the nonlinear dependence of the momentum on the
wave field (see Sec. [1.1.1]).

The same is true for nonlinear quantum effects. Let us consider for example a scattering
process taking place in a electromagnetic field background A%. If the latter is sufficiently
intense we cannot treat it perturbatively, instead we have to solve the dynamics exactly
in A%, using the deriving “dressed” Feynman rules to calculate the process [66]. This is
another way to say that we have to sum all the possible contributions of the background
field to the fermion lines. This procedure is explained in Sec. (3.1



14 Introduction

Electromagnetism

Figure 3: Electromagnetic and gravitational interactions between two repelling particles.

Finally, the radiation-reaction (RR). Since the advent of a proper theory of electro-
dynamics in the early 1900s, discussions on RR effects have been ongoing. The point is
very clear: the Lorentz equation for a charged particle cannot be complete because it does
not take into account the self-interaction of the particle on itself mediated by the field it
generates [122]. Requiring momentum conservation leads to a modified equation of motion
known as LAD equation, from Lorentz, Abraham, and Dirac (see Sec. . This equation
is not Newtonian as it involves derivatives of the acceleration. As such, it allows analytical
solutions which cannot be considered physical like “runaway” motions, in which the electron
acquires a diverging acceleration even in absence of external fields [66]. These problems can
be avoided employing a an approximation procedure introduced by Landau and Lifshitz
[122] as we will discuss in Sec. . Despite being such an old problem, RR is still
debated due to the measurement difficulties it entails. In fact, in most of the situations the
RR forces are extremely small compared to the Lorentz force.

Let us now shift our focus and discuss a topic that might seem unrelated to what
we have said to this point: gravity. Despite its undeniable beauty and the simplicity of
its founding principles, Einstein theory of gravity is practically a complicated machinery.
Indeed, it is an intrinsically nonlinear theory. The reason for this is very simple: everything
is a source for the gravitational field. At least everything with mass or energy. It is evident
that this feature drastically complicates things, although nature tends to be nonlinear much
more often than we would like to admit. Let us think about the aforementioned RR effects:
also in this case a charge becomes source of the electromagnetic field itself, which then gets
involved in the equations of motion. This generates the recursive self-interaction. Now, the
major difference between gravity and electrodynamics in this sense does not lie in the matter
but in the fields. Let me clarify. Suppose we have a system made of two positive charges.
If we let them free to move they will surely repel each other and accelerate in opposite
directions (Fig. [3) Due to their motion they will generate non-Coulombian electromagnetic
and gravitational fields. A part of the electromagnetic field will be radiated and another
part will interact with both of the charges. The same is true for the gravitational field but in
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2
Gravity (Gauge theory)

X

Figure 4: In some respects, gravity can be seen as a double copy of a gauge theory.

this case it is not the end of the story, both the generated fields will turn into gravitational
sources themselves!. In the language of quantum field theory we would say that at leading
order photons only couple to charges but never to themselves, while gravitons couple to
everything. This of course corresponds to the fact that Quantum Electrodynamics (QED)
is an abelian gauge theory and gravity is not.

The microscopic world is ruled by two other fundamental forces and none of them is an
abelian gauge theory. Indeed, both weak and strong interactions admit multiple-bosons
vertices. Let us take into account Quantum Chromodynamics (QCD) for example. In this
theory the gauge group is SU(3), which permits the existence of three- and four-gluons
vertices. This feature makes QCD, in some respects, closer to gravity. Clearly there are
many differences between the two theories, but when we treat them perturbatively we
notice that at the semiclassical level (three-level) the connections between them are more
than what we expected. These relations have been widely investigated by a numerous
group of people and today constitutes a branch of research which goes under the name
of “double copy theory”[31], 30]. Here “double copy” refers to the fact that amplitudes
involving gravitons can be written as proper products of amplitudes in gauge theories (Fig.
[4). This sort of relations find their roots in a string theory paper dated 1985 [116] and
have been shown to be very valuable in the last thirty years. The practical utility of their
use stems from the empirical observation that calculating amplitudes involving gravitons is
significantly more complex than calculating amplitudes involving gluons. Thus, if we can
derive the former from the latter, we gain a clear advantage.

In some specific cases, similar relations can be found for processes involving only gravity
and electrodynamics [110] [36], 37, 13, 27, 12], an example is the proportionality between
Compton scattering and gaviton photoproduction at tree level [56, I11]. These will be the
subject of the second part of this work (Chs. . In particular we will show how these can
be extended including the electromagnetic nonlinearity in the system through background
plane waves [20]. Indeed, even though electromagnetic and gravitational interactions are
profoundly different, the high number of symmetries belonging to plane waves allows to find
connections between the two theories which are not limited to the first order calculations.

In the last part of this work we will study the physics emerging in nonlinear gravitational
waves (Chs. [5} [6). We will find out that even in this context it is possible to find interesting
connections and similarities with the electromagnetic case, both in the classical and
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quantum regimes. We will show, for example, how to obtain the fermion quantum states
in a gravitational wave from a direct analogy with the solutions that Volkov found ninety
years ago for strong electromagnetic fields [I73]. After the first direct observation by
LIGO-VIRGO [3] in 2015, gravitational waves have attracted a lot of attention. However,
due to the weakness of perturbations reaching the Earth, the work done on extending the
theoretical analysis to nonlinear gravitational waves has been relatively moderate. Here we
will argue that if we dear to do that, forgetting about the experimental complications for a
moment, we can actually discover some intriguing physics and explore QFT in a highly
symmetrical curved spacetime.



Classical dynamics

1.1 Dynamics neglecting the particle self-interaction

1.1.1 Motion in a plane wave and nonlinearity parameters

Before we dive deep into strong-field electromagnetism it is useful to get a sense of the
physical quantities that control the processes in this context. Let us consider the relativistic
Lorentz equation for an electron

DY _ € EtvxB) (1.1)

a  m '

where m is the electron mass and e < 0. As we anticipated in the introduction, if the
magnetic interaction is not negligible then this equation becomes nonlinear, in the sense that
the unknown variable appears in the interaction as well. In general we cannot find a specific
condition regarding the motion such that |v x B| ~ | E| without fixing the relation between
the electric and magnetic fields. However, if we choose a plane wave as a background this
relation is always defined to be B = n x E, where n is the wave propagation direction.

17



18 Classical dynamics

This means that in this case the nonlinearity condition will be satisfied when the particle
becomes highly relativistic v < 1 [66]. Now, the motion in a plane wave is periodic, so we
need the particle to become relativistic in a period. Thus, we need the energy transferred
to the particle in a period to be of the same order of its rest energy eEc/w ~ mc?. These
considerations suggest the introduction of the classical nonlinearity parameter £ as

g= b (1.2)

mwc’

such that nonlinear effects emerge for ¢ 2 1. For a laser this can be expressed in terms of
the peak field Ey and we will denote it by &y = ;ioc. In order to have a clearer point of view
about this parameter in a plane wave background we can directly solve the equations of
motion, a surprisingly easy task for such a field. The Lorentz equation for the momentum

T = mu® in covariant form reads

dom® e _,
T =F Prg. (1.3)
Plane waves propagating along z depend on the variable £ — z only. Moreover the correspond-
ing field A%(¢) has only components in the directions transverse to z, if we choose a proper
gauge [66]. Indeed we can choose to work in the Lorenz gauge 9, A4*(¢) = n - A(¢) = 0,
where k% = wn® is the background wave vector, with the additional condition A%(¢) = 0.
Here and below the overdot stands for a derivative with respect to ¢. By assuming that
limg—,+00 A(¢) = 0, then the Lorenz-gauge condition implies n - A(¢) = 0, such that the
field has indeed only transverse components. For these reasons we will choose to work with
light-cone coordinates {z T, 2%, 2~} defined as (see App. |A.1))

T =n-rx=t—z=¢
Light-cone coordinates = t=75.2= %(t +2) - (1.4)
o’ = {z,y}

The Latin indices will be used throughout this work referring to the two transverse
coordinates. Here we can also introduce the light-cone basis {n*, 6!, n*} with n* = (1,0,0,1)
being proportional to the wave vector and n* = %(1, 0,0,—1), such that any vector v* can

be decomposed as
vt = v Rt otk £ viéf (1.5)

with v~ = n-v, and vT = 7 - v. We can thus utilize ¢ as an evolution parameter in place of
the proper time and rewrite the Lorentz equation as

7y () = ;FQB(@%,M@, (1.6)

where with the subscript p we indicates the momentum initial condition p* = mug. The
last step to solve this equation is to observe that the plane wave Maxwell tensor

FoB(g) = A (9)(n*6] — nPo7) = Al(g) £ (1.7)
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commutes with itself at different phases, due to the structure of the tensor f;" A This means
that Eq. ([L.6)) can be directly solved by exponentiation, the time ordering being needless

e [ ~ -\,
T, (¢) = exp <p/ d¢F(¢)> ’ ps. (1.8)

We can extract the dimensional parameters from the Maxwell tensor rewriting F®%(¢) =
%wi(qﬁ) I A where now the functions 1 are dimensionless. If we now name & () = &ov'(o)
we can write the solution in a compact form, where the dependence on the nonlinearity
parameter is manifest and clear

7(6) = exp (;”ﬁiw)fi) fpg = |
(1.9

=" = mEH(O)+ P €1(0) — 5 €1(0) €1 (9)| n

The exponential expansion stops at the second order due to the property f;*g ff v f,;y(s =0.
Here we can fully appreciate the fact that the quadratic term in the background field is
proportional to &2, as anticipated in the introduction. This parameter is then a proper
indicator of the motion nonlinearity.

There are other ways to solve the motion in a plane wave, besides the direct expo-
nentiation. Surely the most straightforward one is to observe that the three coordinates
z', zt are cyclic in the system Lagrangian. From this follow three conserved quantities
7' +m& = p', 7~ = p~. Adding to these the on-shell condition, the motion is completely
solved. While we may not reach six or seven explanations as Feynman recommended,
having various ways to convey the same point is still worthwhile. In order to visualize the
motion we can pick a monochromatic wave for simplicity and describe the trajectory from
the so-called average rest frame (see App. . In this frame there is no drift velocity
along the wave propagation direction and the motion in the {z, z} and {y, z} planes traces
a characteristic figure-eight pattern [I59] (Fig. .

It is useful to have a numerical expression for £y involving only the laser features [60],
recalling that the peak intensity is defined as Iy = ceg E3 we have

&o = 7.54/Io[1020W /em?] /w([eV] = 64/ [p[102°W /em?] A\ [um)]. (1.10)

To have an idea of the numbers involved it is enough to remember that super-strong
lasers usually work at optical frequencies A ~ pum (w ~ €V), such that for these sorts of
facilities §y ~ /Ip[10"8W /cm?]. Modern PW-lasers can reach peak intensities of the order
of Iy ~ 1023W/cm? at the focus, thus the parameter space for which & > 1 is already
available [I, [5].

The reader could object that Eq. is not a manifestly Lorentz- and gauge-invariant
definition and be skeptical about its utility. In order to clarify this issue let us notice that
such a definition exists and reads [107]

e| [—{((FaBpg)?
<€>=Ln| <((k_pl))§) 3 (1.11)



20 Classical dynamics

0.0

—0.2 —0.1 0.0 0.1 0.2
w

¥
¢

Figure 1.1: Trajectory in the {2, x}-plane of an electron in a plane wave propagating along z with £, = 3.19
as seen in the average rest frame.

where p is the initial particle momentum, k% is the laser wave vector and (...) indicates the
average over a phase period. The averaged quantity in this expression is proportional to
T8 Dapg, Where T 8 i3 the energy-momentum tensor of the electromagnetic wave. This is
clearly Lorentz- and gauge-invariant and when we take its square root and divide it by m
it represents the energy density seen by the charge in its rest frame. The other invariant
is the denominator k - p = wp~. The dynamical factor p~ represents the laser frequency
Doppler shift in the electron reference frame. In fact, if the particle is propagating (or
counter-propagating) along the wave direction we have that

P :mc\/;g. (1.12)

Thus wp™ /mec is the laser frequency seen by the moving electron. If the latter is propagating
along the wave direction then p~ /mec < 1 and we have a redshift. Clearly a blueshift occurs
in the counter-propagating case.

If there is any wavelength A characterizing an electromagnetic field we could say that
the classical nonlinearity parameter is the work done by the field on a charge in a field
wavelength A, ratio the particle rest energy. Again, this is because the motion becomes
nonlinear if the energy gained by the charge in a characteristic length of the background
field is of the same order of its mass. Now, if the work done by the field in the particle
rest frame on a Compton wavelength A¢ is of the order of its rest energy, then quantum
nonlinearity effects emerge, indeed this energy is enough to produce an e~ e™ pair. The
correspondent quantum nonlinearity parameter regulating the emergence of such effects
can be written in a covariant form as [66]

m3ct

X:

For a laser field xg = mn9&y, with 19 = h%. The parameter 7y makes the quantum
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nonlinearity dependent on the particle initial motion. Indeed, recalling that k - p represents
the laser frequency Doppler shifted in the electron reference frame, we see that we can
enhance xg shooting the electron in a head-on collision with the wave, blueshifting the laser
frequency. Another way to write xo involves the Schwinger critical field F.. = m?c®/eh =
1.3 x 10'6V/em = 4.4 x 103G

p~ Fo

X0 = C g (1.14)
where Fj is the plane wave peak electric (or magnetic) field. It is important to underline
that in order to observe quantum nonlinear effects we do not only need very strong fields,
but also very fast electrons. Of course if we could reach the critical field it would be enough
to produce pairs out of vacuum, but this is far beyond the actual technical possibilities.
Also in this case, it is worth having an operative numerical expression for g, depending
only on the setup specifics. For a fast electron initially counterpropagating with respect to
the plane wave this reads [66]

X0 = 5.9 x 107 2¢0[GeV]4/Io[1020W /em?], (1.15)

where here ¢ is the electron initial energy.

1.1.2 Motion in a Redmond field

In this section we will briefly study the dynamics of a particle in a field composed of a plane
wave and a constant magnetic field aligned along the wave propagation direction. This
configuration is known as Redmond field [I53] in the literature. The interesting aspect of
this field is that it allows a particle moving under its influence to enter in a resonant regime..
This happens when the synchrotron frequency and the wave frequency in the electron frame
are the same, such that the particle receives energy from both in a constructive way.
The Lorentz equation in this configuration reads
#(9) = - (F*(6) + B°7) ma @), (1.16)

where B is the Maxwell tensor associated to the constant magnetic field aligned to £ and
with magnitude H. We can generally write this tensor as [153]

Bog = iH (cac — €488), (1.17)

with €* = 1/4/2(0,1,4,0) such that e-€* = —1 and €-& = 0. One way to solve the equation
is to observe that the components ¢ -7 and £* - 7 decouple [I53]. However, here we will solve
it by exponentiation as we did in the previous section for the single plane wave, indeed this
procedure abbreviates the calculations and can be more suitable for further generalizations.
The magnetic field tensor is constant, thus we can collect its dependence and write

e
T, (¢) = exp (pB¢> BTl g, (1.18)
such that the Lorentz equation can be written in terms of I} as
e

5 FOPTL, 5. (1.19)

. e e €
%(¢) = — exp (—Btb)aﬂF exp (B¢>75H 5=
p( ) p_ p_ ﬁ’y p_ P
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Now, the important thing to observe is that the tensor Fag is structurally similar to the
original plane wave tensor, indeed it satisfies (F2)*# oc n®n®. This means that the equation
can now be directly solved by exponentiation as in Sec.

e e o . .
m3(6) = exp (2= B0 )i exp <p_ / d¢>F<<z>>> 57y (1.20)
It is useful to introduce the following notation

ot = /d) dé (Al cos Q¢ + A?sin Q¢, A2 cos Q¢ — Al sin Q<Z~>)
, (1.21)
— [ doR!(-26)4 ().

where () = ;—EI is the Doppler-shifter cyclotron frequency and R’ () is the counterclockwise
rotation matrix

Rij(go) _ (cosgp —sincp) . (1.22)

sinp  cos

The solution of Eq. ((1.20) can now be expanded as

_ ; ; e e
T =pTn® +p a® + R;(Q0)[p’ — e’ (¢)] + - <p - — 5% . d) n. (1.23)
If we turn off the magnetic field then .o7/“ M30 ge It is thus straightforward to find the
two limits of pure plane wave and magnetic field

7o =0 pe —ean 4 pi_ <p CA-— §A2> n® w2 B0 pta® £ pTa® 4 RY(Qe)p, (1.24)
in agreement with Eq. . Let us look at the field /¢, which is the key of the dynamics
in this configuration. We immediately see that if there are components in the plane wave
oscillating with a frequency equal or close to €2, then /% will grow with ¢ indefinitely
rather than oscillating (see Fig. [1.2)). This resonance condition can be explicitly written as
2
@_Jl-w  H (1.25)
W (1 — Ug>2 HO
where w is the plane wave frequency and Hy its peak magnetic field. If the electron is
initially counterpropagating with respect to the wave, as in most of the experimental setups
involving strong lasers, then the velocity-dependent prefactor is < 1. The maximum pulsed
magnetic field available is of the order of H ~ 10°G and it lasts few ms. Thus, in this
configuration is technically unlikely to obtain such a resonance with optical strong lasers
because the required magnetic field would exceed the technical possibilities. In contrast,
if the electron is propagating along the wave direction, then for ultrarelativistic initial
velocities u, ~ ~v~! and the resonance condition is in principle achievable. However, in
this case other experimental complications emerge, indeed it is very difficult to keep the
electron in the laser focus for a sufficiently long time.
This being said, the study of the Redmond configuration for lower frequency fields and
different pulse shapes can unveil interesting insights. In Sec. [1.2.6] we will briefly discuss
the emergence of radiation-reaction phenomena in this configuration.
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Figure 1.2: Trajectories in the {z, z}-plane of an electron in a Redmond field with & = 3.19 and different
values of Q/w. From top to bottom and left to right, this ratio takes the values: 0.05, 0.1, 0.3, 1, 1.5, 3. In
the fourth figure the field satisfies the resonance condition.
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1.2 Radiation reaction

1.2.1 Overview

Maxwell’s and Lorentz equations allow in principle to describe self-consistently the classical
dynamics of electric charges and their electromagnetic fields. However, even in the case of
a single elementary charge, an electron for definiteness, the solution of the self-consistent
problem of the electron dynamics and of that of its own electromagnetic field is plagued
by physical inconsistencies, which ultimately are related to the divergent self energy of a
point-like charge. In fact, the inclusion of the “reaction” of the self electromagnetic field on
the electron dynamics (known as radiation reaction) implies an unavoidable Coulomb-like
divergence when one evaluates the self field at the electron position [115, 122, 26, [158].
However, this divergence can be reabsorbed via a redefinition of the electron mass, which
ultimately leads to one of the most controversial equations in physics, the Lorentz-Abraham-
Dirac (LAD) equation (see Sec. [4, 125, [7T]. In the case of interest here, where the
external force is also electromagnetic, the LAD equation can be derived by eliminating
from the Maxwell-Lorentz system of equations the electromagnetic field generated by
the electron. In this respect, solving the LAD equation amounts to solving exactly the
electron dynamics in the external electromagnetic field and plugging the resulting solution
into the Liénard-Wiechert potentials amounts to determining the corresponding exact
electromagnetic field.

Even after the absorption of the divergent electron self-energy via the classical mass
renormalization, the LAD equation remains problematic as it allows for so-called runaway
solutions, where the electron’s acceleration may exponentially increase with time even
if the external field, for example, vanishes identically [115] [122], 26], I58]. The origin of
the existence of the runaway solutions is precisely a term in the radiation-reaction force,
known as Schott term, which depends on the time-derivative of the electron acceleration,
thus rendering the LAD equation a third-order differential equation with non-Newtonian
features.

Landau and Lifshitz realized that within the realm of classical electrodynamics, i.e.,
if quantum effects are negligible, the radiation-reaction force in the instantaneous rest
frame of the electron is always much weaker than the Lorentz force [122]. This allows
one to replace the electron four-acceleration in the radiation-reaction four-force with its
leading-order expression, i.e., by the Lorentz four-force divided by the electron mass (see
Se. [122]. It is important to stress that the “reduction of order” proposed by Landau
and Lifshitz is such that neglected quantities are much smaller than corrections induced by
quantum effects, which are already ignored classically. The resulting equation is known
as Landau-Lifshitz (LL) equation and it is free of the physical inconsistencies of the LAD
equation [I65]. The equivalence between the LL equation and the LAD equation within
the realm of classical electrodynamics has to be intended as these equations differ by terms
much smaller than quantum corrections (see Refs. [120, [51] for numerical tests about this
equivalence). Presently the LL equation, as well as the problem of radiation reaction in
general, are being investigated by several groups both theoretically [174] 39, [169] 124, 106,
185, 53], 175}, [70, 69, 102, 155, 136, 137] and experimentally [I82] 57, 149] (see also the
recent reviews [99, [66], (52| [38] for previous publications).
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1.2.2 The Lorentz-Abraham-Dirac equation

The Lorentz equation for an electron % = %F"‘ﬂu[g is not complete, indeed it does not

take into account the field produced by the charge itself. Lorentz [125] first introduced an

additional term in the nonrelativistic regime starting from the well known Larmor formula
2.2 2

for the radiated power P = %642 , arguing that a damping force Fr = %27% should be

included to take into account the energy loss. This was then generalized to its relativistic

form by Abraham [4] and Dirac [71], leading to the Lorentz-Abraham-Dirac (LAD) equation

2«
2T paB el
m u6+3m(

Pu®  duPd
v uﬁu“), (1.26)

dr? + dr dr
where units 4 = ¢ = ¢ = 1 are employed, such that a = e?/4n. The problems of

this equation are well known [66] and they are mostly due to the non-Newtonian term
proportional to the derivative of the acceleration, also known as Schott term.

Figure 1.3: Bound and radiated energy of a moving charge.

It is instructive to sketch the derivation of the LAD equation from the energy-momentum
conservation. Let us consider a particle of charge ¢ and mass m, moving along a trajectory
z"(7) as depicted in Fig. [1.3] The electromagnetic tensor produced by the charge can be
directly calculated from the Lienard-Wiechert potential and it can be divided into two
parts (see, e.g., [I15])

v 2q v v 2q v 14 vV
Flv () = m{(a.t) ultt) 4 altt 1}‘ +Wu[“t] = Fi"(z) + FY(x), (1.27)

where 7, is the retarded time defined by [z — z(7)]? = 0 with ¢t > 2%(7,) and we have
introduced the invariant distance p(7.) = —u#(7,)[x, — 2,(7-)] and the four-vector t* =
p~tx# — 2#(7,)]. Here and below the subscripts stand for the power of p~! appearing in
the tensors. The first part of this tensor depends on the acceleration of the charge and
scales with the first power of p, both characteristics lead us to suppose that this tensor
is associated with the electromagnetic radiation. The energy momentum tensor, being
proportional to the square of Fyg, takes the form [170]:

Tip =15 + T4 + 1, (1.28)
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One can directly verify that the first tensor and the sum of the last two are separately
conserved outside the worldline:

QIS (@) =0 | BT (@)+ T (@) =0 ¢ (). (1.29)

This property suggests that we consider these two components separately and, to make the
notation more convenient, we define

T =T T T =T (1.30)

where R, b stand for “radiated” and “bound” respectively. The tensor Tf{“j is indeed
responsible for the electromagnetic radiation, as it is proportional to t#t¥ and the flux
through a closed surface that contains the charge is independent of the choice of the surface.
The calculation of the impulse transferred by this tensor through a spacelike surface o with
normal vector A* shows that [170)]

dPg(7) d

2 q2
=—— T\, o = = =—a? p 1.31
dr dr /U(T) R o 347Ta () uf(7), ( )

where one immediately recognizes the Larmor formula for the emitted radiation. It is worth
observing that the radiated impulse Pf is not a function of state. By this, we mean that it
cannot be written in terms of the trajectory z#(7) and its derivatives, as it must always
be considered at the retarded time and therefore depends on the history of the particle.
This, although it is entirely logical here, is worth being noticed in opposition to the result
that is obtained for the bound momentum P, which is indeed a function of state. Let us
now deal with the bound tensor, which is decidedly less clear compared to the radiation
contribution. The flux of 75" is well-defined. Indeed it goes like p~2, while the surfaces
grow like p? such that it possible to take the limit for small surfaces at will, maintaining
consistency. In the case of T}”, this is no longer true and the integral itself is not defined
on the worldline. However, the authors of [I70] noted an interesting property, namely

T = 0, K4, (1.32)

where K§” is an antisymmetric tensor in the last two indices. It is worth spending a few
words to explain the importance of this property. As we have seen, we cannot go on the
worldline in the integration of the bound tensor, so the associated momentum will have a
form of the type

7 R T . 4 Hv . _ .
PL(r) =~ lim ng]go/d ST\, 0(p — €)O(R — p)S(A - 1) (1.33)
where (A -7) = 0[A- (x — z(7))] and e, R are the radii of two world tubes around the
worldline, the inner one very close to it while the outer one tends to infinity. The property
(1.32) allows us to perform an integration by parts and write
Pl(7) = lim /d4xK5m8,,p Na (R — p)o(A-7)
fimeo (1.34)
—lim | d*2 K" “0,pnad(p —€)o(X- 7).
e—0
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One can show that the integral on the outer surface is zero and the result for the total
momentum is [170]
@ [ut 1 (" +ulu?)N, 2

pry = v b _ 2| 1.35
b (1) =1 2: e X-u 3¢ (1.35)

Interestingly, this momentum is a function of state. This is a peculiarity, as the bound
tensor depends on the history of the particle through the retarded time. The fact that
it is a function of state is of great importance as it allows us to perform a procedure of
renormalization of the divergences. The bound momentum does not depend on the history
of the particle due to the possibility of writing T} as a divergence through Eq. (1.32).

We will now try to give an interpretation of these results. We can identify the first
divergent term with the infinite self-energy of the particle due to Coulombian repulsion and
the second, which depends on the orientation of the surface, with a term of self-stress. The
renormalization process described by Teitelboim [I70)] consists in absorbing the self-energy
into the mass

T (1.36)
mg = Mgy + —, 1.36
! 07" 8re
while to cancel the e-dependent self-stress term we modify ad hoc the energy momentum
tensor of the particle Tp by simply adding to it this term with opposite sign. Certainly, one
could argue about the legitimacy of this procedure. However, divergences in the description
of point particles in classical electromagnetism are intrinsic and unavoidable, therefore one
has to deal with them in a way or another. The sum of the particle and bound momenta
after the renormalization is independent of the surfaces of integration and reads

2 ¢?
PE+ Pl =gt — ——a" (1.37)

P b 34m
where m = mgqut. This is the momentum we would expect to find in order to keep into
account the energy loss due to the electromagnetic radiation. We can now derive the
equations of motion. Recalling Eq. (1.31]) and assuming an external Lorentz force we find

d 2 ¢? 2 ¢*
@ (Wu _ qau> = S g 4 54%@2“#’ (1.38)

which reproduces the LAD equation

du® e 2 ¢ v duP dug
20 paB z kel Py I
dr  my ug + 3 4mwmy ( dr? + dr dr "

(1.39)

Being the result of momentum conservation, this equation represents the most convincing
way to include the radiation reaction into the particle motion. It is not completely convincing
due to the arguable classical renormalization involved in its derivation, nonetheless is the
best we have when starting from first principles. However, being non-Newtonian, it allows
solutions which are intrinsically not physical. An example are runaway solutions in which an
electron accelerates exponentially, even in absence of an external field [I58]. For this reason
we will prefer to employ one of its approximations, which can be shown to be completely
reliable in the regime of classical physics [64]. This approximation was introduced by
Landau and Lifshitz [122] and it is the topic of the next section.
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1.2.3 The Landau-Lifshitz equation

An order reduction of the LAD equation due to Landau and Lifshitz is possible if the RR
force in the particle rest frame is significantly smaller than the Lorentz force. As anticipated
in the introduction to this section, this requirement is always satisfied if quantum effects
can be neglected. We will now provide a more comprehensive clarification of this statement.
Let us consider the frame momentarily comoving with the particle. In this system the
equation restores the non-relativistic limit ma = Fj, + %ad, where the external force F7, is
the classical Lorentz expression and the overdot stands for a proper time derivative. Now,
deriving this expression we see that ma = Fy, + O(a). This means that the radiation
damping term is small compared to the Lorentz one in this frame if

|Fy| > % |7 (1.40)

If we now substitute the velocity derivative to the order « in this expression we get the
following condition

E+vxB|>S|E+vx B+ SExB| (1.41)
m m

Let us introduce the variation scale of the field as A, such that E ~ E/\. The above
condition corresponds then to the two requirements [66, [122]
eaF F,.,

L <1 o A> alo , — <1 o F< . (1.42)
mA m «

The first of these conditions constrains the field variation scale, while the second its intensity
[122]. Now, if these conditions are fulfilled we can operate the order reduction and obtain
the Landau-Lifshitz (LL) equation (see App. for the explicit form of the LL eq. in
terms of three-vectors)

du® 2% .
= SPPuy o | FPuy SR SusFU R | (143)
T m m m m

It is important to observe that the two aforementioned conditions Eq. are always
satisfied if quantum effects can be neglected, in fact in order to treat electrodynamics
classically the two weaker conditions A > Ag and F < F,. have to be fulfilled in the
particle rest frame. The fact that the radiation-reaction force in the electron rest frame is
assumed to be much smaller than the Lorentz force does not prevent the two forces to be
of the same order in the laboratory frame. Indeed this happens when [122] (66, 161]

FCT‘

[}

as one can check comparing the last term in Eq. with the Lorentz force. Thus, if the
particle is fast enough, classical radiation reaction can be observed and it is consistently
described by the LL equation. The above formula Eq. is a rough estimation of
the ratio Fr/Fp, where Fp is the radiation reaction force term. Of course this ratio also
depends on the specific form of the Maxwell tensor involved and the estimation may be
partially misleading. In order to dispel any doubt, in the next section we will briefly present
the analytical solution of the LL in a plane wave background, first found in 2008 by A. Di
Piazza [59] and here derived in a slightly different fashion.
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1.2.4 Analytical solution of the Landau-Lifshitz equation in a plane wave

Let us consider a plane wave F*% = Ai(¢) fa’B with fa’B 2n[0‘55 I and where the overdot
is a derivative with respect to ¢. We recall that in this case the Maxwell tensor satisfies
the identities (F2)28 = —(AA))n®nP | F*Png = 0. The first step to solve the LL equation
is to use the phase as the evolution parameter. Observing that d¢ = u~ we have

2 .
u ut = %F“Bug + ?T;a u_FQBUB + %Fo‘ﬁFﬁvuw - %ugF‘sBFﬁ'yuvuo‘ . (1.45)

One of the main reasons why this equation is analytically solvable is that we can explicitly
find v~ as function of the wave field. Indeed, despite not being constant as in absence of
RR, this variable here follows the differential equation
2e’ s 22

0T — B —\2

I e us " Fg uyu” = 33 AZA( ), (1.46)
as it can be easily verified contracting by n, both sides of the LL. This equation is easily
solved as u™(¢) = ug /h(¢) with [59]

6) =1~ 2ot [ a6 016 (1.47

where A%(¢) = %W(qﬁ) The phase ¢ is dimensional so ¢)'(¢) have the dimension of w.
In the following we will often use the dimensionless phase ¢ = k - z in order to properly
extract the physical parameters, however here it suffices to observe that the second term in
h is proportional to the parameter

R = amyél. (1.48)

This is the parameter controlling the magnitude of the RR effects in a plane wave [59], we
will further discuss its role in the following. Once u~ is found we can write the equation in
terms of the rescaled momentum 7 = hn®. The derivative of the function h cancels out
the last term in the LL equation, leaving us with the more compact

. 2e .
7= p—hFaﬁm + 3,39 (Fo‘ﬁfrg + ;hFaﬁFB”%) : (1.49)

Once again, we can exploit the structure of the plane wave Maxwell tensor to solve this
equation in few steps. Choosing an initial phase ¢g and inserting the formal solution

¢ 2e
RO = p® 4 ; dg [p hF*Pig + 330 (FO‘B g+ thaﬁFﬁ )i (1.50)
0

repeatedly in the r.h.s. of Eq. (1.49)), one easily observes that due to the algebraic properties
of FB

to d e [¢ - 200 p N\ . 20e%
T (9) = a5 P ip /0 d¢< o )] P ps + PR el PFp,. (1.51)

As a last step we notice that the second term in the r.h.s. of this equation can be written
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Figure 1.4: Trajectory in the {z,z}-plane of an electron in a plane wave propagating along z including
the RR effects. The typical eight-figure is shifted and lost with the cumulation of RR contributions.

as
2002 m?2 dh?

hFPF.p, = — " no. 1.52
3m2p~ 8Py 2p~ do " (1.52)

After a trivial integration the solution is found to be

. 2
79(6) = exp (:Pw)fi)aﬂ pa+ 5 [12(0) = 1In, (153)
where we introduced the notation
. o _ . - .. .
r') = [ db [h<¢>A’<¢>+23O;fg i@ (1.54)

If the RR is neglected then I’ = A’ and h = 1, such that the solution reduces to
Eq. previously discussed in absence of RR. For standard optical lasers, being rapidly
oscillating fields, we can usually assume that |A?| ~ |A?|. This means that the second term
in the previous expression can generally be neglected in agreement with the LL reduction
of order [122] [62](see Ref. [69] for a situation where this term cannot be ignored). We will
thus assume that

(o)~ [ agnd)di(d) = " Fi (). (1.55)

%0

For the sake of clarity let us expand the exponential and write the solution explicitly in
terms of the field | [59]

M) = g {77~ RO + I | FL) = 5 FLG) Fuo) + 5 () - 1) 0]

h(¢)
(1.56)

m
e
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In this expression we clearly recognize the solution in absence of RR Eq. (|1.9) with the
substitution £ — F, plus an additional term in n® which is not present in the solution of
the Lorentz equation.

1.2.5 Magnitude of RR effects

In a plane wave field one can show that for an ultrarelativistic electron the radiative term
in the LL proportional to (Fu)? gives a larger contribution to the RR compared to the
Schott term [59]. As discussed in Sec. the parameter controlling the magnitude of
the RR effects in this field is

R = an&§ = aoxo, (1.57)

where xg < 1 is required in order to treat the problem in the classical domain. Asking
R ~ 1 and xo < 1 defines the Classical Radiation Dominated Regime (CRDR) [66] and
imposes some very stringent constrains on the parameter space. To give an example let us
fix x ~ 107! such that we need & ~ 102 in order to have R ~ 1. For optical lasers w ~ eV
this corresponds to an intensity of Iy ~ 10**W /cm?, an incredibly large intensity. Similar
intensities are not completely unimaginable but are at the boundary of what is expected to
be achieved in the next years, they are just five orders of magnitude below the Schwinger
critical intensity. Moreover, it is worth observing that under these assumptions, if the
electrons are initially counterpropagating with respect to the wave they cannot be very fast,
otherwise quantum effects emerge. This is one of the main problems at the experimental
level: measuring RR effects is very difficult, measuring classical RR effects is generally even
more challenging.

So far, the best experimental tests of RR came from experiments in crystals [I82] and
only very recently high significance observations of RR in strong fields were published [126].
A comment is important here: RR effects are cumulative, they depends on the history of
the particle. For a plane wave this is manifested in the decreasing of the otherwise constant
u~, which including RR reads v~ = v, /h(¢). Let us recall Eq. [59]

h=1+ 2R ¢dq3¢2(¢3). (1.58)
3w Jg

For a monochromatic, circularly polarized wave this is h =1 + %RwAgb, where A¢ is the
phase duration of the interaction. This means that in principle we could enhance the RR
contributions by increasing the interaction time. However, strong Gaussian laser pulses are
focused on a longitudinal length of the order of the Rayleigh length, which is usually very
small, especially for a relativistic electron. Despite this problem, an enhancement can be
in principle obtained if other pulses are considered. The interesting case of Flying-Focus
Pulses has been recently studied in [84].

A system which behaves in a somehow complementary way regarding RR effects is the one
in which a constant magnetic field is chosen as a background. The radiation reaction for the
motion in this field has been considered in several papers (see, e.g., [161], 162} [184] 19] 166]).
Studying the motion, it is possible to show that in the ultrarelativistic limit the radius

2
of the spiral followed by the particle in its transverse motion is halved when ~q Z—’:t ~1
(see, e.g. [166] eq. 7.25 and App. for further details), where wy = % is the cyclotron
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frequency in the particle rest frame and w, = 32% ~ 1.6 x 10?3Hz is proportional to the
electron fundamental frequency [161]. On the other hand, the Lorentz force which generates
the circular motion operates on a scale defined by wgr/vot ~ 1. It follows that the proper

RR parameter in this scenario is [161]
R=~—. (1.59)

The quantum effects here becomes important when the emitted photons have the same
energy of the electron, namely when [161] yowp/awe ~ 1. This means that in order to stay
in the CRDR and treat the motion classically having observable RR effects we need very
fast electrons vy > 137 and not extremely strong magnetic fields w < we. In this sense this
situation is complementary to the head-on collision of a particle with a strong laser field
[59]. The Redmond configuration merges these two fields and could thus be an interesting
background for studying RR effects.

1.2.6 Considerations about the Landau-Lifshitz equation in a Redmond field

Let us discuss the various parameters involved in motion within a Redmond field con-
figuration. As discussed before, the parameter quantifying the pure magnetic RR is
RB) = ,},20571:. On the other hand, in a plane wave these effects are regulated by the
parameter RW — afoxo. If we consider optical lasers then w > wy and there is no
practical possibility to produce constant fields with an eV(~ 10'*Hz) cyclotron frequency
in a laboratory at the moment, this would require magnetic fields of the order ~ 107G. Let
us now assume that we are working in a neighborhood of the resonance for the RR-free
case, such that wy/u™ ~ w. If the particle is counterpropagating with respect to the wave
and it is ultrarelativistic then this relation becomes

WH ~ YW, (1.60)

due to the blueshift of the laser frequency in the particle frame. In this case the magnetic
parameter R(B) ~ 73& ~ 107243, We can thus work in the CRDR for the laser field
neglecting the magnetic field RR. In fact, if we set & ~ 103, xo ~ 107! for optical frequencies
and a  ~ 10 for the electron, the condition R?) « 1 is satisfied within the laser CRDR.
With these considerations in mind one can neglect the RR terms involving the magnetic
field in the LL equation and find an approximate solution in the form

T8 = pTn®+p A% + R (QU(9))[p’ — e’ (¢)]
2 (1.61)

+ = (0 (0) = 5/ (0)- (@) ) n® + T (W(0) —

where now
. ¢ N . ¢
o= [ @RS (-0W@) H(G) ad W)= [ ddn(s). (162

We refer to Sec. for the rest of the notation. Here we clearly see the RR contribution
in the modification of & from Eq. (1.21]). The resonance condition in this case cannot
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really be satisfied for an extended period. Indeed, as one would expect, keeping into
account the energy loss due to RR the synchrotron frequency seen by the charge changes
continuously. This is represented by the presence of ¥ instead of the phase in the rotation
matrix. However, this feature could be an interesting resource for studying classical RR
effects in such a field configuration if small displacement from the resonance condition could
be precisely measured. At the moment these are just heuristic opinions, a detailed study of
the possible experimental applications is left for future work.
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Nonlinear Thomson scattering

2.1 Overview

In this chapter, we present analytical expressions of the energy emission spectrum of an
electron driven by an external intense plane wave (nonlinear Thomson scattering) found
in [62] by taking into account radiation-reaction effects via the LL equation. To achieve
this goal, we use the analytical solution of the LL equation in an arbitrary plane wave [59]
and we derive the angularly-resolved and the angularly-integrated energy spectra as double
integrals over the phase of the plane wave. In this respect, we complete the analytical
determination of the self-consistent classical dynamics of the electron and its electromagnetic
field in the sense mentioned above: additional classical corrections, which would be brought
about, i.e., by using the LAD equation would be smaller than already ignored quantum
corrections. Finally, the corresponding expressions within the so-called locally-constant
field approximation (LCFA) are derived as single phase-integrals [I57, 23, [66]. These
results obtained here also complement the ones obtained in Ref. [60], where the analytical
expression of the infrared limit of the emission spectrum including radiation-reaction effects

35
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was presented. Units with 7 = ¢ = ¢y = 1 are employed throughout.

2.2 Analytical spectrum of nonlinear Thomson scattering

Electromagnetic

Emission v

gy

Figure 2.1: Schematic representation of Thomson scattering in a plane wave.

Let us consider an electron (charge e < 0 and mass m, respectively), whose trajectory
is characterized by the instantaneous position x(t) and the instantaneous velocity v(t) =
dx(t)/dt. The electromagnetic energy £ radiated by the electron per unit of angular
frequency w’ and along the direction n/ = (sin ¥ cos ¢, sin ¥ sin ¢, cos ¥) within a solid angle
dQ = sin 9dddyp is given by [see, e.g., Eq. (14.67) in Ref. [115]]

2

/2 o0 .7 !/
d€ CZYLOJQ / dtn' x (n' x v(t))e™ (t—n'-x(t)) 7 (2.1)
78 —00

dw'dQ

and we stress that this expression of the emitted energy is valid for an arbitrary trajectory
of the electron. Now, we assume that the electron moves in the presence of a plane-
wave background field, described by the four-vector potential A*(¢) = (A°(¢), A(9)),
where ¢ = n-x =t —mn-x, with n* = (1,n) and the unit vector n identifying the
propagation direction of the plane wave itself. As explained in Sec. if we assume
limg 1o, A(¢) = 0 and work in the Lorenz gauge J,A4"(¢) = n - A(¢) = 0 with the
additional condition A%(¢) = 0, then A¥(¢) is left with only transverse components.
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It is convenient first to express the emitted energy d€/dw'dS) as an integral over the
laser dimensionless phase ¢ = w¢, where w is the central angular frequency of the plane
wave (or, more in general, an arbitrary frequency scale describing the time dependence
of the plane wave). This is easily done because d¢(t)/dt =1 — n - v(t) along the electron
trajectory and one obtains

2 / ! o s ee=n () |
& a w” / d(pn x (n' x Tr(gp)) [ dp W | (2.2)
dw'dQ ~ 4n? 0o 7 (p)
where () = (e(p), w(p)) = e(p)(1,v(p)), with () = m//1 —v2(p), is the electron

four-momentum and 7~ (¢) = n - 7(¢). Now, we recall that the LL equatlon in an external
electromagnetic field F* = FH (z) reads [122] [see Eq. (1.43))]

du® e e 5
o Faﬂuﬁ + To— [(a FPYulug + EFQBFBVU,Y - —usF BFBMWQ} . (2.3)
where 7 is the electron proper time, 7. = 2% and u”(s) = m*(7)/m is the electron four-

velocity. As we have extensively discussed in Sec. [[.24] in the case of a plane wave
background this equation is analytically solvable in a compact form [59]. By indicating
as pt = (p°,p), with p® = /m?2 + p2, the initial four-momentum of the electron, i.e.,
limy_ oo () = p*, the four-momentum 7#(¢) at the generic phase ¢ is given by Eq.
(T56) [59]

I

T (¢) = )

ly—mrto)+ 2 [p- 210) - §7L0) 20+ 5 (2000 -1) e}
(2.4)

Here we have dropped the momentum subscript p to lighten the notation. 7 will always
refer to this initial condition in this section, ensuring that no confusion arises. We recall
the definitions introduced in this expression, which we rewrite here in terms of &, (¢) =

(e/m) A’ (¢) and £ (p) = (e/m)[nH A" (p) — n” AT (p)]

) =1+ zam [~ dp€ (). (25

Fe) = [ dp W@ (@) + same ™ (2)] (26

Here and below the prime indicates the derivative with respect to the dimensionless phase ¢.
Note that, assuming that [£#(¢)| ~ |£'#(p)] as it is typically the case for standard laser
fields, the term proportional to £'#” () in F*(p) can be neglected according to Landau
and Lifshitz reduction of order [122] (see Sec. [L.2.4)). For this reason we assume

Frp / A h(3)E™ () (2.7)

and we use this expression below. For the sake of later convenience, we also report here the
light-cone components of the four-momentum of the electron in the plane wave including
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radiation reaction:

T (p) = hlz;), (2.8)
7o) = h(l)[m - mF (o) (29)
m® + ] m?2h? —m 2
RIS, [ ) GERT RO 010
where F | (¢ f ¥ doh(p)€L(p) [see Eq. ] as well as the corresponding longitudinal
momentum [7r||( =mn - m(p)] and the energy:
T - m?2h? m
7T||(90) _ 7T+(SO) _ 2(90) 2;(:( ) { h*(p) + EI;L) Fi(p )] o 1} 7 (2.11)
s - m2h? —-m 2
5(80) _ 7T+(90) + 2(90) 25( ) { h (90) + EZL)2 -FL(QD)] + 1} . (2.12)

Before replacing Eq. (2.4) [or equivalently Eqgs. (2.8])-(2.10))] in Eq. (2.2), it is convenient
to write the latter equation in the form

dg 6] 7'[‘(90)77(()0/) if‘ﬁ’d-lﬂ'(‘/’)
== -2 [ dedy! YRR 2.13
Tl e oo e i (249)
where we have introduced the wavevector of the emitted radiation I* = (@', 1) = w/(1,n/).
This identity follows from the hypothesis that contour terms do not contribute to the
integral (see also Refs. [115] 23] on this), and it can be proved in few simple steps. First
we write

2| oo / / L el )—n’ (o) |2
e o wo | ap™ (0 x w(p)) i 7, d' =5 |
dw'dQ) 4?2 w? |/ (o) (2.14)
oo . ~lm(p 2 ’
=i / dp n'(l-m(p)) —'m(p) i [ e
472 | ) oo k-m(p)
Now, if we call the phase factor ®(p) = [¥ _ dp ,i:r(@)) and we assume that the boundary
contributions can be neglected we have
/dcpd e'®) = z/d @("9 = z/d _l )Tr((p)ei(b(‘p) =0. (2.15)
It follows the useful identity
L-m(®) o we(p)
doo TP i) :/d () 9.1
[ x5 o) (210
which can be exploited to rewrite the energy distribution as
2 2
d€ _ aw’ ’/ do )n’—ﬂ'(cp)e@(w) _
dw'dQ) 42 ()
B OO T L W
Ar? (k- m()) (k- 7(¢))

_ _ozw'; /OO dipdy! : m(p) - m(¢') c1A2(0p")
k-m ’
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where we defined the phase difference A®(p, ') = f e dc,b,lf:rr( )) . Eq. (2.13) is recovered

once the derivatives are expressed in terms of the spatlal momentum I. Equation
is especially useful if the four-dimensional scalar products are expressed in light-cone
coordinates, observing that the electron four-momentum is on-shell, i.e., 72(¢) = m?2. After
a few straightforward manipulations, one can easily write Eq. in a more suitable
form (see. S.m. for a detailed derivation)

= s [ deas B OO 20 L) 4 (71 (o) - Fu@P)
(2.18)
where
Fio)= [mo) - ”lf“%] = g [P F L) - fl’_u] L (19)

Expression shows that the effects of radiation reaction are all encoded in the function
h(e) [see Eq. (2.5)] and if radiation reaction is ignored, i.e., for h(¢) = 1, one obtains the
classical spectrum of Thomson scattering. This, in turn, can be obtained as the classical
limit of the spectrum of nonlinear Compton scattering as reported, e.g., in Ref. [67], which
is accomplished by neglecting the recoil of the emitted radiation (emitted photon in the
quantum language) on the electron. More precisely, we recall here that Eq. divided
by w’ corresponds to the classical limit of the average number of photons emitted by the
electron per units of emitted photon momentum [93, [63].

As one can easily recognize, from Eq. one can obtain the angularly-integrated
energy emission spectrum d€/dl~ by using the fact that dl = (w'/l17)dl~dl, such that

de [ dplh @)+ (2)]
F S 2p— 0
dl— 87T2m2770 /dll /d¢d(p e

x {1 (e) + W) + [F (o) = Fu(eI}.

By noticing that w’ = [T +17/2 =13 /2I” + 1~ /2, the integral in dl, is easily taken as it is
Gaussian. By passing for convenience to the average and the relative phases ¢ = (p+¢')/2
and ¢_ = ¢ — ¢/, the resulting energy spectrum is given by (see S.m. for a detailed
derivation)

(2.20)

— 2
d€ i 1™ /d<p+dg0_ 2-21)1770{ j;j% d@[h2(90++s5)+]:i(%0++¢)}*¢%[ j;j; dSZ’fJ_(SD++95):| }
= — e

B o + 10
2
Fi <80++¢2) -FL <<P+— g)} }
2

- 8o p~

x{h2 (cp++<'02>+h2 <¢+—2)+

m? 1 [e-/2 pL 2im?ny 1
x [1+ 7/ dg [ - F + ¢ } + — 1,
( 2 {90_ P 1o+ +9) e —)

(2.21)

where the shift of the pole at ¢_ = 0 towards the negative imaginary half-plane can be
understood by imposing that the Gaussian integral converges [23], [70l [67].
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We observe that the structure of the exponential function in the first line of this equation
allows for introducing the concept of electron dressed inside a plane wave [49] [119] also
when radiation-reaction effects are important. Indeed, the phase-dependent electron square

dressed mass m?(¢,p_) can be defined here as [see Eq. (2.21))]
2} (2.22)

-2 2 { 1oz .
m* (g4, p-) =m 7/ dgh*(o+ + @)
P—J—p_/2
This expression generalizes the phase-dependent square electron dressed mass as reported,
e.g., in Refs. [49] 119, 104, [61], including radiation-reaction effects.
Equation (2.21)) can be explicitly regularized. First, we integrate by parts the term
proportional to [h2(py + o /2) + h?(ps — ¢ /2)]/¢* and we obtain

1 [fe-/2 ~
7/ dp F 1 (o4 + @)

v-/2 ~
7/ dso}l oy +P)—
P—J—p_/2

ﬁ — o l; d@-‘,—d@_ ei%%@_
di= — dmnop= ) o +i0
m2 ) m2 B
x| ha(pt, o) 1+( 2 sPL — (FL) (o4, 0-)]" = (pf)2h (045 0-)

e L R O C )

2 —

= s Talen o) [Fas o) + (F L pro0) = 2F1lpn o) (FL)(pro-)]

1 _ B 2
+t5|F (80++@Q) -FL (90+—802>}

m? im?
X {1 + (ﬁ[m — (FL) (o4, 0 )2 + zl_?ol} ,

) PP
(2.23)
where we have introduced the notation
~ 1 _ _
ha(p4, o) = 5 {hZ <90+ + 902) + 12 <90+ - g;)} ; (2.24)
(B2 (4 ) = == / 4B K (o1 + ), (2:25)
= . P— Y-
Fi(py, o) = 3 {]:L <80+ + 2) +FL (CPJr - 2)} ; (2.26)
_ 1 _
Fo (o, 0-) = 5 Fi <80+ + 2) +F1 <<P+ - g)} ; (2.27)
1 [e-/2 ~
Fiere)=— [ dpFilpr+9), (228)
P—J=p_/2
2 1 e=/2 2 ~
(Fidpg, o) = so/ o do F1(p+ + @) (2.29)
)
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Note that with these definitions, the square of the electron dressed mass can be simply
written as

W (o, 0-) = m? [(h) (4 0-) + (FL) (1, 0-) = (FL) (0, 0-)] (2:30)

At this point only the terms in the second line of Eq. need an explicit regularization.
In the absence of radiation reaction, this is achieved by imposing that the emission spectrum
has to vanish in the absence of the external field [23], [70, 67]. Here, due to the effect of
radiation reaction, we need a slightly more complicated regularization procedure. To this
end, we introduce the function

/2

Halpsp-) = o) parpo-) = [ dphips+9) (231
o
and notice that
OH. O -
QSPHD) = ha(p4,-) >0 (2.32)
o
for any ¢. Now, for any positive real number a, it is
> dH -
2_giat — ), (2.33)

—oo Hy +10

We have indicated the integration variable as Ho here because, by exploiting the result in
Eq. (2.32), we change variable to ¢_ and obtain

/oo dgp_ 8H2(90+, W—)eiaHz(SO-&-vSD—)
—oo Ho(p4,0-) +40 (2.34)
o0 d(pi - iaH. ‘
— —h et (o090 = 0.
[oo Ha(py,0-) +1i0 e

This result shows that we can formally regularize the remaining terms of Eq. (2.23)) by
subtracting the vanishing quantity

m2
1+ W{[pi = Filps)? =P (p4)}

X —h ,(p—)e 2P7mo
/m Hy(ps, p—) +1i0 2P, 9-)

h*(py)

(2.35)
H(p4,0-)

inside the integral in ¢, . As it will be clear below, the additional front factor h?(p, ) is
included because for |p_| < 1 it is Ha(o4,p_) =~ h?(ps)p_. The resulting regularized
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expression of the energy spectrum reads

de i I il miepen)
dli— 47Tn0p / dpydip- e’ "
m m2 -
i | holor. o) L+ W[PL —(FL) (o, 0) - oz he(er, o)
) (pi
m? 2 2 -
gl - Filed)) - ¢ )2h (+) i o= [P e ~(F L0 0]
Hy (o4, 0-)/h2(p4)

o (e 5) oS5

I=p~ ¢_
m2 h
o ha (@, - ){FQL(¢+, )+ (F ) s, o) — 2F | (ps, o) - <-7"L>(<P+7807)}
Py, — $—
1

Fi <<p+ + 2) Fi (so+ - %)r

20
m? 2im?ny 1
{1+ 5P — (Fo)(pr o))" + - (p} :

(2.36)

where we have removed the now unnecessary shift +i0 of the pole. Notice that the above
regularization prescription reduces to the known one in the absence of radiation reaction,
which guarantees that the energy spectrum d€/dl~ vanishes if the external plane wave

vanishes.

2.3 The Locally Constant Field Approximation (LCFA)

Figure 2.2: Plot of the power emitted by a charge in linear motion, properly normalized. From left to
right we have considered velocities equal (in natural units) to 0.3,0.5,0.95, respectively.

The power radiated by an accelerated charge is easily calculated through the expression
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of the Liénard-Wiechert potential and the definition of Poynting vector (see, e.g. [115])
dP _ a |n' x[(n' —v) x a]?

- 2.37
dQ  4r (1—v-n')° (2:37)

Now, if we consider for simplicity the case in which velocity and acceleration are parallel
and along z, this expression takes the simple form

2 .2

P _aa?_ sind (2.38)
dQ 4w (1 —wvcos?d)d

where as before ¥ is the angle measured from the z axis. Looking at the denominator of
the r.h.s. we clearly see that for high velocities v ~ 1 the peak of the emitted power occurs
at small angles (see Fig. . To be more precise, a simple derivative shows that the angle
at which the emission is maximal is

ﬁmax = arccos {31 {\/ 1 + 15112 — 1}} Uf'tl i (239)

v

This is a very general future of electromagnetic radiation: for relativistic particles it is
pinned in a cone with an opening angle of the order of % It can also be seen as a simple
consequence of Lorentz contraction, the faster is the particle the more its Liénard-Wiechert
field look like an electromagnetic wave propagating along the particle velocity. This fact
can be extremely useful in order to efficiently approximate spectra formulas, resulting in
very compact expressions which can be easily plotted.

Indeed, let us consider a particle moving along a trajectory with a large deflection angle
compared to the emission cone angle % Under this hypothesis, the portion of trajectory
responsible for the emission along a chosen direction n’ is very small and of the order of

Iy =—, 2.40
=7 (2.40)

where R is the curvature radius of the particle trajectory and Iy is known as formation
length [23](see Fig. [2.3)). If the formation length associated to a system is very small, then
we can assume as a good approximation the background field to be constant over the scale
defined by ;. This means that the emission spectrum, under this approximation, will not
depend anymore on the value of the external field but just on the local values of velocity
and acceleration. In other words, we can adopt a Locally Constant Field Approximation
(LCFA). One can prove that for plane wave backgrounds, applying the LCFA corresponds
to keeping only the third order in ¢_ in the phase and the first order in the pre-exponential
terms of the spectrum formula Eq. , once it is expressed in terms of ¢4 (see, e.g.,
[23]). Indeed, we can interpret ¢_ as the coordinate spanning a length corresponding to a
trajectory segment of the order of the formation length. In this interpretation, the integral
over ¢4 corresponds to the evolution parameter and at any fixed ¢, the integration over
w_ represents the contributions in a formation length around .. For larger values of ¢_
the radiation is suppressed by destructive interference [66].
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4 Formation
Length

Figure 2.3: Formation length for charge moving in an electromagnetic field.

2.4 The emission spectrum within the LCFA

In order to implement the LCFA| we use the same strategy as in Ref. [67] by expanding Eqs.
(2.18) and ([2.21)) for small values of |p_| [recall that within the LCFA the problematic term
proportional to 1/(¢— 4 i0) can be integrated analytically, see, e.g., Refs. [23] [67], whereas
it is easier to perform the integration by parts of the terms proportional to 1/(p_ + i0)?
after the expansion for |p_| < 1].

It is interesting to notice that the regime where the LCFA applies well overlaps with
the regime where classical radiation-reaction effects are large (CRDR). In fact, the LCFA is
typically applicable at large values of the classical nonlinearity parameter & = |e|Ey/mw
[157, 23] [66], where Ej is the amplitude of the external plane wave (see Refs. [22] [118] 65
18T], 103, [70L [67), 40, 16, 68, 113, 150} 112), 152] for investigations about the limitations of
the LCFA). Moreover, in the realm of classical electrodynamics one has to assume that the
quantum nonlinearity parameter xo = 70&o is much smaller than unity [I57, 23] [66]. Under
these conditions the LCFA is expected to be very accurate except possibly for extremely
small emitted radiation frequencies, which we do not consider here [67, [68] [113]. This indeed
well overlaps with the regime where classical radiation-reaction effects are typically large
because, apart from long laser pulses, radiation-reaction effects become large for & > 1
[see Eq. ] but still with xg < 1, to be able to neglect quantum corrections.

Under the above assumptions, as discussed in Sec. [2.3] one has to expand the phases in
Egs. and up to the third order in ¢_, whereas the leading-order expansion is
sufficient for the pre-exponential functions. The resulting angularly-resolved and angularly-
integrated energy spectra within the LCFA can be written as [see S.m. for details on
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the more involved derivation of Eq. (2.42])]

dELCrA a 1 h? "

dl. - \/Br2m2ng x(¢4)

, 20 W) [ )
o B )
déLcra _ 20 l_/d e(ps) h*(ps)
dl~ V3mp~ T (es) o (2.42)

217 h? 1 21" h?
x | Koz *TM —5IKys | 5 —= W) |
3p7 x(e4) ) 2 3p~ x(e+)
Here, we have introduced the local quantum nonlinearity parameter x(¢) = 10/&€(¢)| (this
equality holds in our units where & = 1 and it is easily checked that the above formulas

do not explicitly contain %), the modified Bessel function K, (z) of order v [142] and the
function

K, (2) = / T K (). (2.43)

As expected from the very meaning of the LCFA, the above Egs. (2.41))-(2.42) can be
obtained from the corresponding expressions in the absence of radiation reaction by replacing
the components of the electron four-momentum obtained from solving the Lorentz equation
in the plane wave with the corresponding expressions obtained from solving the LL equation
[see Eqgs. —}. In particular, one can find that in the absence of radiation reaction
Eq. has exactly the same form as the classical limit of the quantum energy emitted
spectrum as computed in Ref. [157]. However, we point out that the quantities d€cpa /dl
and d&,cpa/dl™ are not local in ¢ because both the function h(p) [see Eq. ] and the
function F | (¢) [see the definitions below Egs. and (2.10)] are not local in the laser
phase. This is also expected from the physical meaning of radiation reaction, with one of
the main physical consequences being the accumulation effects of energy-momentum loss.

As an additional remark, we notice that by taking the integral of Eq. in dI~ one
obtains that the total energy radiated is given by

()
h(goi)‘ﬁ“”)' (2.44)

This result coincides with the total energy radiated also beyond the LCFA, a curious
circumstance, which also occurs in the absence of radiation reaction [I57].

2
ELerA = 39700 / dpy

Interestingly, the total minus component

aKc_ [ - dE o0 &
kY S A . TR — ) S 2.4
deo /0 / LW di=dl dp /0 / Ldldo, (2:45)

of the four-momentum radiated classically per unit of laser phase by an electron in a plane
wave including radiation reaction has been recently computed within the LCFA in Ref.
[105] in the different context of the so-called Ritus-Narozhny conjecture on strong-field
QED [156, 134, 135, 132, [15, B2]. According to Eq. (2.45)), by defining d&,cra/dldp as
the integrand in Eq. , and by performing the integral of this quantity over dl; one
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can easily show that

dIC—,LCFA _ 2c o T hQ(Lp+>
= dl——
do, V37 Jo P~ Mo

A 21 W (py)
Rays <3p‘ x(m)) y s <3p‘ x(m))
(2.46)

in agreement with the result in Ref. [105].

2.5 Discussion

To summarize, we have derived analytically the angularly-resolved and the angularly-
integrated energy emission spectra of nonlinear Thomson scattering by including radiation-
reaction effects. This has been accomplished by starting from the analytical solution of the
LL in an arbitrary plane wave and by using the classical formulas of radiation by accelerated
charges.

The spectra are obtained as double integrals over the plane-wave phase. A particular,
new regularization technique has to be used in order to regularize the angularly-integrated
spectrum. We point out that the resulting spectra include higher-order classical radiative
corrections and can be considered as “classically exact” in the sense of the Landau and
Lifshitz reduction of order, meaning that neglected classical corrections are much smaller
than quantum corrections, which have been of course ignored from the beginning.

Moreover, we have obtained a phase-dependent expression of the electron dressed mass,
which includes radiation-reaction effects.

Finally, the expressions of the angularly-resolved and the angularly integrated spectra
within the locally-constant field approximations have been derived as well. These expressions
have the property that are expressed as single integrals over the laser phase of the corre-
sponding expressions without radiation reaction with the electron four-momentum replaced
with its expression including radiation reaction. Thus, they turn out to be non-local exactly
for the nature itself of radiation reaction giving rise to cumulative energy-momentum loss
effects.

We will now get more into the details of Eq. in order to size the RR effects
on the emission spectrum. Let us consider a setup in which the electron is initially
counterpropagating with respect to the wave, such that p; = 0. We can explicitly
substitute the momentum components Eqgs. , into the LCFA spectrum to obtain

dércra, , o h2(o4) + FL(eq)? 2 h*(o4)
e (z) = 2\/§m70$/d¢+ [ ()2 + 1] h? (01 )TKs 3 <3 (on) 1‘)
(2.47)

where we introduced the dimensionless parameter x = Ii—, and used the following relation
between Bessel functions [see, e.g., [96] pag. 929 Eq. (11)]

9K, () = IKyp1 () + IK,_1 (). (2.48)

For an ultrarelativistic electron in head-on collision with the wave p~ ~ 2¢¢, where g is
the electron initial energy. Under these hypothesis we can thus write the total radiated
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energy Eq. (2.44) as

Wpa) + Fuler? ] W1 (on)
()2 W)

For strong plane waves &y > 1, what really makes the difference, when RR effects are
included, is the denominator h2. Indeed for strong fields |F | | > h but the factor A2 in the
denominator can differ significantly from one.

The parameter space region we are interested in here is the CRDR, defined by the
requirements R ~ 1 and xo < 1. Indeed, we want RR effects to be enhanced but at the
same time avoid any quantum effects, otherwise our classical description here presented
would be useless. Recalling that for a plane wave R = a&pxo and assuming yo ~ 0.1, we
can choose a field strength of the order & ~ 103 so that R < 1. Interestingly, the emission
spectra for different values of R in this conditions are clearly distinguishable (Fig. [2.4]).
Moreover, the total emitted energy for the largest value of R considered in Fig. is about
four times smaller than the energy emitted in the RR-free case. One could sensibly argue
that at xp ~ 0.1 quantum effects cannot be neglected [126]. However, even for values of xo
one order of magnitude smaller, the distinction is neatly present (Fig. . As of today,
there are not really convincing experimental results regarding classical RR effects from pure
wave-electron interaction and this is due to the technical difficulty of such a precise mea-
surement. However, we think that the analytical study of this phenomenon in more realistic
laser configurations could be fruitful for future verifications of the validity of the LL equation.

2
ELCFA §€0R/d80+ (2.49)

As a side note, It can be instructive to examine the asymptotic limit of the spectrum
for small values of x. This can be easily obtained recalling that for small x

1K, (z) ~ T(v — 1) <2>V1 . (2.50)

x

It then follows that d‘%li(lm(:x) vt C’:n%, with C' given by
W2 (p+) + F 1 (1)

(g3
Ca<770> 27 /d“o+ (ug )2

We see that when the electron momentum is small compared to the emitted one, the
dependence is generally cubic as in absence of RR.

1| [h(os) [] (p1)]5 . (251)
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Figure 2.4: Nonlinear Thomson emission energy spectrum in the LCFA approximation for xo = 0.11 and
different values of R.
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Figure 2.5: Nonlinear Thomson emission energy spectrum in the LCFA approximation for o = 0.036 and
different values of R.
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2.6 Support material

2.6.1 Derivation of Eq. (2.13]
Let us show how to get Eq. (2.13)). First we focus on the phase:

AD(p, ) = /; d@,i: :((s;)) :

(2.52)

From Eq. 1' we have k- m(Q) = w}ﬁ—;) , moreover we can expand the numerator in
light-cone coordinates

lrm=1"nt+1Tn" =1, -, (2.53)
and replace all the ” + ” terms through the on-shell relation 7+ = ﬂ%;r,m 2, such that
2 2 2 - 2 -2
_-Titm liL—_ ! _ b- _Itm .2
=l Sl m = g amP T = (1+4%).
(2.54)

Now, the point here is that expanding in light-cone coordinates one can easily show that
this product is quadratic in I (this is true in general, due to the light-cone expansion),
our aim was to obtain a manifestly Gaussian integral. It is easy to see that the phase can
be written as

/d@i e (1+#(p) = & /d (@) (14 #3(9)) - (255)

wp™ 27 () 2p~no

Now we have dealt with the phase, let us focus on the prefactor of Eq. (2.13)). Again we
expand in light-cone coordinates and collect the squares of perpendicular components:

)
(

MM Tty
)

= 2pe 1T @) (so’)+7r*(<p)7r+(¢')_m(<p).m(sO’)} =

- W | _((pl)w +W‘(<p)w —mi(p) - mi()| =
S [ (25 + ) ([ ) ]
- 2w2(1p_)2 [mQ (P2(0) + 12(¢)) + (h()m () = W )m L (¢))?] =

= 2w2m;—)2 1) + W2 () + (FLlp) ~ Fule))’]

(2.56)

Where in the last line we made use of Eq. (2.9). Using these two results, Eq. (2.18) is
recovered.
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2.6.2 Derivation of Eq. ((2.21]
Let us show step by step how to obtain Eq. (2.21) starting from Eq. (2.20). First we

observe that

d& a w' A ,
a- = —W/dlll_/d@dd {hQ(SO) + hQ(SO/) +[Filp) — FL(‘PI)P} e!Ae(2) =

= 7/dgpdgodu

1672m2n?2 1+

{h2(<,0) + hQ(QOI) + []:J_(SO) . FJ_(SOI)]Q} ciAR(p,0)
(2.57)

— [ doh*(@) (1+ 71 () and

l2
()2

Now we recall that the phase has the form A®(yp, ¢') = 2p m
it is quadratic in I (see Eq. - . We can thus write

mF | (o) r

hg)f, =C+Dl, with c=2"""L¥ ~ p_ P (2.58)

so that the phase can be written as

@
[~ ©
= do (h%(@) + C?* +2DC -1, + D*1%)) =
o L, 4 (@) L n)
I~ ¢ lD2
= dp (h?(3) +C 2 /d
3/, 42 (1) 1=
I~ ¢ z 1 ¢ C-l,
= dp (R%(p) + C?) + —’12+—/d~2 —
= cp( (@) ) Qp_now o) (11 P >
- % I~ D? 1 ¢ 2
= do (h?(p) + C?) + ! +/d~c}—
20 ) 2 () e Gl Ol Ui ey L ¢
I~ 1 @ 2
_ [ dgbC]
2p oy — ¢ Ly

(2.59)

It is now natural to shift the perpendicular momentum and perform a Gaussian integral.

Therefore, we shift the integration variable
1 @
ll—>l’:ll+7/ dpC 2.60
LU oD Uy 200
and Eq. (2.57)) becomes
d€ 1 1 v 2
— ———— [ dpdydl — (- — | dpC
d- 167727712 2/ pap L (17)2 (L (p—¢")D /cp’ 4 ) ]
x {B2 () + h3() + [F L(p) — F L&)}

. - L - p- - 1 2
X expi 3 (h2(@) + C?) + —L (o — 12 U di C] .
P {219‘770 /go ? (@) ) 2t TP S o v
(2.61)

One can now easily integrate over the perpendicular momentum [, expressing the result
in terms of the variables ¢+ Eq. (2.21)) is recovered.
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2.6.3 Derivation of Eq. ((2.42)

We start from Eq. (2.21]). In order to implement the LCFA, we expand each term of the
pre-exponent up to the leading order for [p_| < 1, whereas we keep terms up to ¢ in the
phase (see, e.g., [67]):

dércra i l_/ 2 / do—  it—h(p1)p-[14+45€ 2 (01)¥? ]
= — - d h 2 1251
- Tam = ) e | e
2im2ny 1 }

m2 pL 2
1+ Pl F } + :
{ (p)? Lm 1lp+) I"p~ p_ +1i0

(2.62)
Now, we integrate by parts the only term containing 1/(¢_ + i0)? in the pre-exponent and
we obtain

1
X [1 + iéf(¢+)¢2—

dépcra _ do 1T 2 do—  it—h(p1)p-[14+5€ 2 (p1)¥? ]
T — /ds0+h (w+)/¢_+ioe P70
m? pPL 2 Lo 2
x {1 T )2 Llm FL(p+) [1 + §£J_ ()2 (2.63)
m? 1 im2n0
—(p_)2h2(90+) L+ €2 (et | + e &2 (o1 )p-

This equation is already regular and can been expressed in terms of modified Bessel function
but, for the sake of convenience, we integrate by parts the last term

T = ey et [ g e ]
TNo _
1 m? D 2
m? B2 1 1.9 2
o) (o) 1+ ZSL (o) (2.64)
_ 2 2
i 1™ dy =t ‘“"+)y<1+y—)
= — [ d h2 /7 p— x(v4) 3
e L (¢+) 10"
2 2 2
b m
X (1+21/2){1+ )2 ﬁ—}l(%r) —(p_)QhQ(SDJr)(l—i‘yQ)},

where we have introduced local quantum nonlinearity parameter x () = ng|&’ ()| (see also
the main text). At this point, we observe that the main contribution to the integral in y
comes from the region |y| < 1. Moreover, we recall that within the LCFA we are assuming
that & > 1 (see the discussion at the beginning of Sect. , which means that the largest
contribution to the integral in ¢4 comes from the regions where F () is at the largest.
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From the definitions below Egs. (2.6) and ([2.10]), we obtain that

Fuw = [ deh@en@) = = [* b))

(&

-2 [h@)AL(@) - 2ty A “; 3 €2 (F)AL(P)|

(2.65)

which shows that |F (¢)] S h(¢)&. In conclusion, we can consistently neglect the last
term in Eq. as compared to the second-last one within the LCFA (note that we do
not make any assumptions about the values of |p,|/m and p~/m as compared with &)
and we finally obtain the expression in the main text:

dficra _ 2¢7 l_/ e(ps) P(o4)
di-  VBxp~J T (ey) mo

2107 h? 1 2107 h?
% K2/3 2t (¢+) . 7IK1/3 2t (¢+) :
3p~ xl(e4) ) 2 3p~ x(e4)
where we have used the integral definitions of the modified Bessel functions K, (z) [142] and
the expression (2.12)) of the energy of the electron inside the plane wave, again neglecting
the term proportional to m? there. The approximations used and the integrations by parts

carried out prevent the possibility of interpreting the integrand of Eq. (2.66|) as the energy
emitted per unit of laser phase and unit of [~.

(2.66)




Strong-Field QED and graviton
interactions

The aim of this chapter is to introduce the basic background needed in order to deal with
SFQED and linearized gravity. These basic notions are essential for setting the stage for the
next chapter, where we will investigate the process of graviton photoproduciton in SFQED
and in strong classical waves. In the first part of this chapter, we briefly present how to
construct quantum states and amplitudes in SFQED. In the second part we introduce few
main features of general relativity, with a particular focus on the weak-field approximation
and the leading-order QFT approach.

3.1 A brief introduction to Strong-Field QED

Quantum electrodynamics (QED) is described by the well-known Lagrangian
1 —
LqeD = —ZF“”FWer(’M?—e.A—m)z/;. (3.1)

53
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To be more precise, this the QED Lagrangian in vacuum. Let us consider the case in which
a classical electromagnetic field is present and serves as a background for quantum processes.
We will call this field A® to distinguish it from the quantum field A% We can assume it is
generated by some current J3 and we do not really need to know the details of this source.
The full Lagrangian describing the system can be easily found shifting A% — A% 4+ A% in
Lqrp and adding the coupling with J3

L= —%(F“” + FR) (Fuw + F) + 0 (i — eA — ed —m) ¢ —eJg(Aa+ Aa),  (32)

where here and below the subscript B stands for “Background”. Now, all the terms involving
exclusively classical quantities can be dropped, indeed they do not interact with the quantum
system we want to describe. Moreover, we assume that the field A® is connected to the
classical source by the Maxwell equations (%Fgﬁ =eJ g and that the interactions between
the quantum field and the classical source are negligible. This is a sensible assumptions if
this source is far away from the interaction region. Under these hypothesis one can integrate
by parts and eliminate the mixed term

1
~ 3 FE Fuw = ALOuF = e Ay T3 (3.3)

We are then left with the compact Strong-Field QED (SFQED) Lagrangian in what is
known as Furry representation [88)]

ACSFQED = —EF‘MVF/W —+ 1/; (Za — e./l — BA — m) 1/1 (34)

In the resulting theory the classical background field manifests solely as an interaction
with the matter fields, allowing its dynamics to be entirely disregarded. Now, if this field
is very strong we cannot treat it perturbatively and we must take into account all the
contributions of A® on the quantum states, exactly. In other words, the spinor states in
the Furry picture are not the usual Dirac states but they are dressed by the background
field. This corresponds to solve the Dirac equation in presence of A%

(id — eA —m)y = 0. (3.5)

This equation can be analytically solved for a very small number of background fields,
namely when A is either constant, Coulombian or a plane wave. Here we consider the last
of these possibilities and assume A%(¢) dependent, as before, only on the variable ¢ =t — z.
As we have already discussed (see, e.g., Sec. , if we assume limg_,+oc A(¢) = O then we
can choose A% with components exclusively in the directions perpendicular to z. There are
various ways to solve this equation, here we present the most common and straightforward
one. However, in Sec. [6.2] a more general procedure is discussed, which can be generalized
to higher spin and gravitational backgrounds.

One can quickly verify that the solution of the scalar Klein-Gordon equation in presence
of A% namely (DoD% + m?)® = 0 with D, = 0, + ieA,, is solved by ¢, = v (@) where

Sya) = v~ = ["dd o A - 5470 (3:6)
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The function S, is the classical action of a particle moving in a plane wave. This fact is
quite peculiar of plane wave backgrounds and highlights the semiclassical nature of quantum
states in this context. Indeed, the WKB approximation here leads to the exact result at
leading order. Being the Hamilton-Jacobi action, S, possesses the property

—0%Sy(z) = wg(gb) +eA%(9), (3.7)
where 7(¢) is the momentum given by Eq. (1.9). With this in mind and recalling the
on-shell condition 77y o = m?, it is trivial to prove that (Dq D% +m?)®, = 0.

We can now look for positive-energy solutions of the Dirac equation in the form
Up(z) = (@)U, (¢) with the proper plane wave limit limy_ 4o Uy = e PTu,. Here u, is
the usual free spinor with positive energy satisfying (p —m)u, = 0.

The equation can be solved by simple quadrature, multiplying it by (ZD +m). Exploiting
the property

FoFP = 0P 4 22, (3.8)
where 5% are the Dirac matrices and X% = —%[WO‘, 5/5] are the generators of the quadri-
spinor representation (%, %) of the Lorentz group, one gets

(Do D + 2i2°P D, Dg +m*)U, = 0. (3.9)

Because of the antisymmetry of the generators and the gauge choice 0,A% = 0, the equation
reduces to

(Do D — eXPFp5 +m*)U, = 0. (3.10)

We can now insert the ansatz U, (z) = eisp("”)Up(qS) and reduce the equation to a condition
on the spinor matrix U,

. e b

Up (@) = 5= ws(0)(Z) U, (). (3.11)
It is interesting to note that the spinor follows a Lorentz-kind equation, where the Maxwell
tensor is projected onto the Lorentz group generators in the correspondent representation.
This fact and its possible generalizations will be further discussed later (see Sec. . Due
to the fact that the operator Fag(ZaB )%, is nilpotent and recalling the free particle initial
condition, the equation simplifies to

e

U3 () = 5 Fag (57 (3.12)
which can be directly integrated to find
L A a |, b hAD)% | . b
Uy(¢) = [61‘3’ + 2 Lm quFa/g(gZ))(Zo"B) b] u, = [51‘,’ + ET Uy (3.13)

The full solution can be compactly written as

Uy(z) = (@) ll + e%fw)] Up (3.14)

p
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Figure 3.1: Resummation of the background contributions to the fermion propagator in the Furry picture.

and is known as positive-energy “Volkov state”[I73]. This solution is one of the fundamental
building blocks of Strong-Field QED. These states are often written in terms of the Ritus
matrices E,(x) [I57] as

Up(x) = Ep(z)up, (3.15)

such that E,(z) encodes the full background dependence. It is easy to obtain the negative-
energy Volkov states V,(z) with the same procedure in the form

Vp(z) = E_p(x)vp, (3.16)

where now v, is the negative-energy free spinor satisfying (p +m)v, =0

3.2 Nonlinear Compton scattering in Strong-Field QED

3.2.1 Calculation of the squared amplitude

In this section we will briefly sum up the main features of the photon emission by a
charge moving in a strong electromagnetic plane wave, also known as “nonlinear Compton
scattering”. In Ch. {4] we will see how this process can be related to the conversion of a
photon into a graviton. Nonlinear Compton scattering for a general plane wave background
was first studied in [128]. Here we have only one diagram, which actually corresponds to
an infinity of diagrams (see Figs. B.2). An incoming fermion in a plane wave with

/

p p
> >

[

Figure 3.2: Nonlinear Compton scattering amplitude. The double line represents a dressed fermion.

wavevector k* is represented by a positive-energy Volkov state, as discussed in the previous
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section

Up() = eSrl®

’/‘A( )1 Uy, (3.17)

Once again, we assume limg_, 4 A(¢) = 0, such that in the Lorenz gauge the wave field
has only transverse components. The momentum conservation in the S-matrix for this
process is not complete. Indeed, the background is supplying energy to the electron but it is
not taken into account in the energy momentum conservation of the whole system. In other
words, the plane wave contributes to the diagram as an infinite amount of photons with
wavevector proportional to k*, thus there is no limit to the momentum it can supply along
this direction. Therefore, our matrix element will involve an integral over a variable, namely
the phase ¢. This because the action in the exponential S, is more than just p - x and the
additional terms depends only on ¢. If we consider an outgoing photon with polarization

€% and momentum [¢ we have
FA()
1 =+ em up, (318)

57% — e / A ei[Sp(@) =Sy (@) +1a] Gy
where we recall that k- p = wp™. Expanding the actions in the exponential one immediately
finds the momentum conservation along the three directions z*, z+. The matrix element
can thus be written as [128)]

e2k~p’

Awﬂf*

S} = @m)’s(p~ —p' ™ —17)6P (p1 — P —1)M],. (3.19)
The element MJYZ takes the form
= —ie/d¢eig(¢)ﬂp/ +efk(:¢1)ﬂ ¢ 1—|—8;621£('<;)‘| Up, (3.20)
where
[V - -
9(¢) = —/ dé [ (9) — mh () — 1F]. (3.21)

We can extract the field dependence assuming A* = 1)(¢) a*, this leads to the form

1% * e2alk.e*
M}, = ety V*f 4+ ¢ (?ikM L W) fi— m;éﬁ] Uy, (3.22)

where we introduced [128§]

n:/ww@www (3.23)

From this expressions we can easily find the unpolarized squared amplitude, averaging over
the initial states and summing over the final ones we have

2 2
% 3 MJYJMJYi:eQTT{(Z/)’er) Y fo+ 5 (ik;, k}éf) f1+%%f21

pol., spin
2 2
i + (ﬁﬁj kk¢>f1 s %ﬁ]}
(3.24)

x(p +m)
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We are not really interested in going through a detailed calculation of this trace here.
Indeed, this can be easily done with a short code in FORM like the one we listed in App.
(A.11.1) as ComptonEWIinear.frm. The result is the following

1
5 > Mg =2 (215 (p-p — 2m?)

pol., spin
. k-p'—k-p k-p—Fk-p
2R 1) oo (S p, )+p-a(k.p )]

+2e?a® R(fo f3) — 2 a® | f1] <£+k]}j?/)}

k
(3.25)

Moreover, the code ComptonEW!linear.frm also allows to linearize the squared amplitude
recovering the usual Compton scattering in vacuum QED. Taking into account the degrees
of freedom of the background, one finds
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which is the correct result for Compton scattering at tree-level (see, e.g, [148]). If interested,
one can check with the same code the results found in scalar QED, both in the linear and
nonlinear cases.

In the next section we will explicitly calculate the linearization of nonlinear Compton
amplitude, this is instructive in order to grasp the connection between vacuum QED and
strong-field QED. Moreover, in Ch. [6] we will adapt such a limit to processes in nonlinear
gravitational waves.

3.2.2 Linearization of the amplitude

e SR

Figure 3.3: First order contribution of the background field to nonlinear Compton scattering.

In this section we will show how to treat the linear expansion of nonlinear amplitudes
in order to obtain known results in vacuum QED. Let us consider a positive-energy Volkov
states

Up(z) = &%)

M( )] Uy, (3.27)
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Recalling that
e (¢ - o € o=
Spla) = —p-a— = [ |p-A6) - {43 (328)

we find that, to the first order in the coupling e

o) = v (1= [ adp a6+ 4O, 0,
¢ A .
ty(x) = e, 1405 [ dip- a@) + G|+ o)

Now, in the context of scattering amplitudes in QF T, the linearization is accompanied by
the monochromatic assumption for the incoming wave A# = ghe~? = gle~ T Ingserting
this hypothesis in the previous expansion we get

Up(as) ~ efip-zup + efi(erk)'xﬁ (2p -+ k¢) Up. (330)
Now, the amplitude for the emission of a photon is
S7, = —ie / dally (o) A (2)Uy(2). (3.31)

Inserting our expansion we find

S}i =— ie/d4x6_i(p_p,_l)'$
. (3.32)

2k - p

X Uy {1 + etk (=2p" e+ ¢%)] ¢ [1 + e e (2p-e+ k;f)} Up.

2k - p'

The first order in e gives a null contribution because of momentum conservation, while the
second order reads

)y = =ie(2m) 3l + k=1 — Dy | 50— (2 e+ ) ¢+ g e+ )|

(3.33)

2k - p/

Introducing the notation 57%‘ =2m)*(p+k—p — Z)M;Z we have

My = =iety | o (2 e+ ) ¢4 ot e ) (330

which is exactly what is found for the usual tree level Compton scattering in vacuum [see,
e.g., Eq. (5.74) in Ref. [I48]]. The first term, coming from the dressing of the outgoing
electron, is the u-channel while the second one which corresponds to the dressing of the
incoming electron is the s-channel (see Fig. . The denominators 2p - k, 2p’ - k are the
on-shell propagators poles, here they come from the scalar classical action and the fact that
the field depends only on k - x. The term ¢ (2p - ¢ + ¢) represents the numerator of the
spinorial Feynman propagator with momentum p + k, here the contribution in k is taken
into account by the correction to the spinor U, while the rest of the propagator comes
again from the classical action.
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3.3 Gravity from a field theory perspective

SPACETIME
MANIFOLD

Figure 3.4: The curvature of the spacetime is described by the Riemann tensor and the scalars one can
construct from it. The vierbein connects the description on the manifold to the one on the tangent space.

3.3.1 Vierbein and transformations in general relativity

General relativity can be described as a classical field theory, the field being the metric
tensor g,,,. The spacetime evolution of the metric is described by the Einstein’s equations

1
Ry — 59w R = ~87GT, (3.35)

where 17, R are the Ricci tensor and scalar, respectively, and T}, is the energy momentum
tensor of the system. The spacetime curvature is described by the “second derivatives”
of the metric and not by the metric itself. Indeed, it is encoded in the Riemann tensor
R,,,p5, which involves products and derivatives of the Christoffel symbols. The gauge
group of general relativity is very big, in fact the theory is invariant under all coordinate
transformations

ot — (), (3.36)

which define the group of diffeomorphism in four dimensions. Under such a transformation,
the metric transforms covariantly and we can find an arbitrary number of different g,
describing the same spacetime.
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Let us be more precise and define general relativity as that theory which is invariant under
general coordinate transformations and locally equivalent to special relativity. Basically
this is everything one needs to construct the theory. Let us think about it geometrically: if
M is the spacetime manifold, then for any p € M the tangent space T),M is isomorphic
to the Minkowski space (see Fig. . This is of course fundamental: it is not enough to
say that the theory is invariant under Diff(M). The statement about the local tangent
spaces, also know as “equivalence principle”, is what really selects the correct theory. This
is not something one can derive, it is a postulate, the tangent space could be described by
a four-dimensional Euclidean spacetime, but it is not.

Now, let us make more explicit the definition of general relativity we have just given.
Suppose we have a point p in spacetime, p € M. This point is“attached” to the manifold
so if we change coordinates it will be identified by different numbers but will still be there,
unperturbed as the physics itself. Let us construct on the space tangent to the manifold
at this point T,M a chart {{*(p)}, such that in a very small neighborhood of p on the
manifold

ds2 = Nasd€® (p)d&” (p) = gy (p)da'da”. (3.37)

This choice is of course always possible because of the equivalence principle. From this
equation we find that

06 (@) 064 (z) _
oar o~ ) (539

af

which identifies e®, = g% as the object connecting the manifold description to its tangent
space (see Fig. . This matrix is known as “vierbein” and we will make an extensive use
of it in the following chapters. It is worth stressing that this matrix has one flat spacetime
index o and a curved spacetime index y. For this reason it behaves as a vector with respect
to both general coordinate transformations and local Lorentz transformations.

The vierbein is what really encodes the information about the gauge (coordinates)
choice, because it is connected to both the manifold and the local tangent spaces. We
could formulate general relativity in terms of the vierbein, than the symmetry of the theory
would be simply expressed: everything has to be covariant under general transformations
of coordinates and local Lorentz rotations

% (z") = Ao‘ﬁ(x)eﬁ Ou

y V(m)w (3.39)

Another way to see this issue is to think about a general coordinate transformation as
something that affects the tangent space as well, citing [143]:

“Under a general coordinate transformation 2# — x’* | there is no reason to suppose that
the basis vectors for the local orthonormal frame are unaffected. A change of coordinates
will be taken to induce a local Lorentz transformation of the tangent space. This means
that under a general coordinate transformation, e, must transform like a covariant vector
up to a local Lorentz transformation, and A% must transform like a set of scalars, again up
to a local Lorentz transformation”.

The sentence “up to a local Lorentz transformation” makes all the difference. This has
to be true, because if we choose the general transformation to be a Lorentz one and the
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SPINOR TRANSFORMATION

Figure 3.5: Spinors transform under local Lorentz transformations and act like scalars under general
coordinate transformations on the manifold.

space is flat, than this is just equivalent to locally Lorentz transform every tangent space
with the same transformation and a vector field in this case transforms covariantly (as any
other field with spin # 0), it is not a scalar. Therefore, whenever in this context we say
that something is a scalar with respect to general coordinate transformations, what we
actually mean is that it is a scalar with respect to general coordinate transformations up to
local Lorentz transformations. Now the picture is clear let us consider spinors, later we
will need to include them in a curved spacetime description (see Ch. @ In flat spacetime
a spinor ¥ (z) is an object which transforms under infinitesimal Lorentz transformations

' =% + waﬂxg as

i

W (2') = e3%es (), (3.40)

where we recall that £*8 = —ﬁ'[ﬁo‘, 4P] are the generators of the Dirac representation of the
Lorentz group (clearly one could do the same within the Weyl representation). While we
know how to transform a vector or a tensor under GL(4), there is no finite dimensional spinor
representation of this group. Therefore, when dealing with spinors in curved spacetime we
are used to consider their vierbein definition, which is just called ¢(z). With this in mind,
the generalization of a spinor transformation to curved spacetime is natural. Let us focus
on the local tangent spaces: in curved spacetime a spinor is an object which transforms
under local Lorentz transformations €'}, (z) = Aaﬁ(x)eﬁu(x) as

i

W (2') = e39as @y (), (341)
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where Ang(x) ~ 1o +wag(x). Note that we do not care at all about the change of coordinate
on M, but only on TM: spinors are scalars under general coordinate transformation on
the manifold (see Fig. [3.5).

3.3.2 Gravitational waves in the weak-field approximation

In this section, our focus is on the regime in which the gravitational field is weak. To
implement such an assumption we can simply expand the metric as a flat component plus
a small perturbation (see Fig. |3.6)

Guv = N + Hh,uyy (3.42)

where k = v327G. By “small” we mean that |kh,,| < 1, such that we can work with
at the first order in x and neglect any higher order contribution. To be more precise, we
assume there exists a reference frame (coordinate system) where the condition |xh,, | < 1
is satisfied in a sufficiently large region (see, e.g., [129]). Indeed, we know that the values of
the metric depend on the gauge choice.

This assumption defines the weak-field approximation (see, e.g., [I78]), and the resulting
linearized theory is widely used in the study of gravitational waves and other scenarios where
deviations from flat spacetime are small. As we discussed in the introduction, Einstein’s
theory is practically much more complicated than classical electromagnetism and the reason
is clear: the charge of the gravitational field is any form of matter or energy, even the field
itself. For this reason, linearized gravity is not only a great simplification but it allows
us to intuitively understand many phenomena that would otherwise be hidden behind
mathematical complications. From now on in this section, we will deal with the field A,
more than g,, and discuss how to describe it from a field theory perspective.

" WEAK SPACETIME
PERTURBATIONS

Figure 3.6: Gravitational waves produced by merging black holes can be treated in the weak-field
approximation when measured at great distance from the source.

Let us insert the expansion g, = 7 + K£hy, into the Einstein’s Eq. (3.35) and keep
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only the first order in k. The Ricci tensor is defined as

Rua = RYp0 = 0al%, — 0,10, + rﬁy v — Fﬁargﬂ, (3.43)

observing that I' ~ O(k) we have
Ryuo = 017, — 0,17, + O(k%). (3.44)
The Christoffel symbols are immediately calculated in this approximation
A k A A A
Th=15 (0uh + Oubpy = by ) (3.45)
such that the Ricci tensor can be written as

Ry, = g (th + 0,0, h — 0,050 — &,C%hff) , (3.46)

where [ = n*# 0804, h = h%,. It is now convenient to consider the Einstein equation in the
form

HQ

1
Ruu = 1 (TMV - 29;WT> > (3'47)

where T'= T%,. We finally end up with the following linearized equation (see, e.g., [I78])

Oy + 0udh — 0,0ahs — 00 =~ (TW - ;mwT> . (3.48)

Let us now stop for a moment and address the following question: how many physical

degrees of freedom owns h,,? In principle this is a 4 X 4 symmetric tensor, thus it has 10

different entries. However, we have to remember that the gauge group of general relativity

is quite large. We are free to choose the reference frame, ora gauge, we like. An useful

choice is the harmonic gauge, defined imposing the following condition on the Christoffel
symbols

Ir',g" =0. (3.49)

The linearization of this condition reads

L1
Daltfy = S0uh (3.50)

and with it the wave equation reduces to the compact form

K

1
Ohy = —3 (T;w — an,T) . (3.51)

From the 10 initial variables we are now left with 6, we got rid of 4 imposing the gauge-
breaking condition Eq. . However, we are not done. Indeed, under infinitesimal
coordinate transformations z# — x# + £# the perturbation is easily found to transform in
the following way

hm/ — h/.Ll/ - a,ufl/ - 61/5/17 (352)
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Figure 3.7: The deformation of spacetime induced by the two gravitational wave polarizations.

as one can check expanding the transformation ¢/, (z') = gf,i gzi,i gps(x) to the first order.

Now, transforming in this way the field in Eq. (3.50]) one finds

1
Oahy, —LIE, = iauh, (3.53)
which is invariant for any function & satisfying [1€,, = 0. Such a function can always found,
therefore we can eliminate other 4 degrees of freedom, leaving h,, with only 2 physical
polarizations. One can show that {# can be chosen to make hy,, traceless (see, e.g. [129]).
This particular choice of gauge, sum of the harmonic and traceless conditions, is known as
Transverse-Traceless (TT) gauge and it is commonly chosen to present gravitational waves
in the weak-field approximation. It is worth observing that this gauge can only be defined
in vacuum, where [J§, = 0 can hold everywhere and it only makes sense in the weak-field
approximation. As we will see, it is not easily generalized to the full nonlinear theory.
This being said, let us focus on waves in vacuum. In the TT-gauge a monochromatic
solution of the wave equation [1h,, = 0 propagating along z has only components in the
directions transverse to z, namely

hi(e) = [ 0 ) cosh - ), (3.54)
hX *h+

where hy , are the two polarizations and k“ is the wave vector and i,j = {1,2}. The
effects of waves with polarization hy yx on a system of particles can be easily derived from
the linearization of the geodesic equation [129] (see Fig. [3.7).

The polarization tensor of the wave, when expressed in terms of helicity states h,, =
5+7W6ik'”” + s,w,e_ik'x, can be written as a product of spin-1 polarization vectors [98], [110]

el =ellel, (3.55)
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where €/ = %(O, 1,414,0) are the photon right and left polarizations. We will often employ
this decomposition later in order to prove proportionality relations between graviton and

photon emissions.

3.3.3 Graviton Lagrangian in the linearized theory

A natural way to obtain the action of the field A, is to linearize the full gravity Einstein-
Hilbert action. However, one can also follow a bottom-up approach and construct the
graviton theory from scratch. If we want to take this way we need to build the theory of a
spin-2 massless particle coupling with matter and energy.

This is actually quite easy, once the equations of motion of the field are known. We know
that the linearized theory in the harmonic gauge is described by a simple wave equation

(see Eq. (3.51))

- K

Dh,ul/ = _§T,LLI/a (356)
where we defined fLW = huw — %nwjh . We are looking for an action involving up to the
second power of the field ,, such that we can extract a linear theory from it. In the
free graviton sector we need to find [k, = 0 as the equation of motion, in other words
we can naturally guess the presence of a dynamical term of the form £ oc h#**Oh,,,. We
should not forget that a metric determinant /g = y/|det g,,,| would naturally appear in
the action integral within the invariant measure. However, its weak-field expansion reds
V9 =1+ 5h+ O(h?) and therefore when multiplied by £ it contributes to the O(h?)
action as a unity. Our guess for the free graviton action thus reads

- 1

where the superscript g.f. stands for “gauge fixed”. Adding a minimal coupling with the
source is now straightforward. Observing that the free Lagrangian is quadratic in the
gravitational field and therefore we get a factor of 2 deriving the equations of motion, we
have

1
S9F 4 Sy =C / diz [h“”DhW ~ 5hOh + nth‘”} : (3.58)

The constant C' is not really relevant by now, however in order to match with the energy
momentum definition adopted in this text, we choose it to be C' = —%. Thus, let us write
the final form of the action as

1 1
S+ S = [ e [~ S O+ 1000~ S 1] (359)

Of course, one can verify that this is the correct action taking the linear limit of the Einstein-
Hilbert one and imposing the proper gauge (see [I78, [129]). It is useful to recall that the
matter energy momentum tensor in general relativity can be defined as the functional
derivative of the matter action with respect to the metric

i l 5Smatter —9 aﬁmatter
g dgv T Qg

— Guv »Cmatter- (360)
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The linearization of this definition reads

2 8£me)1 er 0
TMV - _K] 6]1#(1;} - lpy Efn;tterv (361)

where the superscripts refer to the order of h,,. From this definition we see that at first

order in x the matter interaction is defined to be £§§;tter = —5h,,T*, which checks with

Eq. (3.59). This energy momentum tensor is naturally symmetrical, unlike the Noether
definition commonly employed in special relativity

(0)
Tl\Loether -9 8;528:;:1"8 Je _ N ﬁfr(l);tterv (362)

where here with W* we refer to any matter field in the flat spacetime Lagrangian we are
dealing with. These two definitions in general do not give the same result, electromagnetism
is a renowned example of this eventuality. However, when integrated over space they give
the same physical energy-momentum [129]

/V PaTNoether /V BT, (3.63)

The tensor Tlﬁ,‘)ether is not an observable quantity on its own, indeed in the electromagnetic

case is not even gauge invariant. On the other hand the general definition 7}, is well
defined and preferable in most cases. If the two aforementioned definitions were exactly the
same, one could be tempted to write

E(l) ? 8£n(1);ttera NiINCs (3,64)
matter — — K HOrpa

However, this does not hold unless some integrations by parts are done in the corresponding
actions and proper rearrangements are operated exploiting the equations of motion. An
easy example one can consider is the Proca Lagrangian describing a massive spin-1 field.
The r.h.s. of the previous formula involves only the derivatives of the field while the general
relativistic definition produces also a term proportional to the mass —xkm?2.A~A? hag. In
the following we will use either definition based on the specific necessities.

3.4 Interactions between QED and linearized gravity

First of all, let us recall the flat QED Lagrangian
1 R s
LqED = —ZF‘WF,W + (; d —elA— m) W, (3.65)

_— _ =
where ¢ @ ¢ = wgw — 1) @1p. We now want to include gravity in this picture. As we said
several times, gravitons couple to everything with mass or energy, thus the final Lagrangian
will be of the form

EZEQED-Fﬁh-I—ﬁhA-i-Ehf—i-ﬁhAf, (3.66)
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Figure 3.8: The interaction vertices involving QED and linear gravity.

where the second term in the r.h.s. is the free graviton Lagrangian, while the last three are
the graviton-matter interactions. We have already derived the graviton Lagrangian in Eq.

(3.59)), in the harmonic gauge it reads
1. 1
Ly = —§h Ohy + ZhDh' (3.67)

From this Lagrangian we could extract the graviton propagator, however we will not need
it in this section so we will refer to App. [Af for an explicit derivation. The interaction is
fully determined by the knowledge of the energy momentum tensor of the system

Lha+ Lhg+ Lpay = —gth’”. (3.68)

The tensor TH” is the sum of the Maxwell energy momentum tensor, the fermion one and
an interaction between the two fields. Now, in order to properly treat fermions in general
relativity we should employ the vierbein formulation described in sec. and introduce
the covariant derivative in the spin—% representation. This being said, at the linear order
this is not really necessary and we prefer to postpone the rigorous exposition of this topic
to Ch. [6] We thus direct the reader to that chapter for more details. We can calculate the
fermion energy momentum tensor through the Noether definition Eq.

o (0) ~ 85(0) i
THY f 0’ + o foo_ W,E(O) _
5 T80 VT g T T

PTG D —myp. (369

To include the interactions with the photon A% we can just ask this tensor to be invariant
under the electromagnetic U(1) gauge symmetry. This is achieved replacing 0, — D, =
O + ie Ay, such that

T4 = LB B - m, (3.70)
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<> _ R _
with o D¢ = ngw — ) @ + 2iep Arp. We are now ready to list all the interaction terms
of the Lagrangian ([3.66)):

K 1
Lh.A = 7§hlll/ |:F/JdFOél/ + 4,'7#VFa6Fa,8:| ,

&mz—ghw[;WW%M¢—UW¢@%;—WW4, (3.71)

Lhag = =5 huy [— A GT9 + 1 Aar*y]

From these interactions we can extract the corresponding Feynman rules, in the usual way
[179, (148, 114}, [50]

. R _ _ _
= —Zez (2 NuvYa — NMpaVv — 77110{7#) 5

~ p
!
Aa
K
k Z§ [k ’ k,(nuanvﬁ + NupMva — 77;11/7704,8)
AAAAAAS h,u,l/ = +Tllﬂ’kak/ﬁ + 2770{5]{{#]{7;}
K *27704{”/{?1,,}]{:,3 - 2175{“1431,}14:;} )
Ap

where all momenta are ingoing and al®b%} = %(a“bﬂ + b®a®). With these three vertices we
are ready to compute graviton photoproduction. This process and its generalization will be
the main topic of the next chapter.

3.4.1 Graviton photoproduction in vacuum QED

By graviton photoproduction we refer to the emission of a graviton by an electron moving
under the influence of an electromagnetic field, namely

e(p) +7(k,2) = e(p)) + 9(1,€'€). (3.73)
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Figure 3.9: Tree-level contributions to graviton photoproduction.

From the Feynman rules we listed in the previous section (3.4) one can easily write down
the diagrams contributing to this process at tree-level [Fig. |3.9].
A direct calculation shows that the amplitude reads (see, e.g., [I10])

/% / /%

B < * * ) * *
M?i:_zeiup/ %(_2]9.5/ +¢/ l)¢+];p/.l¢(2p,'€/ +l¢/)
"k (3.74)
45 (e el =" -kt —e - 1") | up.

k-1l

An interesting feature of this amplitude is that it can be shown to be proportional to the
amplitude for Compton scattering Eq. (3.34) with the convention

e(p) +y(k,e) = e(p) + (1, €). (3.75)

To be more precise, with the use of some algebra, one can prove that (see Refs. [56, 110])

Mg H(p'él*l'p/—p/-&?’*l'p

_ Yo 84
i 9¢ k-1 )Mfi_HM

fis (3.76)
where M}YZ is exactly the expression of Eq. . The proportionality constant is usually
reported in the literature as H, and we will adopt this convention here. The same
proportionality can be easily derived in the context of scalar-QED, we refer to App. [A] for
further details. In the next chapter we will show how this proportionality can be extended
to the regime of nonlinear electrodynamics both at the classical and quantum levels.
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Gravitational emission by an electron
in an intense plane wave

4.1 Overview

Recently, large interest has awakened in the connection between gravity and Standard
Model gauge theories. There are multiple motivations driving this research area, concerning
both fundamental and technical aspects [31], 46}, [36], [30]. It is known that a satisfactory
description of quantum gravity is not available today, nevertheless the low-energy limit of
any possible model should be properly connected to the Standard Model and the classical
theory of gravity, which are both experimentally well verified [148] 86, [I71]. The fact that
canonical quantum gravity is not strictly renormalizable does not affect these considerations
and leading-order calculations are of notable interest. Indeed, it is possible to describe the
dynamics of massive objects through the classical limit of scattering amplitudes [28]. By
taking into account the proper Feynman diagrams, one can find corrections to the Coulomb
or Newton potential [35] [34].

71
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The relation between gravity and gauge theories manifests itself, for instance, through
the Kawai-Lewellen-Tye relations [116, [30] derived in the context of string theory, which
relate graviton and gauge-bosons tree-level amplitudes. These relations suggest a more
fundamental connection between general relativity and gauge theories: at the semiclassical
level gravity actually behaves as a double copy of a gauge theory [31} B0 32] (see Refs.
[8, [7] for studies about double copy in a background plane wave electromagnetic field).
Moreover, general considerations about conservation laws [94] 55, [56] in tree-level diagrams
have been exploited to relate, for example, graviton photoproduction and QED Compton
scattering. These factorization properties and various other techniques [79] played a central
role in calculating on-shell amplitudes involving gravitons as Compton-like scattering and
photoproduction [110} B6], B7, 111}, 13}, 12, 27].

On a different side, the recent detection of gravitational waves has attracted a lot of
attention [3]. Despite the outstanding experimental result the lack of measurable events
makes it necessary to search for different sources of these perturbations. The classical
interplay between gravity and electromagnetism has a long history and in this context
Refs. [140] 141] are of particular interest. In these works it is proved that a proportionality
exists between the electromagnetic and gravitational energy spectra of a charge driven by a
monochromatic plane wave.

In a QFT perspective we can introduce the amplitudes for polarized Compton scattering
and graviton photoproduction

e(pi) +v(kisei) = e(py) +v(kyr,ep)

(4.1)
e(pi) + v(ki,ei) = e(py) + g(kg.erep),

where ¢; y are the polarizations of incoming and outgoing bosons, respectively. Note that
the polarization tensor €” of the graviton is assumed to be written as ;" = e/, where
is the helicity polarization four-vector of a photon with the same four-momentum [98](see
Sec. . The relations studied in Refs. [94, 55, 56] lead to the following result regarding
the amplitudes associated to these two processes (see Sec. [3.4.1])

ok _x apy Lok ap
il fufr i Medeq = Heineg ML, (4.2)

where

i€k -pr—pr-ehks - p;
H:n<pz wkypr—ps ffpz>, (4.3)

2e ki -k

and we recall that kK = V327G in units where A = ¢ = 1, which are used throughout.

Equations and lead to the same proportionality between spectra found in
Refs. [140}, 141] but a relation like Eq. is not expected to hold for a higher number
of incoming photons [I2] because the arguments based on conservation laws [94] cease to
apply. Thus, an investigation of this property in the context of strong-field QED, where
the effects of an electromagnetic background are taken into account exactly, is certainly
relevant and timely.

In the present chapter we show both classically and quantum mechanically that the
electromagnetic and the gravitational radiation amplitudes in an arbitrary plane-wave
background field are proportional to each other and that the proportionality constant is the
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same in both cases and equal to H. Classically, this is achieved by introducing a concept of
radiation amplitude in analogy with the quantum one. Quantum mechanically we work
within strong-field QED in the Furry picture, which allows to take into account exactly
the effects of the plane wave into the electron dynamics [29] (see Sec. see also Ref.
[89] for a similar computation in a circularly-polarized monochromatic plane wave). It is
remarkable that the proportionality relies only on the symmetries of the background plane
wave and on the energy-momentum conservation laws which manifest themselves in the
semiclassical nature of dressed electrons in a plane wave.

4.2 Classical amplitudes proportionality

4.2.1 The source of gravitational radiation

Graviton emission by
particle acceleration

Plane wave

-
e
-
-——
-----

Graviton emission by
photon conversion

Figure 4.1: The two mechanisms of gravitational emission by a charge moving in an electromagnetic field
when RR is neglected.

An electron in the presence of an intense electromagnetic plane wave radiates both
light and gravitational waves. The electron is characterized by an initial four-momentum p,
whereas the plane wave is described by the four-vector potential A*(¢), where ¢ =n -z,
with n* = (1,n), n being the unit vector along the propagation direction of the plane wave
as usual. We assume that A(¢) satisfies the Lorenz-gauge condition and A%(¢) = 0, and
that limg_,+o0 A*(¢) = 0, such that the plane wave field has only transverse components.

As we observed several times, according to Einstein’s equations any form of matter or
energy is a source of gravity. Due to their remarkably small amplitudes in most situations,
we will consider here linear gravitational waves in the first-order weak-field approximation

O(k) (see Sec. [3.3.2), where the metric is expanded as [178] [129]

G = Nuw + Kl (4.4)
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This implies that the energy-momentum brought by the gravitational wave itself is not
included in the total energy-momentum tensor T, which is taken as the source of
the gravitational field. Thus, the sources of gravitational waves in the system under
consideration are the particle P, the background field A* and the field radiated by the
charge A%, Moreover, the electromagnetic stress tensor Thy, = FFF Y + tn FOPF, 5 is
quadratic in the field F* = Fi” + F5”, where Fy’ = 20 A} and Fi’ = 28[“1421, with
2altb”) = a#b” — a?b*, and therefore a mixed term arises involving background and radiation
fields. Consequently, on the whole the source for gravitational radiation reads

T =TR + TR + Th + Thy. (4.5)

Now, we are interested in a regime where the background plane wave can be intense, in
the sense that the classical nonlinearity parameter {y = |e|Ep/mw can be larger than unity
[66L 95| [80]. Here, Ey and w are the peak value of the electric field of the wave and its typical
angular frequency, respectively. We work in a parameter range, where radiation-reaction
effects can be neglected. Classically, this implies that the parameter axpép® = R® is
much smaller than unity [59], where ® is the total phase duration of the plane-wave field.
Quantum mechanically, this implies that multiple photon emissions and radiative corrections
are negligible, which is the case if ap® < 1 at xo < 1 [63, 1511 [85) 66], 05, [80]. Moreover,
neglecting radiation-reaction effects means classically that the conservation of the total
energy-momentum tensor has to be equivalent to the electron dynamics being described by
the Lorentz equation [I15]

8, T = eF' Jp,, (4.6)

where Jp is the particle four-current Jh(x) = ) (2 —x(t))dz* () /dt of the electron moving
along the trajectory x#(¢). This implies that the energy-momentum tensor T%” of the
electromagnetic field produced by the electron can be ignored in the source of gravitational
radiation TH.

It should be stressed that if Tg” is taken into account, analytical problems arise
because of its divergence on the electron trajectory. This divergence is not avoidable
unless one introduces a finite size model for the electron. In this way, we have that
TH =T + T8 + ThY (see also Refs. [140} 141]). Let us emphasize that this is not a
rough approximation, RR effects are generally small and even if they are not we will see that
the main contribution to the gravitational emission comes from the non-local interaction
between the radiated field and the background wave Th.

At this point, one could expect the largest electromagnetic contribution to the gravita-
tional field to come from the background term [122]

T (¢) = —A(¢)ntn”, (4.7)

where A* = dA"/d¢ and A?(¢) = A(¢) - A(¢). However, since T%" depends only on ¢, its
Fourier transform

TR (1) = (20)°6(17)6P AL )p(IT)nn”,  with  p(I*) = — / dpexp(ilt¢)A%(¢), (4.8)

is always zero unless I* o« k¥, where k* = wn” is the background wavevector. This is
absolutely natural, we are asserting that a plane wave with wavevector k* has only wave
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Interaction
region

Figure 4.2: Emission from a moving source measured in the radiation zone.

components along k*. The consequence of this is that the T%" cannot contribute to the
gravitational radiation. Indeed, when contracting with a physical polarization tensor we

find

Tg”(l)EZ(l)sz(l) oc k'K ey, (k)e, (k) =0, (4.9)

where the last equality follows from gauge invariance. This is a general property in the weak-

field approximation: an electromagnetic plane wave cannot generate a linear gravitational

wave. It is worth observing that this is not true in the full nonlinear theory (see Ch. (6)).
We than conclude that [140] 141]

TH = TH 4 THY (4.10)

4.2.2 Classical amplitudes

The classical electromagnetic emission, under certain conditions, can be expressed as the
square of the source current Fourier transform (see Eq. ([2.13])). This is a general feature
following from the inversion of the wave equation

OA% = eJ2. (4.11)

Let us consider the situation depicted in Fig. where an electron is interacting with a
background field within a certain region and we are measuring the radiation it produces far
away from the source. One can easily prove that the electromagnetic field radiated by the
charge in this region along the direction n’ reads (see, e.g., [115] [178])

«a € _iw'(t—|z e —iw'n’-
Af(r) = — e D/d3pr(y,w/)e v, (4.12)

where y spans the interaction region and '’ is a Fourier frequency. This field has the form
of a plane wave propagating along n’, indeed when we measure the radiation far away from
the source it locally looks like a plane wave. Being propagating along n’ with frequency w’,
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its wave vector is [* = w'n’® = w/(1,n'). Introducing this notation in Eq. (4.12)) we have
that
e .
AY(z) = ——e T JR(1).

From this expression one clearly sees that the amplitude of the wave per unit solid angle in
the direction I is proportional to —eJg({), thus the energy spectrum will be proportional to
the square of this quantity. The same considerations can be applied to the gravitational
case, the only difference being the starting wave equation (3.51))

K 1
Dhﬂ«l/ = —5 (T/JJJ — 2"7}“/T> . (414)

As a result of these considerations, we can introduce the amplitudes S) (I) and SY(1) for the
emission of electromagnetic and gravitational radiation, respectively, in such a way that
they coincide with the first-order quantum counterparts:

SY(l) = —ieJp(l)ey,, (4.15)
S9(1) = —igT“l’(l)EZ&‘l’Z. (4.16)

As we have mentioned in the introduction, e* (¢#¢") is the helicity polarization four-vector
(tensor) of the electromagnetic (gravitational) wave such that e-e = [-e = 0 [98]. Contracting
the sources with the polarizations we are selecting the physical degrees of freedom, such
that squaring the above amplitudes and summing over the polarizations, one finds the
corresponding energy emission spectra (see Refs. [178| [115] 141]):

2

d€ 1 . e X

= ST SNV = —3e5 T OB, (4.17)
pol.

dg 1 * H2 v % 1 *V

e zljsg WS20) = g (T O (1) = STLOTV D) (4.18)
pol.

where we used the completeness relations [29] [172]

Ze’iu&‘i = N,
pol.
1 (4.19)
Z 5MV8:;B = 9 (nuanuﬂ + NupNva — nuunaﬁ) .
pol.

These polarization sums are equivalent to the physical ones by gauge invariance.

4.2.3 Proof of the proportionality

In order to show the proportionality between SY() and S (1), we first consider the mixed
uv . . . .
energy-momentum tensor T 5(1) in Fourier space, which can be written as

4
T = [ s 57570~ 0 Fras(an”

(4.20)
+ P (1 - @)Fg o (0) + FE*(1 — @) Fp J'()|-
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By employing the retarded solution of the wave equation OJA%, = eJf, the field tensor
FEY(q) in momentum space is given by

, 2ie
FE(q) = 2/d4 igzgln A (p) = — = _glu g 4.21
R (q) re R("E) q2 + ’iEqO q P (q)a ( )
and, since ¢ - € = 0, we can write the amplitude (4.16) as
K dtq Fg*(l = q)qa )

Il = —= 'T’“’l—4/ B 2P 4.22
S2(1) 9 iTp (1) € (2m)4 q? + ieq® Epfv ( )

The energy-momentum tensor of the electron in Fourier space is [178§]

uv w v d4q n v

T ) = (IR0 = [ G- ) bla), (4.23)

where 7#(¢) is the electron four-momentum in the plane wave A¥, with the initial condition
limg_, oo ™ (¢) = p*. Now we observe that

F™(q) = (21)*6(¢7)6® (q1) F5"(a™), (4.24)
and that in the chosen gauge it is 7 (¢) = p1 — eA | (¢), such that

_ 2iq™

FE(q") .

2rd(q*)pt'n = = (¢ )n)]. (4.25)

It is worth observing that one cannot use the identity ¢Td(¢") = 0 here because of the
term ¢? + ieq® in the denominator. In general, the product involving the delta-function is

not associative and, by replacing Eqgs. (4.24) and (4.25)) in Eq. (4.22)), one finds that

SI() = — o (lmpy " —1-pin-%) Ip(l) - £°
21
K 2 [ e (4.26)
Sy - Zr, (w bty J,z) )+ % (Fg“Jp,a) (l)nl’] ere,

where we have used the fact that in Eq. (4.22)) on can replace ¢* — I* = (¢* — I1T)n*.
At this point one can exploit the equations of motion in Fourier space

0,Tp" = eFg*Jpa = e(Fg"Jpa) (1) = =ik, Tp" (1) (4.27)

and use Eq. (4.23) to obtain an expression of SY(l) depending only on the electron
four-current and four-momentum:

S9(1) = _;li— (I-npp-e"=1-pin-€*)Jp(l)-€"
. (4.28)
B ZZTK* { — U Jp+ - mntJp — -t Jp + l_WuJ}%} (Denes.

Finally, by observing that [ -7 =1"n" +{t7~ +k, -7, and that 7~ = p~, the following
proportionality is found

K (p-a*l-k—l-pk-e*

SI(l) = — Ik

- >sg(z), (4.29)
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where S7 (1) = —ieJp(l)e},.
On the one hand, the proportionality constant in Eq. (4.29)) coincides with that in Eq.
|D as it can be easily verified using the relations pf' + k! = p’Jﬁ + k}‘ and ky - 5? =0 and

by identifying p' = p*, k' = kM, k}‘ = [*, and 5? = ¢M. Thus, we indicate it also as H, i.e.,
SI(l) = HS)(1). (4.30)

On the other hand, Eq. generalizes the results in Refs. [140, I41] as here the
proportionality is shown to exist already at the level of the amplitudes and for an arbitrary
plane wave, whereas in Refs. [140], 141] the proportionality was found in the energy spectra
and for a monochromatic plane wave. Indeed, finding the gravitational energy spectrum is

straightforward [see Eqs. (4.17)) and (4.18))]:

2
d&, 1 (0H\ d&,
—2 == —r 4.31
dl 2 (852) dl’ (4.31)
where )
1 (0H\  4nG 9 p-lp-k
- (e%;) — - (m2 2P (4.32)

in agreement with Ref. [I41], once one takes into account that there the calculations are
carried out in the average rest frame of the electron and that the authors of Ref. [I141] use
the opposite Minkowski metric tensor as compared to ours (see S.m. for a detailed
proof).

4.3 Graviton photoproduciton at tree level in strong-field QED

Now, we pass to the quantum case. By linearizing the Einstein-Hilbert action [178, [122], or
with the bottom-up procedure described in Sec. one obtains a field theory for the
graviton h, describing a spin-2 massless particle [129] I78]. Working in the harmonic (or
de Donder) gauge, the Lagrangian density of the field h,, coupled to a generic, conserved
energy-momentum tensor T is given by Eq. [129]

1 1
Ly = S0uhud* W = 20" hduh - gthW, (4.33)

where h = h*,. The electromagnetic sector is described by the strong-field QED Lagrangian

1. _
Ly = —1F5 Fouw+v (i —ed —m)p —eA'Jp . (4.34)

where J}5 = 141} is the Dirac four-current and A* is the photon (Quantum) field (Fg" =
OrA” — 9V AM). We assume to work within the Furry picture [88] (see Sec. [3.1]), where the
Dirac field is quantized in the presence of the plane-wave field A*. Thus,we recall that the
positive-energy state for an electron with four-momentum p* outside the plane wave is
given by the Volkov spinor [173] [29]

Uy (z) = @ |1 4 eW] Uy, (4.35)

2n - p
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Figure 4.3: Feynman diagrams contributing to the graviton photoproduction at the order O(x) in the
presence of a strong electromagnetic plane-wave background field. The double oscillating lines represent the
graviton, while the double fermion lines correspond to Volkov states, and the oscillating lines with the cross
represent the background field source.
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where S, is the classical action of an electron in a plane wave (3.6 [122, [66]: —0*S,(z) =
mh(¢) + eA*(¢) and uy, is the free positive-energy spinor (for notational simplicity, the spin
quantum number is not indicated). The energy momentum tensor coupled to the field Ay,
in Eq. (4.33) is 7" = T + Téj'/ + TgVB + T%", where

T = § B,—Y{u?u} enluar_
)
(57 —ed-m)] v,

1
T,u,y F,u,Ot F 7 14 nuy FalB F 7 ,

y 1
Ths = o Fud + F§"Fo + 51" Fg Fpap.

with 2al#0"} = a#b” + a¥bH and ’JJ?VT/) = 123”@[} — @E%”?/}. This tensors can be easily
obtained shifting A% — A% + A* in Eq. (3.71).

The S-matrix transition amplitude of the graviton photoproduction by an electron
driven by an intense plane wave (§y = 1) is given by

St = (sl ew|SIp), (4.37)

where the initial and the final electron states are Volkov states. The process e — e + ¢
here is allowed because the background plane wave supplies the otherwise missing energy-
momentum. The S-matrix is defined as S = T exp [i [ d*z Lint(z)], where T is the time-
ordering operator and

Y
Ling = _§huuT'uV - GA“JD,M- (438)

At the first order in x the process is described by the Feynman diagrams in Fig. and
the corresponding amplitude is given by

st =-isTwI{ [atoetoze |18 @ .
—ieTfp@) [ dy Io o) Aw)] o)

As in the classical case T%” cannot contribute because of gauge invariance [see Eq. (4.9))].
Moreover, it is easily seen that this matrix element has exactly the same form of the classical
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amplitude Eq. (4.22)), the only differences being the spinorial nature of the particle and
the photon propagator which now has to follow the Feynman prescription instead of the
retarded one

S4 = =5 [T (1) — de / (;434 Fi"( ;;Tg"%) ] erel, (4.40)

where
Ty = W' Tplp) = Uy AUy, (4.41)
Ty = (0'|Th" p) = Uy <;§{“<5>”} - e*_y{“A”}> U, (4.42)

are the matrix elements of the corresponding operators between Volkov states. Although
the structure of the amplitude is similar to the classical one in Eq. , we stress the
fact that quantum phenomena like spin effects and the recoil on the electron are taken into
account in Eq. . Now, the considerations about the background field corresponding to
Eqgs. - (4.25]) clearly remain valid here. Thus, it is easily seen that the retarded and
the Feynman prescriptions lead to the same result because the minus and the perpendicular
components of g are fixed by the conservation laws and the remaining term [T — ¢ in
the denominator is compensated as in the classical case. Consequently, one can derive the
analogous of Eq. , which now reads

Sjii :—i%(l-an-5*—l-an-8*)Jv(l)-8*
K e 2 al v € o vl _x _x (4.43)
i) - 2, (w[fn JJV) () + l_(Fg Jv,a>(z)n }gugy.

Moreover, the equations of motion for the matrix elements T{,w and J{} are the same as for
the classical quantities [see Eq. (4.27)) and S.m. for a detailed derivation]:

e (FE*Jva) (1) = —il, T (1). (4.44)

However, due to the spinorial structure of Volkov states, the quantity 7%/ cannot be put in
the classical form as in Eq. (4.23)) but it can rather be written as (see S.m. |4.5.3))

e

T (I)eel, = (J{}w; iz

Z/_lpq”FBUan> ()eies, (4.45)

where J'p = Fgﬂ Yayg- Interestingly, the spin terms do cancel in the combination 77" —
(¢/17)THn” in Eq. (4.43), see S.m. Thus, in conclusion, the same result as in the
classical treatment is found

k0! / *
g _ K (pen-n—n"-pn-e -
= (ST ey o o
where S, = —ieJy(l) - €* is the matrix element of nonlinear Compton scattering of Eq.

(13.18) (see Fig. [4.4]).
Let us schematically summarize all the key steps of the proof here presented, both for
the sake of clarity and future convenience.
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Figure 4.4: Proportionality between graviton photoproduction and photon emission in strong-field QED.

Compton scattering proportionality procedure

1. Write the amplitude S?Z. in the form

g FI( = q)qo ] }( )
g _ K v ( d q 4)9a’y _
St = —3 i1y (1) — 4e / i €LE0s (4.47)
where
JU = Uy U, (4.48)
T = Uy (;W?“} - efy{“A”}> U,. (4.49)
2. Make use of the symmetries of the plane wave background write
Sg :—z%(l'an et —1l-pin-e)Jy(l)- &
, o : . (4.50)
i) - <7r fﬁh;) ) + Z(F“ JVa>(l) ] eer.
3. Use the equations of motion to substitute
e(FE*Jva) (1) = —il, TH(1). (4.51)
4. Exploit the explicit form of the energy momentum tensor
v * % v . € - v * _k
Ty (Deye, = (J(}ﬂp + zEup/'y“FBUpn ) (Degey- (4.52)

to show that the spin terms do cancel in the combination ¢TI0 — (i/17 )l T{ n".

5. Rearrange the kinematical terms to obtain

k (p-e'n-n—n'-pn-e*
89 =2 < o s, (4.53)

It is quite straightforward to apply this procedure to photon and graviton pair-production.
Let us take into account the two processes in a strong background field

e (p) = e) e (), A(=Lely) = et (=p) + e (@) (4.54)
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The two amplitudes associated to these processes are related by cross symmetry, in terms
of dressed states we can simply write

s, U 2Vor gyeten (4.55)

()

where U,V are Volkov states of positive and negative energy. In fact

St = —ie/d41:eil’mb_{p/(x)¢*up(m) , while 5% ¢ = —ie/d4xeil'ml/_{p/(:c)¢*v_p(:c).

(4.56)
If we introduce the notation
Jy = Uyy"V_p, (4.57)
we can rewrite the S-matrix elements as S}i = —iec* - Jy(l) and S€+e = —iec* - Jy(l).
Now, exactly the same reasoning applies to the graviton processes
e (p) = glief”)+e () 5 g(=Le") = e (=p) + e (), (4.58)

indeed all the diagrams are obtained considering an incoming electron as an outgoing
positron with opposite momentum. One can thus reproduce the procedure employed for
Compton scattering in the context of pair production.

Pair production procedure

Now we will go through all the aforementioned steps for the amplitude of graviton pair
ge e~

production S

59, e goeter (4.59)
. g Z/{p*)v— g€+e . . oy
1. Using the fact that S7, S the first step now consists in writing the
amplitude as
B ~ g FE(1 - q) J ]( )
gete= K. ,uzz dq qq[Oé |4 * _%
St 0 = b [ZT —4e / o ic ELEns (4.60)
where
iy = Uy 7" V-p, (4.61)
I B (-0 S )
Vo= Uy 27 0" —exyWA ) V_),. (4.62)

2. The symmetries of the plane wave are still the same, thus the second step is equal to
the Compton scattering case.
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3. It is easy to show that the equations of motion are still the same, in fact one can
write the Volkov states as

Up(z) = Ep(x)uy and Vo(x) = E_p(2)vp (4.63)

and the proof of the equations of motion is based on the spacetime dependent matrix
E,(x), which is the same for Uy,(z) and V_,(x).

4. The form of the energy momentum tensor is the same, as showed before, with the
proper crossing symmetry understood.

T (ees, = (Jaw; + z'éme_ap,v"FBVan) (D)ees. (4.64)

The spin terms do cancel in the combination i7" — (i/1_)l,TH"n" .
5. Rearrange the kinematical terms to obtain

+e— e
§4 — S (4.65)

4.4 Discussion

A comment is in order, which pertains to both the classical and the quantum regime. The
proportionality constant H diverges as 1/6 in the limit where the angle 6 between the
graviton and the plane-wave photons tends to zero (collinear emission). Since in the same
limit, the Compton-scattering probability tends to zero linearly [29], one concludes that
the graviton-emission probability diverges logarithmically [37, [I41]. The same is true for
the classical gravitational energy spectrum [I41]. For small scattering angles the dominant
contribution comes from the interaction between the particle field and the background.
Classically this can be seen from the trend of the formation length which grows with the
collinearity because the radiated electromagnetic field and the background interact for a
longer and longer time before the gravitational conversion takes place [I41]. Since the mixed
electromagnetic energy-momentum tensor grows with the formation length, the emission
probability increases. Quantum mechanically this corresponds to the dominance of the
t-channel diagram in Fig. (c) in this limit. Indeed, it is t = (p — p')? o | - kp and when
this goes to zero an infinite contribution arises from the photon propagator. It is worth
noting that this diagram is dominant also in the non-relativistic range where the photon
recoil is negligible and p — p’ [58].

To summarize, we have shown both classically and quantum mechanically that the
amplitudes of graviton and photon emission by an electron in an arbitrary plane wave are
proportional to each other. Although the electron dynamics is highly nonlinear in the plane
wave and quantum effects are large, the proportionality constant is classical and it does
not depend on the plane-wave intensity. At the fundamental quantum level, by combining
strong-field QED and quantum gravity, our proof shows that the proportionality relies
only on the symmetries of the plane wave and the semiclassical nature of the motion of
a quantum particle in a plane wave background. This proportionality is by itself quite
interesting and appears naturally in different contexts [56]. We believe that a further
investigation about its nature and its possible generalizations to higher orders could bring
more interesting insights.
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4.5 Support material

4.5.1 Proportionality constant in the average rest frame

It is instructive to show the agreement between the constant found in Eq. and the
one reported in ref. [I41]. Since the proportionality constant is a Lorentz-invariant quantity,
we can assume without loss of generality that in the laboratory frame the electron is initially
at rest. Below, the subscript L (R) indicates quantities in the laboratory (average rest)
frame [see App. ]

In the average rest frame the electron energy corresponds to the so-called effective mass
m. = my, [141], such that v, = /(1 4+ v4)/(1 — vg) describes the relativistic Doppler effect
between the two frames: wy, = vxwg. In the laboratory frame it is p; = m, such that

_ppwr _ kr-pr

WR WR

(4.66)

™

Thus, since the quantity k - p is Lorentz invariant, one finds m, = pp. The proportionality
constant introduced in Ref. [141] [see Eqs. (1.5), (1.6), and (2.23) there| can then be
written as

_ 4nG (Pr)* % 1

C=-75 B (4.67)

Finally, the equivalence of the two expressions of the proportionality constant is obtained
by observing that in the average rest frame the electron is initially counterpropagating with
respect to the plane wave so that pr | = 0 and therefore

. . )22
drG (mz _ 2PR lrPR kR) _ A7 G (pR)i Rl (4.68)
lR . kR e2 (ZR)Z

4.5.2 Derivation of the equations of motion
In this section we will prove Eq. (4.44))
e (FE"Jva) (1) = —il, T (1), (4.69)
where
() =L [ dhe et (o) DU 4.70
V) =5 [ dhe et Uy ()7 Dt (2) (4.70)

with D% = 0% + ieA®. Let us start from the contraction with the first index, exploiting
the Dirac equation (i)g — m)U, = 0 we have

b [ et Gy (a)3# Digthy () = [ b e 0,0 ()7 Dithy ()
—e / d'z e T, (x) (9" A — JA) Uy(x) (4.71)

—e / da € FEUL (2)7ally(2) = € (FL Jya) (1)
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On the other hand, contracting with the second index one gets

L / d'a e Uy ()37 Doy () = i / de €% 8, Uy ()3 D4y ()]
(4.72)
= =% [de ettty (@) (Foi# = 7 F ) thix),
where we employed the quadratic Dirac equations
(D + 2ieA, 0" — 2 A% + m? + i;FB> Y =0. (4.73)
Noting now that
Fpyt =" Fp — AFE"q, (4.74)
we finally have
L, / dbe e Uy ()3 DU, (x) = e / diz e FEOUL (2)5ally () = ¢ (FEC Jya) (1). (4.75)
Collecting the two previous results we recover Eq. (4.44))
e(FE"yva) (1) = —il, TE"(1). (4.76)
4.5.3 Energy momentum contracted with external polarizations
The energy momentum contracted with external polarizations reads
v * _k
Ty (Dee, =~ /d%e”xu z)yr DB}LIp(J:) ELEr =
(4.77)

— / diz ¢ Uy ()7 Dyl () e

where D% = 0% + ieA® is the background covariant derivative. Exploiting the relation [see

Eq. (3.11)]
DU, = <7r;; + ifB n“) U, (4.78)

we find
v v A v * %
Ty (Deje, = (J{f—ﬂp —|—z4pi2/{p/fy“FBupn ) (Deper- (4.79)

4.5.4 Decoupling of the spin term

It is easy to show that the spin terms disappear in the following expression

[Ty (1) = (@/1)1aTy" (Dn"] e, (4.80)

just recalling the form of the energy momentum tensor

TE(D)eter, = (J ity Falhyn )(l)g;g;. (4.81)
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Indeed, we clearly see that

la ~ _ - _
l% p”VMFBupnany = p"YuFBupnya (4'82)
such that the full spin term of the complete momentum is restored and canceled in the
considered combination.



Gravitational plane waves in general
relativity

5.1 Overview

Gravitational waves that reach the Earth are generally weak. To have an idea, the typical
fractional deformation coming from astrophysical sources is of the order of ~ 1072! or less.
This means that Earth-based detectors like LIGO, Virgo or KAGRA, which have sizes of the
order of 103m, need the incredible displacement sensitivity of ~ 107%m in order to detect
a gravitational perturbation [24], [83], [3]. This is the reason why gravitational waves are
usually treated in the weak field approximation [I78], in which the spacetime metric g,,, is
approximated as the flat metric 7, plus a small correction xh,, and a first-order treatment
of the latter is in most cases enough for any measurable prediction. Despite the weakness
of the perturbation amplitudes typically measured on Earth, nonlinear gravitational plane
waves, as exact solutions of Einstein’s equations, can become an interesting subject for
different reasons. One motivation comes from the fact that higher order corrections can

87
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grow substantially with the distance between the source and the observer, making nonlinear
effects eventually not negligible. This has been pointed out, for example, in Refs. [10T], [I00].
This is due to the fact that the dynamics can be expressed in terms of a matrix e;; satisfying
the harmonic equation €;; = l-kekj, where the profile H;; encodes the spacetime curvature
as a function of the wave phase (see Sec. . For small amplitudes one can identify
2H;; = Hﬁij. However, this does not necessarily imply that only the first-order term in e;;
has to be considered, in fact the second-order correction involves an integration of (h’l)2 and
this generally grows with the phase length of the wave [I0I]. These large-scale effects could
in principle affect pulsar timing measurements [109] [101], which very recently evidenced
the presence of low-frequency background gravitational waves [I1]. Nonlinear effects are
interesting also because they can be of a different nature than the linear ones, position and
velocity memory effects provide an example that attracted a lot of attention in the last
years as well [47), 1011 100}, 07, 186]. Another reason for which exact gravitational plane
waves are worth to be studied comes from the so-called Penrose limit [147, [41]. Penrose
proved that “any spacetime has a plane wave as a limit”, namely the spacetime in a small
region around a null geodesic assumes a plane wave form. This is the gravitational analog
of a well known fact in electromagnetism, indeed an observer moving at ultrarelativistic
velocities perceives an arbitrary electromagnetic field approximately as a plane wave and
the faster the observer moves the more accurate is the similarity [I15]. The generality of
this property suggests that despite being idealizations, exact plane waves can provide an
interesting scenario for studying limiting cases.

This chapter is organized as follows, in Sec. we discuss how plane waves in flat
spacetime can be defined through their symmetries and the role that these play in the
dynamics. Section is devoted to the description of Brinkmann and Rosen charts, which
provide two somehow complementary ways of describing a nonlinear gravitational wave. In
the next chapter Sec. we examine the construction of quantum states in a plane wave
spacetime for scalar, spinor, and vector particles, underlining the similarities with the flat
spacetime case deriving from shared symmetries and extending the results found in Ref. [6].
Finally, in Sec. we provide the full spin and polarization summed squared S-matrix
element for photon emission scattering in a nonlinear gravitational wave background.

5.2 Plane waves and their symmetries

5.2.1 Characterizing a plane wave through its symmetries

Very often in physics, basic concepts we thought to have solidly understood turn out to be
difficult to generalize, unveiling the weak points in their definitions. At first sight waves
do not seem to belong to this category, however a deeper investigation will suggest us to
be cautious in dealing with this concept. In the following we will focus on a specific but
very useful type of wave: plane waves. The issue of giving a definition of wave in general
relativity has very old roots. In 1913, two years before the correct filed equations were
formulated, Einstein and Born had the following conversation in Vienna

Born: “ I should like to put to Herr Einstein a question, namely, how quickly
the action of gravitation is propagated in your theory. That it happens at the
speed of light does not elucidate it to me. There must be a very complicated
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connection between these ideas”.

Einstein: “ It is extremely simple to write down the equations for the case when
the perturbations that one introduces in the field are infinitely small. Then
the g’s differ only infinitesimally from those that would be present without the
perturbation. The perturbations then propagate with the same speed of light”.

Einstein is clearly referring to what we called weak-field approximation here. As we discussed
in Sec. [3.3:2] one can easily find wave solutions moving at the speed of light in this context.
The conversation went on

Born: “ But for great perturbations things are surely very complicated?”.

Einstein: “ Yes it is a mathematically complicated problem. It is especially
difficult to find exact solutions of the equations, as the equations are nonlinear”.

Finding exact solutions to Einstein’s equations is quite challenging. What is even more
challenging is finding solutions that are of significant interest.

Gravity is a theory about spacetime and as such is one of the greatest manifestations of
the power of symmetries in physics. We could thus be tempted, in our attempt to define
waves as solutions of Einstein’s equations, to try and generalize the concept of plane wave
extending their symmetries to the realm of curved spacetime. This was the approach that
Bondi, Pirani and Robinson followed to get the first definition of plane wave in general
relativity in 1959 [45]. In order to adopt this approach we clearly have to define the
symmetries of plane waves in flat spacetime first.

Thus, what is a plane wave? We are used to think about a plane wave ®(¢) as a field
that depends only on the combination ¢ =n -z =t — z of spacetime coordinates, with z
identifying the propagation direction of the plane wave itself. As we have pointed out several
times in the previous chapters, this intuitive idea unveils three symmetries. Namely, the
translations along all the spacetime coordinates except ¢, i.e. x* = (¢ + 2)/2 and 2?, where
1 = 1,2 refers to the coordinates transverse to z. A more careful investigation reveals that
plane waves feature two more symmetries y; belonging to the Lorentz group. These Killing
vector fields correspond to the infinitesimal Lorentz transformations A% g = 6% g+w® g leaving
n® unchanged, namely wagn/g = 0. This equation defines the massless Wigner little group
associated to the null vector n® (see e.g. [I80} 25 179]). The Lorentz coefficients satisfying
this equation are a linear combination of the two antisymmetric tensors fiaﬂ = naéf —nf o5,
which are the natural transverse tensors associated to the wave. These tensors appear for
example in the Maxwell tensor of a plane wave [see (L.7)]

FoB(g) = Al(g) £ (5.1)

Now, recalling the scalar field representation of the Lorentz generators Z%ﬁ = 2izl*98 we
conclude that the two symmetries x; leaving unchanged the scalar wave x;®(¢) = 0 are

o ‘ 0 d
Xi = 2if; Bxaag =2 (¢8a;j — xj@af“) . (5.2)

In terms of coordinates transformations (vector representation of the Lorentz group), a
transformation generated by these vectors read (see App. |A.7)

o' *f; a e 1 ipo 17
Y = (eb f’)aﬁ e 5$ﬁ + §b fi Blﬂffvxv + .. (5.3)
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Observing that
b iaﬁbjfjﬁv = —bib'n“n, and fio‘ﬁffvf,f .=0 (5.4)

we are left with
' =z% + bifiaﬁxﬂ — bb'n . (5.5)

Adding to these the translations along 27 and z* through a displacement parameter a®, we
get the full group of isometries
T =z
Plane wave isometries group ot =2t 4 bi(zt +at — %bim_) +at . (5.6)

=zt —bax +ad

These Poincare’ symmetries leave 04 and dz'dx; invariant, acting on constant phases
hyperplanes. This group can also be understood as a partially broken Carrol group (see
App. .

The five Killing vector fields (04, 0;, x;) have been reported by Bondi, Pirani and
Robinson in one of the first treatments of exact gravitational waves [45], along with the
coordinate isometries they generate. Above, we considered a scalar wave but the same
symmetries preserve electromagnetic waves as well, i.e., the vector field A%(¢). To be more
precise, the Lorentz transformations x; in this case perform a gauge transformation on
A%(¢) [121, 50] and therefore Fi, 3 is precisely invariant. We will discuss this in more detail
in the following. It has been observed that these generators define a Heisenberg algebra
(see e.g. [8], Eq. 2.3), which is substantially the same as the one satisfied by space and
momentum operators in quantum mechanics but with 94 replacing the identity.

One way to extend plane waves to curved spacetime is to require the latter to exhibit at
least five Killing vectors. This is what has been accomplished in Ref. [45], where it is observed
that such a metric can always be locally put in the form ds? = 2dztd¢ + v;j(¢)dz'dz’
[44) [78]. This being said, we can try to guess this metric from very heuristic hypothesis
and then check it possesses the proper symmetries. Considering that in the weak-field
approximation the metric in presence of a plane wave has the form

ds? = nudatda” + khij(¢)de'de? = 2dxtde + (khij(¢) — 6;j)dx'da? (5.7)
one of the most natural assumptions we can come up with is to assume the general form
ds? = 2dx*dg + v (¢)dx'da’ (5.8)

for arbitrarily strong plane waves. This metric is known as Rosen (or Einstein-Rosen)
metric [78] and it is actually the right one to describe our spacetime. However, it has a
problem, it shows spurious coordinate singularities. In other words this chart will not cover
all the spacetime, we will have to glue a certain amount of its copies in order to describe a
plane wave globally. Despite this problem the Rosen map will turn out to be extremely
useful both from the mathematical and the conceptual point of view, especially because it
posses many explicit symmetries. The metric depends on ¢ only, thus the three translations
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discussed for the electromagnetic case are clearly present. The other two Killing vectors
are natural extensions of the y; previously discussed

Y = 2i /¢ 'yjiaii — a:jai+ to be compared to X{ijlat =2 /¢ T]jiaaxi — :cjajr. (5.9)
Later in this chapter we will see how to connect this chart to a globally defined one covering
all the spacetime which goes under the name of Brinkmann chart. This will complete the
toolkit we need in order to properly work in this spacetime and will allow us to calculate
S-matrix elements.

5.2.2 An interesting connection between symmetries and dynamics

For the sake of clarity, it is useful to discuss here in more detail the familiar case of an
electromagnetic plane wave in flat spacetime A%(¢). As previously observed, this field is
gauge transformed by the Lorentz-like generators f; A, This being said, there is a particular
combination of these generators which is the key to solve the dynamics in this background,
namely

w(p, A) = eAN(P) £ or equivalently w® (¢, A) = e / ’ doFP (). (5.10)

As already mentioned, for generic functions A*(¢) these define the local little group Es(n)
associated to the null vector n® [50, 121), [144]. In addition, when these functions are the
plane wave components it turns out that these Lorentz-like generators completely solve the
motion. Namely, one can easily show that the momentum of a charged particle in a plane
wave is described by [121], [160]

b db . w(¢, A
"6 = ASs(0, A’ A(6,4) = exp ( / Z?F(@)ze(f). (.11)

This is what we obtained solving the Lorentz equation by exponentiation in (1.8). However
now he want to spend few more words about the matrix A;‘ e The transformation A; 3 has
the following properties [144], 50, 121]:

ol =mT AT =nt = AT =0 AAT = AT 4 0%,
(5.12)

with g(¢) = = J ?dpA*($)An(d). The physical meaning of the above equations is that
AK 5 18 a Lorentz-like transformation, it describes the Wigner little group of the null vector
n® and finally it defines a U(1) gauge transformation. The momentum evolution tells
us something interesting. The motion of a particle in a plane wave can be described by
local Lorentz-like transformations of the initial momentum on the constant-¢ hypersurfaces.
These transformations depend on the plane wave components. They do not alter the
background because they act as gauge transformations and they do not change the phase
direction due to the fact that they belong to its little group. These features will turn out to
be very general and surprisingly useful also in the gravitational generalization. In fact, we
will show that they are manifestly present in the Rosen metric. The underlying connection
between gauge and spacetime symmetries basically turns the problem of finding quantum
field states in a plane wave background into a simple procedure. This construction will be
discussed in detail later.
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5.3 Two complementary charts: Brinkmann and Rosen coordi-
nates

5.3.1 Prelude

As we have already anticipated, there are two charts particularly useful to describe a plane
wave spacetime: the Brinkmann [48] and the Rosen [78] coordinates. These metrics have
the form

g,uu =N + Hij(¢)Xinn,unl/ and Juv = 2n(,uﬁr/) + Vij (¢)5:¢51]/7 (5'13)

respectively. While the Rosen metric shows manifestly three of the five symmetries of plane
waves, it has the drawback of being not global: in general, at least two Rosen charts are
needed in order to cover the whole spacetime. On the other hand, the Brinkmann chart has
only one manifest symmetry but it is global and the Einstein equations have a trivial form
when described in these coordinates. In the following, we will describe the main properties
and the geodesic motion in both these charts, underlying the natural interplay between
them.
The key element connecting these metrics will be the Rosen vierbein e, defined by

eaueﬁunaﬁ = Guv- (514)

The matrix eg, will appear in the discussions of both the Rosen and the Brinkmann charts,
the link between the two metrics being encoded in the evolution of its transverse part
€ij = ikekj. This equation will be properly derived in the following.

It is worth emphasizing again that the symbol eg, will only refer to the Rosen vierbein
from now on, while Eg, will refer to the Brinkmann vierbein. Moreover, it is important to
note that the Rosen vierbein’s first index is be assumed to be raised and lowered by the
Minkowski metric while the second one by the Rosen metric. Thus, eg, is not a tensor
in Brinkmann coordinates but just a matrix. Furthermore, we will assume without losing
generality the symmetry condition [41]

etes, = éﬁueau. (5.15)

5.3.2 The Brinkmann chart

A plane wave is described throughout all the spacetime by the Brinkmann metric G, (X)
[43]

Guv = M + Hij ()X XIn,n,, (5.16)

where ¢ = n-X =T — Z is the same light-cone coordinate introduced in the previous
sections. The independence of G, on X+ = (T + Z)/2 makes manifest the symmetry
associated to the Killing vector field d4. It is worth noting that only one of the five
symmetries of plane waves is explicit in this metric, for this reason the equations of motion
in this chart are not as trivial as in the Rosen one, where three symmetries out of five are
manifest. The fact that this metric is in the Kerr-Schild form assures three easily verified
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facts [II7]: the inverse metric is simply G = 0¥ — H;;(¢) X XIntn”, the vector n# is
null with respects to both G,,, and 7,,, and, finally, the metric determinant is constant and
equal to the Minkowskian one det G, = detn,,, = —1.

After a straightforward calculation one finds the following expression for the Christoffel
symbols in this chart

1.
), =n’ <2Hnun,, + 2H(“n,,)> — Hnyn,, (5.17)

where we introduced the notation H = Hinin and H, = HW-Xi. From these we can
calculate the Ricci tensor, which has the simple form [167]
Ry, =0, — 0,1V, + T, T%, — T iy = Hy'nyn,. (5.18)

From this expression we see that the matrix H;; encodes the physical information about
the spacetime curvature. Thus, the Einstein’s equations in this spacetime read

H;'nyn, = —87GT, (5.19)

and therefore the trace of H;; represents the energy density of the source which induces
the gravitational perturbation. This is clearly zero for vacuum solutions, the Brinkmann
profile H;; in this case satisfies the same traceless condition as the weak-field perturbation
hi; in the physical transverse traceless (TT)-gauge. The pure gravitational wave is thus
represented by a 2 x 2 traceless matrix H;; and we can identify the two polarizations usually
introduced under the weak-field approximation [41], [100] (see Sec.

H, Hy

HX _H+

(5.20)

Let us go back to the general case, where T}, # 0. The weak energy condition Tpg > 0
implies H," < 0 [91]. Exploiting the simple form of the Riemann tensor (see App. it
is possible to verify that its traceless part, the Weyl tensor, depends on the traceless part
of the matrix H;;. It thus follows that the spacetime is conformally flat if and only if the
Brinkmann profile is a pure trace H;; o< ¢;7. This is the case for an electromagnetic wave
perturbating the spacetime [145] 4T], [76], while pure gravitational waves are represented by
the traceless components and are Ricci-flat so their Weyl tensor is equal to the Riemann
one. This reflects the nature of the tidal forces acting on geodesics: in the electromagnetic
case these are acting on the volume of a body while in the gravitational case they deform
its shape along the two polarizations +, x. Recalling that the energy momentum tensor of
an electromagnetic wave has the form

T(9) = —A2($)nn” = p()nPn?, (5.21)

we clearly see that this can be a legitimate source for a gravitational wave. Indeed this
expression has the correct tensor structure required by (5.19))

H;'(¢)nun, = —87Gp(¢)n,m,. (5.22)

(]
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This is a peculiar feature of nonlinear gravitational waves. In fact, in Sec. we proved
that an electromagnetic wave cannot produce a linear gravitational wave. Here, we observe
that working within the full theory of general relativity uncovers interesting scenarios that
are otherwise hidden in first-order approximations.

Studying the geodesics we will see that the actual connection between the Brinkmann
profile H;; and the usual weak-field perturbation is given by H;; = %hw + O(h?). Despite
the similarity between H;; and h;;, the Brinkmann chart is not the best candidate to
generalize the TT-gauge because of its dependence on the transverse coordinates, indeed
the Rosen chart will be more suitable for this purpose.

5.3.3 The Rosen chart

The other chart commonly employed to describe plane wave spacetimes is the Rosen one

9 (¢) [T8]
guy(¢) = 2n(,uﬁu) + %](¢)5L(51]/7 (5'23)

where ¢ is the same as in Brinkmann coordinates ¢ = n - x and ~;; is a 2 x 2 matrix. In
this chart three of the five Killing vector fields are clearly manifest: 01,0;. This will be
reflected in the simplicity of the equations of motion, as we will see in the following. An
important feature of this chart is that, unlike the Brinkmann one, it does not cover the
whole spacetime. Indeed, it exhibits spurious coordinates singularities, as anticipated in
the previous paragraph. This will become clear studying the geodesics. For this reason it
is generally necessary to work in Brinkmann coordinates whenever global problems such
as scattering processes are studied. Nonetheless this chart is very important in order to
exploit the symmetries of plane waves and it will be essential in solving field equations.
Moreover, the Rosen chart can be chosen to generalize the concept of TT-gauge usually
introduced in the weak-field approximation. In fact, the Rosen profile +;; is transverse and
depends on ¢ only, as the perturbation h;;. The traceless property, which the Brinkmann
profile shares with h;;, is not satisfied by ~;;. However, a perturbative expansion in vacuum
shows that all the odd orders of 7;; are traceless while all the even ones are pure traces
[101]. Thus, in the linear limit ~;; = 1;; + kh;j, with the perturbation in the TT-gauge.
The Christoffel symbols in this metric are simply

1 : :
F/)J\,I/ = 9 (2gAp/Yp(,un1/) - ’Yuun/\> (524)

and from these one can find the Ricci tensor to be

1. L 4.
RM5 = (47k171m + 27kl"ylm) n#ng. (525)
In order to connect the profiles 7;; and H;; one can for example compare the Rosen and
Brinkmann Riemann tensors in the Rosen chart. With the usual symmetries understood,

one finds (see App. [A.10))

1 k. 1 4. i
Z’Ykl’nm + §’Ykl’nm = el Hy. (5.26)
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Figure 5.1: Gravitational sandwich plane wave.

We can rewrite this relation in terms of the vierbein only as
éij = Hiwe", (5.27)

recalling that we assumed without losing generality that the symmetry condition e feg, =
éﬁu equ is fulfilled [4I]. The link between the Rosen and the Brinkmann charts can be
completed observing that the Brinkmann transverse coordinates, being flat, are just the
Rosen vierbein projection of the Rosen ones X' = ¢ jazj , with eque%, = g

This finally exhibits the connection between the Rosen and the Brinkmann charts in a
clear way. For completeness we report here the full coordinate transformation that connects
the two systems

T =X~
ot = X 2l = 63’in s éij = Hikekj, (528)
T =XT+ %O’Z‘inXj
where we introduced the symmetric tensor o;; = éikej’“ . Another way to look at this
connection comes from the observation that Brinkmann coordinates are Fermi normal
coordinates constructed on null geodesics [42] (see App. for further details).

5.3.4 Focusing of null geodesics and singularities of the Rosen metric

In 1965 [145] Roger Penrose showed that it is impossible to define a global spacelike Cauchy
hypersurface in plane waves spacetime because of the focusing effect that plane waves exert
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on null geodesics (cones). Let us now briefly discuss the concepts of this paper, these will
allow us to introduce some essential elements useful in the following.

We consider a sandwich plane wave as in [145] (see Fig. that is bounded between
two values of the phase ¢1 < ¢2. We then have our spacetime divided into three regions:
in-region, wave region, out-region. The in- and out-regions are flat while the wave region is
clearly not. We now pick a generic point ) in the flat in-region and study the null cone
based on it, that is the family of null geodesics that pass through (). We can choose @ to
have the coordinates (¢¢,0, 0, X5 ) without loosing generality. Let us work in Brinkmann
coordinates, which we know being well defined everywhere

8% = Nap X XP + Hiy X XT 4. (5.29)

Now, from the form of the metric one finds that the null cone originating from () has the
general form

1 o
Xt =X4 - §Uij(d>)XlXj. (5.30)
In the flat in-region
2AXF - XF)(6— bg) + X'X; =0, (5.31)
such that in this region we have
Nij

Now, asking this surface to be a light-cone through all the spacetime corresponds to asking
its normal vector to be null. This vector is easily found to be

N5 = 0s% = 0s(X* — X + éainin) = fig + %dijxixind + 05, X7 (5.33)
such that we have
NuN,G" =0 = (64 + ool — Hy) X' X7 (5.34)
which considering the arbitrariness of the transverse coordinates corresponds to
&ij = Hij — o0,F. (5.35)

As we observed in Sec. the weak energy condition imposes H;* < 0. We can thus
trace our equation and observe that by Schwartz inequality

&' + (0,1 <0, (5.36)

which is equivalent to [145]

9 ¢ .
o exp/ doo;' < 0. (5.37)
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Now, before we continue let us think for a moment. We found how the coordinate X has
to change in order to keep a surface null in the wave region. However we know that a chart
exists in which the 2 coordinate is flat: the Rosen one. From ([5.28) we know that

1 .y
zt — .265 =X - X5 + idinZX]. (538)
+

If we fix 2+ = Ty we see that the equation that describes a fixed value of ™ reproduces

(5.30), where now we can identify o;; = éikejk. Let us consider a point  such that
0

¢q@ — —oo and define o;; to be the matrix associated to this choice. In this case we see

from (5.30]) that

Ujj(qb) =0 for ¢ € in-region. (5.39)

From this condition it follows that for ¢ € in-region
©
Op exp/ doo;” = 0. (5.40)

This expression, plus (5.37)), implies that for some finite ¢* outside of the in-region
o
exp/ doo;" =0, (5.41)

which means that some components of UZ-T]- must become infinite. Now, let us assume for
simplicity that this occurs in the out-region. The evolution equation ([5.35) then implies
that in the out-region, where H;; =0

6¢ (J?j)il = 772']', (5.42)

from which it follows that in this region

-1
(%E‘) = Pnij — Cij- (5.43)
Here we see that whenever ¢ is an eigenvalue of the matrix c;; we get a singularity for O'Z-Tj.
In the case in which the two eigenvalues of ¢;; are the same (anastygmatic case), such that
cij = ¢*n;j, the matrix al-Tj gets the form

T My
Uij_qb—gb*'

Here we see that the null cone originating from the point @) is here refocused in another
point R with coordinates R = (¢*,0,0,X5 ). This is the case of a gravitational wave
produced by an electromagnetic wave, the anastygmatic case discussed in Sec if pure
gravitational waves are present one gets also an astygmatic focusing: the cone is focused in
a spacelike line passing through R. From this property it follows that it is impossible to
define a global Cauchy surface, indeed this surface should intersect every null geodesic only
once, but it is impossible to construct such a surface here.

(5.44)



98 Gravitational plane waves in general relativity
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Figure 5.2: The null cone originating from @ is refocused by the gravitational wave in the point R at
some phase ¢*. Moreover, at the same phase the Rosen chart initially well defined in the in-region becomes
singular. The focusing, and with it the Rosen singularity, does not have to be in the out-region but it can
also happen to be in the wave. Here, as in the text, we assumed a “weak condition” as in [I45], such that
¢* belongs to the out-region.

To sum up, we found that in a gravitational plane wave null cones are inevitably
refocused at some phase ¢*. This is not all, in fact we also proved that a Rosen metric
initially well defined in the in-region will have a singularity at the same phase ¢*. Indeed,
we can introduce the Rosen metric

ngW = el ,el (5.45)

av

with the initial condition

g/TW = N for ¢ € in-region. (5.46)

Z.Tj = éjke;’k and from the

previous discussion we see that at the focusing phase e}’k(gb*) — 00. Thus, at this phase the

The vierbein defined by this metric is clearly the one generating o

Rosen metric gT*" becomes singular and it cannot be employed to describe the spacetime.

5.3.5 Classical dynamics in the Brinkmann chart

While the Einstein’s equations in the Brinkmann chart are algebraic, the equations of
motion are not completely trivial. The trajectories can be extracted from the Lagrangian

L =m TI*I1G,,. (5.47)
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The fact that n*9, is a Killing vector implies that II™ is conserved such that II~ = p~,
where p is the initial momentum. Exploiting the Euler-Lagrange equations, the transverse
components are easily found to follow the harmonic equation

Xi=H X9, (5.48)

The last component II* can be found algebraically from the on-shell condition II*I1VG,,, =
m?2. A key point to study the geodesics in this chart is to find its Killing vectors. Studying
the Killing equation K,y = 0, it is possible to identify two important symmetries. By

introducing a Rosen vierbein (here just a matrix) e;; satisfying é;; = Hikekj and é[ij er)j = 0,
the Killing vectors take the form [8] [43]

Kl = yjrdte X7, (5.49)

where 7;; = ejiel j- Having in mind the details of Rosen metrics and their connection to the
Brinkmann chart, it is trivial to obtain these Killing vectors. Indeed, we know that the
coordinates 2’ are cyclic in the Rosen chart, from which it follow the two Killing vectors
Kl = ~;;0M27. Transforming these vectors to the Brinkmann chart and employing the
transformations one immediately gets Eq. .

From these two Killing vectors follow two conservation laws: let X* be a geodesics,
then the quantities IC;% X u are conserved. It is immediate to see that these are equivalent to
Oyl X) = cxy™ with ¢, being constant. Let us now suppose that the gravitational wave
belongs to the sandwich-type, such that H;;(¢) # 0 only in the interval ¢1 < ¢ < ¢ for
arbitrary fixed ¢1 2. If we assume boundary conditions in the past flat region ¢ < ¢1, then
we can choose e;; = n;; initially and write these conservation laws as p*6¢(eij X = ppykd,
where py is the particle initial momentum before the interaction with the wave. Expanding
the derivative we get the following expression for the transverse momentum

I, = ep; +p o', X =p' + AL, (5.50)
Where fqr future convenience we have introduced the symbol A; = H; —pt = AeV pj +
p~o'; X7 to represent the correction to the transverse constant momentum one would have
in flat spacetime. It is worth noting that the knowledge of II’ still presumes the ability to
solve the second-order differential equation €é;; = Hikekj and the number of wave profiles
H;; allowing to find analytical solutions is extremely limited. However, this expression can
be useful to study the geodesic congruences behavior. Exploiting the on-shell condition we
can write the full momentum as [10], 9]

5 = n"“po + A — 2;_ 2piA; + AP,Z-A; + (p7)%H | nH, (5.51)
where Al = 5§‘A§) and H = Hinin. While by definition of plane waves n,,, = 0, the
geodesic congruence generated by d_ has the non trivial deformation tensor o;; [163, [§] as
we have seen studying the null cones in Sec. [5.3.4]

Another important property of plane wave spacetimes concerns the imprint the wave
leaves on particles after its passage. These features are known as memory effects [47,
10T, 97, 186]. Let us consider a pair of particles in a sandwich-wave, which we know
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being Minkowskian in the in-region ¢ < ¢; and out-region ¢ > ¢, both initially at rest
p” = (m,0,0,0) for simplicity. If their initial perpendicular displacement is AX} then,
exploiting the fact that e,/ AX? = AX} due to the symmetries discussed above Eq. ,
we get for the momentum difference in the out-region the following expression [186]

AIL| = méyi(p2) AXG — % | AX{eji(92)¢7(62)AXE | m. (5.52)

out-region

This is an example of velocity memory effect: the vierbein is trivial in the in-region e;; = 7;;
but it is constrained by the differential equation é€,;(¢2) = 0 in the out-region, such that its
first derivative will generally be different from zero. This means that two particles initially
at rest but displaced acquire a relative momentum after the passage of the wave. As we
will see this property is also connected to the classical and quantum scattering of a particle
by the gravitational wave itself.

5.3.6 Classical dynamics in the Rosen chart

In the Rosen metric we can exploit the large number manifest symmetries to find the
geodesics. From the three Killing vector fields 9, 9; we deduce the corresponding conserved
momenta 7, =p, mp; = p;. The last component 7ij can be derived from the on-shell
condition THT) g = m?. The complete momentum with initial conditions pu can be
conveniently written as

e O L
Tpu = Pu — 2% (gpypppu - m2> Ny = Pp — plpj / dey” (¢)nu (5-53)
P 2p —00
It is interesting to observe that the vierbein projection of geodesics in Rosen coordinates is
in a one-to-one correspondence with the motion of a charged particle in an electromagnetic
plane wave [2I]. Recalling the definition e} = § * + Ae, where Ae is a 2 x 2 matrix

with transverse indices, we introduce the notation

Ael'p, = —KP,. (5.54)

The vierbein projected momentum 7 = e, 7/ is easily found to have the form

7?3 =p* — kP* + Ig (pBPB — ;Pﬂpﬁ> n®, (5.55)

with po, = 04p,,. This is exactly the momentum of a charged particle with charge e moving in
an electromagnetic plane wave A%(¢) in flat spacetime, with the substitution k P <> e A“. Tt
is worth noting that the vector field P has only transverse degrees of freedom by definition,
as the electromagnetic wave. This formal equivalence is a consequence of the symmetries
shared between the Rosen metric and a plane wave in flat spacetime. In particular, one
can consider the vierbein projected geodesic equation p_%/g + ﬁawaﬁ(gﬁ'é = 0, where wqgs
are the spin connection coefficients wags = e ‘e ,BV esvyu- The coefficients depend on ¢ only,
moreover the contraction ﬁawag(;fr‘; is actually linear in the geodesic momentum because of
the conservation of p; and p~. It is easy to show that 7%w,gs = p*wags = —KPgss, where
we introduced the analog of the plane wave Maxwell tensor Pgs = 25[ﬁP5]. Exploiting this
result we obtain a Lorentz equation for the vierbein projected geodesics

I
T = FP Oty (5.56)
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As before this is formally equivalent to the Lorentz equation of a particle with charge
r in flat spacetime in presence of an electromagnetic plane wave P%(¢). It follows from
the analysis developed in Sec. that we can write the momentum as a local Lorentz
transformation of the initial one, now depending on the vierbein components

70 = Ags(0 P A6, P) =exp ( [ <<Z>>). (557

— 00

The transformation AJ 5(¢, P) is a gauge transformation for the vierbein, therefore é/* =
eﬁu Aga defines a local reference system in which the particle has a constant momentum p®
throughout all the trajectory. This map is not only a formal interesting feature, it is very
useful for translating some known results in electromagnetism and QED to systems in plane
wave spacetimes and offers a very direct way to compare the linear results in these different
contexts. One example is the motion of a charged particle moving in an electromagnetic
plane wave keeping into account the spacetime curvature produced by the latter. The
vierbein projected motion in this case is described by p~ 7% = (/ﬁpaﬁ + eFoP ) 7, therefore
the momentum is formally identical to the one of a free-falling particle with the substitution
kP — kP® + eA®. While the formal analogy is as simple as clear, in the physical
interpretation one has to be more careful. In fact, the connection between P, and the
physical complete gravitational wave profile H;; is P =H .7 (p;j + P;). Nonetheless, in the
linear limit it is P, = %pﬁ hgo and this is the most natural representative of the gravitational
perturbation in the weak-field limit.

5.3.7 About the analytically solvable motions

As we have illustrated, given a metric in the Rosen form it is immediate to solve the
geodesic equations and express the motion in terms of integrals of the metric itself. Now,
once we have a specific Rosen form it is rather not trivial, and many times impossible, to
find the Brinkmann waveform which corresponds to it. In fact, this is equivalent to solve
the equation

Eap = Hape”, (5.58)

which is of the same order of complexity of the Einstein’s equation in the Rosen form. Here
we observe a sort of “conservation of complexity”: in Brinkmann coordinates the vacuum
Einstein equation becomes a trivial algebraic relation H,* = 0, while the equations of
motion are second order ODE. On the other hand, in Rosen coordinates the Einstein’s
equation is a second order ODE, while the equations of motion are almost algebraic relations.
In other words, we can choose where we want the problems to arise, but we cannot avoid
them.

This being said, the object that reflects the gravitational properties in vacuum is H,g.
We thus have to face the following problem: in which cases can we analytically solve the
vierbein oscillator equation? Few solutions have already been considered in the literature
[17],[18], here we report two simple but instructive cases.



102 Gravitational plane waves in general relativity

Constant H.g

Let us warn the reader before we start: this spacetime is not flat at 400, therefore it is not
a suitable choice for describing a sandwich wave. Nonetheless, it can be useful to study
general properties of the motion. If the two polarizations +, x are linearly independent
than the wave is in linear polarization. Here we will assume

Hy=H " ). (5.59)

0 -1
In this case, assuming a diagonal vierbein we get the two differential equations
éll = —H+611 s égg = H+622 (560)

and therefore, if we define w; = /H and we impose the boundary conditions e;;(¢o) = 1i;
and é;;(¢o) = 0 we get

oy = [~ (@ = 60) 0 | -
0 —coshw. (¢ — ¢o)
Note that if H is small we find to the first order
1 (Hy(¢p— ¢o)? 0
eij =~ Nij + 5 +( = ¢o) e (5.62)
0 —H (¢ — ¢0)

And this is what we expected, a traceless perturbation quadratic in the phase. It is however
interesting to note that starting with a constant traceless matrix one gets a vierbein which is
oscillatory in one transverse direction and exponential in the other, two completely different
behaviors. It is also interesting to note that the orders H with odd n in the expansion are
traceless, while the even ones are pure traces. This behavior will be discussed again later
when we will deal with the perturbative approach in Sec. m [101].

The conformal linear polarization

There are only three families of non-conformally flat vacuum solutions with conformal
symmetry and all of them are plane waves [I7], [74]. In particular the following waveform
linearly polarized and its circular generalization belong to this class

a 1 0

H;=——
V@2 o 1

(5.63)

Choosing @ = €3 and take the limit ¢ — 0, this waveform reduces to the impulsive case, in
which Hag o §(¢) [8, 14]. Because of the many symmetries of this specific spacetime (the
conformal group is 7-dimensional), we can actually solve analytically the equations

Eap = Hage’,. (5.64)
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Being H,p diagonal, we are free to choose the vierbein to be diagonal as well, we then get
the two equations

. 1) a

€5 =—(1) W%‘ (5.65)

where the indices are not contracted. If a < €? the solutions can be written in the following
form [17]

24e? i Tre2
ejj = quﬁeq sin [ci (arctan (f) + 2)} = mj(ﬁeci sin (¢;A(¢)) (5.66)
where ¢; = /1 —(=1)"% and we imposed the initial conditions e;;(—co0) = 7;; and
éij(—o0) = 0. The out solutions is easily found to be

eh(¢) = el (—9). (5.67)

Let us note that 0 < A(¢) < 7, this means that the vierbein components get singular when
¢;A = 7 and this can happen only if ¢; > 1 and this is true only for ¢;. We conclude that
only e,! will be singular at ¢; A = 7, which corresponds to

T
¢* = —ecot () . (5.68)
€1
This point is a geodesic focusing point [17], as discussed in Sec. Moreover, the first
derivative of the vierbein has the form
S
i = i eciv/ ¢? + €2
and from this it follows that the deformation tensor

¢ + ec; cot (c;A(9))
¢2 + 62 '

[¢sin (c;A()) + €c; cos (c;A())] (5.69)

Clearly this tensor inherits the singular behavior from the vierbein, therefore UII is singular

in ¢*. From the previous arguments we know that U%(@ = —al-Tj(—qﬁ) and consequently

that a%l has a singularity in ¢ = —¢*.

5.3.8 Perturbative considerations

Let us introduce a Brinkmann waveform [101]

Hap(€, ¢) = eHap(d) (5.71)

such that e = kf regulates the amplitude of the wave, § being a real number. In the same
way we introduce an expansion for the vierbein and the related Rosen metric

ea,u(fa ¢) = ;)ébeglu) 5 gm/(ev ¢) = ;eag;(fy) (Cb) (5'72)
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with

n) __ a) (b«
g = X e -
a+b=n

The oscillator equation now links different orders in €

e =nlel . @ =o (5.74)

Let us impose the initial conditions such that the vierbein and the associated Rosen metric
reduces to the Minkowskian form in the in-region

. 0 _ .1 : T —
¢ll>riloo eau(ev ¢) = Nay ) ¢ll>riloo eaﬂ(e’ ¢) =0, (575)
0) _ (1)

from which it follow eay” = nay and €ay’ = Hap- In general

¢ ¢1
el = /_OO den /_oo d¢27'la6(¢2)6(gzil)(¢2)- (5.76)

It is worth observing that if we are in vacuum then H is traceless and therefore all the
odd terms in the expansion are traceless, while the even ones are pure traces. Here we can

connect the picture with the weak field limit identifying H.,3 = %haﬁ such that

T € 62 ¢ ¢>1 . ﬂ 3
o€ D) = Nap + §hw(¢) t7 [00 do1 [m dpahy ($2)hgu(p2) + O(e) (5.77)
and the corresponding Rosen metric, integrating by parts reads
gZz/(Ea ¢) = 77;w+€h;w(¢)

62 1 . .
+t hys(6)h7(¢) — /_(io dey /_q; d¢2hw6(¢2)hﬁ7(¢2)] Nuw + O(€%).
(5.78)

Moreover, it is worth noting that the out-vierbein reducing to the Minkowski form in the
out-region has the form

[lao [ d¢zw<¢2>hﬂv<¢2>] o+ O() (5.79)

2
ei#(e, ¢) = Nap + %hau(¢) + % [
o0 o0

so clearly eiw — egm = O(€?). Here we see that in the weak-field approximation the in-
and out-verbein can be identified. Nonetheless, the second order contributions inevitably
distinguish them. The interesting fact we want to highlight here is that the second order
contributions involve the integral of h%ghﬁ'y, which is a positive quantity. Thus there is
a length scale at which the second order contributions exceed the first order. This is a
very peculiar fact and it make it worth studying the connection between the description of
waves in the full general relativity and with the weak-field approximation usually employed.
Indeed, it could be possible that non-leading order correction are not negligible even if the
wave amplitude is small, when long-scale interactions are considered [101].



Quantum states and photon emission
in nonlinear gravitational waves

6.1 Fields with arbitrary spin in curved spacetime

6.1.1 Covariant differentiation

It is worth introducing the general formalism suited for dealing with fields in curved
spacetime. The key element is the vierbein briefly introduced in Sec. We recall that
this matrix is defined by the following two equations

eaueay =09uw eaueﬁu = Nap; (6'1)
where g,,,, is the metric of the curved spacetime considered and 7,4 is the usual Minkowski
metric. With the vierbein we can introduce the spin connection I';,, which generalizes the

covariant differentiation to arbitrary spin fields (see, e.g., [I78, 33]). Namely, one can define

105
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for any spin representation of the Lorentz group the derivative
Vy=0,+T, (6.2)

and define the spin connection requiring this to properly transform under general coordinate
and local Lorentz transformations. Let W be a generic field, under the arbitrary local
Lorentz transformation

e () — Ao‘ﬁ(x)eﬁﬂ(a:), (6.3)

it will transform as U@ — R% (A)W, where R%(A) is a proper representation of the Lorentz
transformation A% [see Eq. (3.40) for the Dirac spinor case]. Now we ask V, to be a scalar
with respect to the local Lorentz transformation, namely

vV, ¥ — RY(A)V, 0. (6.4)
This fixes the spin connection to be [33, [I7§]

]
F/»L frd iwuaﬁzaﬁ’ (65)

where %2 are the generators of the Lorentz algebra in the ¥ representation
(200, 597] = —i (2750 4 nfPney — Bty — ypr3ef) (6.6)
and w,,g are the spin coefficients defined by

WuaB = €q €Buip- (6.7)

Note that here we define the derivative ; ;1 to act only on curved spacetime indices while V,,
is the full covariant derivative extended to both Lorentz flat and curved spacetime indices.
To illustrate this more clearly, one can check that

Ve, =0, (6.8)

which is a fundamental property of V,,, while in general €7, # 0 unless the spin coefficients
are null.

As an example we can consider a very familiar object, a vector. If we want a vector
with respect to local Lorentz transformations behaving as a scalar under general coordinate
transformations we can simply project a vector field A* onto the vierbein

AY = AV, (6.9)

From now on, unless otherwise stated, an overbar stands for a vierbein projection. For the

vector representation (1 1

5 5) of the Lorentz algebra we have

(295 = —i(®n% — P %) (6.10)
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and therefore the spin connection in this representation is simply given by the spin coefficients
(3:3)
(272 )aﬂ _ wuaﬁ. (6.11)
Thus we finally find that
VWA = 0, A% + w5 AP (6.12)

and this could actually be taken as a definition of the spin connection: it generalizes the
usual vector covariant derivative to Lorentz flat indices. Recalling the definition of covariant
derivative of a vector with respect to curved spacetime indices V,A" = 0, A" + Fz/\A)‘ and
exploiting the property one can easily derive the form of the spin coefficients of Eq.

ED.

Now we have a proper extended version of covariant differentiation we a re ready to
deal with the generalizations of field equations in curved spacetime, this will be the topic of
the next section.

6.1.2 Field equations

In this section we will discuss the equations of motion for scalar, Dirac and vector fields
in a general curved spacetime. A scalar field in flat spacetime satisfies the Klein-Gordon
equation

(0,0% +m?)® = 0. (6.13)

It is worth observing that there is not only one way to extend this equation to general
relativity. Indeed, any equation which respects general covariance and reduces to in
the flat spacetime limit could be an acceptable choice. The most general equation involving
scalar, local couplings with the right dimensions in this case is

(V. VF +m?+ER)P =0, (6.14)

where V,VF¢ = %QL(\/@?WI)), ¢ is a number and R is the Ricci scalar. Considering

specific values of the coefficients { can be very interesting (see,e.g., [33]), however here we
are interested in the simple minimal coupling between the field and the background, such
that £ = 0. From this point forward, we will assume that the following equation holds

(V, V¥ +m*)® = 0. (6.15)
Let us move on to the spinor case. The Dirac equation reads
(1700 — m)¥ = 0. (6.16)

Now, the Dirac matrices Y% are just matrices and not a vector. Thus, we cannot just
substitute the flat indices with curved ones and write y%9, — Y#V,, this would not
transform properly. However, we know form the discussion of Sec. that spinors behave
like scalars under general coordinate transformations. Moreover the Dirac equation is
Lorentz-covariant. Thus, we need a covariant derivative transforming as a vector under
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local Lorentz transformations and this is just V& = eV . The proper generalization of
the Dirac equation to curved spacetime is then

(i7*V o —m)¥ = 0. (6.17)

This equation can be alternatively written in terms curved spacetime indices if we define
the generalized Dirac matrices

= ey, (6.18)
such that
(ivFV, —m)¥ = 0. (6.19)

In Sec. [3-4] we described the interactions between spinors and gravitons at the first order
in k. This has to correspond to the linearization of the spinor Lagrangian obtained with
the fully covariant equation . Let us check this is actually true in order to test the
consistency of our picture. The spinor Lagrangian in curved spacetime is clearly

Ly=g <; AR m\I/\If) , (6.20)

where the metric determinant is needed in order to have an invariant action Sy = [ d*zL;.

Now, from the vierbein definition e,eq4, = gy and assuming to work in the weak-field

approximation g,, = N, + Kkhy,, it is straightforward to find that
a _ ga ’{hoz O 2
ey = u+§ L+ O(k7). (6.21)
The spin connection term vanishes at the first order, thus we are left with

N PN
cp=c - g has % 7598w — naﬁxp(% J —m)¥| + O(k2). (6.22)
The order O(k) reproduces exactly the linear interaction between fermions and gravitons

we found in Eq. (3.71)).

We can now proceed and deal with spin-1 abelian fields. Let us start from the massless
case. The familiar inhomogeneous Maxwell equations in vacuum can be covariantly extended
to curved spacetime as

V" =0, (6.23)

where F,, = V,A, -V, A, = 0,A, —9,A, due to the torsionless nature of gravity. Using
the identity [V, V,]JA* = —R A, we can expand these equations in the form

VuF =V, VIAY =V, VAR =V, VIAY + Ry AY = V'V, AP (6.24)

If we choose to work in the covariant Lorenz gauge V, A* = 0 we can simplify this expression
to

V. VIAY + R, A" = 0. (6.25)
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We are now free to include a mass term to generalize the equation to massive bosons
(VW V¥ +m?)A” + RV, A" = 0. (6.26)

The spin-2 wave equation for a massless perturbation in vacuum can be found computing
the Einstein’s equations in a metric g, + xhy, to the first order in s, for arbitrary g, .
This is a very straightforward procedure and we refer to [176] for the details, the resulting
equation in the TT-gauge reads

Vo VPhy + 2R’ sh = 0. (6.27)

6.2 Quantum fields in a plane wave

6.2.1 In flat spacetime

In Sec. [5.2] we noticed that in an electromagnetic background the Lorentz-like transformation
generated by w®?(¢,A) = e[ ¢ dpF*P(¢) plays a very important role. Indeed, A, =
exp (w/p~) completely solves the dynamics acting as an evolution operator on the initial

four-momentum: m; = A7 ﬁpﬁ. The importance of this transformation is not limited to

particle dynamics but it is essential in solving fields equations. Let us recall the form of the
Hamilton-Jacobi action of Eq. ({3.6))

So@) = o= < ["ab[p- 40 - §4%5)]. (6.29
which satisfies
e riD, e = e_isp(i(?a - eAa)eisp = Tp.a- (6.29)
From the momentum evolution Eq. we find that
e riDae’r = A gpP. (6.30)

This means that the quantum operator ) = expi (S, +p - x) |p—ip constructed from the
difference between the dressed and the free action is a unitary transformation that changes
the covariant derivative into the locally Lorentz transformed free derivative [50, [121]. If we
define the operator A = Ap|,—;9 we find the useful relation

YDy = A%0°. (6.31)
This can be seen as an evolution operator for the free field ¢, = e~ % such that
D, =V, (6.32)

solves the Klein-Gordon equation (D“D,, + m2) @, = 0. It is indeed immediate to check
this exploiting the identity

VDY, = 8y, (6.33)
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which in turn follows from the properties AO‘BA“W = 1% and Ao‘ﬂnﬁ = n®, recalling that
A“%g depends only on ¢.

We now proceed considering Dirac spinors and massive charged vector fields [50, [138],
as we will see there is a very natural way to exploit A in order to find these quantum states.
Let us introduce the generalized quantum operator

A((ﬁ, A) _ eﬁ j-d} quFOtB(QE)Ea,g’ (634)

where 3,5 are the generators of the Lorentz algebra in a general representation. Above,
the four-vector representation was considered, where

(Bap)™ = —i(6a"95° — Ja°057). (6.35)

The wave equations for fields @, of spin {O, %, 1} in an electromagnetic plane wave can be
written as

(V*Va+m?)®, =0 , with  Vo=Dal-5onaF"S5 = ADaA™". (6.36)

+
It is worth observing that in order to prove the last equality one has to exploit the identity
[F*%(¢)Sap, F1°(¢/) 55 = 0 (6.37)

for arbitrary values of ¢ and ¢, which derives from the fact that 3,z are the generators
of the Lorentz algebra. One can expand VV, = D,D% — eF B 3,5 and check that this
reproduces the equations studied for example in [50} [138] for the scalar, Dirac and vector
fields

(Do D™ +m?)®, =0,
(Do D +iep A +m?)W, = 0, (6.39)
[(DaD® +m?)85 +2ieF? AT =0 | Dy A% =0.

Now, looking at the wave equations in the form of Eq. we see that the property
Vo = AD A1 allows us to get rid of the spin structure, reducing the equation to the scalar
case. We can indeed write the equations (V¥V,, +m?)®, = 0 as (DD, + m?)A"'®, =0,
such that the problem is reduced to finding the scalar field solution. We already know the
solution this problem which is ¢, = V¢, and we thus conclude that YA is the evolution
operator for fields up to spin one

&, = AV, (6.39)

where ¢, is the initial condition in absence of the background wave. This clearly corresponds
to the fact that A satisfies the equation A~1YIVAYA = Aaﬁaﬁ and from this it follows

A~1YIV2YA = 9%, For the sake of clarity, let us introduce the ¢-dependent polarization
S,(¢) such that

P, =S, (6.40)
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Defining A, = Alg—,_;p it is easy to check that this can be explicitly written as
Sy = Apsy, (6.41)

where s, = {1, u,, 57‘;‘} are the free polarizations for scalar, Dirac, and vector fields, respec-
tively. For example, in the well known positive-energy Volkov solution [I73] we studied in
Sec. ﬂup = UpeZSP the spinorial term can be found as U, = A;bug, such that

U, = (1 te M) up. (6.42)
2p

In the same way, the spin-one solution @ = Sl‘j‘eisp is found to be [50]
o = ¢S |ca — Popa i C (BAy— en aP | nel (6.43)
P P 2p

Being in the vector representation, £ = A3 555 reduces to the particle classical momentum
if e is replaced by p®. The Lorenz condltlon corresponds to the natural requirement
EpTpa = EpPa = 0. i
As a side note, let us mention that the symbol V, was not randomly chosen. In fact, it
defines a sort of parallel transport rule for the field. From the properties of the operator
Vg it follows that V&, = —iAg 5p5d5p. Thus, a contraction with the momentum gives
ﬂg‘@aép = —im2¢p. If we insert the expression @, = SpeiSP this equation reduces to a
condition on the polarization function, which is formally equivalent to a parallel transport
TV oSp =0, (6.44)
Whereﬁa = 0,1 — pnaF 275—A8A1
It is also worth noting that if we choose the vector representation then
a7/ _
pvpa » =0 (6.45)
is actually equivalent to the Lorentz equation. We could rephrase the preceding discussion
as follows: to construct the fields previously considered one can first operate a unitary
transformation ) that turns the gauge derivative D, into Aaﬁaﬁ , then transport the
polarization function through the operator @;,a' We will now see how these considerations
can be translated in a plane wave spacetime.

6.2.2 In the Rosen metric

The Rosen chart is a particularly appropriated choice to solve fields equations. Let us start
with the scalar field satisfying

(V, V¥ +m?)d = 0. (6.46)

In vacuum flat spacetime we are used to expand fields in terms of momentum eigenstates,
but in a general curved spacetime this is not possible because there is no clear global notion
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of Fourier components. Nonetheless, the plane wave spacetime is quite peculiar because
in this space the scalar wave satisfies the Huygens’ principle [87, [I77]. By exploiting the
identity V,VF® = %@L(\/‘E@“@) we can rewrite the wave equation as

(log(+/9)d + 09, +m?)® = 0. (6.47)

Now, being 9;, 0+ symmetries of the spacetime under consideration, we will assume the
solution to be an eigenstate of these operators. It is then easy to reduce the equation to

(0"9,, +m?)gi® = 0. (6.48)

From this equation one immediately sees that gifbp = €7 is a solution with initial
momentum p if S, is the classical action satisfying

9" 9,5,0,S, =m* and 9"0,S, = 0. (6.49)
Introducing the notation Q2 = g_i we can write the scalar wave as
®, = Qe'r. (6.50)

The action can be easily computed exploiting the symmetries of the metric, but it can also
be borrowed from electromagnetism. If we project the derivatives in Eq. (6.48) onto the
vierbein and we split the latter as in Sec. el =0 + Ae ', we obtain

[1°° (00 + Aej0,) (D5 + Ae ;) + m?|Q 1), = 0. (6.51)

By observing that n*? [Ae 'Oy, 05 + Aey’0,] = 0 and by recalling that @, is eigenstate of
0;, this equation can be written as

(%P (D + iKPy) (05 + i Pg) + m?Q ™1, = 0. (6.52)

Now, this is formally the scalar wave equation for the field Q_1<I>p in an electromagnetic
plane wave with the potential and charge product replaced by xPj3. It then follows that
the action Sp(z) is just the one of a charged particle moving in an electromagnetic plane
wave under the same substitution:

¢
Sy(e) = ~pat — 2= [ 46 (paP - SPP"). (6.53)
p
One can easily verify that
_ k s _"p ps _ 7

—00Sp(x) = pa + e pgP” — §P5P Neo = Tp,a + kP, (6.54)
in complete analogy with the electromagnetic case [see Eq. (3.7) and Eq. (5.55)]. To
summarize, we found that the solution of the Klein-Gordon equation in the Rosen metric

is ®, = QP,, where &, is formally the field with charge s satisfying the Klein-Gordon
equation in flat spacetime with an electromagnetic plane wave potential Pg.
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Interestingly, the same is true for Dirac fields, such that the spinor in a plane wave
spacetime is W, = QW,, where ¥, is the Volkov state [I73] of charge x in a wave potential
Pg we discussed in Sec.

T, = Qe (1 + Hgﬁ) Up. (6.55)

This can be verified observing that the Dirac equation in this spacetime (see Sec. [6.1.2))
(iv'Vy —m)¥, =0 (6.56)
can be reduced to
[i(d +ikP) — m]Q 1T, (6.57)

and this is once again formally the Dirac equation in flat spacetime in presence of a
plane wave field xP®. In this case, the spin connection term *I', is exactly compensated
by the  prefactor. Indeed, in this metric the spin coefficients read (see App. [A.10)
WypaB = —2N[a€g]y, such that the spin connection when contracted with a Dirac matrix gets
the simple form

1. . .
7"y = Jloglg)t = —log(Q)sh. (6.58)
Inserting this expression in the Dirac equation one finds
(i, — ilog()h — m) ¥, = Q(iy", — m)Q W, =0, (6.59)

from which it directly follows Eq. (6.57)). We will now proceed and consider vector fields.
The spin-one massive case is slightly more involved. Let us introduce the notation

AY = Qo°, (6.60)

where A% = e, Al is the vierbein-projected vector field. Keeping into account the condition
VA" =0 it is possible to reduce the field equation (6.26))

(V. V*+m?*)A” + RV, A" =0 (6.61)
to the form (see S.m.
38 9 % - DA F L 5=, Q
(0795 + m*)P* + 2ik P2 DY + Slog(g)® n® =0, (6.62)

where we introduced the quantum analog of the Maxwell-like tensor P,z substituting
p; — 10;, namely KPS = —ffﬁéjki(?k. Here, we see that the last term in the Lh.s., which
comes from the contraction of two spin connections, is a nonlinear term absent in flat

spacetime [see the last of Eqgs. (6.38))].
However, contracting with n® one finds that

(0°05 + m*)®~ =0 (6.63)
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and therefore, assuming an initial momentum p it follows that

b, =¢e, e, (6.64)

-p constant. BXploitl 2
shift &) = &5 + 4pi,log(g)@; n® restores the form of a flat spacetime field equation in an

electromagnetic wave background Eq. (6.38])

with e, constant. Exploiting the property 5595; = —iﬁpﬁ@ one can check that the

(0°05 + m*) P + 2ikP P, = 0. (6.65)
Indeed, this field satisfies the condition 5a4:>;a = (Oq + iHPa)éf = 0, which is the analog of

D,®; =0 found in flat spacetime in the previous section.
Finally, we can report the solution for the massive vector field in the form

A = Qe e, (6.66)
namely [21]
A2 = Qe |0 e ppo B[ Bp S0 ppB) e g (Q)in“ (6.67)
P Pop A SR '

Here one can explicitly observe once again the formal analogy with the case of an electro-
magnetic background in flat spacetime. Once the shift previously described is operated the
polarization z‘f;," can be found substituting eA* — kP in the flat spacetime solution of Eq.
(16.43]).

If the massless case is considered one can exploit the gauge freedom to fix

Do ®y =0=d;, (6.68)

which implies V. A}' = 0 as well. In this case the additional term proportional to log(g) in
Eq. (6.62)) vanishes and the solution is once again in direct correspondence with the one in
flat spacetime, without any shift needed

AL = Qe | e 4 lﬁ_elﬂLgno‘ , (6.69)
where here L® is the equivalent of P%* but with initial momentum [%*. We will deal with
this choice studying the field in Brinkmann coordinates.

The massive spin-two field is not of our interest in the present work and we will confine
ourselves to the massless case, which is easily treated in Brinkmann coordinates once the
proper gauge is chosen [§]. For completeness we provide a brief treatment of this topic in
Rosen coordinates in S.m. and we direct the reader to it for further details.

We can now retrace the discussion carried out in flat spacetime, i.e., that the operator
constructed from the difference between the free and the curved spacetime actions U =
exp i (Sp + pur*) |p—io is a unitary transformation that changes the vierbein projected
derivative into the Lorentz transformed curved one Y~19,) = Aaﬁ 0, with 0, = 0L0,. We
can introduce the gravitational analog of the Lorentz-like transformation exploited in the
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electromagnetic wave background treatment, which can be obtained through the simple
substitution emerged in the study of the dynamics eA? — kPJ = —ikAéI*0,

A = o307 L AP () Tas (6.70)

The wave equation for the fields {®, ¥, A’*} = ®,, can be written as

(VOVa+m’)Q '@, =0 , with Vo=0.1- %naﬁ”’ﬁﬁw = Ad. AT, (6.71)

where we recall that the spin-one field now involves the shift A® = A® — p%lo'g((l)/i_no‘.

Let us point out that V,, is not the vierbein projected covariant derivative. This operator
is defined by the representation of the considered field and not by the object it is acting
on. This is where its relevance comes from as it allows one to write the wave equation as
the actual square of an operator. However, when taken along a geodesic this operator is
actually equivalent to the vierbein-projected covariant derivative for the representations
here discussed, namely

Va, (6.72)

with @p,a = 01 — izpi_naPVfB ¥, 3. This is quickly verified exploiting the spin coefficients
property m%wags = —+Pgs. To complete the correspondence we have the properties

ATYTIWVDYVA =MLy, ATYYTIVRYA = 80,0 (6.73)
This allows us to easily find the aforementioned fields as
®, = QAUP,, (6.74)

where ¢, is the flat initial condition. Once again we can introduce the polarization S,(¢)
such that

o, = OS,(p)e™r, (6.75)
As in Sec. [6.2.7] one can check that this can be written as
Sp =A,sp, (6.76)

where s, = {1, up, Eg‘} are the flat-spacetime free polarizations for scalar, Dirac and vector
fields respectively.

By adapting the discussion of Sec. we find that @aﬁflép = —iAaﬂpﬁQ*hi)p
and from this ﬁo‘@aQ_li‘f’p = —isz_l‘I’p. Inserting into this equation the form ‘ip =
0S,(¢)e™» we obtain a condition for the polarization which reads ﬁ;@;,asp = 0, where
@;m = 0,1 — i%i_naPVﬁE%g. Now, observing that

Vp.aSps (6.77)
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we finally find that the polarization function is defined by a proper parallel transport
TV, Sy = 0, or [21]

DSP_
D¢

0. (6.78)

This is a covariant equation and it holds in other charts as well. In particular, it can be
used as an alternative way to find the states in Brinkmann coordinates. Moreover, this
equation underlines once again the semiclassical behaviour of quantum states in a plane
wave background and offers an intuitive geometric picture. For example, the polarization
of the shifted spin-one field evolves as a free falling gyroscope [I78] being just parallel
transported.

6.2.3 In the Brinkmann metric

It is needless to say that we could just transform the fields obtained in the Rosen chart
and find the states in Brinkmann coordinates. However here we want to underline the
role of the operator A in this chart and also the form this takes in a particular gauge
reproducing the spin-raising operator studied in [§] for massless fields. The scalar field
can be clearly expressed as ®, = Qe'Sr where Sy, is the classical action for a particle in
Brinkmann coordinates [§]

Sp(X) = —p~ X+ = X'e,p; — %_Uz'inXj + 2;_ /(ZS dd(pipjy? —m?). (6.79)
The operator A can be written in this chart as
A = ¢ 7 DesdIOn O =Ki0k) (6.80)
If we choose the natural vierbein associated to this chart

H
Eau = Nap + Enanu (681)
we can immediately find the spinor solutions, in fact E;; = e;j where e;;j = eik% is the
Rosen transverse vierbein in Brinkmann coordinates. We can thus expand the operator to
obtain

U, = QeiSe <1 + f;_) Up, (6.82)

where we recall that A; = H;f) —p® as in Sec. Oan again the solution is similar to the
VoleV one, with the substantial difference that now Aj, depends on the three coordinates
¢, X" and not just on ¢. This will be a major difference as compared to the electromagnetic
case when we will calculate S-matrix elements, along with the definition of in- and out-states
discussed in the next section. This solution can be verified to match the one found in
the Rosen chart, in fact the transformation of the spinor field is generated by the Lorentz
transformation connecting the Brinkmann chosen vierbein and the Rosen one expressed
in Brinkmann coordinates E, = ./N\aﬁeﬂl,g% = Aaﬂe’//i. Expanding AQB = Nag — Wag the
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infinitesimal Lorentz transformation is found to be wapg = 2n(,045; X  and accordingly the
transformed spinor follows as [see Eq. (3.40)]

U, = o 5wap =" ()iSp (1 + Kﬁ) u,
p

— QeiSrezoaiX T (1 + EW> ) (6.83)

2p~
= Qe <1 + fl)) Up.
p

One can also verify that the spinorial matrix satisfies the parallel transport equation ,
as discussed in the context of the Rosen metric.

Let us now consider the photon field. If we fix the gauge such that only the transverse
components of the flat polarization are left # = §¥'c’ and they obey the Lorentz condition
l;e® = 0, we can reduce the operator action to

Al = QAP et = QRIS (6.84)

where we introduced the spin raising operator studied in [8], [130]

o . 1 .
RF = A’ = — [01'0y — Oin*] e’ = ——£' fID,. (6.85)
a, a,

In this gauge the massless vector field is thus given by

L

Al = Qe (55‘ =

Al,inﬂ> g". (6.86)

This is clearly in agreement with the field found in the Rosen chart once the same gauge is
imposed, as in Eq. .

As noticed in [§], in vacuum we can choose for a massless spin-2 field the covariant
TT-gauge and fix n*h;,, = 0. As a result the field can be found applying two times the
spin raising operator, such that h}"” = QRFR”®;. The polarization tensor is easily found to
be &Y = El'E} — l%aijsisjn”n” such that

y ,
hY = Qe Kéﬁ - A;m“) <5}’ - All]n) - llaijn“n”] gled, (6.87)

6.3 Photon emission

6.3.1 Definition of scattering states

When dealing with scattering problems we have to work in Brinkmann coordinates, because
the regularity of fields over the whole spacetime is essential. Due to the presence of a
gravitational wave in- and out-states are generally different. Let us consider for simplicity
the scalar case ®(X) = Q(¢)e’3X). Moreover we will assume the spacetime to be flat at
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¢ = £o0o. We can impose the free plane wave boundary condition in the in- or out-region
and define the positive energy in- and out-states, respectively ®', &+ as [911, §]
ol =0l lim @t =X, (6.88)
¢p—Foo
As observed in the previous sections, these fields depend on a matrix eqy,, which is also the
vierbein of a Rosen metric. This is the reason why in- and out-states are different, they
depend on vierebeins which do not represent the physical wave profile H;; but they are
connected to it through the differential equation é;;, = Hijej w- A vierbein does not have
to be trivial e, = 7)q, in order to describe a flat region, but it can be at most linear in ¢
such that é;. = 0. In other words a Rosen metric does not have to be Minkowskian in a flat
region and if we require it to be so, for example in the in-region, it will not be Minkowskian
in the out-region. The boundary conditions are thus transferred to the vierbeins, such that
Jim @95 =07 (= 50+ (D) for ook (6s9)
There are only two constrains on these coefficients, one comes from the symmetry condition
é[g €alu = 0 and reads [§] (bT’i)o‘[u (¢")au) = 0, the other one comes from the conservation
of the Wronskian related to the harmonic oscillator equation and links in- and out-states
[91] bﬁuég = —bga,éﬁ‘. It is worth recalling that the coefficients bt represent the velocity
memory effect induced by the passage of the wave. Now that the states are well defined we
should introduce a scalar product, however the standard definition [33] needs a well-defined
Cauchy surface X

(o[ W) = —i/z VGsdSi U, Y . (6.90)

As we have already discussed, it is impossible to define a Cauchy surface ¥ in this spacetime
[145], nevertheless the surfaces of constant ¢ are intersected by almost all the geodesics
except the ones with constant ¢ [92], therefore they can be chosen to construct a foliation
of the spacetime. We can thus choose an arbitrary ¢ and rewrite the product definition as

(Uo| W) = —i/ AX+ X, 0,8 LU, (6.91)
¢p=const.
where we recall that the absolute value of the Brinkmann determinant is always equal to
one due to its Kerr-Schild form. A straightforward calculation shows that the Bogoliubov
coefficient encoding particle creation is zero. This corresponds to the amplitude for a positive
frequency in-state to develop a negative frequency out-state component: <<I>ﬂ<1>g*> =0
[92, 9T}, 8]. It follows that the in- and out-vacua can be identified and no particle is created
by the background, as in the electromagnetic case. On the other hand, one can show that
the in-to-out scattering probability depends on the determinant of ész in the out-region [91]
‘2 o 2L —P2) (6.92)

oD
(@10} aore]

out-region

Thus the probability for a scalar field to be scattered from the gravitational wave background
is directly correlated to the velocity memory effect. This is what one would expect, because
the difference between the initial and final momenta induced by the background corresponds
to this effect. The same is true for the classical cross section describing the interaction
between a particle and the gravitational wave [91].
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6.3.2 S-matrix element

In the previous sections we prepared all the tools needed in order investigate the emission
of a single photon by an electron (Compton scattering) in a sandwich plane wave spacetime.
The amplitude for the process e(p) — e(p’) + (k') in this background is

SZ, = —ie / d4X\i'Iﬁ,7“\lf;AkT’H. (6.93)

As a first consistency check it is interesting to consider its linear order in x in the monochro-
matic assumption. This has to coincide with the known results for the inverse graviton
photoproduction g(k) + e(p) — e(p’) + v(k¥') in vacuum quantum field theory, where
k* = wn* is the momentum of the gravitational wave. In this approximation we are free to
use the quantum states in Rosen coordinates, in fact the difference between the in- and
the out-vacua emerges at the second order. We will thus drop the in and out labels and
consider 3, = —ie [ d*x WV, 7V, A%,  + O(k?), where the states will be defined below and
where the metric determinant does not contribute at this order. Everything we need for
this approximation is encoded in the vierbein, which is now expanded as

K

_ _h M
S’ (6.94)

K

€ap = Nap + §hau ) eau = ég

where hq,, is the graviton field. We can now introduce the monochromatic assumption

defining h,, = 5“51,6*““'1 , where the graviton polarization tensor has been written as a

product of two photon polarization vectors €, (k) = €, (k)e, (k) satisfyinge-e =0, k-e =0

and € - e* = —1 [98]. This, together with the energy-momentum conservation leads to the

simple substitution rule
1 —ik-x

P, — 3¢ £ - PEq (6.95)

in ¥, in ¥, (with p — p'), and in Az,@ (with p — k). With this in mind we can easily
find the states under these assumptions in the form

—ip-x —ikw, P € 2
U,~e 14+ e " s——2p-e+k¢)| up + O(k%),

4p -
Pk (6.96)

kK e

_ o , .
.A*/ ~ ezk T e * + efzk-xﬁ
kK« « 2% - k!

(El* T kaa)} + O(K?).
Now, one can plug these expressions into the amplitude previously defined. Introducing the
notation SZ, = (2m)*6™ (p + k — p’ — k')M + O(k?), the following result is found after a
proper rearrangement of the various terms

K e . o
M = —ie-uy [p, (=2p" e+ k) ¢* + P ¢ (2p- e+ kf)
2 2p' - k 2p - k (6.97)
'k‘l / ! / )
+ﬁ (5*-5}6—5-k’¢*—5*-k¢)}up,

which agrees with the vacuum QFT result as expected (see e.g. [56, [I11] and Sec. [3.4.1).
The first-order expansion of the dressed fermions naturally generates the s and u channels
contributions, while the expansion of the photon state reduces to the sum of the y-pole and
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the seagull diagrams [56]. The contact term never shows up explicitly in our calculation
as a consequence of graviton gauge invariance [54]: the seagull diagram only provides a
momentum-independent contribution which cancels out a term of the same kind in the
~v-pole diagram.

Let us now go back to the original amplitude. In the fully nonlinear case we have to
work in the Brinkmann chart in order to have a well defined matrix element. Choosing the
gauge V, A" = 0 = A~ for the photon field, the amplitude gets the following form

4 i* + 1)
. i(S)—8%,—5%)) _ 4& k Akgik kA
s = ie [ atx(@pate S, (1 e = I LR e I

(6.98)
The unpolarized squared amplitude averaged over the initial spin reads
- Z sitsy = € / 4 X3(X) / dXT (X
S 8 E
4 l,a )
(X AT(X X
2k -p/ k-K 2k -p
(6.99)

A (L5 AR AL (x
< m) (12;;%) (50— S87000) (J%w]
kakly -+ kiks
: <‘”aﬁ+ kk)

where the prefactor is defined as J = (2+)2QTe (S S Sy ) Once the trace is computed
this expression reduces to the following form

Y seisy = / AX3(X) [ a0

ssa’
k-p
k-K

5 (I
k- P (
_okepked (H“(X)l‘ﬁ (X')+ 2K K) + 7“2("“"?')2}
(k_k/)Q k! k't k'pk-p' :

X

—N

(Hgi(xmi,,i(x') + I (XM (X7) + 2p* k'™ + 2p~ w)

W

Hi, (X) + T (O, L (X) + 29K + 297

??‘P?‘

k-p i
XY+ 2p*p )_W (o, J(X7) + 29 )

(6.100)

This expression can be proved to give the correct linear limit of (inverse) graviton photo-
production employing the FORM code reported in App. With the same code it is
possible to check the photon-gauge invariance of the result. It is interesting to observe that
the terms in the amplitude quadratic in the gravitational field disappear in the unpolarized
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sum. For this reason, the integrals in the three coordinates X+, X? are easily carried out
by observing that the prefactor is Gaussian in X*. Namely

20T . , ,
/d4XJ(X) = —i(2m)%5(p~ —p'” —K'7) /d¢ ()X ity k)0

X e2r”
(6.101)

i w, C =detCj; and B; = e pj — e“(pj + k}). By setting [d*X3(X) =
i(2m)26(p~ — p'~ — k') [ dpT3(¢), the only other integral needed is the one with a prefactor
linear in the transverse coordinate X*, namely

where Cj; = —ol -

4 P 2 / / ~ (Cil)iij
/ XXX = i(2m)25(p~ — p= — k) / o3 ()37 (6.102)
p
We can finally write down the partially integrated transverse momentum as

[ XICOUE0) = —iena — '~ —K) [ d03(6) (Mip; - o] (€7, BY).
(6.103)

with this substitution rule the squared amplitude can be written as an integral in ¢, ¢’ only.

A further simplification can be achieved exploiting the identity Cij g C(Ck nij — Cjj) for
rank-two matrices. Having derived the full nonlinear squared amphtude it would be natural
to consider some physically interesting examples, however one runs very soon into the
mathematical complexity of the problem. In particular, we recall that once the Brinkmann
profile is chosen one has to solve the differential equation &;; = ikekj, in fact the knowledge
of the in and out vierbein is a key element. There are very few profiles H;; for which an
analytical solution of this equation is available (see Sec. . These include for example
impulsive waves H;; = 6(¢)d;; where d;; is a constant matrix, these solutions are relevant
as they represent the gravitational field produced by a massless particle moving at the
speed of light [14] [146] [72]. Other possibilities are profiles with conformal symmetry of the
form H;; = a(¢* 4 b*)~te;; studied in [I7]. However, physically interesting scenarios for the

process considered here would require proper approximations and numerical evaluations.

Also the concept of formation length, of great importance in electromagnetism, could be
worth to be studied in this context. In fact, despite the non-locality of the interaction and
the clear implications of a curved spacetime background, the high amount of symmetries
of the problem could lead to some interesting developments. A detailed study of this and
similar processes in the aforementioned directions will be left for future works.

6.4 Discussion

We examined the one-to-one map connecting the dynamics of a charged particle in an
electromagnetic plane wave and a particle in a nonlinear gravitational plane wave. This map
enables to translate interesting results known in electromagnetism to the context of plane
wave spacetimes. The dynamics in an electromagnetic plane wave is completely determined

i Bi(C )”Bj_li f¢ (paPQ—EPaPO‘)-‘r’Lf j‘¢’ d¢(papla rcP/ P’D‘)-Hi f¢ d(f)(k:, K'a_ KK/ K/a)

)
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by a specific Lorentz-like transformation A%, which provides a way to transport the initial
momentum of a free particle through the wave such that 7@ = Aaﬁpﬁ. This transformation
has a number of interesting properties. Besides belonging to the Lorentz group, it operates
on constant-¢ hypersurfaces and it acts as a gauge transformation on the background wave.
For these reasons its proper generalization as a quantum operator A turns out to be a
key element to construct quantum states in an electromagnetic plane wave background.
Exploiting the aforementioned analogy between electromagnetic waves in flat spacetime
and gravitational nonlinear waves we showed that the curved spacetime generalization of A
can be used to find quantum states in gravitational plane waves as well. In particular we
showed how scalar, spinor, and vector fields can be naturally mapped from one context to
the other. Finally, in the last part of the paper we applied the found states for spin 1/2 and
spin 1 particles to consider Compton scattering in a nonlinear sandwich gravitational wave.
Here we provided the spin- and polarization-summed squared amplitude for the process,
exact in the gravitational plane wave. A detailed study of the Compton cross section for
physically interesting plane wave gravitational backgrounds is left for a future work. Other
processes could be naturally investigated as well in the future, an interesting example being
the graviton emission by a moving particle. This could provide insights about its relation
with photon emission, a relation which has been studied in vacuum QFT [56] [110] and in
the presence of a background electromagnetic plane wave within strong-field QED [20], [90].
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6.5 Support material

6.5.1 Vierbein projection of the vector wave equation

The spin-1 wave equation reads
(VsV? +m?) A + R* 5 A° = 0. (6.104)
Observing that ?5%—1‘1 = 5/3.%10‘ + wﬁo‘vﬂ'y, we can expand the double derivative as
VoVIA® = 216g(9)0,A% + 0P (03 A% 4wt A7) + wt, (0010 + WP AD)
B 2 &l9)0¢ B B v B v é
- %mg@mw + BB A% + 2w P PR 4w YA (6.105)
= S10a(0)0A% + B°Ts A + 2 B A0 15 ip, A
Now, recalling that the Ricci tensor in Rosen coordinates has the form (see App.

1. 5. 1 .
R,5 = (4’Yp)")/)\p + 2’yp)"w\p> nuns (6.106)

we can write the full wave equation as
1. - f - - 1 - _
S108(9) 05 A" + 9% 05 A + 2w O° A + Slog(g)A™n® =0. (6.107)

If we now introduce the notation A% = Q@* and observe that w 0‘755 AV = inﬁavfﬁ, we
can finally write the equation for the rescaled field as in Eq. (/6.62))

o _ . 1 . _
(07095 + m*)d* + 2ik P2 D7 + Slog(g)® n® =0, (6.108)

6.5.2 Massless spin-2 fields in Rosen coordinates
The linearized Einstein equations on a curved background in the TT-gauge VA", = 0,
h*, =0 read [176]

V,VPhu + 2R, 5h) = 0. (6.109)

In a plane wave we are allowed to fix the gauge condition n*h,, = 0, due to the invariance
of n*. Let us now deal with the curvature interaction 2R’ Wshpé- Due to the condition
n*hy, = 0 this product will select all the terms of the Riemann tensor (see App.
that do not involve neither n” nor ng. It is easy to check that one is left with

. T.a.
2R’ sh,) = — <9”Ag<n + 29’“9&) hmun, (6.110)

such that the full equation reads

. 1oy,
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We can now assume the ansatz hy ,, = ;& ,,,(¢) with the scalar field satisfying the massless
Klein-Gordon equation V,V*®; = 0. The first term under these hypothesis becomes

vaphhw, = 2V”<I>Np&,,w + (I)lvpvpgmw

= —2il @lvp&w + 2®;9 FAVFpuglJIU'
It easy now to show that
T.a.
gp/\FZuFZugl,no = _ng)\géx\glj)n,unu- (6.113)

We can now collect all the terms and find a rather compact equation for the polarization
tensor

—2il°N pE1 s — (gp/\%)\ + g“gax) El,‘;nuny =0. (6.114)
Here one immediately notices that & ,,,, cannot be just the product of two spin-1 polarization
vectors as in the flat case [8] & ., # &,,&,,- Indeed, in this case the vector would satisfy
the parallel transport equation IV, £, = 0 and this assumption would directly cancel

the first term in this equation, leaving us with g'(neﬁsf = 0. Let us now make the gauge
condition V#h; ,,, = 0 explicit, this reads

1
—ilt € — T E =0 or — il E L — 5g,wf:;“’ny =0. (6.115)
Given the form of the polarization equation, it is sensible to assume
Epw = Eplip + &y, (6.116)

where &, is the spin-1 polarization vector. With this assumption and recalling that
"&,, =0, the gauge condition reduces to

5l++ _ Qli_g)\pgl)\glp (6.117)
and this is enough to determine the full solution

T,
Erw = Euly — 2l7_g>\pgl,)\5l,pn,unl/- (6.118)



Appendix

A.1 Light-cone coordinates

A plane wave depends only on the phase ¢ = k - z, where k* is the associated momentum.
It is useful to define a reference system in which this dependence is explicit, a system in
which this scalar involves only one coordinate. Such a reference goes under the name of
light-cone basis. Let us assume that the momentum is

B =w(l,n) (119)
where n is the direction of propagation of the wave. The goal is to define coordinates in
which this four-vector is defined by a single number, i.e., has only one non-zero component.

Here, as in the main text, we assume the wave is propagating along z, such that n = z. A
natural basis can thus be chosen as {n®, %, n*}

1
n® = (1,0,0,1), %= (1,0,0,~1) (120)
and choose the following notation for the coordinates in this basis
{7, &t 2T} (121)

The Minkowski metric in this basis has the form

0 O 1
dz® dzP 0 -1 0
I - 122
77;1,V naﬁ 8,7?/“ ax,y O _1 0 ) ( )
1 0 O
such that 2+ = z_ and = = x. Clearly in terms of this coordinates the phase is simply

¢ = wz~. It is worth noting that the Jacobian for this change of basis is equal to one, thus
the measure has the natural form d*z = de~dztd?x .

A.2 The Landau-Lifshitz equation in a constant magnetic field

The Landau-Lifshitz equation in a constant magnetic field is given by

125
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dm® e e?
_ B
dr mBa'BW +

1
o2 {B%B”Bwﬁ + mz(Bﬁwﬂ)%a} : (123)

where the electron fundamental frequency is defined as w, = 32 ~ 1.6 x 10?* Hz [I61] and

B, is the magnetic field Maxwell tensor. Observing that (B)gj = —H?n,;, we can collect
the constant interaction terms and define the following transformation

(07 € « w%[ (67 Hﬁ (124)
T =ex — e T
P m B8 We TU_B )
where n?‘_’g = 5?6}3 . such that the equation reduces to:
a1 w¥ w¥ 9
— = -2 G5 | I 119, 125
ar w2 €xp ( e T™N1B 1 (125)

Multiplying by 119 yields:

dH2 2 2 dH—2 2 2
L9 YH oy <—2“’HT m = L o= 9 PH oy (2} (126)
w m w

dr Wem? .
Solving this equation, we find:
m = mzpi
1 — 2 )
p? exp (—2J:AT> +2ptp~

(127)

where AT = 7 — 79 and 79 is the time at which the interaction starts. The next step is to
solve:

dI1e 2 2
== YH Pl . (I n® 4+ I~ 7%)
T We p? +2ptp~exp <2°:EAT)
_ (128)
s w .
2 )
We optp— + p? exp <—22’ZA7’>
for each component individually. This is easily done and the final result reads
7% = m ptn® + p % 4 exp —ﬁAT 7wt
¢ Ll (129)

2
\/pQL exp (—2L:)JZAT> +2ptp~
where the transverse solution of the Lorentz equation 77 | is given by

T | = exp (;B%T) P (130)
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Let us now consider the motion to be initially (and thus during all the interaction)
in the transverse plane, with p; = 0. In this case, the Lorentz factor v extracted from
710 = m~y reads

1
() = :
\/1 — |v|? exp (20;%AT) (131)

where we observe the expected exponential damping of the transverse velocity. As a function
of t, the Lorentz factor can be found by using (see e.g. [166] eq. 7.19)

2
2 —22H AT
d’y d w2 |U‘ exp( We w2
= = Elog(y) — _LTH = = _LTH('YQ —1). (132)
€ 1—|v]?exp (—QWZAT) €

This equation can be integrated to find [108)]

Yo+ 1+ (0 —1)exp (—21%At>
V(t) =

. . (133)
Yo +1— (7 —1)exp (—2“:5At>

This result can also be derived from the LL equation for the gamma factor in a constant
magnetic field [see Eq. (137))], assuming an initially transverse velocity

dry

dy _ ey’ dy
dt

dt — m2e

= —TwhY? 8% = —tewq (v - 1),
(134)

which matches the earlier result. The scale that governs the energy loss due to radiation
reaction effects is set by

vx B with v=v, =

2
2PNt 1 = wh At~ 102 Hz. (135)
We

If we measure time in units of the cyclotron frequency, we have the condition wgAt' ~ w,,
where At = wAt. To observe RR effects within At'/271 ~ 100 cycles for example, an
incredibly large frequency wgy ~ 10?2 Hz is required.

A.3 The average rest frame

The average rest frame is a useful choice of reference frame when we want to visualize the
motion in a plane wave. Below, the subscript L (R) indicates quantities in the laboratory
and the average rest frames, respectively. The latter has a relative (drift) velocity as
compared to the former given by vgy = vyn, with vy defined via the relation

(mR(®) - n) = v(va) [(TL(¢) - 1) — valer())] = 0. (136)

Here the averages are taken over a plane wave period, thus this definition defines the frame
in which there is no drift velocity along the wave direction but just an oscillating component.
In the average rest frame the electron energy corresponds to the so-called effective mass
my = my, [141], such that v, = /(1 + vq)/(1 — vgq) describes the relativistic Doppler effect:
wo,1, = Y«wo,r (recall that vy is along the propagation direction of the laser).
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A.4 Explicit form of the LL equation

For the sake of completeness let us report the LL equation in terms of the physical
electromagnetic fields (see, e.g., [122] or [183] Eq. 14a, 14b)

d(vv) e ety (dE dB>
= —(FE B — —
i —mEtvxB) (dt+vxdt
e2r, 1
) E(U~E)E+C(E+v x B) x B (137)
627'6’)/2 1 9 9
i [62(1; E)’— |E+vx B } v,
dry e etey dE
T " w.E hainnd
dt  mc? + mc? dt
e%r,
+ 5 5(E+vxB)-EB (138)
2.2 1 9 9
7‘{@2(}2|:C2(,UE) —’E+UXB’:|,

with 7, = 32;552 = 6.27 x 107?45 in physical units and % = %—? + v - VE. Combining the

two equations we can explicitly write the evolution of the velocity in the laboratory frame

d 1 e [dE dB dE
'Ue|:E—}—’U><B—02(U'E)U]+i:L|: + v x —(v )v]

dt — my dt dt dt
er. 11 ) (139)
- [(U-E)E+C(E+v xB)x B—-—-[(E+wv XB)-E]’U} .
m2cy |c c
A.5 The graviton propagator
The free graviton action reads
g.f. 4 1 Qg v 1 L
This is equivalent to the more symmetrical form
SE° = = [ T Py, (141)
where Py, is the projector
1
,Paﬁ,uzz =5 (77;104771/5 + NuBMva — nuunaﬁ) . (142)

2

We can now apply the general procedure to find a free propagator. Going to momentum
space we have to solve

k? P DO = Py (143)

This is trivially done observing that Paﬁ,ﬂ)’“’ PO — PP 4 nodnBe which is actually the
unity for symmetric contractions. Therefore

Popuv- (144)

1
Daﬁuv(k) = 952
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A.6 Graviton photoproduction in scalar-QED
We recall here the scalar QED Lagrangian
LsQep = —iF’“’FMV + (D.¢) D' — m?¢T . (145)
When we include a graviton in this theory the Lagrangian takes the form
L= Lsqorp + Ly + Lya+ Lps + Lpas + Lnaas- (146)

For the purpose of calculating the graviton photoproduction we can forget about the last
interaction which involves 5 particles. The Feynman rules can be extracted from the
quantity

W“V(l)a¢0fl)a¢ —'2(1)M¢)TI)V¢, (147)
from which one finds
\\\ p
4 hu
AN v K 'y v ! v
//#W\\F:z§ p“p +ppu_77u (p_p/+m2)} (148)
//)}y
and
N p A,
N . Ko Vo , .
A by, =g M=) 0™ =) =0 =) (149)
//)}y

One can now verify by hand or with the following simple FORM code that the proportionality
described in Sec. %] oCCurs.

s e,K,m;

s s,t,u,a,,A,B,C,D,E,F;

s wi,wf, cth, sth;

v ki,kf,pi,pf,pl,p2,p3,p4, epA,eph, epss;
ii,j, mu, nu, rho , al , be, si, de, th ;
fP;

auto f V;

*okk

1 GravitonPhotoprodA = (

VAss(al,pi, - pi - ki )*Vhss(mu,nu,pi+ki,-pf)*i_/(2*pi.ki) -
VAss(al, pi - kf , -pf)*Vhss(mu,nu,pi,-pi + kf)*i_/(2xpi.kf) -
VhAA (mu,nu,al,be,ki,-ki+kf)*VAss(be,pi,-pf)*i_/(2%ki.kf)+
VhAss (mu,nu, al, pi,-pf) )*epA(al)*eph(mu)*eph(nu);

1 ScalarComptonA = (
VAss(mu,pi, - pi - ki )*VAss(nu,pi+ki,-pf)*i_/(2*pi.ki) -
VAss(mu, pi - kf , -pf)*VAss(nu,pi,-pi + kf)*i_/(2xpi.kf) +
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VAAss (mu,nu) )*epA(mu)*eph(nu);
1 H = - K/(2%e)*(eph.pf*pi.kf - eph.pi*pi.ki)/ki.kf;

1 proportionalitytest = ki.kf*(GravitonPhotoprodA - H*ScalarComptonA);

#include amplitude.h

id epA.ki = 0O;

id eph.kf = 0;

id eph.eph = 0;

id kf.epA = pi.epA - pf.epA;
id ki.eph = pf.eph - pi.eph;
id ki.ki = 0;

id ki.kf = ki.pi- ki.pf;

id ki.pf = kf.pi;

bracket e,K,i_;

Print +s;
.end

The header amplitude.h is reported in

A.7 Massless states little group and the Pauli-Lubanski pseu-
dovector

Here we want to briefly investigate the massless states little group [I79]. We choose
without losing generality a reference null vector k* = w(1,0,0,1) and we want to find the
transformations satisfying

WHE = k-, (150)

Now, remember that we can collect the Lorentz generators M, introducing rotations and
boosts

1

Jh= —§sij’“Mjk . Ki=MY" (151)
with the angles and rapidity
oF = —%ekijwjk ;o =w" (152)
such that
EWW,M“V =i(n;K'—0;J") and  AF = e rK=0J) (153)

2

Our little group condition is transferred to the algebra as w,,n” = wyo +wuz = 0 and
therefore we get the 3 conditions

B==0* =0 =0 (154)
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we see here that the rotation along the propagation direction can be whatever we want,
there is no constrain on #3, this will be shown to be connected to the helicity of the states.
We are than left with the generators (see e.g. [I79] p. 71)

Ki+Jy , Ko—Jp , Js. (155)

The first two generators can be put in the form

1
Xl = 5 MVMum (156)
in fact
1 - )
Xl = 5 ’uVMMV = T'I,‘u??ll/Mmj = nlﬁl‘?Mi]’ + TZO’I’]ZJMO]' (157)

and in terms of boosts and rotations we find
X' = n'nt My + 200 Moj = nBnYepn ¥ + VK = eqp gt + KL =R g 4 KD (158)
such that
X'=K'+J* , X*=K*-J. (159)

The generators of the little group can be collected in the Pauli-Lubanski pseudovector [127],
[25]

1 ra
W, = 5gmﬁM P8, (160)

Indeed expanding this object we find
Wi=pPOJi —cUkpigt and W°=-J'P. (161)
Choosing P* = k* = w(1,0,0, 1), then
Wl=w(J'+K?) |, W =w(J*-KY , W'=wi’ (162)

We can than express our three generators as

Xp = %“:uvaﬁM von’ (163)
The take home message is that the Pauli-Lubanski operator represents the generators of the
little group (see [25] pag. 215), defining the angular momentum of moving particles (spin
included). Note that, being by definition W# P, = 0 only 3 components are independent,
and in fact we have 3 generators. This was easy to guess considering that by definition
Wkt =k, k# =0
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A.8 The Carroll group and its connection to plane wave symme-
tries

The plane wave symmetries discussed in Ch. [5| are connected to the so-called Carroll group

(from the Alice in Wonderland author), introduced as a limit of the Poincaré group by

Levy-Leblond in [123], therefore let us spend few words about this topic. We start recalling
that a general Poincare transformation can be written in the form

zh = v(zo + B'Rija?) + do

Poincare transformation ¢ . 3y Lo ‘ , ., (164)
a' = RIzj+ T f Rja 8 + yaoS' + d’
where R is a rotation matrix. Now, let us set [123]

s=02 | v=Ccp , =cCd (165)

and take the limit C' — oo keeping s, b, d’ fixed. In this case we get

I Ul o W | 0
Carroll transformation { ° /,S + b.R” w —|—'a (166)

r'=RY2;+a'

Now, this is in four dimensions, but we can restrict our attention at the slices of constant
phase of the Minkowski space (x*,x%). This restriction is a Carroll manifold, because it
contains a constant isometry d; and the simple metric dr’dx; [73]. On this manifold we
have a Carroll symmetry group. The phase is not part of this space so we can just use it as
a parameter of translations and redefine Carroll transformations on this manifold as
{x’+ :x+:fbiRij‘(xj+qj—%bjfc_)+a+ (167)

z'=RYz; +bx +a

where we also introduces in a proper way a*. Now, if we consider the case in which there
is no rotation in the z* plane we clearly get back our plane wave isometries. Therefore we
conclude that

The plane wave isometry group in d dimensions is the Carroll group in d — 1 dimensions
with broken rotations.

A.9 Brinkmann coordinates as null Fermi coordinates

A very interesting property of Brinkmann coordinates has been pointed out in [42], namely
that Brinkmann coordinates are Fermi normal coordinates constructed on null geodesics.
Let us discuss the general construction of Fermi coordinates on null geodesics (see [42] Sec.
4). First of all we define a null geodesic v#(¢) and we introduce a tetrad e,. As usual we
identify one of the tetrad vectors with the velocity tangent to the geodesics. In this case

et =40_, (168)
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with the orthonormality conditions along the curve being
ds?|, = 2eTe” + e'e;. (169)

We now consider a point on geodesic v(0) = xg and we construct from it spacelike geodesics
z#(A) originating from it and perpendicular to e, (zo) on the geodesic:

(0)ey, (z0) = 0 (170)

Usually the time vector of the tetrad is chosen as the tangent velocity and the spacelike
geodesics are required to be orthogonal to it. In this case both e (zo) and e, (o) are
involved [42]. We can introduce the Fermi coordinates y® of the point z#(\) as follows

y*(@(N) = (27, At (0)e?, (o)) (171)

Now, by definition we have that on the geodesic the relation between the general and the
Fermi coordinates is represented by the vierbein, in fact
oy~
oz

_ 05"

Nt = ¢, (o). (172)

m
A=0

With this considerations in mind we can now study the connection between Rosen and
Brinkmann coordinates in these terms.

Let us start with the Rosen metric and consider a null geodesic congruence with tangent
vector e o< d_. We can use the usual vierbein for the Rosen metric eq,e®, = g, Now we
require it to be parallel transported along the congruence

e, =0. (173)

a

Recalling the form of Christoffel symbols in this metric we get

1
el = (D +Theld) = 0-e) + L0 gel =0 (174)

and this is just the symmetry condition . Therefore, we learn here that this condition
is enough to state that the canonical Rosen vierbein is parallel transported along null
geodesics. As a next step we introduce the geodesics x#(\) starting from the original one
in ¢ and we require them to have no components tangent to it

z"(0)e—,(zg) =2 (0) = 0. (175)
These geodesics are defined by
1
Uy — iu“upgpun,, =0, (176)

the condition u~(0) = 0 implies that 2~ = x,. The metric depends only on the phase,
therefore we have

i (N) — 30 W Wi o)y = 0. (a7
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From this equation it is clear that the transverse components are linear in the affine
parameter A, thus

4 . 1. .
= )\uaj_ , T = u(—)’—)\ + Zuéué’yl](xg))\z (178)

By definition the transverse Fermi coordinates are just the vierbein projection of these

X\ = eijxj , XT(\) =2 + %gpux’j_:cﬁ’_ (179)
and this is exactly the connection between Brinkmann and Rosen coordinates . This
finally proves that Brinkmann coordinates are null Fermi coordinates. Moreover, we can
expand the metric around the geodesics in term of Fermi coordinates, a general expression
for null geodesics was given in [42] eq. (1.5). The interesting fact is that in the case of GW
this expansion stops at quadratic order reproducing the Brinkmann metric

ds? = 1, dX" dXY + H;j(¢) X' X7 dg?. (180)

It follows that the Brinkmann metric is the metric seen by a free falling observer following
the considered null geodesics.
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A.10 Gravitational wave metrics handbook

In the following table, we collect a few known but useful formulas regarding the Brinkmann
and the Rosen metrics. We refer to the main text for the notation.

Brinkmann

The metric
Christoffel symbols

Riemann tensor
Ricci tensor
Vierbein

Spin connection

ds? = nudX*dX" + Hdg?

F:\w =) (%Hnun,, + 2H(“n,,)) — H/\nun,,
Rpuws = [Hpununs — (p <> p)] — (v > 6)
R,s = H"n;ns

Eap = Nap + %”anu

Wuag = 2nuHigng

Rosen

The metric
Christoffel symbols

Riemann tensor
Ricci tensor

Vierbein

Spin connection

ds® = 2dxde¢ + v;jdxida?

%, = 207 (NuApw + MuAon — o)

Ry = K%’Ypa’ym"y,\u + %"?pu) nuns — (p < M)} — (v < 9)
oy (5 i) s

Cap

Wuap = —2N[alp)y
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A.11 Codes

A.11.1 Nonlinear Compton scattering (ComptonEWIinear.frm)

The following FORM code calculates the unpolarized squared amplitudes for the process of
nonlinear Compton scattering in QED and in scalar QED. Moreover, this code calculates
the linear limit of these squared amplitudes recovering the known results for Compton
scattering in vacuum.

Here J stands for an integration times the exponential phases [see Eq. ]

J = /d¢ei9(¢) (181)

and JA® has to be interpreted as
JA® = / el A%(4). (182)

The incoming momenta are p;, k; while the outgoing ones py, k.

s e,m,Xi,G,Ge, w, wf,K,J,Jc,E,[1-cos],cos,sin;

v A,Ac,k,kf,ki,pi,pf,Pi,Kf,Pf, Pic, Kfc, Pfc,kfperp, nt, eps, epsc, pl,...,pl0,q,p;
i i,j,mu,nu,al,be,rho,de,si,eta;

cf £0,f1,£2,g0,g1,g2,D,Q,Qc,B,C,epA,eph,PI, Plc;

s E,Ep,wp,cth,sth,cph,kfplus,f,fc;

*okk

#include amplitude.h

off statistics ;

ok sk ok ok ok ok sk ok ok ok 3 ok sk sk ok sk ok ok ok sk s ok K sk ok ok sk 3 ok sk sk ok ok sk 3 ok sk sk ok ok ok ok K sk ok sk ok ok sk sk ok s ok ok ok ok sk ok ok ok K
*@Q@ 1/4*SUM_(spin,pol) [M|"2 for NONLINEAR COMPTON SCATTERING in QED @@@
ok sk ok ok ok ok sk ok ok ok 3 ok ok sk ok sk ok ok ok sk ok sk sk ok ok sk 3 ok sk sk ok ok sk 3 ok sk sk ok ok ok ok sk sk ok sk ok 3 ok sk sk ok s ok ok ok ok sk ok ok ok sk
*** J represents the integral times esponential phases, **x*

**%*x Jc is its complex conjugate ***

1 SquaredAmpSpinor = 1/4*JxJcx
e 2x(g_(1,pf) + m)x*

(1 - e/(2xki.pf)*g_(1,ki,A))*
(g_(1,mu) )=*

(1 - e/(2%ki.pi)*g_(1,A,ki))*
(g_(1,pi) + m)*

(1 - e/(2%ki.pi)*g_(1,ki,Ac))*
( g_(1,nu) )*

(1 - e/(2%ki.pf)*g_(1,Ac,ki))*
-d_(mu,nu) ;

3k ok ok 3k 3k ok >k Sk ok ok >k Sk sk >k Sk ok ok >k Sk sk ok 3k k ok >k Sk sk ok 3k Sk ok sk Sk Sk ok 3k Sk ok ok Sk Sk ok 3k Sk ok ok Sk Sk ok ok Sk ok ok Sk Sk ok ok Sk ok ok 3k Sk ok ok Sk ok ok 3k Sk ok ok Sk ok k >k
*QQ 1/2%SUM_(pol) |M|"2 for NONLINEAR COMPTON SCATTERING in scalar QED Q@@
3k >k 3k 3k 5k 3k >k Sk >k 5k >k 5k 3k 3k Sk >k Sk %k 5k k 3k 5k >k Sk >k 5k 5k 3k 5k 3k Sk >k 5k 5k 3k 3k 3k 3k >k 5k >k 5k 5k 3k 3k 3k 5k %k 5k 5k 3k 3k 3k 3k >k 5k %k 5k 3k 3k 3k >k 5k >k 5k 5k 3k 3k >k >k >k >k sk k k
1 SquaredAmpScalar = 1/2*JxJcx

( - ex( PI(mu,pi) + PI(mu,pf) )

+ 2%e"2xA(mu) )*

( - ex( PIc(nu,pi) + PIc(nu,pf) )

+ 2%e"2xAc(nu) )*

-d_(mu,nu) ;

*okk

trace4,1;

contract;

*okok

id PI(mu?,9?) = q(mu) + exq.A/ki.qgxki(mu) - e"2%A.A/(2xki.q)*ki(mu) ;
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id PIc(mu?,q?) = q(mu) + exq.Ac/ki.q*ki(mu) - e"2*xAc.Ac/(2*ki.q)*ki(mu) ;
*kok

id ki.A = 0;
id ki.Ac = 0
id ki.ki =0
id kf.kf = O;
id pi.pi = m
id pf.pf = m
*

*%*x Print the full nonlinear result **x*

*

bracket e,G,Gc,m,J,Jc ;

print +s SquaredAmpSpinor, SquaredAmpScalar;

.sort

koo skokok ok skokok o skokok ok ok

*Q@@ LINEAR LIMIT @Q@

ook ok skokok ok skokok o skokok ok ok ok

*%* there is no contribution from the terms quadratic in A **x*
id A.A = 0;

id Ac.Ac = O;

*x*x* monochromatic plane wave hypothesis, f = e”(ik.x) **x

id A.Ac = fxfc*epA(rho,ki)*epA(rho,ki);
id Ac.A = fxfcxepA(rho,ki)*epA(rho,ki);
id A.q? = f*xepA(al,ki)*q(al) ;

id Ac.q? = fcxepA(be,ki)*q(be) ;

*xx first order expansion of the phase factors ***

id J = 1 + fxexC(si)*epA(si,ki) ;

id Jc = 1 + fcxexC(eta)*epA(eta,ki) ;

id C(mu?) = pi(mu)/ki.pi - pf(mu)/ki.pf ;

*xx keep only the order e"4, momentum conservation requires the product fxfc *x*x*

id e"4 = E;
id e = 0;

id E = e74;
*

id £72 = 0;
id fc"2 = 0;

**x sum over the incoming wave polarizations ***
id epA(ki,ki) = 0;

id epA(q?,ki)*epA(p?,ki) = -p(muw)*q(nuw)*(d_(mu,nu) - (ki(mu)*kf(nu) + kf(muw)*ki(nu))/ki.kf );
id epA(mu?,ki)*epA(mu?,ki) = -(d_(mu,nu) - (ki(mu)*kf(nu) + kf(mu)*ki(nu))/ki.kf )*d_(mu,nu);
**%x momentum conservation ¥k

id pi.pf = pi.ki - pi.kf + m"2 ;

id pi.pi = m"2;

id pf.pf = m"2;

id ki.ki = 0;

id kf.kf = 0;

id kf.pf = pi.ki;

id kf.pf"-1 = pi.ki“-1;

id pf.ki = pi.kf;

id pf.ki"-1 = pi.kf -1;

*okok

*

#procedure labframe

id pi.ki"-2 = (w*m)"-2 H

id pi.ki"-1 = (w*m) -1 ;

id pi.ki = wxm ;

id pi.kf -2 = (wp*m) -2 ;

id pi.kf"-1 = (wp*m)"-1

id pi.kf = wp*m ;

id ki.kf"-2 = (wp*w*[1-cos]) -2 ;

id ki.kf"-1 = (wp*w*[1-cos]) -1 ;

id ki.kf = wp*w*[l-cos] ;
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*k
id wp~-2 = (w"-1 + [1-cos]l*m™-1)*wp~-1 ;
id w"-2 = (wp™-1 - [1-cos]l*m"-1)*w"-1 ;
id w-1%wp = A ;

id wp™-1*w = B ;

id wp~-1 = w™-1 + [1-cos]*m"-1 ;

id w"-1 = wp~-1 - [l-cosl*m™-1 ;

id A = w™-1*xwp ;

id B = wp ™ -1*w ;

id [1-cos] = 1-cos;

id [1-cos]”"-1 = (1-cos)"-1;

*k

#endprocedure

*

*** factorize and print the linear order **x
.sort

#$fac = factorin_(SquaredAmpSpinor);
Multiply 1/(’$fac’);

#0ptimize SquaredAmpSpinor

bracket e,G,Gc,m,f ;

Print +s SquaredAmpSpinor,SquaredAmpScalar;
.sort

Skip;

#urite <> "

Squarelinear = (}%$)*Squarelinear ;",$fac
*

**x print the lab frame ***

.sort

*#call labframe

bracket e,G,Gc,m,f ;

*Print +s SquaredAmpSpinor,SquaredAmpScalar;
.sort

.end

Appendix
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A.11.2 Photon emission in a gravitational wave (ComptonGW3.frm)

The following FORM code calculates the unpolarized squared amplitudes for the process of
photon emission in a nonlinear gravitational wave. Moreover, this code calculates the linear
limit of these squared amplitudes recovering the known results for graviton photoproduction.
As in the J stands for the integration involving the exponential terms. Moreover,
this code checks the independence of the probability on the gauge choice. The incoming
momenta are p;, k; while the outgoing ones py, k.

e,m,Xi,G,Gec, w, wf,K,A,[1-cos],cos,sin;

k,kf,ki,pi,pf,Pi,Kf,Pf, Pic, Kfc, Pfc,kfperp, nt, eps, epsc, PI, PIc, pl,...,p10,ql,...,910,q9,p;
k5,k6,k7;

i,j,mu,nu,al,be,rho,de,sig,eta;

i mul,...,mu40,nul,...,nud0,il,...,i40,all,...,al20;

cf £0,f1,f2,g0,g1,82,D,Q,Qc,B, eph, epA,P, PG,L,ub,u,vb,v,g,gstring,fprop,Aprop,gprop,prop;
AutoDeclare f V;

s E,Ep,wp,cth,sth,cph,kfplus,f,fc,J,Jc;

*okk

off stat;

#include amplitude.h

ok sk ok ok ok ok ok o ok ok ok ok s ok ok ok ok sk ok ok ok ok ok sk ok ok ok ok sk sk ok sk ok ok s ok ok ok sk sk ok ok ok ok ok sk ok sk ok ok ok sk sk ok ok ok ok ok

*@Q@ 1/4*SUM_(spin,pol) [|M|"2 for NONLINEAR COMPTON SCATTERING IN GW @@Q

ok sk ok ok o ok ok o ok ok ok ok s ok ok ok ok sk ok ok ok ok ok sk ok ok ok ok sk sk ok sk ok ok s ok sk s ok sk sk ok ok ok ok sk sk ok ok ok o ok sk sk ok ok ok o ok ok

*%* Calculation done assuming only transverse polarizations for the incoming graviton ***

H < <0

*xx To check the correctness of the C.S. polarization sum, we calculate the * ok ok
*%* squared amplitude first substituting the flat polarization sum and than *okok
*xx the C.S. polarization sum. The result has to be the same. *okok

*%* J represents the integral times esponential phases, Jc is its complex conjugate. **x*
£

1 SquaredAmpl = 1/4%e"2xJ*Jc*

(g_(1,pf) + m)*

(gi_(1) - 1/(2*k.pf)*g_(1,Pf,k))*

(g_(1,mu) - Kf(mw/(k.kf)*g_(1,k) )*

(gi_(1) - 1/(2*k.pi)*g_(1,k,Pi))*

(g_(1,pi) + m)=*

(gi_(1) - 1/(2*k.pi)*g_(1,Pic,k))*

(g_(1,nu) - Kfc(aw)/(k.kf)*g_(1,k) )x*

(gi_(1) - 1/(2*k.pf)*g_(1,k,Pfc))*

(-d_(mu,nu) + ( k(mu)*kf(nu) + k(nuw)*kf(@mu))/k.kf ) ;

*

1 SquaredAmp2 = 1/4%e~2%JxJc*

(g_(1,pf) + m)*

(gi_(1) - 1/(2*xk.pf)*g_(1,Pf,k))*

( g_(1,mu) )=*

(gi_(1) - 1/(2*k.pi)*g_(1,k,Pi))*

(g_(1,pi) + m)*

(gi_(1) - 1/(2xk.pi)*g_(1,Pic,k))*

( g_(1,nu) )*

(gi_(1) - 1/(2*k.pf)*g_(1,k,Pfc))*

( - d_(mu,nu) + 1/2x( Kf.Kf + Kfc.Kfc - 2#Kf.Kfc )x*k(mu)*k(nu)/(k.kf)"2 +
( k(mu)*(kf(nu) + Kf(nu) - ( kf.Kf + Kf.Kf/2 )*k(nu)/(k.kf) ) +
k(nu) *(kf (mu) + Kfc(mu) - ( kf.Kfc + Kfc.Kfc/2 )*k(mu)/(k.kf) ))/k.kf );
*

1 PolarizationSumTest = SquaredAmpl - SquaredAmp2 ;

*

KoKk

trace4d,1;

contract;

*okk

id k.k = 0;
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id
id

k.Pi = 0;
k.
id k.Kf =
k
k

0
0

J
+h
1]

id = 0;
id = 0;
0
0

g

firg

(¢}
|

id k.Kfc = 0;
id kf.kf = 0;
id pi.pi = m"2;

id pf.pf = m"2;

bracket e,G,Gc,m,J,Jc ;

print +s SquaredAmpl;

.sort

sk sk sk ok ok sk ok ok sk ok ok ok sk sk sk ok ok

*QQ@ LINEAR LIMIT @@@

steokok koK sk ok ok ok sk ko ok sk ok sk ok ok ok

Multiply replace_(k,ki) ;

**x* monochromatic plane wave hypothesis, f = e”(ik.x) *x*x
id Pi.Pic = f£*xfc*G"2/4*eph(pi,mul)*eph(pi,mul);

id Pf.Pfc = fxfc*G"2/4*eph(pf,mu2)*eph(pf,mu2);

*

*x obs: Kf.Kfc does not contribute in the linear limit **
id Kf.Kfc = Axf*fc*G™2/4*eph(kf,mu3)*eph (kf,mu3);

*

id Kf.Pic = Pi.Kfc ;

id Pi.Kfc = f*fc*G"2/4xeph(pi,mud)*eph(kf,mud);

id Kf.Pfc = Pf.Kfc ;

id Pf.Kfc = fxfc*xG"2/4*xeph(pf,mub)*eph(kf,mub);

*

id Pi.q? = - £*G/2*eph(pi,q);
id Pf.q? = - £*G/2*eph(pf,q);
id Kf.q? = - £*G/2*xeph(kf,q);
id Pic.q? = - fc*G/2*eph(pi,q);
id Pfc.q? = - fcx*G/2*eph(pf,q);
id Kfc.q? = - fc*G/2*eph(kf,q);
*

**%* first order expansion of the phase factors **x*

id J = 1 + £*G/2+B(al,be)*eph(al,be);

id Jc = 1 + fcxG/2*B(sig,eta)*eph(sig,eta);

id B(mu?,nu?) = pi(mu)*pi(nu)/ki.pi - pf(mu)*pf(nu)/ki.pf - kf (mu)*kf (nu) /ki.kf ;

*

**%*x Print the full nonlinear result **x*

bracket e,G,Gc,m,J,Jc ;

print +s SquaredAmpl ;

.sort

*%* keep only the order e"2*G"2, momentum conservation requires the product fxfc ***
id e"2*G"2 = E;

id e = 0;

id G = 0;

id E = e72xG"2;

id fc"2 = 0;

id £72 = 0;

id fxfc = 1;

*

**%* sum over the incoming wave polarizations ***

id eph(pl?,p27)*eph(p37,p4?) = PG(mub,mu7,mu8,mu9)*pl(mub)*p2(mu7)*p3 (mud) *p4 (mu9) ;
id eph(p17?,mul?)*eph(p3?,mul?) = PG(mulO,mull,mul2,mul3)*pl(mul0)*p3(mul2)*d_(mull,mul3) ;
id PG(al?,be?,mu?,nu?) = 1/2%( L(al,mu)*L(be,nu) + L(al,nu)*L(be,mu) - L(mu,nu)*L(al,be) );
id L(mu?,nu?) = d_(mu,nu) - (ki(mu)*kf(nu) + ki(nu)x*kf(mu))/ki.kf ;

*okok

.sort

stk sk sk sk ok ok ok ok ok o o ok ok sk sk sk ok sk sk ok o o ok ok ok sk sk sk sk ok sk ok o ok ok sk sk sk sk sk sk sk o o ok ok ok sk sk sk sk sk sk sk o o ok k ok sk sk sk sk sk sk sk o o ok ok ok sk sk ok ok ok

* Calculation of the linear squared amplitude from usual linear Feynman rules *



A.11. Codes 141

AR AR oK KKK oK oK KKK oK oK K oK oK KK ok oK oK K ok oK oK K ok ok oK K ok KoK K ok oK oK K ok oK ok K ok oK ok ok oK ook ok ok ok ok K ook
1 ComptonH = -1/2%

G/ (2xe) * (pf (mul)*pi.kf - pi(mul)*pi.ki)/ki.kf*

(

ub(il,pf,m)*VAff (mu2,i1,i2)
*fprop(i2,i3,ql,m)
*VAff(all,i3,i4)*u(i4,pi,m)

+

ub(il,pf,m)*VAff(all,il,i2)
*fprop(i2,i3,q2,m)

*VAff (mu2,13,1i4) *u(i4,pi,m)
)*epA(all,ki)*eph(mul,mu2,kf);

*

**xx We square the amplitude, summing over the spin, pol. **¥x*
#call vertices

#call squareamplitude(ComptonH,value)
*

*

* We can replace the propagators

*

id prop(ql.q1l-m~2)°2 = (2*pi.ki) -2;
id prop(q2.q2-m~"2)°2 = (-2%pi.kf) "-2;
id prop(ql.ql-m~2)~1 = (2*pi.ki)"-1;
id prop(q2.q2-m~"2)~1 = (-2%pi.kf)"-1;
id prop(g3.93)°2 = (-2*ki.kf) -2;

id prop(g3.93)°1 = (-2xki.kf)"-1;

id q1 = pi + ki;

id 92 = pi - kf;

id g3 = pi - pf;

£

.sort

E3

1 LinearTest = SquaredAmpl - value ;
ES

Multiply ki.kf"2;

**x momentum conservation **x*

id ki.kf = pi.ki -pi.kf ;

id pi.pf = pi.ki -pi.kf + m"2 ;
id pi.pi = m™2;

id pf.pf = m"2;

id ki.ki = 0;

id kf.kf = 0;

id kf.pf = pi.ki;

id kf.pf"-1 = pi.ki"-1;

id pf.ki = pi.kf;

id pf.ki"-1 = pi.kf"-1;

*kk

#procedure labframe

id pi.ki"-2 = (w*m) -2;

id pi.ki"-1 = (w*m)"-1;

id pi.ki = w*m;

id pi.kf"-2 = (wp*m)~-2;

id pi.kf -1 = (wp*m)“~-1;

id pi.kf = wp*m ;

id ki.kf -2 = (wp*w*[1-cos]) -2;
id ki.kf"-1 = (wp*w*[1-cos]) -1;
id ki.kf = wp*w*[l-cos] ;

*k

id wp™-2 = (w"-1 + [1-cos]*m™-1)*wp~-1 ;
id w"-2 = (wp"-1 - [1-cos]*m™-1)*w -1 ;
id w™-1xwp = A ;

id wp™-1*xw = B ;
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id wp~-1 = w™-1 + [1-cos]*m™-1 ;
id w"-1 = wp™-1 - [1-cos]*m"-1 ;
id A = w-1*xwp ;
id B = wp " -1*w ;

id [1-cos] = 1-cos;

*id [1-cos] -1 = (1-cos) -1;
Xk

#endprocedure

*

***x facatorization and print of the linear limit **x

#$fac = factorin_(SquaredAmpl);

Multiply 1/(’$fac’);

Bracket m,K,e,A;

Print +s SquaredAmpl,SquaredAmp2,PolarizationSumTest,value;
.sort

Skip;

#write <> "

PeheA = (%$)*Pehehd ;",$fac

.sort

**x In order to reduce as much as possible the denominators we go to the Lab frame *xx
#call labframe

Multiply [1-cos];

#call labframe

id w*wp*cos = m*wp — m*wWw + WkWp ;

*

Bracket m,K,e;

Print +s LinearTest, PolarizationSumTest ;
#write <> "
HERE THE TWO TESTS "

.end
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A.11.3 (amplitude.h)

#procedure squareamplitude (Amp,Mat)

.sort

*

* We skip everything but Amp. In Amp we look for the highest
* 1 and al indices

*

Skip;

NSkip ’Amp’;

#$imax = 0;

#do i = 1,40

if ( match(vb(i’i’,?a)) || match(v(i’i’,7a))
|| match(ub(i’i’,?a)) || match(u(i’i’,?a))
|l match(g(i’i’,?a)) || match(g(i?,i’i’,?7a))
|| match(fprop(i’i’,?a))

|| match(fprop(i?,i’i’,?a)) );

$imax = ’i’;

endif;

#enddo

#$almax = 0;

#do al = 1,20

if ( match(g(?a,al’al’)) ||
match(Aprop(al’al’,?a)) ||
match(Aprop(al?,al’al’,?a)) ||
match(epA(al’al’,?b)) |l
match(epA(?a,al’al’)) );

$almax = ’al’;

endif;

#enddo

#$mumax = 0;

#do mu = 1,20

if ( match(g(?a,mu’mu’)) ||

match(eph(mu’mu’ ,mu?,7b)) ||
match(eph(mu?,mu’mu’,?b)) )

$mumax = ’mu’;

endif;

#enddo

.sort

*

*just for a check we print the highest i and al indices
*

#message highest i is i’$imax’, highest al is al’$almax’, highest mu is mu’$mumax’;
*

*Now construct the conjugate

*
Skip;

L ’Amp’C = ’Amp’;

id i_ = -i_;

*

* Make a new set of dummy indices above $imax and $almax.
*

Multiply replace_(
<il,i{’$imax’+1}>,...,<i’$imax’,i{2*%’$imax’}>);
Multiply replace_(
<all,al{’$almax’+1}>,...,<al’$almax’,al{2*’$almax’}>);
Multiply replace_(

<mul,mu{’$mumax’+1}>, ... ,<mu’$mumax’ ,mu{2*’ $mumax’}>) ;
*

* Exchange rows and columns

*

id g(i1?,i27,al?) = g(i2,il,al);
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id g(i1?7,i27) = g(i2,i1);

id fprop(il?,i27,7a) = fprop(i2,il,7a);

id Aprop(all?,al2?,p?) = Aprop(al2,all,p);
*

* and exchange u and ub, v and vb

*

Multiply replace_(ub,u,u,ub,vb,v,v,vb);

*

* gammab gets a minus sign. Hence k6 <--> k7

*

Multiply replace_(k6,k7,k7,k6);

id g(7a,k5) = -g(?7a,k5);

.sort

*

* Now multiply Amp and AmpC to get the matrix element squared.
*

Skip;

Drop, ’Amp’,’Amp’C;

L ’Mat’ = ’Amp’*’Amp’C;

*

* Spin sums

*

id u(il?,p?,m?)*ub(i27?,p?,m?) g(il,i2,p)+g(il,i2)*m;

id v(i17,p?,m?)*vb(i27,p?,m?) = -g(il,i2,p)+g(il,i2)*m;

id epA(all?,p?)*epA(al2?,p?) = -d_(all,al2);

id eph(all?,al2?,p?)*eph(al3d?,al4?,p?) = P(all,al2,al3,ald);
id P(al?,be?,mu?,nu?) = 1/2*x( d_(al,mu)*d_(be,nu) + d_(al,nu)*d_(be,mu) - d_(mu,nu)*d_(al,be) );

*
* Propagators

*

id fprop(il?,i27,p?,m?) = (g(il,i2,p)+g(il,i2)*m)*prop(p.p—m~2);
id Aprop(all?,al2?,q?) = d_(all,al2)*prop(q.q);

*

* String the gamma matrices together in traces.

*

repeat id g(il7?,i27,7a)*g(i27,i37,7b) = g(i1,i3,7a,?b);
.sort

Skip;

NSkip ’Mat’;

*

* Now put the traces one by one in
* terms of the built in gammas

*

#do i = 1,10
id,once,g(il?,il1?,7a) = g_(’1i’,7a);
id g_(C1’,k7) = g7_(’i%);
id g_(’1’,k6) = g6_(’1i’);
id g_(’1i’,k5) = gb5_(’i’);
#enddo

.sort

*

* Finally take the traces
*

#do i = 1,10

Trace4,’i’;

#enddo

#endprocedure

#procedure vertices
stk sk ok ok skok sk ok sk sk ok o ok sk ok ok ok
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*x* CONVENTIONS ***

**xIn the notation Vabc.. the fields are in decresing spin order, i.e. VhAff.
*%A1]1 the momenta are incoming.

ook ok ok ok ook ok ok ok ok ok sk ok K

*xx SCALAR QED x*x**

id VAss(mu?,p27?,p37?) = -i_*ex( p2(mu) - p3(mu) );
*

id VAAss(mu?,nu?) = 2*i_xe”2%d_(mu,nu);
*xx QED #%*

id VAff(mu?,i17,i27) = -i_*exg(il,i2,mu);
*%*% GRAVITON - QED **x*

id VhAA(mu?,nu?,al?,be?,p27?,p37) = i_*K/2x%(
p2.p3*2+P(al,be,mu,nu) +

d_(mu,nu) *p2(al) *p3(be) +

d_(al,be)*( p2(mu)*p3(nu) + p3(mu)*p2(nu))-
(d_(al,mu)*p3(nu) + d_(al,nu)*p3(mu))*p2(be)-
(d_(be,mu) *p2(nu) + d_(be,nu)*p2(mu))*p3(al) );

*k

id VhAff(mu?,nu?,al?,p37?,pd?,137,147) = -i_xexK/4*(
2xd_(mu,nu) *g(i3,i4,al) -

d_(al,mu)*g(i3,i4,nu) -

d_(al,nuw)*g(i3,id,mu) );

Kk

id Vhff(mu?,nu?, pl?,p27,i17,i27) = i_*K/8*(
(p2(mu) - pl(mu))*g(il,i2,nu) +

(p2(nu) - pl(auw))*g(il,i2,mu) +

2x(g(i1,i2,p1) - g(i1,i2,p2) - 2xm*g(il,i2) )*d_(mu,nu) );

*%xx GRAVITON - SQED ***

id Vhss(mu?,nu?,p27,p37) = i_*K/2x*(

p2(mu) *p3(nu) + p3(mu)*p2(nu) -
d_(mu,nu)*( p2.p3 + m"2) );

*

id VhAss(mu?,nu?,al?,p37,p4?) = i_xe*xK/2x(
d_(al,mu)*(p3(nu)-p4(nu)) +
d_(al,nu)*(p3(mu)-p4(mu)) -

d_(mu,nu) *(p3(al)-pi4(al)) );

*okx

id P(al?,be?,mu?,nu?) = 1/2*( d_(al,mu)*d_(be,nu) + d_(al,nu)*d_(be,mu) - d_(mu,nu)*d_(al,be) );
ok ok

#endprocedure

#procedure mandelstam(pl,p2,p3,ps,ml,m2,m3,mé)

id ’p1’.’p2’"-2 = (1/2)"-2%(S - ’m1’"2 - ’m2’"2)"-2 ;
id ’p3’.°p4’"-2 (1/2)°-2%(S - ’'m3’"2 - ’m4’"2)"-2 ;
id ’p1’.’p3°°-2 (-1/2)"-2*%(T - ’m1’"2 - ’m3°"2)"-2 ;
id ’p2’.°p4’"-2 = (-1/2)"-2%(T - ’m2’"2 - 'm4’"2)"-2 ;
id ’p1’.’p4d’"-2 = (-1/2)"-2%x(U - ’m1’"2 - 'm4’"2)"-2 ;
id ’p2’.°p3°"-2 = (-1/2)"-2*%(U - ’m2’"2 - ’m3’"2)"-2 ;

*
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id ’p1’.’p2°"-1 = (1/2)"-1*%(S - ’ml1’"2 - ’m2°"2)"-1 ;

id ’p3’.’p4’"-1 (1/2)7°-1x(S - 'm3°°2 - 'm4’"2)"-1 ;
id ’p1’.’p3°"-1 (-1/2)"-1%(T - ’m1°"2 - ’m3°"2)"-1
id ’p2’.°p4°"-1 = (-1/2)"-1*(T - ’m2°"2 - 'm4’>"2)"-1 ;
id ’p1’.’p4’"-1 (-1/2)"-1x(U - ’m1°"2 - ’m4’"2)"-1 ;
id ’p2’.°p3°°-1 = (-1/2)"-1x(U - 'm2’"2 - ’m3°"2)"-1 ;

*

id ’p1’.°p2’ = 1/2%(8S - ’m1’"2 - 'm2’"2) ;

id ’p3’.°p4’ = 1/2*%(S - ’m3°"2 - ’m4’"2) ;

id ’p1’.°p3’ = -1/2%(T - 'm1’"2 - ’m3°"2) ;

id ’p2’.’p4’ = -1/2%(T - 'm2°"°2 - 'm4’"2) ;

id ’p1’.’p4’> = -1/2%x(U - 'm1°"2 - ’m4’"2);

id ’p2’.’p3’ = -1/2%(U - ’m2°"2 - 'm3’"2) ;
#endprocedure
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