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Abstract

Flavour changing neutral current processes, such as the b— d¢™ ¢~ quark transitions, occur
only at loop level within the Standard Model (SM), making them highly sensitive probes
for potential New Physics (NP) contributions. This thesis presents work on the first
angular analysis of the B — 7t 7~ "~ decay mode, where muon pairs do not originate
from a resonance. The analysis utilises the datasets collected by the LHCb experiment
during the years 2011-2012 and 2015-2018, in proton-proton collisions at the Large Hadron
Collider. The combined dataset corresponds to an integrated luminosity of 9fb~*. The
angular observables Fp,, S3, Ag, and Ag are measured within two distinct bins of dimuon
invariant mass squared (¢?) and within the dipion range of 0.62 — 0.92 GeV. Results
are kept blind in this work pending review within the LHCDb collaboration. Consistency
checks using the B® — J/iprTn~ and B® — ¢(2S5)nTr~ decay modes show agreement with

existing published results, supporting the robustness of the analysis.
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Introduction

The Standard Model (SM) of particle physics is a theory which has thus far proved to be
robust in describing the nature of elementary particles and three of the four fundamental
forces. The predictions of the SM have explained many experimental particle physics
phenomena and the behaviour of subatomic particles. Therefore, it represents our best
understanding of the subject matter, however it is not a complete theory of fundamental
physics.

The theory was developed gradually throughout the 1950s to the early 1970s and
has since had success in having many of its predictions confirmed, culminating with the
discovery of the Higgs Boson in 2012 |2,3]|. While the SM has been incredibly successful
in its predictions over the last 60 years, there are various shortcomings which need to
be resolved by experiments, requiring an expansion of the theory or a completely new
approach. The SM has thus far been unable to explain the existence of dark matter,
the asymmetry of matter and antimatter in the universe, or the origin of finite neutrino
mass. These phenomena, which are not explained by the SM, indicate that the SM is an
approximation of a more complete theory. Tests probing the limits of the SM predictions
take the form of searches for new particles and performing precision measurements of
SM properties, the subject of this thesis is the latter. Precision measurements could
indicate New Physics (NP) contributions which give rise to deviations from SM predictions.
The LHCb experiment specialises in indirect searches for NP whereby measurements are
performed to test the SM and seek deviations from the expected results.

One avenue physicists are exploring for signs of NP is the study of the rare decays of
beauty hadrons, such as the B® — 777~ "~ decay mode. This decay is an example of the
b— dlT¢~ quark transition, which is a flavour changing neutral current (FCNC) process.
These processes are forbidden at tree level in the SM and are sensitive to the effects of
NP, which can alter amplitudes or introduce new particles. Measuring observables related
to these rare decays, such as those associated with the angular topology of the decay,
provide insights into the the SM and its limitations.

This thesis presents an analysis focusing on the measurement of angular observables
in the rare B’ — 777~ "~ decay mode, using data collected by the LHCb experiment
at CERN. Chapter 1 introduces the theoretical background, from the SM through to
heavy flavour physics and an overview of the experimental status of b— d¢*¢~ processes.
Chapter 2 details the LHCb detector and the reconstruction of beauty hadron decays.
Chapters 3 to 6 discuss the angular analysis of the BY — 7+7~u* 1~ decay mode, including
the preparation of the data, the measurement of the observables, and the evaluation of
systematic uncertainties.

During the course of my PhD, I contributed to an additional physics analysis that



involved measuring the lifetime of the 22 and =7

- baryons. The measurement was performed

using the fully-hadronic 2, — 297~ and =, — Z%7~ decay modes, respectively, and
was made relative to the lifetime of the D° from B~ — D°r~ decays. The theoretical
predictions for the hierarchy of the singly-charmed baryon lifetimes are based on the
Heavy Quark Effective Theory (HQET) [4], which predicted the hierarchy of:

T(82;) < 7(52) < 7(Af) <T(E]). (1)

This hierarchy remained in agreement with experimental results until 2018, when the
LHCD collaboration published a new measurement of the 29 lifetime [5], followed by the
lifetimes of the other baryons in 2019 [6]. These results altered the established hierarchy

to:

7(50) < 7(Af) < 7(2) <7(E]). (2)

Notably, the measured lifetime of the 20 was approximately four times larger than the
previous world average [7], representing a discrepancy of around 7¢. Similarly, the Z°
lifetime was determined to be larger by approximately 3o. These significant discrepancies
highlight the need for further measurements to clarify our understanding of heavy-flavour
hadrons.

The analysis has recently been concluded, with a paper in preparation at the time of
writing. As the initial work on this analysis formed the core of my Masters by Research

thesis, it will not be discussed further in this thesis, and is mentioned here for completeness.



Chapter 1

The Standard Model and b— g€~

processes

In this chapter an overview of the Standard Model (SM) of particle physics is given prior
to a focused discussion on the specifics of b— g¢*¢~ processes. Unless otherwise cited
the discussion follows the structure of Ref. [8], with additional information from Ref. [9].
The chapter then progresses to explaining the theoretical and experimental motivations
behind the angular analysis of B®— pu* = decays which is the focus of this thesis. The
structure of this discussion follows predominantly the reviews of the field in Refs. [10]

and [11], with others referenced throughout.

1.1 The Standard Model of Particle Physics

Elementary particles are the building blocks of matter and their physical interactions. We
categorise particles into two types, half integer spin particles, named fermions and integer
spin particles, named bosons. Fermions are the constituents of matter, while bosons are
the mediators of force. Additionally, the Higgs boson, although not a force mediator, acts
by giving mass to particles through the Brout-Englert-Higgs mechanism mechanism.
There are four fundamental forces which govern the known universe: gravity, the weak
force, the strong force, and the electromagnetic force. The SM explains how the weak,
strong, and electromagnetic forces are mediated by bosons, which are summarised in Table
1.1. However, gravity, which is many orders of magnitude weaker than the other forces, is
not included in the SM. Interactions involving the electromagnetic force are mediated
by exchanges of photons () between charged particles. The strong force is governed by
gluon (g) exchange, binding the quarks into nucleons and nucleons into nuclei. Finally the
weak force is mediated by three vector bosons known as the W=, which are responsible
for the flavour changing of particles, and the Z boson. The Higgs (H°) boson has spin of

zero and is responsible for the mass of the fermions and the W* and Z bosons.



Force Mediator(s) Range [m| Mass |GeV/c? |

Electromagnetic v 00 0
Weak w=,Z° 10718 80.4, 91.2
Strong g 1071 0

Table 1.1: The fundamental forces described by the SM, including their mediating bosons, range,
and corresponding boson mass.

All fermions exist as one of two types, quarks and leptons. Both of these groups
contain six distinct flavours of particles, split into three pairs, or generations, with the
first generation being the lightest and most stable. The up (u) and down (d) quarks make
up the first generations, followed by the second generation charm (c¢) and strange (s),
and the third generation of top (¢) and bottom (b). The quarks are electrically charged
and also have a colour charge, with three possible colour charges defined as red, green,
and blue, and corresponding anti-colour charge. The bound-states of quarks are required
to be colourless, a concept introduced by Gell-Mann in the quark model [12], which
ensures that quark combinations are stable. Due to these charges the quarks experience
interactions mediated by the weak, electromagnetic, and strong forces. The leptons are
arranged similarly, with the first generation consisting of the well-known electron (e) and
the neutral electron neutrino (v.), followed by the muon (x) and is neutrino (v,), and
finally the tauon (7) and its neutrino (v,). The neutrinos have very small mass and are
electrically neutral, while the e, u, and 7 are electrically charged, all leptons have no
colour charge. Due to their lack of electric and colour charge, neutrinos only experience
the effects of the weak force. The electric charges and masses of the leptons and quarks
are given in Table 1.2.

Each spin-half particle has a corresponding anti-particle with opposite charge-related
quantum numbers and the same mass. Anti-matter particles can often be distinguished
experimentally from their matter counterparts by their opposite deflection in a magnetic
field due to their opposite charge, though neutral anti-particles require other identification
methods, such as their interaction behaviour.

Quarks are not to be found individually, they are observed in bound-states named
hadrons. The most commonly observed hadrons are bound states of a quark and anti-quark
pair, a type of meson, and three quarks, a type of baryon. Several measurements at the
LHCD detector and B-factories [13—-21] have given confirmation that there exists further

exotic bound states with four (tetra-) and five (penta-) quarks.



Flavour Charge Mass [MeV/c? |

Leptons
e -1 0.511 £ 0.000
Ve 0 <0.8-10°¢
1 -1 105.7 £ 0.000
Yy 0 < 0.19
T -1 1776.9 £ 0.1
v, 0 < 18.2
Quarks
u +2/3 2.16 £0.07
d —1/3 4.70 £0.07
c +2/3 (1.27 4 0.000) - 103
s —1/3 93.5+0.8
t +2/3 (172.52 4+ 0.33) - 10®
b —1/3 (4.18 £0.01) - 10?

Table 1.2: Electric charges and messes of leptons and quarks in the Standard Model. The masses
of quarks are approximate, as quarks are always observed in bound states |22].

1.1.1 Symmetries

The SM is a Quantum Field Theory (QFT) that describes particles as excitations of

quantum fields. It is a gauge theory associated with the local gauge symmetry group

SU@B)e x SU(2); x U(1)y, (1.1)

under which it is invariant. The symmetry group SU(3)c corresponds to the colour
charge (C) in Quantum Chromodynamics (QQCD), which governs the strong interactions
between quarks. The electroweak interactions, which unify the electromagnetic and weak
forces, were developed by Glashow, Weinberg, and Salam [23-25]. This unification is
described by the symmetry SU(2); x U(1)y, which defines the electroweak (EW) force.
The electric charge @) is related to the weak isospin I and weak hypercharge Y via the
Gell-Mann—Nishijima relation

Q=1+ % (1.2)
where I3 is the third component of the weak isospin.

The SM requires that the transformations of fields be invariant under local gauge
transformations associated with its symmetry groups, ensuring local gauge invariance.
The electroweak symmetry is spontaneously broken at low energies. This breaking leads
to the emergence of the electromagnetic force, described by the U(1) symmetry, which is

a part of Quantum Electrodynamics (QED). The Higgs mechanism is responsible for this



symmetry breaking, resulting in the generation of the Higgs boson and fermion masses.
The interactions of fields and particles within the SM can be described by Lagrangian

density, which dictates the behaviours of each component of the SM:

ESM - EQCD + £EVV + EHiggs + £Yukawa- (13)

The components of the SM Lagrangian separately describe interactions with the strong
force via the QCD Lagrangian, Lqocp; interactions with the unified weak and electromag-
netic forces via the electroweak Lagrangian, Lgw; the mechanism for giving the mass to the
W#* and Z bosons via the Higgs Lagrangian, Lyig,s; and the generation of fermion masses
through interactions with the Higgs field, Lyyiawa. Within each of these Lagrangians, there
are also terms that describe the behaviour of free particles, representing their dynamics in

the absence of interactions.

1.1.1.1 Quantum Chromodynamics

The QFT associated with the strong interaction is QCD. The QCD Lagrangian is invariant
under SU(3) phase transformations defined by

Y(x) = Y/ (x) = 9" @Tay (1), (1.4)

where T, are the eight generators of the SU(3) symmetry group, a®(z) are the eight cor-
responding functions in space-time, and g, is the QCD coupling constant. The generators
are 3 x 3 matrices and thus an additional three degrees of freedom, known as colour, are

required, such that

7707’
V= [1, | and 9T =(y7, v, ¥p). (1.5)
()

where 1); are the quark fields associated with the three colour charges: red, green, and
blue, respectively.

To retain the required local gauge invariance eight new tensor fields, £, , are introduced.
These field tensors are given by

Fa, = 0,A% = 0,A% + gs fane AL A (1.6)

The parameters fu. are the commutation structure constants of the SU(3) symmetry
group. The index a of the gluon fields, A,, runs from 1-8, representing the eight kinds of
gluons. The Lagrangian for the QCD processes within the SM is expressed as



n . c Ac 1 a v
L£QeD = Y Yai(7"0u815 = 90 T A gy — JF B (17)
q

where the repeated indices are summed over. The quark-field spinors 1),; are related
to a quark with flavour ¢. The indices 7 and j are colour indices which run from 1-3,
representing the 3 colours. The T7; are the Gell-Mann matrices which are generators of
the SU(3) group. The terms within the sum concern the kinematics of the quarks and
the colour-changing interactions between two quarks and a gluon, the final term concerns

gluon self-interactions.

1.1.1.2 Electroweak interactions

The electroweak theory unifies the interactions of the electromagnetic and weak forces
under a single framework, described by the SU(2); x U(1)y gauge group. The forces were
unified by Glashow, Weinberg, and Salam [23-25]. They showed that the two forces are

aspects of the same unified electroweak framework.

Quantum Electrodynamics
The interactions between electrically charged particles are mediated by the massless

photon and are described in the QED Lagrangian,

_ — 1
*CQED = i¢7uapw + QTPAM/J - ZF“”F#U. (1'8>

The first term describes the kinematics of the charged particle, the second term is related
to the interactions between the charged particle and the photon, and the final term
describes the kinematics of the photon. The interactions are described by the gauge group

U(1) with a single gauge field, A,,. This electromagnetic field corresponds to the photon.

The weak force

The weak force, or weak nuclear force, is responsible for processes that change quark and
lepton flavour, as well as other interactions, and is mediated by the W* and Z bosons.
These interactions are described by an SU(2);, gauge group. SU(2), refers to the local
gauge symmetry acting on left-handed fermions (L). This symmetry is associated with
three massless gauge fields which correspond to the weak isospin generators, W13, The

linear combination of W' and W?2 forms the weak charged current W* bosons,

1
”le: ”rl -”72
nwo 2( n t ,u)' (19)

The third field, W2, is neutral.



Electroweak unification

The interactions described by the electroweak symmetry group are governed by two
coupling constants: ¢ for the SU(2) gauge group, and ¢ for the U(1)y gauge group.
The SU(2) generators correspond to the weak isospin, 7', and mediate the interactions
involving the three gauge bosons, W* and Z, with coupling constant g. The generator
of the U(1)y group is the hypercharge, Y, has coupling constant ¢’. W= bosons only

interact with left-handed particles, the field of which are doublets written as

quark urL lepton v
_ , _ | 1.10
pre (o). v (1) a

Here uy, and dj, represent the left-handed components of up-type and down-type quarks,

respectively. In the lepton doublet, v, represents the left-handed neutrinos and [;, the
1
2
where I3 is the third component of weak isospin, and the lower elements having a value of

left-handed charged leptons. The upper element of the vectors have weak isospin of I3 =

I3 = —%. Right-handed fields form weak isospin singlets, where I = I3 = 0,

URr, Cr, IR
dR> Sr, br (1~11)
€R, HR, TR,

which are unaffected by SU(2) transformations, and therefore do not couple to the gauge
bosons. The U(1)y symmetry has a gauge field B,. The gauge fields associated with
SU(2) and U(1)y, namely B, and W7, mix to give rise to the photon (A,) and the

Z-boson fields. The fields are expressed as linear combinations of the gauge fields:

Z, =W3cosby — B, sinby,
po e TR T RS (1.12)
A, = Wj’ sin Oy + By, cos by,
where 0y is the weak mixing angle (or the Weinberg angle). The weak mixing angle is
usually expressed as sin? fy, which is determined to be 0.2235+0.0001 [22]. The angle has
been measured using different processes, enabling the determination of several properties
of the Z-boson. The mass of the Z boson is related to the mass of the W* bosons via the
relation
my

myz — .
cos Oy

(1.13)

The weak couplings of the bosons, g and ¢’, are related to the definition of the electric

charge by



e = gsinfy = ¢ cos by . (1.14)
The electroweak Lagrangian is expressed as

1 174 1 a aur
Low = (D) (D) = 7B B = ZWo, W, (1.15)
where the term —%W;VW“W, describes the self-interactions of the W bosons, while
—iBWB’“W describes the dynamics of the B boson, which is not self-interacting. The index
a runs over 1, 2, and 3. The first term represents the kinetic term for the fermions and

their interactions with the gauge bosons via the covariant derivative,

/
D, =, - z’%YBu = igTjWg, (1.16)

where T; are the SU(2) generators and j runs over 1, 2, and 3. The covariant derivative
D,, ensures the Lagrangian is gauge invariant and can be split into left- and right-handed

terms, as the SU(2) gauge bosons only couple to left-handed fermions,

/
Dy =0, — z‘%YBM - z’gTjWg, (1.17)

gl
Dbr =0, —i=YB

5 Y Bu- (1.18)

1.1.1.3 The Brout-Englert-Higgs mechanism

The Brout-Englert-Higgs mechanism explains how fundamental particles, particularly the
W and Z bosons, acquire mass in the SM. In the absence of the mechanism, unitarity
is found to be violated in W*TW~ — WTW ™ scattering at centre-of-mass energies of
approximately 1 TeV [26]. This violation is associated with the gauge bosons needing to
be massive, if they were massless the probabilities of certain processes would exceed the
limit of 1. To address this, the Brout-Englert-Higgs mechanism [27,28| introduces the
scalar Higgs boson, H°, which restores unitarity by giving mass to the W and Z bosons
through spontaneous symmetry breaking.

The Higgs model consists of two complex scalar fields, ¢. These fields represent
the physical degrees of freedom in the Higgs field that appear after symmetry breaking,

including the Higgs boson. The fields are arranged in a weak isospin doublet:

oF 1 [¢1+ 12
= = — . 1.19
i <¢0) V2 <¢3 + i¢4> (1.19)

with a corresponding Lagrangian of



Lip = (Dug)' (D) = V(9). (1.20)

The first term is the kinetic term which describes the kinetic energy of the Higgs field
and its interactions with the gauge bosons. The covariant derivative, D,, introduces

interactions between the Higgs field and the gauge bosons. The derivative is given by

/

D,=0,- igTaW;j - i%Bu, (1.21)
where 7% are the Pauli matrices. The previously introduced gauge fields, W and B,,, are
related to the SU(2) and U(1)y, respectively. The second term of the Lagrangian, V' (¢),
describes the self-interactions of the Higgs boson which is responsible for spontaneous

symmetry breaking. The potential V' (¢) is the Higgs potential, given by

V(g) = 1’0o + A\(¢'¢). (1.22)

In this expression, yu is a real parameter, and for spontaneous symmetry breaking to occur,
p* must be negative. This leads to a non-zero vacuum expectation value (VEV). The
coupling constant A is real and is required to be positive. For negative u? there are an

infinite set of minima satisfying the relation:

2
ol = —5—)\. (1.23)

A particular minimum is chosen, around which the field is expanded. This is expressed
in the unitary gauge, which removes unphysical degrees of freedom. The Higgs doublet,

including the Higgs scalar field h(z), is:

1 0
e ﬁ<y+h(x)) (120
where v is the VEV. The VEV is related to p and A by

2
v = _MT (1.25)

Inserting this field into the Lagrangian in Equation 1.20 yields the masses of the electroweak

bosons from the Salam-Weinberg model. These masses are determined to be

[o2 & o2
my = % and my = %, (1.26)

The photon remains massless as the U(1)y gauge symmetry is unbroken. The Higgs boson

is determined from h(x) as an excitation with mass

10



my = V2\v. (1.27)

Therefore the Brout-Englert-Higgs mechanism ensures unitarity of electroweak interactions
by providing mass to the W+ and Z bosons, which is essential for the stability of the
theory at high energies. The mechanism also predicts the existence of a scalar boson,
discovered in 2012 by ATLAS and CMS |2, 3].

1.1.1.4 Yukawa interactions and fermion mass

Fermions acquire mass through the mechanism of Yukawa interactions with the Higgs
field following electroweak symmetry breaking.

In the SM, left-handed fermions are placed in an SU(2) doublet, »%“* which was
defined in Equation 1.10. Right-handed fermions are placed in SU(2) singlets, ¢,, where
q represents the quark flavour, as defined in Equation 1.11. The combination EqLuarkqb is
invariant under the SU(2) gauge transformations. When adding the right-handed fermion,
qr, the expression EqLuark¢qT remains invariant under both SU(2) and U(1)y, as does its
Hermitian conjugate.

Fermion masses are generated from coupling to the Higgs field, requiring the Higgs

doublet, ¢, from Equation 1.19, and its conjugate form:

IR e R O e €D
T ) Y e I

Both forms are used in the associated Lagrangian. The Yukawa Lagrangian is thus defined

for all fermions as:

—quark —quark —quark

EYukawa - _gf wL ¢QT + (E(zumk(b%')q + gf |:2/)L ¢cq7’ + (wL (bch)T . (129>

Including the Hermitian conjugate term ensures that the Yukawa Lagrangian is Hermitian,
thus the physical requirement that the mass is real is maintained. The parameters g; are

the Yukawa couplings of fermions to the Higgs field:

g5 = \/E% (1.30)

The parameter v is the Higgs VEV, with a value of 246 GeV. This mechanism incorporates
the masses of the charged fermions into the SM Lagrangian by substituting m; with
gs. However, it does not provide a mechanism within the SM framework for providing

neutrino mass, which remains a known limitation in the SM.
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1.1.2 Flavour Physics

Flavour physics concerns the properties of quarks and leptons and their interactions with
the W+ and Z bosons, which mediate charged and neutral current interactions respectively.
Understanding how the flavour of particles transforms through weak force interactions
is crucial in understanding the SM. Quark flavour changing in weak interactions is
parameterised by the Cabibbo, Kobayashi, and Maskawa [29,30] (CKM) unitary matrix.

In Equation 1.30, it is shown that the mass of a fermion is directly proportional to it’s
Yukawa coupling, ¢g¢. To account for mixing between generations of quarks, g generalises
to 3 x 3 complex Yukawa matrices Y, and Yy, which describe the interactions of the
left-handed doublets and right-handed quarks, respectively. Substituting these matrices
into Equation 1.30 gives

Lyukawa = —QrYudeur — QrYaddg + h.c. | (1.31)

where ug and dg are the right-handed up-type and down-type quark singlets, respectively,
and @), is the left-handed quark doublet,

QL= (Zi) . (1.32)

Each element in the Yukawa matrices corresponds to an interaction between a left-handed
quark from one generation and a right-handed from another. These interactions result in
the mass terms

v v

Y, and M; = —=Y,, 1.33
7% 1= 75V (1.33)

where M, and M, are the mass matrices for up-type and down-type quarks, respectively.

M,

However, these matrices are in the flavour basis must be diagonalised to the mass basis,
where the flavour basis refers to the representation in which quark weak interactions are
defined, while the mass basis corresponds to the physical states with well-defined masses.
This diagonalisation of M,, and M, can be achieved by performing unitary transformations

on the left- and right-handed components of the quarks:

Y, = VIY,U, and Y, =V, YUy, (1.34)

where, Y, and Y, are diagonal matrices containing the masses of the up-type and down-
type quarks, respectively. The matrices V,,, U,, Vy, and Uy are unitary transformations
that diagonalise the Yukawa matrices, where V,, and Vj; act on the left-handed quarks and
U, and Uy act on the right-handed quarks.

12



As the unitary transformations for up-type and down-type quarks act independently,
the quark flavour basis does not align with the mass basis. This misalignment gives rise
to the CKM matrix,

Veru = Vi Va, (1.35)

which describes the probabilities of transition between the different quark flavours during
weak decays mediated by the W= bosons. The CKM matrix is defined as:

‘/;d ‘/;s ‘/;b
VekM = | Ve Vas Vi (1.36)
Via Vis Vi

This matrix encapsulates how quarks transform from one flavour to another. Each element,
Vi;, represents the strength of the transition between the 7th and jth quark flavours.
The standard parametrisation of the CKM matrix in terms of three angles and complex

CP-violating phase, 93, is:

—is
C12C13 $12C13 S10€” 13

_ 19 19
VoM = | —512623 — c12523513€"13 €123 — 512523513671 s23c13 | (1.37)

1013

is
S12523 — C12523513€ —C12C23 — S12€23513€"71%  (C23C13

where s;; = sinf;; and ¢;; = cosf;;. The CKM matrix can also be expressed in the

Wolfenstein parameterisation [31]:

1-— ’\72 A AN(p—in)
VoM = -\ - AN +O\Y). (1.38)
AN (1 —p—in) —AN? 1

The CKM matrix has a hierarchical structure, the transitions between quarks within
the same generation are much stronger than those between different generations. The
Wolfenstein parameterisation is an approximation of the CKM matrix which explicitly
captures this nature using the expansion parameter A\, which has a value approximately
equal to the sine of the Cabibbo angle, A ~ 0.23 [32]. The remaining parameters are
determined to be A ~ 0.83, p ~ 0.16, and 1 ~ 0.35.

Transitions within the same generations are determined by the diagonal elements, V. ;.
V

cs?

and V,,. The hierarchical nature of the CKM matrix means that these transitions
are strong, with magnitudes approximate to 1. Those transitions across generations are

increasingly suppressed by powers of A. Such transitions are Cabibbo-suppressed (CS).
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The CKM matrix elements are fundamental parameters of the SM, i.e. they are not
predicted by it. Their precise determination is therefore important and through a range
of experiments the matrix elements have been determined. For example, the |V, ,| element
was determined by comparing nuclear f-decay and muon S-decay rates, and |V, | using
semi-leptonic decays of kaons, K9 — n¥e¥u,.

The final CKM element, V,,, was first determined in 2005 by the CDF collaboration
at FERMILAB [33], using a direct measurement of the cross section for single top quark
production. As of May 2024 the fit results for the magnitudes of all nine CKM elements [34]

are

0.97435 + 0.00016  0.22501 + 0.00068  0.00373270-00092
Ve | = | 0.22487 +0.00068  0.97349 +0.00016  0.041837 99007 (1.39)
0.00858T5-90019 0.04111F5:5507T 0.99911870-000029
The unitarity of the CKM matrix can be represented as a triangle in the complex plane,
with an area that measures CP violation in the Standard Model. These are known as
unitarity triangles. One commonly used triangle is shown in Figure 1.1.1 and is derived

from the relation

VidVar” + VeaViy™ +ViaViy" = 0. (1.40)

Dividing this relation by the term V_,V,,* normalises one of the triangle’s sides to unity.
The angles within the triangle, «, 8, and ~y (also referred to as ¢o, ¢1, and ¢3, respectively,
in some conventions), are fundamental to the SM, and great effort is taken to measure

them precisely. The angles are defined as

‘/td‘/tb* ‘/d‘/b>|< Vi dV I;I<
— __ta o — __ca & — __ug ud_ )} 1.41
“ “e ( Vudvub* ’ ﬁ e ‘/td‘/tb* 7 e ‘/cd‘/cb* ( )

This unitarity triangle directly involves CKM elements that govern B-meson decay, with
the angles «, 3, and 7 corresponding to measurable CP-violating asymmetries. These
angles can be extracted from time-dependent CP asymmetries in B° decays. In an angular
analysis of certain decay processes, the interference between different helicity amplitudes
provides information into CP violation, which will be explored in the next section.

A global fit to multiple measurements tests for consistency across each of the mea-
surements and provides a unified test of the SM predictions. These fits are frequently
updated with new results. An example of a triangle produced by the CKMfitter global
fitting group [32] is shown in Figure 1.1.1.
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Figure 1.1.1: Constraints on CKM parameters in the complex (p, ) plane. The orange region of
the global combination corresponds to 68% Confidence Level [32]

1.2 Examining b— g€T£~ processes

This section introduces the theoretical concepts relevant to the quark transitions in the
B?— 7t7~utpu~ decay mode. The angular observables, which are to be measured later
in the thesis, are introduced. In Section 1.3, an overview of the status of experimental
measurements will be given, which will build upon the theoretical foundation established

here.

1.2.1 Flavour Changing Neutral Currents

Flavour-changing-neutral-current (F'C'NC') processes involve the transition of a quark to
another flavour of the same type, either a down (d,s,b) to another down-type quark, or
an up (u,c,t) to another up-type quark. Examples of FCNC processes are b— gl 0~
transitions, where a b quark changes flavour in a decay which produces a g-quark (where
q represents either a d or an s quark) and an (¢~ pair in the final state. The focus
of this thesis is the B — 777~ u"u~ decay mode, which is an example of a b— d¢(~
quark transition. These FFCNC' transitions, are forbidden at tree-level in the SM and are
suppressed by the Glashow-Iliopoulos-Maiani (GIM) mechanism [35]. In the SM formalism,

these transitions are allowed through loop level, occurring via electroweak penguin and box
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Feynman diagrams [36]. Additional suppression arises due to these being cross-generation
transitions involving at least one off-diagonal element of the CKM matrix. Consequently
these decays experience suppression from the off-diagonal CKM matrix elements |Vq’§1\/}1b|,
leading to very rare b— d¢™¢~ decays with branching fractions of O(1078) [37], due to the
small size of |V,;|. The Feynman diagrams of FCNC b— d¢*{~ transitions are illustrated
in Figure 1.2.1 for leading-order transitions.

Several examples of experimental measurements deviate from SM predictions in b—
s¢* ¢~ transitions. These include inconsistencies observed in the angular observables of rare
B°— K*%uu~ decays [1,38], as well as branching fraction measurements in low ¢? bins,
which systematically fall below the SM predictions across various decay modes [39-42].
Numerous NP models have been proposed to explain these deviations These models can
include new particles at the TeV scale such as the Z’ boson and leptoquarks [43,44]|, or
formulated within the Higgs doublet model [45]. Feynman diagrams with some potential
NP particles are shown in Figure 1.2.2. The existence of these models could account for
observed branching fractions and angular observables which deviate from SM predictions.

Rare b— ¢¢*¢~ penguin decays are accessible using the datasets collected by the LHCb
experiment, which has led to several publications on b— s transitions. The b— d process
is less well studied, although both transitions involve the same concepts. The experimental
results are discussed further in Section 1.3. Since the box-diagram is dominated by t-quark
contributions, the relative abundance of each process can be predicted based on the sizes
of the CKM elements that govern the ¢ — ¢ transitions, V,; and V,,. The theoretical ratio
of the relevant CKM elements is |V,4/ V,55|2

expected to be approximately 25 times more abundant than b— d decays.

5 [22], indicating that b— s decays are

= " -

+
” l
w
W~ W+
b > d b > d
u,c,t u,C,t
(a) Box diagram (b) Electroweak penguin diagram

Figure 1.2.1: Feynman diagrams of leading-order b— d¢* ¢~ quark transitions allowed in the SM.
Figure (a) is a box diagram and (b) is an electroweak penguin diagram containing either a Z
boson or photon.
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Figure 1.2.2: Feynman diagrams of b— d¢™¢~ quark transitions involving potential NP particles.
Figure (a) involves a Higgs doublet box, (b) and (¢) show a penguin loop replaced with the Z’
and Leptoquark particles respectively.

1.2.2 Effective Field Theory

Effective theories are useful for application to a specific problem at a specific energy
scale. There are two energy scales one must consider when discussing, for example, the
BY — mfn~ptu~ decay: the electroweak force, which is governed by the W+ boson
mass of approximately 80 GeV, and the QCD effects, which are governed by Agep, at
approximately 0.2 GeV. The difference in these energy scales leads to a decoupling between
the high-energy electroweak interactions and the low-energy QCD physics.

The starting point for the phenomenology of b — d¢*¢~ transitions is the effective

weak Hamiltonian [46],
_4Gp
Hery = th by Z Ci(p (1.42)
where G'r is the Fermi constant, V;, the CKM matrix element, C; the Wilson coefficients [47,
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48], and O; a set of local operators involving four-fermion interactions. This Hamiltonian
holds for energy scales of u < m(W). The elements V;, and coefficients C; describe the
strength of the operators within the Hamiltonian.

In the SM, one typically shows Feynman diagrams governed by W+, Z, and ¢ quark
exchanges rather than effective operators. Such diagrams correspond to short-distance
scales of O(Myy, ). However, for hadrons with masses of O(M, . ) undergoing decay,
point-like effective vertices are a good approximation. These vertices are represented by
the operators O;, with the associated Wilson coefficients C; acting as the effective coupling
constants [10].

For the B — ntn~utu~ decay, the local operators we consider are:

€ (&

Or = 1672 my (G0 br) Flu, 07 = 1672 my(Go" b ) Fu,
e ,_ = r_ e 7
Oy = 15 (@nbe)(I0"D), Oy = 162 (@nbr)(17"), (1.43)
e 7 5 ro_ ¢ - 7 5
Oy = W(QWbL)(ZVHV 1), 10 — @(q%bR)(WMV ).

Here, the operators O are left-handed and O’ are right-handed operators. In Og), we
see the mass of the b quark, m,, and c" = %[7“, 7*]. The parameter g represents light
quarks, and in the case of the B® — 7" 7~ "~ decay, this corresponds to a d. The (95”
operators correspond to the electroweak penguin diagrams containing a photon, while the
semi-leptonic Og) and (9§/0) operators respectively correspond to vector and axial-vector

operators. The terms by, and by represent the left- and right-handed components of the
b-quark field b, defined as

1 1
br = 5(1 — )b and b = 5(1 +7°)b, (1.44)

where ~° is the chirality matrix which projects the left-handed and right-handed compo-
nents of a field.

When considering the SM the C; for the O’ operators are suppressed, as the W bosons
only couple to left-handed fermions, by a factor proportional to (9(;”1—‘;). This means that
the contributions from the right-handed operators is small in the SM.

The energy scale of y = m,, is the renormalisation scale of the effective Hamiltonian.
The scale approximately corresponds to the energy at which the b — d¢*¢~ processes
occur, and at this scale, the heavier particles, specifically the W* and Z bosons, have
been integrated out. At this renormalisation scale, the corresponding C; in the SM [49]

are given by

cPM =001, M =-137, M =0.96, (1.45)
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which are the same for all b— d¢T¢~ decays as the short-distance physics is the same
for each decay mode. When one introduces a NP particle, modifications can appear

SM NP
in the definitions of the coefficients, C’i(/) — " 4

; ; , or in additional operators.

Constraints on the values of the coefficients, derived from experimental measurements,

are discussed in Section 1.3.5.

1.2.3 Angular basis

The kinematics of the B — 777~ "~ decay can be fully expressed using three angular
variables, 0= (cos Oy, cos 0;, @), and both the invariant mass of the dimuon and the dipion.
Throughout the thesis the square of the dilepton mass is referred as ¢?. The angle, 0}, is
defined as the angle between the 7% (77) and the direction of the B® (B°) in the dipion
rest frame. Similarly, 6, is the angle between the p™ (©~) and the direction opposite to
the B® (B°) in the dimuon rest frame. Lastly, ¢ is the angle between the planes of the
dimuon pair and the dipion pair in the B rest frame. This definition ensures that the
angular observables transform appropriately under CP conjugation, relating the B® and
B decay distributions. Experimentally, however, the self-conjugation of the final state
prevents direct determination of whether the meson was initially a B® or B° at the time
of decay. Consequently, the angular definitions are inverted for half of the dataset. The
topology of the decay, including the definitions of the angles, is illustrated in Figure 1.2.3,
the mathematical definitions are given in Appendix A.

It is important to consider the time evolution of the B°-B° meson system. The B%-B°
oscillations introduce time dependence in the decay amplitudes [50]. However, the relative
difference between the decay widths of B and B is sufficiently small, with AT'y/Tq =
0.1+ 1.0ps~! [51], that the time-dependence can be considered negligible in the analysis
presented in this thesis. Therefore, a time-integrated analysis is performed, combining the

decay rates of B® and B° without considering the time-dependent oscillations.

1.2.4 Differential Decay Rate

In the ¢? and Q paramtrisation, the differential decay rates of B®— 77~ putu~ and its

charge-conjugate decay are given by

d'T ~ ‘T -
(), (), 1.46
dquQ Z R dquQ Z R ( )

) 7

where I; and I; are angular coefficients dependent on ¢?, and fz(fl) are combinations

of spherical harmonics that describe the angular distribution of the final-state particles.
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Figure 1.2.3: Angular topology of the B — 7t7~u* 1~ decays. The topology is described by
three angles: 0y, 0;, and ¢. The angle 0, (6;) is defined as the angle between the hadrons (leptons)
and the direction of (opposite to) the BY in the resonant rest frame. The angle ¢ is the angle
between the planes of the dihadron and dilepton pairs in the B rest frame.

These coefficients can be expressed as bilinear combinations of helicity amplitudes HyR),
H, 5B and H_5B) as they originate from the interference of different helicity states
in the decay. The bilinear structure arises because the decay rate is proportional to the
modulus squared of the total amplitude, leading to terms that involve products of helicity
amplitudes with different chiralities, where L and R refer to the left- and right-handed
components of the dimuon system.

Alternatively, the angular coefficients can be represented in terms of six complex
transversity amplitudes, Aéﬁ"i), corresponding to the transversity states of the dipion
system (0, ||, L). These transversity amplitudes have definite CP properties; under a CP
transformation, A(()L’R) and A|(|L’R) are CP-even, while A(LL’R) is CP-odd. This means that
AéL’R) and A|(|L’R) correspond to final states that are symmetric under a CP-transformation,
whereas A(LL’R) corresponds to a final state which is asymmetric under a CP-transformation.

The helicity amplitudes are related to the transversity amplitudes as follows [52]:

A(L,R) o H+(L’R) F H_t=R
LI \/§ ’

The angular coefficient are bilinear combinations of these transversity amplitudes. Their

Ay B = Hy(BR), (1.47)

definitions, along with the corresponding angular functions, are provided in Table 1.3.
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The first half of the table contains the coefficient relating to the P-wave states, which

have orbital angular momentum L=1, and couple to vector mesons. Specifically, the

predominant resonance in the dipion system of the B® — 7F7~pu*pu~ decays is the p°

vector meson, which is an example of a P-wave state. The second half of the table

lists coefficients for the S-wave states, which correspond to orbital angular momentum

L—0. While the S-wave states exist in the B® — 777~ "~ decays, they are treated as

background contributions in this analysis. The terms in the table are approximations as

they neglect the muon mass.

i I; £i(D)

s | JOMA[P + AT + [AFP + [AFP) sin® 0,

lc |AF? + |AF)? cos® 0y,

2s | (IAFPP = AL 4+ |AFPP = |AT]?) sin? 0}, cos 20,

2¢ —(|AF? + |AF)?) cos? 0y, cos 20,

3 | S(ALP — [AfP? + [AT]> — JA?) | sin? g, sin®6; cos 26
4 1Re(AJAL" + AFAM) sin 26 sin 26 cos ¢
5 V2Re(A§ALT — AR AR sin? @ sin 6 cos ¢
6s 2 Re(.AﬁAﬁ* - Aﬁ%Af*) sin® 0}, cos 0

7 V2Im(AFAF" — AFAM) sin’  sin @ sin ¢

8 —1Im(AF ALY + AR AT sin 20 sin 26 sin ¢
9 Im(Aﬁ*.Aﬁ + Af*.Af) sin? 0, sin? 6 sin 2¢
S1 \%Re(.Ag*ASL + AR AR) cos 0, sin? 6,
S2 \/gRe(.ASLAﬁ* +AFAT) sin @), sin 26, cos ¢
S3|  2\/2Re(ALAL — ARAT) sin 8 sin §; cos ¢
S4 2\/glm(AsL.Aﬁ* — AfAﬁ%*) sin 6}, sin 6, sin ¢
S5 \/ghn(AsLAﬁ* + ABARY) sin 6y, sin 20; sin ¢

Table 1.3: Angular observables I; and their corresponding angular terms in the limit of zero
m(u). The terms in the second half of the table arise from the 777~ S-wave contribution to the
final state. The I; coeflicients are obtained by making the substitution A — A. Table taken from

Ref. [1].
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One further defines the observables as CP averages (.5;) and asymmetries (4;),

L+ 1I; L —1I;
S; = _ ’ A = - ) 1.48
(dl' +dI') /dq? (dl' +dI') /dq? (1.48)

The number of P-wave observables are reduced due to the relationships of I1, = 315
and I, = —I5.. Another relation can be imposed, %(2]15 +I.) — %(2125 + I5.) = 1, which
serves as a normalisation condition, ensuring the total differential decay rate is normalised
to 1. Imposing these relations leaves a total of eight observables, down from eleven. The
relationship of the observables to the longitudinal polarisation of the dipion system is

used to define F, and the forward-backward asymmetry of the dimuon system Agp,

4
FL = Slc =1- 55157 (149)

3
AFB — ZISGS' (150)

As discussed in Section 1.2.3, the time-dependent effects in the B%-B° system arise
due to oscillations and the non-zero decay width difference AI'y. However, since Al'y is
consistent with zero within uncertainties, these effects are negligible, justifying the use of
a time-integrated analysis in this thesis.

A decay is said to be self-conjugating when its final state is the same for both the particle
and its antiparticle, which is the case for the BY — 777~ "~ decay mode, where the decay
originates from either a B® or a B°. This symmetry prevents experimental determination
of the initial flavour of the b-hadron, as both possibilities lead to the same observed final
state. Because the decay is self-conjugating, the angular definitions inherently treat B°
decays as if they were BY decays, effectively inverting the angles for these events. Under a
CP transformation, the angular variables transform as cos 6, — —cos @y, cos; — —cos 0,
and ¢ — ¢ + 7.

By performing this inversion, we effectively average over both decay possibilities (B°
and B°), meaning we access only one set of angular observables in the CP-averaged
basis. Specifically, for each angular observable I;, either its CP-averaged (S;) or CP-
asymmetric (A;) term cancels out. This is a direct consequence of summing over both
flavour possibilities in the dataset. Combining this cancellation with the definitions

discussed above the CP-averaged angular distribution can therefore be written as
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1 d*T+T) 9 [3
| = —(1 — Fy)sin® @), + Fy, cos® 0
AU/ dg2d$ |p wwL( r) sin”0n + F cos™ 6,
1
+ Z(l — Fy) sin? 0}, cos 20, + Fy, cos® 0, cos 26,

+ S3sin? ), sin? 6, cos 2¢ + Sy sin® 0, sin® 6, cos ¢ (1.51)
+ Aj sin® 0, sin 0, cos ¢ + Ag sin? 6}, cos 6,

+ S; sin? @), sin 6, sin ¢ + Ag sin® 6, sin® 6, sin ¢

+ Agsin® 0, sin® 6, sin 26| .

1.2.5 S-wave interference

The 7*7~ final state decays predominantly via the p° — 777~ decay, which follows
a P-wave configuration. However, additional dipion resonances contribute via S-wave
configurations, the most significant of which in this analysis is the f3(500) — 777 ~. These
S-wave contributions introduce two complex amplitudes, AX and AL, which lead to six
additional angular terms, as listed in the bottom half of Table 1.3. The presence of S-wave
interference modifies the P-wave differential decay rate from Equation 1.51, introducing
a scaling factor for the S-wave fraction in the dataset (Fs) along with additional terms,

written as

1 d4T+T) _ (- Fy) 1 d'T
dU/d¢®  dg2dQ |g.p dl'/dq? dg2d$3 | p

3
-+ ]_6_7'('FS sin2 9[

+ iAqu sin® @) cos 6, (1.52)

327

9
+ 37(5’52 cos ¢ + Sgs sin ¢) sin 26, sin 0,
T

+ i(553 cos ¢ + Sgy sin ¢) sin 6 sin G,
327

1.2.6 Composition of wT7~ states

There is no existing measurement of the amplitudes of the B® — nt7~u*u~ decay mode
in the rare ¢* bins, however the amplitudes have been measured in the J/) ¢* bin [53].
The composition of the 7" 7~ distribution is determined, as are the relative proportions of
the resonances belonging to different spin states. The different components in the 77~

distribution are shown in Figure 1.2.4.
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There are a number of resonances in the P-wave configuration, comprising approxi-
mately 73% of the distribution. The S-wave component comes from the f,(500) resonance,
which accounts for about 20% of the region. The remaining contributions come from
higher spin states. There is also a component coming from K? — 77~ decays. This is
an example of a b —s transition, and is therefore a background in the angular analysis.
The K? has a long lifetime, (89.54 4 0.04)ps, when compared to the lifetime of the B°
mesons, of (1.517 £ 0.004)ps. The majority of the KV decays are therefore not going to
be mistaken for the B® — 777~ = signal, however a small amount will decay quickly
and appear in the data.

Due to the proximity of the p° (770) and w(782) P-wave states in mass, and their
shared angular momentum quantum numbers, there is interference between the two
resonances. The interference modifies the decay rates of the interfering components. The
measurements in this thesis relate to the P-wave observables in the B® — 7r7—ptp~
decay mode as a whole, with no discrimination between the different P-wave states. Due
to the limited sample size and low statistics, a detailed determination of the effects of this
interference was not possible, and as such, these effects were not included in the analysis.
Consequently, the effective statistics may be slightly reduced, but the contribution of
the higher-spin states is negligible within the current sample size, in the fit region of
m(ntr™) € [620,920] MeV/c?, as discussed further in Section 3.4.

1400 e
5 F LHCb —— ]
> 1200 O f Signal .
o I 0 Background ]
? - — - p(770 -
< l000F 4 P ;
= C —m 1,(1270) ]
~ 800 --= 0(782) -
2 a p(1450) ]
S 600[ e g
§ O T 0 ]
g 400:— _:
S 200F =
0

" m@r) [GeV]

Figure 1.2.4: Composition of the 7+~ distribution in BY — 7t7~u*pu~ decays [53].
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1.3 Status of experimental measurements

There have been several measurements of angular observables in b — s/~ processes
performed by the LHCb collaboration, and others, in recent years. Some of these mea-
surements have shown tensions with the SM predictions which have prompted further
searches with larger datasets and analyses of more decay modes.

Three predominant types of analysis are performed on b — ¢¢*¢~ decay processes.
There are several different observables which can be measured that provide access to
Wilson coefficient values. The measurements of differential branching fractions, angular
distributions, and asymmetries in lepton-flavour production are all summarised below.
The three analysis types are listed in order of increasing experimental complexity, and
decreasing SM prediction uncertainty. Measurements using b— s¢™¢~ processes are given
followed by a discussion on b — d¢*t¢~ results and ending with a global view of the

constraints provided by experimental results.

1.3.1 Differential Branching Fractions

Difficulties in the determination of differential branching fractions lead to large uncer-
tainties in the theoretical predictions. Contributions from hadronic uncertainties such
as from charm-loops [54] add to this problem. Experimentally these measurements are
more straight forward. The current status of the measurements include several b— s¢+¢~
results from the LHCb collaboration [39-42] is shown in Figure 1.3.1. The measure-
ments are performed in bins of the dilepton mass squared (¢?). There are differences in
the low-¢? bins between the measurements of the BT — KTutpu~ (Figure 1.3.1a) and
BY — K*(892)°u*u~ (Figure 1.3.1b). These differences arise due to the spin of the
hadronic system affecting the branching fraction in this low-¢® region, the contribution
is enhanced in the decay with the K*(892)° vector meson resonance. Several of these
experimental measurements lie systematically lower than the theoretical SM predictions

in the low ¢? bins, suggesting the presence of unknown physics.

1.3.2 Angular observables

Angular distributions provide several observables, such as those introduced in Section 1.2.3,
that are sensitive to Wilson coefficients. The datasets for various b— st~ decay modes
available to the LHCD collaboration have been substantial enough to enable measurements
of these observables in recent years. However, to date, no previous b— d¢*/~ angular
analysis has been published.

For example, several measurements of angular observables have been performed using
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Figure 1.3.1: Differential branching fraction results and theoretical predictions.

the BY — K*(892)°u"p~ decay mode by the LHCD collaboration [1,38], ATLAS [65], CMS
[66], and Belle [67]. These analyses have included measurements of the forward-backward
asymmetry (App) and optimised observables [68] that reduce theoretical uncertainties. By
taking a ratio of certain observables, these uncertainties can be significantly reduced. For
example, taking an appropriate ratio of the S5 and F}, observables yields the P observable

with reduced theoretical uncertainties:

o S
R (-F)

The LHCb collaboration has performed multiple b— s¢*¢~ angular analyses to date,

(1.53)

several of which have shown tensions with SM predictions. Figure 1.3.2 shows a selection
of results where tensions are observed. For example, Figure 1.3.2a shows the LHCb
measurement of P 1| across multiple ¢* bins, where a tension of 3.4c was observed over
two ¢? bins. Shown in the same figure are the aforementioned results of measurements
by ATLAS, Belle,and CMS, all showing similar tensions with the SM predictions [58,69].

26



e B e S B B B
o 1 . LHCbdaa = ATLASdaa 09 LHCb —4- LHCb 8.4fb™! 3
- | . cMSdaa - Belledaia | 0.8 mm— LHCb 3fb E
05l Ill SM from DHMV [ SM from ABSZ 07 —+—¥ B sM (LCSR+Latiice)
A :?ﬂ- — N . 0.6 - 3
o—— %j_ M?ﬁ } 1 05 3
C = — 0.4 =
N i;] ) { ] 03 —~+- m——
Yo ! ) l_ . N 0.2 FE =
B S T e : E
r > % ] 0.1F ‘¢ Jhyp P(2S) 3
o S e R S )1 P S S PR
0 5 10 15 0 5 10 15 X
P [GeV?/cd q* [GeV?/c4]
(a) B® — K*(892)°u* ™ [1,38,58,65-67,69)] (b) BY — ¢utp~ [37,59,60,70]
LHCb ]
—+ Data 9fb" .

SM from DHMV
’ SM from ASZB J

0 5I 10 1l5
q* [GeV¥/c']
(¢) BY — K*tptpu= [58,71-73]

Figure 1.3.2: Angular observables measurements and theoretical predictions.

These tensions raise the possibility of NP effects, potentially via modifications to the

Wilson coefficients Cy or Cf.

1.3.3 Lepton flavour universality ratios

Lepton flavour universality (LFU) ratios are theoretically cleaner than predictions of
branching fractions and angular observables as they benefit from the cancellation of form
factors and hadronic uncertainties. When measuring the ratio of electronic to muonic decay
modes, the hadronic uncertainties cancel entirely. Any remaining difference is attributable
to final state radiation, which can give a maximum deviation of about 1% [74].

In the SM the coupling of leptons to gauge boson is universal. Experimental measure-
ments provide useful tests for NP in b— ¢/*¢~ decays. The LFU ratio for a b-hadron
(H,) decaying into an s-hadron (Hy) and two leptons is defined as:
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qzmax dF(Hb*)HS/J'-’—;U'_)

R ©mi i o 1.54
_ min
Hs oo dU(Hy—sHgete—) (1.54)
2o qz—dq
min

where ¢ is the squared invariant mass of the dilepton system. At low ¢? values, approaching
the kinematic limit of the muon mass at ¢* = 4m, ~ 0.045 GeV?/c*, the LFU ratio is
predicted to be slightly smaller than one due to the constrained phase space [75]. Above
values of ¢ = 0.1 GeV?/c*, this effect is negligible and the prediction is unity in the SM.

The LHCD collaboration has produced multiple measurements of LFU ratios, notably
the most precise measurements of the Ry and Ry [76,77], using BT — K™¢*{~ and
BY — K*9¢*¢~ decay modes respectively. Tensions with the standard model prediction
emerged in LHCb LHCb measurements, but a reevaluation of systematic uncertainties in
the 2022 LHCb results [74, 78] led to measurements that are now compatible with the SM
to within ~ 0.20, as shown in Fig. 1.3.3.

Other results include the LHCb measurement using the AY — pK (¢~ in agreement
to one standard deviation with the SM prediction, [79] as well as the Belle [80-82] and
BaBar [83] results which are also compatible with the SM. Although the tension in R
and Ry« has been resolved, further analyses using varied decay modes and increased
dataset sizes remain crucial for testing lepton flavour universality with higher precision

and exploring potential deviations in other observables.

1.4 . LHCb R low-¢> =0.994700%
I 9 fb’l Ry central-¢> = 0.949f8181§
|9 Ry low-¢> = 0.9277)9%
: Ry central-¢> = 1027797
& L
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< b ] 1
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Ry low-¢°> Ry central-¢> Ry low-¢° Ry central-¢°

Figure 1.3.3: Measured values of LEU observables in BT — K*t¢T¢~ and B® — K*%/*/~ decays
and their overall compatibility with the SM [78].
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1.3.4 Status of b— dfT¢~ measurements

There have been relatively few experimental measurements of b — d¢*¢~ processes
compared to the b— s¢*T¢~. As discussed, the branching ratios for b— d¢*¢~ processes are
suppressed compared to b— s/~ transitions due to the additional Cabibbo suppression
in b— d transitions. Consequently, these decays are even rarer, requiring larger datasets
for experimental study.

The first measurement of a semileptonic b — d transition was the BT — wtputu~
branching fraction in 2012 by the LHCD collaboration [84], and the ratio of CKM elements
[Via/Vis| = 0.2470053. This was followed by the measurement of the differential decay
distribution in the same decay mode [85], shown in Figure 1.3.4. Thus far there have been a
few other measurements, such as the upper bound on the branching fraction of B® — ptp~
decay mode [36], along with the first evidences of the decay modes B — K*Ou*pu~ [87]
and AY — pr~pTu~ [88], by the LHCb collaboration.

The branching fraction of the B — 77~ puTp~ and B? — at7r~puTu~ decay modes
have been measured using the Run I, 3fb™" dataset, from LHCb [89]. The theoretical
prediction of the branching fraction is of O(107®) [90,91], the analysis measured the

branching fraction, at a statistical significance of 4.8, to be

B(B’— 77 p p™) = (2.11 £ 0.51(stat) + 0.15(syst) & 0.16(norm)) x 1075, (1.55)

The analysis also confirmed the first observation of the BY — 7#t7~uTu~ decay mode,
an example of a b— s¢™¢~ process, which is another important probe for NP due to its
sensitivity to FCNCs. The branching fraction measured, with a statistical significance of
7.20, to be

B(B?— mtn ™) = (8.6 £ 1.5(stat) 4 0.7(syst) £ 0.7(norm)) x 107, (1.56)

1.3.5 Global fits

Although tensions with the SM have been observed from b— s¢*¢~ processes, to date
none are significant enough to rule out the SM. By using the Operator Product Expansion
(OPE) [95] formalism one can convert these results into constraints on the corresponding
NP Wilson coefficients,

oNP _ ¢, - oSM, (1.57)
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Figure 1.3.4: Experimental measurements of B(B* — 7t u* ™) [85], in bins of ¢2. This decay is
an example of a b— d¢* ¢~ process. Also shown are SM predictions from APR13 [92], HKR15 [93],
and from lattice QCD calculations from FNAL/MILC15 [94]. The predictions from the HKR15
group differ from the others in low ¢ due to the inclusion of light quark resonances, such as
contributions from the B™ =7 p° decay mode, where p® decays to either a u+pu~ or 77~ final
state. The branching fraction is determined to be B(B* — 7t uTp™) = (1.834:0.2440.05) x 108,

In the b — q¢*T¢~ processes the vector coupling strength (Cy) and the axial vector
coupling strength (Co) are relevant. Shifts in the two Wilson coefficients can help to
explain the tension between predictions and data. These shifts are determined using a
global fit to compare measurements of LF'U ratios, angular observables, and branching
fractions. A theoretical model uses these measurements as constraints and employs
statistical sampling to produce likelihood contours for the parameter phase-space. Each
new result refines the constraints and with the increased precision the effect of NP can be
determined.

Multiple independent global fits [72,96-98] are performed by different groups, each using
their own statistical frameworks and selections of experimental results. One such group has
studied the aforementioned deviations in b— s¢* ¢~ differential branching fractions [72],
incorporating new theoretical insights. Combined with various angular observables and
LFU measurements, tensions between the measurements and SM predictions of 2.7¢ and
2.60 were obtained for the B® — K*(892)°u*pu~ and BY — ¢utpu~ BFs respectively.
The fits are performed simultaneously in the Cy and C7y Wilson coefficients. The point
(Re CgBSM, Re C’lgBSM) = (—1.0,+40.4) is compatible with all decay channels at the
~ lo level. The global fit presented in this study is shown in Figure 1.3.5a.

For the measured parameters concerning b— d{*{~ processes, Figure 1.3.5b shows
that the contours resulting from the global fits to the Cy vs C1y Wilson coefficients [49]

are less constrained compared to the b— s¢T¢~ case. This figure presents contours from
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fits to semileptonic four-fermion operators, where the shapes of the contours are affected

by the experimental results. for instance, the branching fraction of the B? — u*u~ decay
mode is proportional to }C1o2|, while B(BT — 7 utu™) |C’92| + }0102|. Additionally,

results from angular observables are sensitive to Cy-C'( interference.

Further results from this angular analysis, along with future studies, will improve the

constraints. However, there is a greater deal more results required before the constraints

on the Wilson coefficients reaches the precision of the b— s¢™¢~ processes, shown in blue
in Figure 1.3.5b. With more results from LHCb, Belle II, and eventually HL-LHC, the

uncertainties on the global fits will reduce, and the nature of potential NP processes will

become clear.
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Figure 1.3.5: Global fit in Cy and C1q space for (a) b— s¢*¢~ [72] and (b) b— d¢T ¢~ processes [49].
The shaded regions represent the parameter space consistent with current experimental data.
This global fit aids in the understanding of contributions of NP to rare decays.

31



Chapter 2

The LHCb Experiment

This chapter introduces the CERN accelerator complex and the LHCb experiment, located
on the Large Hadron Collider (LHC) [99]. The LHCb detector provides the data for this
analysis and is aimed at the study of b-physics. The detector and its sub-detectors are
described in detail, with information primarily drawn from the initial design report and

performance report [100, 101].

2.1 CERN accelerator complex

The LHC [99] is a particle accelerator at the European Organisation for Nuclear Research
(CERN) accelerator complex located on the border between France and Switzerland,
close to Geneva. It is a circular accelerator with a circumference of 27 kilometres. It
consists of superconducting magnets kept at an ultrahigh vacuum. The LHC is designed
to propel two beams of particles, usually protons, close to the speed of light in opposite
directions. They are collided at four locations on the ring, at which are located four major
experiments. It is the largest, and most powerful, human-produced accelerator built thus
far and the latest in a series of accelerators located at CERN.

CERN has a rich history in accelerator physics, beginning in 1957 with the 600
MeV Synchrocyclotron (SC) which provided the beams for CERN’s first particle physics
experiments and the discovery of the pion in 1958 [102] via the 7~ — e*r decay, mere
hours after the first particles were accelerated [103].

The LHC is the latest in the line of CERN’s large accelerators, it is fed the particles
which it accelerates to the desired energies by a series of accelerators as shown in Fig
2.1.1. Protons are obtained from a bottle of hydrogen gas and, until 2018, accelerated
by the Linear accelerator 2 (Linac2) which has been used as the starting accelerator for
protons at CERN for 40 years, superseded by the Linac4. At the Linac hydrogen is passed
through an electric field where electrons are stripped away. By the end of the accelerator

the protons reached an energy of 50 MeV.
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The protons are injected into the PS Booster, a series of four superimposed synchrotron
rings which accelerate the protons to 2 GeV for injection into the PS. The PS subsequently
accelerates the protons to 26 GeV before the SPS accelerates them further to energies of
450 GeV before finally being received by the LHC [104].

The CERN accelerator complex
Complexe des accélérateurs du CERN

LHC

ALICE

TT42
™ v T/ AWAKE
HiRadMat
TT66
— MEDICIS
AD
ISOLDE
___________________
RIBs H H
REX/HIE- i EastArea
me : ISOLDE : H
! y : /*C H
y PS : :
--------------------
s
>  CLEAR
LINAC LEIR
1054 |

» H" (hydrogen anions) ) ions ) RiBs (Radioactive lon Beams) n ) B (antiprotons) D e (electrons) B p (muons)

LHC - Large Hadron Collider // SPS - Super Proton Synchrotron // PS - Proton Synchrotron // AD - Antiproton Decelerator // CLEAR - CERN Linear
Electron Accelerator for Research // AWAKE - Advanced WAKefield Experiment // ISOLDE - Isotope Separator OnLine // REX/HIE-ISOLDE - Radioactive
EXperiment/High Intensity and Energy ISOLDE // MEDICIS // LEIR - Low Energy lon Ring // LINAC - LINear ACcelerator //

ht // HiRadMat - High-Radiation to Materials // Neutrino Platform

Figure 2.1.1: CERN accelerator complex [105].

The LHC was conceived in the early 1980’s during the construction of the Large
Electron-Positron (LEP) collider. In 1994, after many years of research and development
work the CERN Council approved the construction of the LHC in the same tunnel as
LEP.

The accelerator completed commissioning in time for the first data-taking period,
relevant to this thesis, which took place between 2011-2012 and is known as Run I. This
was followed by a long shutdown period, and then Run II from 2015 to 2018. Data-taking
for Run IIT began in 2022, however this is outside the scope of this thesis.

The LHC ring is split into eight arcs, each containing 154 superconducting dipole
magnets (for a total of 1232, at a strength of over 8 T each), used for bending the beams,
and eight straight insertion sections, consisting of straight sections and book-ended by
transition regions. These transition regions consist of four interaction points and areas for
the beam dump and bean cleanup, shown in the LHC schematic in Fig 2.1.2. Additionally
to these dipole magnets there are quadrupole, sextupole, octupole and decapole magnets

which are used to stabilise the beam.
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The charged particles enter the ring and are accelerated using superconducting ra-
diofrequency (RF) cavities, operating at 400 MHz. The RF cavities also have the role
of keeping protons bunched tightly, with each proton bunch containing approximately
O(10") protons (in Run I). There is a minimum separation between bunches of protons
of 25ns and the LHC is designed to accommodate at most 2808 bunches within each beam.
Keeping the bunches as tight as possible allows for maximising the number of collisions
achievable. The RF cavities require cooling to 4.5K which is achieved using super fluid
helium at 1.9K.

The maximum energy obtainable by the LHC is primarily related to the size of the
ring and the strength of the magnetic fields used to steer the particles. The energy is
proportional to the ring radius and the strength of the magnets, which bend the paths of
the particles, maintaining their circular trajectory. The design of the LHC constrains the
maximum energy per beam to approximately 7 TeV.

When colliding two bunches of n, particles the two key metrics for assessing the
performance of the collisions are: the centre-of-mass energy, which determines the types
of particles which can be studied or discovered [106] and the instantaneous luminosity
(L), which determines the event rate. For a given process the number of interactions (V)
is determined as the luminosity integrated over the lifetime of the machine operation and
the cross section (), related to the probability for interaction [107]. The yield of a given

process is given by:

N:a/c@ﬁ. 2.1)

The integrated luminosity therefore needs to be determined to convert the number of
events to a cross-section, this is done using the parameters of the accelerated beams.
The instantaneous luminosity is defined, presuming Gaussian beam profiles and head-on
collisions, as

ning

L= (2.2)

40,0,
where o, and o, are the beam widths, n; and n, the number of particles in each bunch,
and f the collision frequency. In the LHC, the collision frequency is 40 MHz, although
not all of the bunches are filled, resulting in a visible rate of approximately 30 MHz.

At four of the eight interaction points, there is an experiment with a unique detector
dedicated to its own physics program. These experiments gained approval between 1996
and 1998, and construction commenced at the chosen sites for the detectors. At the
transition points in octants 1 and 5 are the “A Toroidal LHC ApparatuS” (ATLAS) [108]
and “Compact Muon Solenoid” (CMS) [109] experiments, both are general purpose barrel-
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shaped detectors, designed with the primary goal of discovering the Higgs Boson. At the
interaction point in octant 2 is the “A Lead Ion Collision Experiment” (ALICE) [110]
experiment, designed to study the products of collisions between heavy nuclei. Finally
at point 8 is the “Large Hadron Collider beauty” (LHCb) experiment, the focus of the

following chapter.

Beam dump

ﬁjes faisceaux
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Nettoyage des faisceaux Nettoyage des faisceaux

Figure 2.1.2: LHC schematic diagram taken from [104], an adapted version of Fig 1 from the
LHC conceptual design report from 1995 [111].

Other experiments are located on the LHC, these include TOTEM [112], LHCf [113],
and MoEDAL-MAPP [114]. Located next to ATLAS and CMS respectively, the LHCf
and TOTEM experiments focus on the study of forward particles, which are produced
at small angles relative to the beamline. Rather than colliding head-on, some particles
in the beams undergo peripheral interactions, skimming each other which leads to the
production of the forward particles further along the LHC beam line. These particles
carry significant fractions of the beam momentum and are important probes for studying
phenomena such as diffractive scattering [115]. Both experiments are positioned on either
side of their respective collision points.

Near to the LHCb collision point is the MoEDAL-MAPP experiment, searching for
a particle called the magnetic monopole and other exotic particles. FASER [116] and
SNDQLHC [117] are located near to ATLAS and are the newest LHC experiments,

searching for light new particles and neutrinos.
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2.2 Introduction to LHCb Experiment

The LHCb experiment is specially designed to probe the differences between matter and
antimatter via the study of the b and ¢ quarks in proton-proton collisions. The LHCb
experiment was built in the cavern excavated for the DELPHI experiment located on the
LEP accelerator, constraining the design of the detector to the forward region. Unlike
ATLAS and CMS, general purpose detectors which enclose the interaction point, LHCb is
a single-arm forward spectrometer, detecting the particles which travel forward from the
collision in a single direction covering angles from approximately 15 mrad to 300 (250)
mrad in the experiments bending (non-bending) plane. The angular acceptance of LHCb
corresponds to the pseudo-rapidity range of 2 < n < 5. ! This configuration leverages the
fact b-quarks are predominantly produced within a forward cone at the LHC energies.

The LHCb detector contains multiple sub-detectors, detailed throughout the rest of
the chapter. Starting with the VELO, which is close to the collision point, it extends for
a length of 21 m. A schematic view of the detector configuration for Run I and Run II is
shown in Figure 2.2.1. In this diagram, the coordinate system is defined such that the
z-axis follows the beamline, with proton-proton collisions occurring at z=0. The y-axis
represents the vertical height of detector, while the x-axis points towards the centre of the
LHC ring. The region of the detector at positive (negative) z values is referred to as the
forward (backward) or downstream (upstream) end.

The detector subsystems are mostly assembled in two halves, located left and right
when looking at the detector from the interaction point. These two halves can be slotted
in and out of the detector for maintenance and provide access to electronics and the
beam-pipe.

The acceptance of the LHCb detector is motivated by the production of the heavy b
and ¢ quarks predominantly occurring in the forward or backward cone. The detector

acceptance covers 1.8% of the solid angle but covers 27% of the bb production [118].

2.3 Tracking and Positioning

The sub-detectors within the LHCb experiment serve one of three primary purposes:
tracking the particles, identifying them, or measuring their energy through calorimetry.
The set of detectors that track the particles as they traverse the detector are (moving
downstream from the interaction point), the Vertex Locator (VELO), Tracker Turicensis
(T'T), the dipole magnet, and three tracking stations (T1-T3). Each is discussed in the

following sections.

'Here, pseudorapidity is defined as n = — In(tan(6/2)), where 6 denotes the angle between the particle
and the beamline.
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Figure 2.2.1: Sketch of the side-view of the LHCb detector during Run I and Run II [119]. The
collisions take place at the interaction point, inside the vertex locator, to the left of the diagram,
and proceed right, through each of the sub-detectors.

As each particle is registered by a detector layer, it is recorded as a hit. These hits
are used to reconstruct the path travelled by each particle. By reconstructing all of the
trajectories from a collision, an event can be partially reconstructed, including the particle
tracks and vertices, which represent the points where interactions or decays occur. The
non-hermitic acceptance of the LHCb detector means that some particles may not be fully
reconstructed, as many escape detection. These tracks are classified based on where the
particle hits are recorded, as shown in Figure 2.3.1.

Each track type is useful for identifying different aspects of a particle and the event
to which is belongs. If a particle is reconstructed only in the VELO, it is classified as a
VELO track. VELO tracks are used to identify the primary vertex (PV) of an event. If
particle hits are only recorded in the VELO and T'T, the track is classified as an upstream
track; typically, these particles leave the LHCb acceptance after the TT. Downstream
tracks pass through the T'T and the T1-T3 stations, while T tracks only pass through
T1-T3. Finally, long tracks pass through the VELO and all tracking stations, therefore
they measure momenta the most precisely.

Long tracks are particularly useful for physics analyses, including that which is
presented in this thesis. The B and B° mesons are short-lived, so their decay vertices
are close to the interaction point, requiring hits in the VELO. The final state particles,
especially the muons, traverse the entire detector. Long tracks provide comprehensive
information from all the tracking stations, which is essential for the accurate reconstruction

of the B — 7t 7~ pu*p~ decay mode.
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Figure 2.3.1: Track types in the LHCb detector [120], the details of each track type are found in
the text.

2.3.1 Vertex Locator

The VELO [121] is a sub-detector which encloses the interaction point at the LHCb detector.
During Run I and Run II the sub-detector consisted of two halves, each containing 21
modules of silicon strip sensors placed in an r, ¢ polar geometry. Measurements of track
coordinates are performed allowing the identification of primary interaction vertices, and
displaced secondary vertices (SV).

The VELO sensors are placed only 7mm from the LHC beamline [122]. Performing
measurements so close to the interaction point is pivotal for performing physics analysis
of several observables key to the LHCb physics mandate. For instance, time-dependent
measurements such as the rapidly oscillating B? — BY meson system which requires a
vertex resolution of ~ 0.1 mm [123,124|. The VELO is able to provide spatial resolution
of 04y ~ 15 um, o, ~ 80 pm, where o, refers to the resolution in the transverse plane,
perpendicular to the beam axis, and o, to the resolution in the longitudinal plane, along
the beam axis. The vertex resolution is optimised by placing the sensors of the VELO
as close to the beam as possible. An important parameter measured by the VELO is
the Impact Parameter (IP), defined as the closest distance between the PV and the
extrapolated path of a track. The IP helps in determining whether a particle is prompt,
meaning it was produced at the PV, or if it originates from a displaced secondary vertex,
for example from a B meson decay.

The VELO is constructed from a series of silicon micro-strip modules arranged along
the beam direction (z-axis). Since the sensors must be positioned close to the LHC
beam for optimal tracking but would be at risk of damage during injection due to beam
instabilities, the detector is built in two halves that come together to close when the LHC

achieves stable beam circulation, as shown in Figure 2.3.2, centring on the interaction
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region with a small overlap of 1.5mm. The overlap provides full angular coverage, and the
proximity to the beam ensures excellent IP resolution.

Each module comprises two semi-circular sensors: the R-sensors measure the radial
distances of particle hits from the beam position (the r coordinate), while the ¢-sensors
measure the azimuthal position (the ¢ coordinate). The z position is determined from
the position of the module which registers the hits. A schematic view of the modules is
shown in Figure 2.3.3. The VELO must provide angular coverage for all tracks in the
forward region (15 — 100 mrad), ensuring that these tracks cross a minimum of three
VELO stations. Two pile-up modules, located in the upstream regions of the VELO, also
contain R sensors.

The VELO modules are contained inside of a vacuum separated from the LHC vacuum
by an RF box, with inside surfaces (facing the beam) produced from 0.3 mm thick
aluminium foil. This RF foil shields the VELO modules from RF pickup originating from

the beam and prevents interference with the LHC vacuum.

R sensors ‘ 1m
¢ sensors

cross section at y=0 @'bé'

60 mrad

’ f{ 15 mrad

pileup | " interaction region

VETO | Viewof 6=53cm
stations most upstream
| VELO station

8.4 cm

~ ' 6cm

VELO fully closed VELO fully open
(stable beam)

Figure 2.3.2: Cross section in the (x,z) plane of the VELO silicon sensors, at y = 0, with the
detector in the fully closed position. The front face of the first modules is also illustrated in both
the closed and open positions. The two pile-up veto stations are located upstream of the VELO
sensors. Taken from Ref. [100].

2.3.2 Tracker Turicensis

Downstream of the VELO is the first of the tracking stations, the Tracker Turicensis (TT).
The TT is a silicon strip detector, which measures the positions of particles before they
pass through the dipole magnet, which aids in track reconstruction. This is particularly

important for tracking particles that do not reach the downstream trackers.
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Figure 2.3.3: Schematic representation of an R and a ® sensor in the VELO. The R sensor strips
are arranged into four approximately 45° segments and have routing lines perpendicular to the
strips. The ® sensor has two zones with inner and outer strips. The routing lines of the inner
strips are orientated parallel to the outer strips [122].

The TT is made up of four tightly packed layers that are thermally and electrically
insulated, maintained at a temperature below 5°C to suppress radiation damage [125].
The detector is flushed with dry nitrogen gas (/V2) to avoid condensation on the cold
surfaces. Each of the layers is assembled from two half-modules which join to cover the
full height of the LHCDb acceptance [119]. The four layers are arranged in two pairs (x,u)
and (v,x), as shown in Figure 2.3.4, located 27 cm apart along the z-axis, with the first
centred around z = 232 cm. The x-layers strips are vertical, while the inner two layers
are oriented +5°, respectively, with respect to the vertical axis.

Following the end of LHC Run II and 10 years of data taking, a report determined that
the amount of radiation damage to the TT did not significantly impact its performance
[126].

2.3.3 Magnet

Located between the T'T and T1-T3 tracking stations is the LHCb dipole magnet. The
purpose of the magnet is to allow the measurement of the momenta of charged particles
by bending their trajectories in a known magnetic field, with the curvature allowing the

determination of their momenta. The design of the LHCb detector requires a dipole
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Figure 2.3.4: Layout of the LHCb T'T silicon tracker. The LHC beam pipe passes through an
opening in the centre of the detection layers. The four detection layers are arranged in two pairs:
(x,u) and (v,x) [126].

magnet able to cover the whole of the LHCb acceptance. To meet these aims a warm
magnet, shown in Figure 2.3.5, is constructed from two saddle-shaped coils of layers of
aluminium, in a window-frame iron yoke, symmetric around the axis of the beam [127].

The magnet produces an integrated magnetic field of 4 Tm. Alongside the tracking
detectors located either side of the the field, momentum measurements are performed for
charged particles. A resolution of approximately % = 51073 is achieved for particles
below 20 GeV/c. This resolution increases to about 8 - 1073 for particles around 100
GeV/e, with a systematic uncertainty of 0.03% on the momentum scale [101].

The magnetic field must be known precisely to accurately determine the momentum of
a particle. The magnetic field is measured using Hall probes and mapped to determine the
field strength at different locations within the detector. As shown in Figure 2.3.5, the field
strength drops quickly when moving away from the magnet. This rapid decrease minimizes
the field strength inside the VELO, ensuring that tracks remain straight and close to
the interaction point, thereby preserving the VELQO’s resolution. The two Ring Imaging
Cherenkov detector (RICH) subsystems, used for particle identification (PID), are located
either side of the magnet. Although the field around the RICH detectors is not negligible,
it is controlled to be below 2 mT, as the strong field, of approximately 60 mT [128], could
affect the photon detectors by altering the trajectories of the photoelectrons. To achieve
this, and maintain a high field strength between the VELO and the tracking stations, the
RICH photodetectors are encased in iron shielding.

The magnet deflects oppositely charged particles in opposite direction in the x-z plane.
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Figure 2.3.5: The figure on the left shows a perspective view of the LHCb dipole magnet (units
in mm). The interaction point lies behind the magnet in this figure. Taken from the technical
design report [127]. The figure on the right shows the magnetic field strength mapping of the
LHCb dipole magnet as a function of the z-axis, measured by Hall probes at x = 0 and y = 0.
The two curves show the field strength for both polarities of the magnet ("Up" and "Down").
Taken from Ref. [100].

To account for any potential asymmetries in the detector’s response or in the uniformity of
the magnetic field, the magnet’s polarity is regularly switched between “Up” and “Down”.
This process helps produce datasets where the detector response to oppositely charged
particles is symmetrical, effectively cancelling out detection asymmetries. Having a warm
dipole allows for rapid ramping-up of the magnetic field synchronous with the LHC

magnets, as well as facilitating regular field inversions.

2.3.4 Downstream Tracking Stations

The tracking stations, T1-T3, located downstream of the dipole magnet, each give
independent measurements in order to achieve high momentum resolution and track
reconstruction efficiency. They are split into two regions due to the high levels of radiation
in the region close to the beam-pipe; the Inner Tracker, I'T, and the Outer Tracker, OT.

A diagram of the two tracking stations are shown alongside the TT in Figure 2.3.6.

Inner Tracker

The IT detector modules are made out of silicon microstrips, similarly to the TT. Due to
its proximity to the beamline, the IT is exposed to a high density of charged particles,
accounting for approximately 20% of the total of charged particles.

Each IT station consists of four detector "boxes" arranged around the beam pipe.
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Figure 2.3.6: Sectional view of the LHCb tracking stations. The TT is shown in purple, upstream
of the IT and OT. The IT is in purple, close to the beamline, surrounded by the OT (cyan) [119].

Similarly to the TT the IT is composed of four layers of silicon strips in two pairs (x,u)
and (v,x), with the x strips vertical and the w, v strips at £5° from vertical. The layout is
shown in Fig. 2.3.7.

The boxes located above and below the beam-pipe consist of one layer of 7 silicon
sensors, while the boxes either side (A and C) contain two layers. The readout electronics
are contained within the detector acceptance.

The IT is consistently cooled to temperatures below 5°C and flushed with CgFyy

(Perfluorohexane) to prevent condensation.
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Figure 2.3.7: Layout of the first layer of silicon sensors in the IT. Figure taken from Ref. [100].

Outer Tracker
The OT modules are made from gas-filled drift tubes as opposed to the silicon microstrips

of the other tracking modules. The stations are also arranged in a (x,u) and (v,x) geometry.

The width of the OT is larger than its height to account for the path bending of the
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charged particles which have passed through the dipole magnet.

The OT modules of the I'T array are constructed of two layers of tubes of diameter
4.9 mm. The gas within the tubes is a mixture of 70 % argon and 30 % carbon dioxide,
which is ionised by charged particles travelling through the straws. The ionised electrons
drift in the electric field in the tube and induce an electrical current which is read by a
carbon cathode. The OT tubes measure the drift-time of the electrons from the aluminium
coating on the outside of the tubes to the gold anode wire at the centre. The drift time is
combined with the drift velocity to measure the track position of the charged particles,
giving a 200 pm hit-position resolution in the x direction [129]. This was improved in
Run IT to 170 pm [130], predominantly because of reconstruction software improvements

(see offline processing discussed in Section 2.5).

2.4 Particle Identification

2.4.1 RICH

The Ring Imaging Cherenkov detectors (RICH) [131] subsystem comprises two detectors
designed for particle identification (PID) of hadrons associated with reconstructed tracks.
The first subdetector located upstream of the VELO is the RICH1, while the RICH2
subdetector is located downstream the dipole magnet and tracking stations. These
detectors identify charged hadrons over wide momentum range of 1 — 100 GeV/c and an
angular range of 25 — 300 mrad.

The two RICH detectors have different dielectric radiator materials: RICH1 uses
C4F1o gas, while RICH2 uses CFy, each have slightly different refractive indices. This
difference allows the detectors to cover the full momentum range of LHCb. RICH1 [132]
covers the lower momentum range over a large polar angular range, while RICH2 [133|
covers a higher momentum range over a lower angular range. Specifically, RICH1 detects
particles with a momentum range of approximately 2 to 60 GeV/c¢, while RICH2 covers a
momentum range of approximately 15 to 100 GeV/ec.

The RICH detector is designed to identify charged particles using Cherenkov emission.
The photons are emitted in a cone, which is focused into a ring image via a combination of
spherical and flat mirrors onto and array of hybrid photodetectors (HPDs). The detectors
accept photons in a wavelength range of 200 nm < A < 600 nm. To protect the HPDs
from strong magnetic fields that could affect the trajectories of the photoelectrons, they
are enclosed in iron shielding and positioned outside the acceptance of the LHCb detector.
The dielectric material emits photons when the velocity of the particles exceed the phase
velocity of light in the medium, resulting in light being emitted in a cone with an angle of

6. given by:
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nB’

where [ is the ratio of the particle’s velocity v to the speed of light in a vacuum, ¢, and

cosf, = (2.3)

n is the refractive index of the dielectric material. The observed images, focused by
the mirrors, are compared to expected images for different hypotheses using a pattern
recognition algorithm [134]|. This algorithm reconstructs both the direction and velocity
of the particles which produced the image. This information is then combined with the
momentum measured by the tracking detectors to determine the mass of the charged

hadron via the relation:

1 2
cosf. ~ —4[1+ (E) . (2.4)
n p

The Run I efficiency and reliability are considered high and effective in a performance
review of the LHCb detectors in 2013 [131]. The performance of the RICH subdetector
system is evaluated based on its efficiency in correctly identifying charged particles, such
as pions, kaons, and protons. The log-likelihood ratio (ALL) compares the log-likelihood
of two PID hypotheses for a given track. Three examples, examining performance during
Run II, are given in Figure 2.4.1, with the top left figure, for instance, showing the
separation of kaons and pions using ALL(K, 7). The figures demonstrate the effectiveness
of the RICH detectors in distinguishing between particles over a range of track momenta.
Two selection are shown: a loose selection that yields high signal efficiency and a tight

selection that provides good background rejection.

2.4.2 Calorimetry

The LHCD calorimeters [136, 137| are located downstream of RICH2 and the magnet.
Their primary purpose is to select and identify hadrons, electrons, and photons, as well as
to measure their transverse energy (FEt), a measure of the particle’s energy derived from

the transverse momentum (pr) and the invariant mass of the particle, given by:

Er = \/p%c® + m2ct. (2.5)

However, in practice, Er is often determined from the total energy E measured by the
calorimeter and the polar angle 6 via Er = E'sinf.

The detectors are comprised of alternating layers of scintillators and absorbers. As
particles pass through, they interact with the absorber material, initiating electromagnetic
showers primarily via bremsstrahlung, pair production, and Compton scattering at higher

energies. These interactions produce a cascade of secondary particles, some of which then
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Figure 2.4.1: The efficiency of kaon selection (top left) and proton selection (top right and
bottom), along with the associated misidentification rates of pions (top row) and kaons (bottom
row), as a function of track momentum. Two selection criteria based on the log-likelihood are
applied: a loose selection (hollow shapes) and a tight selection (solid shapes). Adapted from
Ref. [135]

pass into the scintillating layers, where their energy is converted into light signals. The
Er is calculated by summing the energy of the particles in the shower.

As particles pass through the scintillating material, atoms or molecules become excited,
and visible light is emitted during de-excitation. This scintillation light allows for the
measurement of particle energy [138]. The light is then collected by a photomultiplier
tube and converted into an electrical signal.

The detector array consists of the Scintillator Pad Detector (SPD) and Pre-Shower
(PS) detectors, the Electromagnetic Calorimeter (ECAL) and the Hadronic Calorimeter
(HCAL).

The photons pass through the SPD, leaving no signals and interacting only with the lead
plates. This interaction yields EM showers which produce signals in the PS. Conversely to
photons, electrons and pions do leave signals in the SPD. The thickness of the lead plates

is chosen to produce electron showers in the PS, while avoiding showers from the pions,
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discriminating between the two particles. The most demanding task the calorimeters face
is in identifying electrons, whose signal is affected by a large background from photons,
many of which originate from neutral pion decays. There is a large background dominated
by photons which are converted upstream in the spectrometers. The constraints needed in
the calorimetry PID helped to define the characteristics of the calorimetry system outlined
in Refs. [136,139].

A 2.5-radiation-length lead foil is placed between the SPD and the PS, which initiates
electromagnetic showers from the particles traversing the foil. Signals in the SPD are
produced by charged particles, differentiating them from neutral particles. The PS is
used to identify electrons via the detection of electromagnetic showers they produce. As
particles pass through the detector, they interact with the lead and metal plates which
absorb the energy of the particles, producing showers of secondary particles. These
particles are detected by the aforementioned scintillating pads downstream, providing
information which is used to distinguish electrons from charged pions. The showers
produced by the charged pions typically deposit their energy earlier in the shower than
the electrons.

The electromagnetic calorimeter (ECAL) is designed to contain and measure the
complete showers of photons and electrons. Its design emphasises the need for a fast
response, good radiation resistance, reliability, and acceptable energy resolution. The
ECAL has a design energy resolution of o5/E = 10%/+v/E[GeV], which allows for precise
energy measurements. It is located 12.5 m from the interaction point, with the inner
dimensions at p,, > 25 mrad and outer dimensions at p, < 300 mrad and p, < 250 mrad,
where p is the radial distance from the beamline perpendicular to the beam axis. The
hit density drops steeply with distance from the beam axis, so the ECAL is divided into
three sections. Each detector module is constructed from alternating layers of 2 mm
thick lead sheets, followed by 120 um of paper and 4 mm of scintillating polystyrene tiles.
Each stack contains 66 layers, resulting in a combined thickness of 42 ecm. This thickness
corresponds to 25 radiation lengths for photons and electrons, ensuring that the showers
are completely contained within the ECAL.

The hadronic shower penetrates through the ECAL into the hadronic calorimeter
(HCAL). The HCAL is composed of alternating layers of 1 cm thick absorbing iron sheets
and active scintillating material. It is oriented perpendicular to the beam-line axis, with a
longitudinal depth equal to one hadron interaction length in steel. Each module contains
8 sub-modules, resulting in a total of 416 sub-modules across 52 modules in the detector.
The maximum depth of the HCAL is constrained by the available space within the LHCb
detector, limited to 1.6 m, which corresponds to an interaction length of 5.6 in steel. The
HCAL has much larger readout cells than the ECAL, and along with its limited depth,
this results in a design energy resolution of ox/E = 69%/v/E[GeV], which affects its
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ability to measure energy accurately. As a result, showers from high-energy particles
are not completely contained within the HCAL. However, the HCAL is still capable of
efficiently identifying high E; particles despite this limitation.

2.4.3 Muon System

The LHCDb muon detectors [140, 141| are designed with the purpose of identifying muons
that are able to pass through the calorimeters without being fully absorbed. While some
muons are stopped in the calorimeters, many high-energy muons are able to penetrate
further and reach the muon detectors. The five detectors are split into two section found
either side of the calorimeter sub-detectors, with the M1 detector upstream and M2-Mb5
located downstream.

Muons are the only charged particle that traverse the entirety of the calorimeters.
Identifying muons is an important aspect of flavour tagging and for various analyses,
including the one presented in this thesis. The information produced by the muon modules
provides information for the high-pr hardware trigger (Section 2.5.1) and in muon PID in
the software trigger (Section 2.5.2).

To ensure enough hits are recorded to precisely reconstruct the muon trajectories, iron
absorbing sheets, each 80 cm thick, are placed between the M2 and M5 detectors. These
sheets are designed to only allow muons with p > 6 GeV to traverse the muon system,
stopping any lower-momentum particles. As shown in Figure 2.4.2 (a), the inner and outer
acceptances of the detectors progressively increase from 16 mrad to 258 mrad in the
non-bending, vertical plane and 20 mrad to 306 mrad in the bending, horizontal plane.
This projective geometry means that the dimensions of the detectors scale with distance
from the p-p interaction point. The M1 detector is placed prior to the SPD/PS detectors
to improve the pr measurements for use in the trigger, before the muon passes through
the dense calorimeter detectors. Consequently, M1, along with M2 and M3, is important
for accurate determination of the muon track direction. The remaining two stations, M4
and M5, are primarily used to identify the most penetrating particles, distinguishing them
from less energetic ones.

The inner M1 uses Gas Electron Multipliers (GEM), these GEM s consist of three
layers of foils between cathode and anode plates. The ionisation electrons produced in
the drift-gap gas are attracted by electric fields through the three foils and into the anode
in the induction gap, producing an induced current on the signal pads. The GEMs are
filled with a mixture of argon, carbon dioxide, and carbon tetrafluoride, at a ratio of
(45 : 15 : 40), resulting in a time resolution of 3 ns.

For each of the remaining stations Multi-Wire Proportional Chambers (MW PC) are

used. The MW PC's are constructed from two cathode plates with a separation of 5mm,
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with a similar ratio of gases to the GEM s, at 40 : 55 : 5. Smaller avalanches are required
for the MW PC's and therefore a larger amount of inert gas is used. The cathodes are

connected to a gold-wire which reads out with a time resolution of 5 ns.
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Figure 2.4.2: Side view of the LHCb Muon system. The diagram outlines (a) the side view of
the LHCb Muon Detector, and (b) the station layout with the four regions R1-R4. [140]

2.5 'Trigger and Data Processing

A trigger system is crucial in reducing the large amount of data produced during collisions.
It filters out uninteresting background events and retains those that are relevant to physics
analyses. The implementation of such a system optimises both storage and computing
resources.

Events are selected once they meet a set of kinematic and topological selection
requirements. Each set of selection requirements is unique to its specific use case and is
chosen to optimise the conditions for selecting particular physics processes.

Due to large volumes of data collected during operation and limited storage space
and CPU time, significant data reduction is required before more detailed software-based
triggering can be applied.

For an event to pass the trigger selection, it must succeed in each of three stages
[142,143], which are discussed in the following sections. The three stages progressively
refine event selection, starting with simple hardware-based criteria and progressing to
more stringent software-based ones. This multi-stage implementation balances efficiency
with computational loads. An event passes each stage by meeting one of the corresponding
sets of trigger selection requirements. An illustration of the trigger system is given in
figure 2.5.1.

49



LHCb 2015 Trigger Diagram

40 MHz bunch crossing rate

LO Hardware Trigger : 1 MHz

readout, high Er/Pt signatures

450 kHz 400 kHz 150 kHz

. Software High Level Trigger

displaced tracks/vertices and dimuons

( Partial event reconstruction, select )

Buffer events to disk, perform online
detector calibration and alignment

of inclusive and exclusive triggers

L JIF b

Figure 2.5.1: Diagram of the LHCb Run II trigger system. Taken from Ref. [144].
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2.5.1 Hardware Trigger

The Level-0 (or LO) trigger is the initial trigger system, featuring electronics boards that
process information read out by the calorimeters and muon system to quickly select events
within 4 ps. The processed information is then passed to the LO decision unit (DU). The
LO trigger reduces 40 MHz of data to 1 MHz.

In Run I and Run II, the LO trigger comprises two independent systems: the Calorime-
ter and Muon triggers. The Calorimeter trigger identifies hadronic candidates with high
Er. The E7 information is combined into clusters of 2 x 2 cells and selects the cluster
with the highest Er for the DU. Photon candidates are identified based on hits in the PS,
while subsequent hits in the SPD indicate the candidate is an electron.

The Muon trigger identifies candidate tracks with the two highest transverse momenta
(pr) recorded in the muon stations. Particles with pr exceeding a specified threshold are
selected by the hardware trigger. The successful candidates from both triggers are sent to
the DU, which consolidates the data and performs basic logical operations to combine the

signatures.
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2.5.2 High Level Trigger 1

Those events which pass the hardware trigger are given to the High Level Trigger (HLT),
which is split into two section, HLT1 and HLT2. The HLT is run on the Event Filter Farm
(EFF), consisting of 1700 nodes running C+-+ software. However, due to CPU limitations
and the output rate of LO being 1 MHz, the HLT trims down the data while processing
partial events and rejecting a large portion of the uninteresting events. A benefit of the
HLT trigger being software based is that it is able to evolve over time and develop to
follow the evolution of the LHCb physics programme.

The HLT1 trigger filters the information which passes the LO trigger using fast
algorithms, confirming the L0 decisions on particle tracking information such as candidate
tracks, calorimeter clusters, and muon information, as well as neutral hadrons and photons
if no track is present. The HLT1 performs basic reconstruction using this information,
but does not perform a full fitting of the tracks.

Loose selection cuts are applied on kinematic variables of the tracks, such as the pr, IP,
and the distance of closest approach of the detected particles in relation to the beam axis.
The tracks are used to form composite particles such as K* — K7~ or ¢ — KTK™.

The HLT1 takes the 1 MHz of data output from the LO trigger and reduces this to 30
kHz and 110 kHz of data during Run I and Run II respectively. The remaining data is
passed to the HLT?2 trigger.

2.5.3 High Level Trigger 2

The HLT?2 trigger specialises in specific decay selection using all of the information from
the LHCb detectors for the remaining candidates. The HLT2 uses, as in HLT1, C+-+
programming language to apply a range of algorithms which select specific physics processes.
The algorithm explicitly selects tracks likely to be the decay products (daughters) of a
decaying particle (mother). The inclusive selection involves a partial reconstruction of a
mother particle.

Once the data is selected for offline storage and processing, it is reduced to 5 (12.5)
kHz during Run I (Run II). Events are filtered based on selection triggers that identify
candidates capable of triggering the event. The HLT?2 trigger is crucial for its adaptability
to new selection criteria, particularly for handling complex event classification into specific

decay modes.

2.5.4 Offline Processing

The raw data that passes the HLT2 trigger requirements is moved to offline storage for

further analysis and processed through software packages [145], starting with BRUNEL.
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During Run I, BRUNEL reconstructed data from the LHCb in a similar manner to HLT?2.
However, since BRUNEL operates offline, it is subject to less stringent time constraints,
allowing for more rigorous processing. For Run II, this process was modified [146] so that
the HLT?2 triggers and the offline reconstruction operate with the same software. The
HLT1 ran continuously over periods of up to two weeks, processing data in real time before
passing it to HLT2. This allows time for calibration alignment and efficient utilisation
of HLLT resources during periods without collisions. This change resulted in a fourfold
increase in data volume, even though the integrated luminosity only doubled.

BRUNEL uses the information from the tracking and PID detectors to produce track
reconstruction and PID for each of the recorded events. The data output from BRUNEL
is passed to the DAVINCI package which performs candidate reconstruction and selection
on the event data and ‘strips’ the events into the identified decay modes via ‘stripping
selection’, implemented by the user to construct datasets of the desired decay mode. The
DAVINCI output datasets can then be used by the user to analyse the desired physical

phenomena.

2.6 LHCDb Simulation

Integral to physics analyses performed by the LHCb collaboration are simulated events
designed to closely replicate real data. In order to simulate accurately the known physical
processes involved in pp-collisions the Monte Carlo, MC, data is processed in the same
way, through the LHCD reconstruction and trigger software.

The first step in the workflow involves GAUSS [147], within which pp collisions are
generated using the MC event generator PYTHIA [148|, which models the underlying
hard-scattering process, parton showering, and hadronisation. The LHCb configuration
of PYTHIA [149] is tuned to match experimental data as closely as possible. Unstable
particles produced in these collisions are passed to EVTGEN [150], which propagates
their decays. EVTGEN describes hadronic and semileptonic decays using experimental
branching fractions and decay dynamics. Within EVTGEN, Photos [151] is used to
model final-state radiation, ensuring a realistic treatment of QED effects. Once the event
kinematics and decays are simulated, the particles are passed to GEANT4 [152,153], which
simulates the interactions of particles with the detector materials. This step replicates
the experimental conditions under which real data is collected.

The simulated events are then processed through several LHCbD software packages [145]
which emulate the reconstruction through the LHCb detector. First they are passed to
BOOLE, which mimics the response of the front-end electronics in the actual detector,

producing the same digital output as the data acquisition system. These signals are treated
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in the same way as the real LHCb data and are processed through the same software.
The LO hardware trigger response is emulated using MOORE, which also provides the
HLT software trigger emulation. MOORE is followed by offline processing with BRUNEL,
which reconstructs complex objects, and DAVINCI, which is used for applying selection

requirements and reconstruction for specific physics analyses.

2.7 The LHCb Upgrade and Future Operations

The LHC has now completed Long Shutdown 2 (LS2), during which major upgrades were
made to the LHCb detector [154]. These upgrades have prepared the detector for the
aim of taking 50 fb~! of data in Run III, a factor five increase in instantaneous luminosity
over the combined Run I and Run II. The trigger system has been overhauled with the
removal of the LO hardware trigger moving the LHCb to a fully software HLT. Trigger
selections have been rewritten and some sub-detectors have been upgraded. Additionally,
the front-end electronics and readout electronics of all of the sub-detectors have been
replaced, meaning the LHCb detector can read out information at a bunch crossing rate
of 40 MHz. The LHCb has proved an extremely capable experiment for the analysis of
rare decays and CP violation processes, with these improvements, the LHCb experiment

will continue to play a crucial role in these studies in Run III and beyond.
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Chapter 3

Data preparation aspects for the

BY — wtx—uTp~ analysis

The analysis presented in this thesis uses pp collision data collected by the LHCb experi-
ment during the first run of data taking years, 2011-2012, and the second run, 2015-2018.
The 2011-2012 dataset, referred to hereafter as Run I data, corresponds to an integrated
luminosity of 3 fb~!, while the 2015-2018, Run II, dataset contains an additional 5.7
fb~!. The data was collected at beam energies of /s = 7, 8 and 13 TeV for 2011, 2012
and 2015-2018 respectively. The LHCb datasets used in this analysis are summarised in
Table 3.1.

Year Run +/s[TeV ]| [L[fb7']

2011 1 7 1.0
2012 1 8 2.0
2015 2 13 0.4
2016 2 13 1.6
2017 2 13 1.7
2018 2 13 2.0

Table 3.1: Summary of data taken by the LHCb experiment during Run I and Run II of data
taking. A total of 8.7 fb~! of data is used in this analysis.

This chapter details the preparation of both the LHCb data and the simulation samples,
which are used to measure the physical observables of interest in this thesis. It begins
by describing the selection criteria applied to the data, followed by corrections to the
simulated samples, an analysis of the backgrounds present in the dataset, and the selection
efficiency. Several geometry and particle identification variables are introduced in the

following chapters, with a summary of their definitions provided in Appendix B.
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3.1 Simulation samples

Modern analyses in high-energy physics (HEP) involve the use of simulated datasets
generated using Monte Carlo (MC) techniques, which account for both the underlying
physics of the pp scattering process and subsequent interaction of particles in the detector,
to produce realistic samples. For each year of data taking, simulated samples are generated
under conditions that match the configuration of the LHCb detector. As discussed in
Section 2.3.3, the LHCb data samples are split roughly evenly between the two magnetic
polarities, “Up” and “Down”. The simulation samples are separated in the same way.

The simulated MC samples are used in this analysis to aid in the optimisation
of selecting signal decay candidates in the dataset, determine the shapes of kinematic
distributions, such as the four-body invariant mass of the parent b meson, and to determine
the model for the detector efficiency. These samples, produced using EvtGen [150], are used
to model kinematic distributions, such as the four-body invariant mass of the b-hadron, of
each of the decay modes.

Simulated physics samples are used for the B® — nt7~u*u~ and c¢ resonant B® —
J/pm T~ decay modes for each year of data-taking, as well as for the corresponding B?
modes, B — 77~ puTpu~ and BY— JiprTw~. Additionally, samples are produced for the
B — JhpK*9 control mode and the non-resonant B® — K7~ u*pu~ decay. These samples
are reconstructed as both the K7~ up~ and under the mass hypothesis of 7t7 =t ™,
representing a misidentified background in the B® — ntn~u*u~ datasets.

Other physics samples are produced, reconstructed as B — ntn~utu~ decays, for
backgrounds present in the dataset, which are identified in Section 3.6. These background
samples are used to estimate the relative size of the backgrounds compared to the

B — ntn~utp~ signal decay mode.

3.2 Online selection

The candidates are identified either as “Trigger On Signal” (TOS), where the reconstructed
object triggers the event to be stored, or “Trigger Independent of Signal” (TIS), where
a track is stored because particles from elsewhere in the event are responsible for the
triggering decision. The online selection requirements are designed to search for broad
conditions at the L0 level, such as the presence of a dimuon system. At the HLT level the
events are partially reconstructed and selected if the topology of the system resembles
that of b-hadron decays. An event is able to pass multiple requirements.

At the LO stage, the online selection is based on information from the calorimeters

and muon stations. In this analysis, the selection focuses on muons due to their clean
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signatures. The first of two criteria requires that a single muon track must have a high
transverse momentum (pr). The second is that the product of the pr of a muon pair is
large, indicating a dimuon system is present in the decay chain. These two requirements
are applied independently. Additionally, there is a requirement that the number of hits
recorded in the SPD subdetector is sufficiently small, to control the amount of data being
processed, easing the reconstruction of the event.

The HLT1 software makes selection decisions based on the quality of particle tracks.
At this stage, the aim is to identify the b-meson decays where at least one track of a final-
state particle has a high pr and is displaced from the PV. In Run I, a simpler cut-based
approach was used, primarily focusing on muon tracking. In Run II, a Multi-Variate
Analysis (MVA) technique was introduced, enabling more refined selection processes which
identified tracks with poor reconstruction quality and rejected them. The MVA method
considers a range of variables, such as the pr of the particle, the track reconstruction
quality, and the number of hits in subdetectors. This multi-variable approach allows for
the consideration of correlations between the variables, which the cut-based approach of
Run I could not account for.

The HLT2 software aims to select events based on their topology, specifically those of
b-hadron decays [155]. A Boosted Decision Tree (BDT) was employed during Run I [156]
to determine those events with a decay vertex, that of the J/i) for instance, with a
significant displacement from the primary vertex of the b-meson. The b-meson is required
to have decayed into two, three, or four particles. In Run II, this BDT was replaced by the
MatrixNet algorithm [157,158], a BDT method that improves classification performance
by dynamically optimising the boosting process. The selection of displaced b-hadron

decay vertices is more computationally efficient.

3.3 Stripping the raw data

The loose requirements of the online selection allow many candidates from decay modes
which are not the desired signal to pass through. These unwanted candidates need to
be removed from the dataset. The initial step in refining the dataset is to apply a series
of requirements on kinematic and topological variables related to particle detection and
identification. These requirements are generalised to satisfy basic criteria, for a wide range
of decay modes.

The requirements at this stage are standardised for analyses studying decays with
similar characteristics, specifically to loosely identify B — Xy~ signal candidates. The
selection used in this analysis is widely applied at LHCb for b— qu*p~ analyses. The

decay must include a neutral dimuon system in the final state and a hadron, which can be
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either a single hadron or a resonance. The numerical values of these requirements, which
are based on established cuts used in previous analyses, are summarised in Table 3.2. Some
differences exist in the requirements between data-taking years, due to changing detector
conditions, the tightest selection is applied uniformly to all samples for consistency, and
only these are shown.

For a candidates to be retained in the dataset, it must pass loose requirements on the
invariant mass of the four-body final state, ensuring consistency with decays originating
from a b-meson. Additionally, the B-meson lifetime of 1.5 ps is exploited to distinguish
the meson from other particles which decay closer to the PV. This lifetime corresponds
to a typical flight distance (FD) of the B-meson is typically a few millimetres from the
interaction point. The IP of reconstructed particles is used to determine whether the
track is inconsistent with originating from a PV. The B-meson is required to be consistent
with coming from the PV, the IP must be small and the momentum vector should be
consistent with the direction vector between the PV and the decay vertex of the B-meson.

Criteria are applied to muons for particle identification, such as a requirement on
the AL(u|m) variable, which represents the difference in the log-likelihood between two
hypotheses: that the track corresponds to a muon versus a pion. Further requirements are
applied more generally to the events. For instance, the probability that a track is a “ghost”
is required to be small. A “ghost” track is a track reconstructed from a combination of
different tracks originating from multiple particles; these tracks do not correspond to a
single real particle but to background noise. During reconstruction, each track is assigned
a probability of being a ghost track, determined using a trained machine learning tool. A

threshold is applied to this probability to reduce this source of background track.

3.4 ¢ and m(7w "7 ~) binning scheme

The di-lepton mass squared (¢?) bins used in this analysis are those regularly used in
LHCb analyses (see Table 3.3) and align with the branching fraction measurement of this
decay mode [89]. The binning for both the ¢ and m (77 ™) distributions are illustrated
in Figure 3.4.1.

The low ¢® bin starts at 1.1 GeV?/c!, which is above the mass of the ¢(1020). The
bins comprising the two c¢ resonances, J/ib and ¢ (25), are chosen to be broad enough to
fully contain the peaks and tails of their respective shapes. The data from these two bins
are used for fit validation. The upper limit of the high ¢? bin is 19 GeV?/¢*, which is close
to the kinematic limit. Above 19 GeV?/c!, some of the particles are close to being at rest,
therefore the angles become ill-defined, making it difficult to parametrise the efficiency in

the ¢ dimension.
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Particle Variable Requirement
BY m(rtrptpT) € [4.9,7.0] GeV/c?
Vertex x?/ndf < 8.0
Xp < 9.0
cos 0p > (0.9999
2o ~ 121.0
Hadron m(X) < 6200 MeV/c?
DOCA 2 < 200
Vertex x?/ndf < 12.0
costp > -0.9
Flight Distance y? > 16.0
Dimuon m(putu) < 7100 MeV/c?
Vertex x?/ndf < 12.0
cosfp > -0.9
Flight Distance 2 > 9.0
0 isMuon True
AL(p|m) > -3.0
Tracks ~ Ghost Probability < 0.35 (Run I)
Ghost Probability < 0.5 (Run II)
min. x% > 9.0
Global SPD Hits < 600

Table 3.2: Requirements for stripping B — X pu™u~ signal candidates from LHCb data. The
requirements are separated by particle, variable, and cut. A summary of the definitions of the
variables is provided in Appendix B.

The analysis is performed using a single bin of m(7t7~) € [620,920] MeV/c?. The
m(mT7~) distribution has been shown to contain many resonances in the B®— Japr T~
dataset [159], as introduced in Section 1.2.6, with the p° (770) the predominant resonance,
with a mass of 775.264-0.23 MeV/c?. The range aims to remove a large part of the f5(1270)
and potential contributions from the K? at 498 MeV/c?.

Bin ¢ [GeV?/c! ]
Low 1.1 - 6.0
T 80 - 11.0
0(28) 125 - 150
High 150 - 19.0

Table 3.3: Binning scheme for ¢?. The bins used for the measurements of the rare mode are
shaded in blue.
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Figure 3.4.1: Binning scheme in the dimensions of ¢ and m(7*7~). Distributions of real data,

with a loose selection applied, including the veto of the resonant ¢ bins, are shown alongside
illustrations of the different bins used in this analysis. The ¢? bins are summarised in Table 3.3,
while a single bin is used for m(7+7~) in the range € [0.6,1.1] GeV/c2.

3.5 Combinatorial background suppression

Following stripping selection requirements, many backgrounds can be present in the dataset
which pass through the selection due to, for example, similarities in the kinematics or
mis-identification of particles. One such background is known as combinatorial background,
cases where random combinations of tracks appear to the selection as the signal decays.

Several processes are established for reducing backgrounds, including the previously
discussed triggers and offline pre-selection requirements. There are, however, many
candidates which will pass these filters and which require a more dedicated approach. A
common procedure for reducing the combinatorial background is to perform a multivariate
analysis (MVA) which involves training an algorithm to distinguish between a signal and
background candidate.

For the algorithm to determine which candidates are signal and which are background
two samples are provided as proxies. The signal uses B — p°u* = MC, a simulated dataset
containing only signal candidates with realistic kinematic distributions. The background
sample is taken from the LHCb dataset from a region of the BY invariant mass distribution
which contains purely combinatorial events, 5800 < m(m 7~ u* ™) < 6500 MeV/c?, which
is above the fitting region used in the final analysis. Both samples are processed through
the selection stages previously discussed.

The MVA algorithm used in this analysis is a Boosted Decision Tree (BDT'), imple-
mented using the XGBOOST package [160]. A BDT is a predictive model that combines
successive decision trees iteratively to improve accuracy. The process of boosting involves

training each successive tree to correct the errors made by the previous tree. Each tree
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is not accurate individually, but when combined through boosting the process becomes
increasingly robust. This iterative process enables BDTs to achieve a high level of accuracy
when performing classification tasks, such as determining whether a candidate is signal or
background.

A test of the discriminating power of the BDT is the Receiver Operating Characteristic
(ROC) curve. The curve plots the true positive rate, the proportion of signal candidates
correctly identified, against the false positive rate. The area under the curve, AUC, is a
metric used to determine the performance of the BDT. An AUC score of 0.5 (and therefore
a diagonal ROC) shows that the classifier cannot distinguish between the samples. A score
of 1.0 is optimal in such a case, as the BDT perfectly separates the two samples [161].

Overtraining occurs when the model does not generalise well to independent samples
due to performing exceptionally well on the training sample. This happens when the
model not only learns the underlying patterns in the data but also irrelevant details,
such as noise or small fluctuations. In such an occurrence, the model may learn about
spurious correlations or statistical features unique to the training sample, but which
are not artefacts of the independent samples. Care must be taken to reduce the risk of
overtraining by applying techniques such as K-Fold cross validation [162], ensuring the

model is well-trained and capable of accurately categorising the events.

3.5.1 K-Fold Cross Validation

K-Fold Cross Validation is used to prevent overfitting and improve the generalisation
of the model. A model is generalised well when it performs well on unseen data, not
just the data is has been trained on. This technique involves the splitting of the dataset
into multiple subsets, or k “folds” [163]. The model is trained on k-1 folds and validated
on the remaining sample. Each fold is subsequently used as both training and testing
samples, until all the samples have been been used as the validation sample. The overall
performance of the model is averaged across each of the individually-trained models.
This reduces the bias in choosing which of the candidates are used to train and test the
algorithm, as each fold is used to both train and test. The testing on multiple folds
also provides a measure of the ability of the model to generalise across different, unseen,
samples.

In this analysis, the signal and background proxy samples are combined and split into
the training and test samples. The training sample is used to teach the BDT algorithm
to discriminate between signal and background, while the test sample is reserved for
evaluating the model for signs of over-training.

The optimal number of folds is determined by comparing the AUC of the trained model

using a range of values for k. The events are shuffled and split into each fold according to
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the modulus of the index in the dataset. No significant difference is found when using
more than 8 folds, although the computational complexity increases significantly for a

larger numbers of folds. In this study, therefore, k = 8 folds are determined to be optimal.

3.5.2 Training features

There is no single ideal set of variables, or features, for training the MVA algorithm. Well
motivated variables include those related to kinematics and vertexing information. To
avoid overtraining the classifier, a sensible selection of variables is necessary. Starting
with a long-list of candidate features, the number can be reduced using various methods.

To narrow down the list of features to an optimal set the Recursive Feature Elimination
technique is utilised [164]. The technique works by recursively training the model, removing
the least performing feature in each iteration. The process continues until an optimal set
is obtained, where removing further features reduces the AUC score of the model by more
than 0.005. This threshold was chosen heuristically to balance feature reduction with
model performance, ensuring that only features contributing meaningfully to classification
are retained. The performance of a feature is determined by the F-score, which reflects
both the number of times the feature is used to split the data across all of the trees and
the improvement in model performance associated with those splits. A split occurs when
the BDT selects a threshold value for a feature that maximises the separation of the target
categories, thereby increasing the homogeneity of the resulting subsets.

When using machine learning algorithms, such as a BDT, features are most effective
when they contain information which is distinct from one another, including those with
correlations which differ between the two samples. While a BDT is generally robust
to correlated features, high correlations can lead to inefficiencies and potentially to
overtraining. Therefore, minimising the correlation between features is likely to improve
the performance of the trained model. The correlations between features in the signal and
background proxy samples are given in Figure 3.5.1, for the combined Run I and Run II
datasets.

The features used in the training are given in Table 3.4. The features include a range of
geometric and kinematic features, as well as the “isolation” parameter. Unlike traditional
isolation definitions, which typically count tracks or sum transverse momentum in a cone
around the candidate, the isolation parameter used here is determined by performing a
vertex fit on tracks within the cone. This approach provides a measure of how well the
nearby tracks are consistent with forming a common vertex. The probability derived from
the minimum vertex x? of this fit is used as the isolation parameter, with a lower value
indicating that the track is more likely to be part of the true signal candidate rather than

an unrelated background track. The definitions of these features are given in Appendix
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Figure 3.5.1: Correlations of features used to train the BDT to categorise signal and background
data. These correlations use combined Run I and Run II samples although the training is
performed separately.

B. An example of the ranking of the feature importance is given in Figure 3.5.2. The
trend for the importance is similar for the model trained on both runs and across all
folds, the Isolation feature performs the strongest followed be roughly equal importance
from the rest of the features. The importance is determined by the F-score, which is a
measure of the number of times the feature is used in a split in the tree. In Figure 3.5.3
the distributions of the signal and background proxies are shown for each of the features.
These distributions are given for the combined Run I and Run II sample, although the

training is performed for each run separately.

3.5.3 Hyperparameter optimisation

Hyperparameters are preset in the XGB0OOST algorithm, but they can be tuned to optimise
the performance of the trained BDT model. While the default hyperparameters are
determined to give good performance, tuning can further improve results and potentially
reduce the effects of overtraining.

Several hyperparameters are tuned to optimise the performance of the BDT. To
determine the optimal values of the hyperparameters, a method is followed which involves
randomly searching across ranges of parameter values and evaluating the performance of
the model using the AUC score. The set of values which provide the highest AUC score is
chosen as the optimal set.

Performing the tests randomly on continuous distributions of values, as opposed to
sequentially through a grid of defined values, has several benefits [165]. The random

search is more efficient than testing all possible combinations of parameter values in a
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Table 3.4: List of features used to train the BDT algorithm to categorise signal and background
candidates. There are a total of six features related to the BY and five to the tracks of the final
state particles. A description of each feature is given in Appendix B. This is the final list of
features obtained by reducing a long-list using the Recursive Feature Elimination [164].
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Figure 3.5.2: Example of the ranking of the importance of features for the BD'T model. While
the training is performed over several folds, the trend is consistent, with the Isolation feature
performing the strongest. Here, Hy, is a shorthand for the B-meson.

grid and, thus reducing the use of computational resources while achieving similar results.
This approach is beneficial when dealing with the hyperparameters, as it allows scalability
and avoids the exponential growth in the number of tests involved in the grid search. The
tests are performed with the same number of k-folds as in the nominal training of the
BDT, ensuring the set of parameters is robust.

The hyperparameters chosen for tuning are commonly optimised when training a

gradient boosted decision tree, they are defined as follows:
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Figure 3.5.3: Features used in the XGBoosT BDT to categorise events as either signal or
background. The distributions are shown for the signal and background proxy samples for the

combined Run I and Run II datasets.
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e Number of Estimators: Total number of trees in the model. More trees improves

the performance of the model but increase the risk of overtraining.

e Learning Rate (1): Controls the contribution of each tree to the final prediction. A

lower rate improves the generalisation of the model but increases computation time.

e Maximum Depth: Limits the number of splits in a tree. A deeper tree may model

noise, while a shallower tree may overlook patterns in the features.

e Minimum Split Loss: Adds a penalty to the decision of whether to split a node. A
larger penalty reduces the likelihood of unhelpful splits, thus preventing overfitting.

e Regularisation: Each node is assigned a weight corresponding to the probability
that, if an event ends up in that node, it will be classified into that category. The
regularisation parameter applies a penalty to nodes with large weights, promoting

simpler models which may generalise better to unseen datasets.

e Feature Subsampling: The fraction of input features used in each trees. This
parameter introduces randomness which can help prevent overfitting by reducing

the over reliance on a small subset of features.

The optimised parameters for each of the BDTs, which are trained separately on each
run, are detailed in Table 3.5. The optimised hyperparameter values differ between Run I
and Run II due to variations in data-taking conditions, detector performance, and event
selection criteria across the two runs. These differences affect the optimal balance between
model complexity and generalisation, making it necessary to tune the hyperparameters
separately for each dataset. While it is possible that different feature selections could be
optimal for each dataset, no significant evidence suggested that a different set of features
would improve classification for either Run I or Run II. Therefore, the same set of features
was used for consistency.

A quantification of the optimisation with the default hyperparameter values is given
in Table 3.6. While the improvement in AUC is relatively small for both samples, this is
expected given the already high baseline performance of the classifier. A more relevant
performance indicator in the context of background suppression is the background efficiency
at a fixed signal efficiency of 90%. The optimised classifier reduces the background efficiency
in both cases by more than 15%. This demonstrates a tangible improvement in separating
signal from background. The reduction in background contamination, while maintaining

high signal efficiency, highlights the benefit of hyperparameter tuning.
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Optimised value
Hyperparameter Run I | Run IT | Default value
max depth 8 6 6

n estimators 359 429 100
learning rate (n) 0.05 0.08 0.3
feature subsampling 0.88 0.83 1.0
minimum loss reduction | 0.54 0.63 0.0
regularisation 0.52 0.39 1.0

Table 3.5: Optimised values of hyperparameters for the training of a BDT to categories candidates
as signal or background. The final column shows the default values for the XGBo0oOST package

[160].
AUC Score Background Efficiency
Dataset | Default | Optimised | Gain (%) | Default | Optimised | Gain (%)
Run I 0.996 0.997 4.9 0.0045 0.0038 15.2
Run IT | 0.997 0.998 3.2 0.0036 0.0030 16.9

Table 3.6: Comparison of AUC scores and background efficiency before and after hyperparameter
tuning for the BDT training on Run I and Run II datasets. The gain in AUC represents
the percentage improvement of the optimised model relative to the default model, while the
improvement in background efficiency reflects the reduction in background contamination at 90%
signal efficiency. A lower background efficiency indicates improved background suppression.

3.5.4 Results

The output of a BDT is a score, f(x), which is the sum of the decision tree outputs,
which can be transformed into a probability y that the event belongs to category k& given
the input features x. Specifically, we look at the probability that an event is classified
as a signal event. To obtain the probability, the score is transformed using a Logistic

(Sigmoid) Function,

1
ply=Fk|z) = 14 exp(—f(x))’

which returns a value between 0 and 1. The trained model can be tested for overtraining

(3.1)

by comparing the probability distributions of the training and independent testing samples
for both the signal and background events. The results for each of the k-folds are given in
Figure 3.5.4. The similar distributions for the training and testing samples across all folds
suggest that the model generalises well to unseen data, with minimal overtraining.

The distribution of probabilities obtained from the trained BDT model is used to
determine a threshold value to cut upon, reducing the combinatorial background component

in the datasets. The determination of this threshold is discussed in Section 3.5.5.
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Figure 3.5.4: Output from the BDT trained to classify signal and background candidates using
Run II datasets. Fach figure shows one of the k-folds used in the cross validation, the training
and testing results are shown for the signal and background classes.
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3.5.5 Optimisation of BDT and hadron PID requirements

In Section 3.5, a BDT model was trained to classify candidates as either signal or
combinatorial background. This section focuses on optimising selection thresholds for
the output of the BDT model (Ogpr) and variables relating to PID information. This
selection aims to minimise both the combinatorial background and those backgrounds
resulting from particle misidentification, while maximising sensitivity to the angular
observables.

The PID variables represent the probabilities that a track originates from a specific
particle species. These probabilities are determined using a trained neural network [166].
Each final state hadron has a separate probability estimate for it to be a proton, pion,
or kaon. Since protons are rarely misidentified as other particles, they are omitted from
this selection process. A variable is defined with the probability that the hadron is of the
desired species, combining the conditional probability that a final-state hadron is a pion,
P(z | m), with the probability that the same hadron is not a kaon, (1 — P(x | K)):

P(h|h) = P(z | 7) x (1 — P(z | K)), (3.2)

This combined probability enhances the rejection of backgrounds where kaons are misiden-
tified as pions. A loose requirement is also placed on the final-state muons, P(z | p) > 0.1,
in the pre-selection stage, which is sufficient, due to the excellent muon PID performance
of the LHCb detector.

The distributions of Ogpr are found predominantly close to either 0, indicating a

background classification, or 1, indicating signal. To better manage this variable, Ogpr is
transformed as log(1 — Ogpr).
Example distributions of log(1 — Ogpr) and P(h | h) are shown in Figure 3.5.5. The
simulation samples of the prominent decay modes are normalised to unit area to compare
how the two variables affect each of the components. The hadron PID (P(h | h)) has a
similar shape for the B®— p%ut =, B%— f3(980)u™ 1, and combinatorial background
components, indicating the majority of the candidates are positively identified as B —
ata~utpu~ decays. A large portion of the B® — K*°u* 1~ candidates decline as the
variable increases, indicating a loose selection cut would remove a sizeable portion of this
misidentified decay mode. The transformed BDT output (log(1 — Oppr)) shows that the
combinatorial background will be greatly reduced with a loose cut to this variable, and
that the other decay modes were identified as signal by the trained BDT.

A two-dimensional scan of these variables is performed to identify the optimal selection
thresholds. This scan involves the application of different selection requirements on the

B°— Jhpmtr~ dataset and determining the number of candidates related to the signal
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and background decay modes. The number of candidates in the rare decay mode are
obtained using the ratio of branching fractions and selection efficiencies,
BT’(ZT’@ % Er‘are (3. 3)

Nrare = Neontrol X B s

control €control

where N is the number of candidates, B is the branching fraction, and e the selection
efficiency determined using simulation samples. The subscripts control and rare refer to
the B — Jiprtn~ and B®— 777~ utp~ decay modes, respectively. This normalisation
approach using the control mode applies only to the rare decay signal. In contrast, since
no simulation samples exist for the combinatorial background, it is determined directly
from the upper mass sideband of the B® — w7~ ™~ dataset (5800 < m(ntr—putu~) <
6500 MeV/c?), which was also used in training the BDT.

The starting point for the scan uses the selection of P(h | h) > 0.2 and log(1—Oppr) <
0.5, applied to the BY — Jiymtn~ dataset. At each point in the scan, the selection
efficiency is used to scale the number of events calculated at the original working point.
For the combinatorial background the scale is obtained from the efficiency of placing the
requirement on the upper mass sideband dataset.

A total of 1000 pseudoexperiments are generated at each point in the scan. The
backgrounds included in the study are the peaking backgrounds discussed in Section
3.6, as well as the combinatorial background. For each of the pseudoexperiments, the
nominal fitting procedure is then followed, which is discussed later in Section 4. Two
metrics are used to judge the results of the study: the first is the significance of the signal,
estimated using Wilks’ theorem [167], and the second assesses the uncertainties of the
angular observables F7, Sz, Ag, and Ag..

Wilks’ theorem is used to compare two hypotheses by employing a likelihood ratio
test. The test compares the likelihood for the signal-plus-background model (£,,04¢1) to
the background-only model ((L£,.u)), where the signal shape is omitted from the mass
model under the null hypothesis. The significance is a measure of the strength of the

signal hypothesis, it is calculated using:

\/2 ' (ln(ﬁmodel) - ln(ﬁnull))- (34)

The maximum value of the significance across the two-dimensional scan indicates the
optimal selection cut.

The results of the scans are shown for the Wilk’s test in Figure 3.5.6, and the
angular observables in Figure 3.5.7. The heat-maps show agreement between each of the
distributions of the uncertainty on the angular observables and the Wilk’s test, with the
uncertainties exhibiting similar flat regions. The optimal requirements are determined to
be P(h | h) > 0.44 and log(1 — Oppr) < —4.7.
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Figure 3.5.6: Heatmap of the 2D scan of the transformed BDT output (log(1 — Ogpr)) and
probability that a hadron is a pion and not a kaon (P(h | h)). The z axis shows the mean
significance from performing Wilks’ test on 1000 pseudodatasets at each working point. The
highest significance is observed at P(h | h) > 0.44 and log(1 — Oppr) < —4.7, suggesting an
optimal working point for separating signal and background.
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Figure 3.5.7: Heatmap of the 2D scan of the transformed BDT output (log(1 — Oppr)) and
probability that a hadron is a pion and not a kaon (P(h | h)). The z axis shows the mean
uncertainty of the measured observable on 1000 pseudodatasets at each working point. The
highest significance is observed at P(h | h) > 0.44 and log(1 — Oppr) < —4.7, suggesting an
optimal working point for separating signal and background.

3.6 Peaking backgrounds

We turn now to the identification of specific backgrounds associated with the B® —
atnptp~ and B® — JipmTrn~ decay modes that may be present in the data. This
investigation looks at the backgrounds within the resonant B®— Jipr™ 7w~ dataset, with
the assumption that similar backgrounds exist in the B® — 7f7~u*u~ sample. The
backgrounds tend to derive from the misidentification of b-hadron decays into four final
state particles.

The backgrounds which do slip through the selection are suppressed relative to the
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selection of the signal decay mode, however due to the small branching fraction of the
B — ntn~utu~ compared to other similar decays many backgrounds have a significant
presence in the data. This section studies several sources of background and aims to

quantify the rate at which they appear.

3.6.1 Misidentified final-state particles

The LHCb detector has demonstrated excellent PID performance during Run I and
Run IT [131]. However, there are cases where particles are misidentified, leading to
backgrounds which are identified as the signal decay but contain a misidentified particle.
These cases can become a considerable source of background. As discussed in Section 3.5.5,
the variable P(h | h), representing the probability that the particle species is correctly
identified, has been optimised to select signal candidates. This variable should remove a
large contribution from the misidentified backgrounds. In this section, these backgrounds
are identified and their impact on the dataset is assessed.

The contribution of each potential background is investigated using the full Run I
and Run IT datasets in the J/) ¢ bin, collected by the LHCb detector. The online
selection and stripping requirements are applied to all samples, collectively referred to as
“pre-selection”. The requirements on log(1 — Oppr) and P(h | h) are applied to show the
effect of the optimised variables on the backgrounds. When the requirements on these
variables are applied, this is referred to as “full selection”.

The background contributions in data are investigated by substituting the mass of the
reconstructed final state particle, in this case either the relevant 7 or u, with the mass
hypothesis of the relevant particle for the concerned background, while preserving the
measured momentum vector. The momentum is correctly measured by the LHCb tracking
system irrespective of any misidentification of particle species. Since the B® — w7 pp~
signal decay is charge-symmetric, potential charge misidentifications do not affect the

overall charge balance.

3.6.1.1 Backgrounds with hadronic misidentification

The misidentification of either, or both, of the final state hadrons gives rise to many
potential backgrounds. Since both the hadrons in the signal decay are pions the study
can be limited to the K’ — 7 and p — 7 backgrounds. The RICH detectors are used to
identify hadrons in the LHCDb detector. At low and high momentum. the reliability of
identification is reduced [131], especially for the identification of protons, as seen in Figure
2.4.1.

The potential sources of background are summarised in Table 3.7. The single misidenti-

fication backgrounds are given in the top half of the table, although the rate of misidentifi-
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cation is low the branching fraction of the backgrounds (some O(107°)) are in many cases
larger than the that of the rare signal (O(107%)), some backgrounds are also relatively
small due to Cabibbo suppression. An estimate of the probability of misidentifying the
pions (€(misID)) is given for each case, from which one can determine a “misidentification”

branching fraction,

BmisID =B x E(mISID) (35)

The probability, €(misID), is determined using an LHCb PID lookup table, produced using
the software package PIDCalib [168|. The table takes input values of the PID threshold
applied in this analysis, momentum, pseudorapidity, and track multiplicity, and returns a
corresponding PID efficiency determined from LHCb data. The values chosen to obtain
these estimates are p = 19 GeV, n = 3.25, and multiplicity = 50. These values correspond
to a region of the detector where misidentified background tracks are likely to appear,
with moderate-to-high momentum, forward pseudorapidity, and typical event multiplicity.
This makes them representative for estimating the impact of this type of background.
In the following sections these backgrounds are discussed with several figures provided
to illustrate the different backgrounds in data. Unless stated otherwise these all show the
B°— Jhyntr~ dataset due to the abundance of the data compared to the rare and 1)(2S)

samples.

Misidentification Decay Mode O(BF) €misID
J/p decay rare decay

— B — ntnutu~ 10°°¢ 1078 —

BY— ot 107° 1078 -
K—n7 BY— Ktr=putpu~ 107° 1077 2.2 x 1072
BY— Ktr—utp~ 107° 1078 2.2 x 1072
p—T A= prptum 10°¢ 1078 2.4 x 1071
Kt —wrt & K- —wn~ B'—= K"K putp~ 1077 107° 4.6 x 107*
BY— K™K~ ptu~ 1075 1077 4.6 x 1074
p =t &P -~ B — pputpu~ 108 Unknown 5.9 x 1072
B — pput 1077 Unknown 5.9 x 1072
p—ont & K- = A — pK—ptu~ 1077 107° 5.2 x 1073

Table 3.7: Hadronic backgrounds from hadron misidentification potentially present in the dataset.
The order of magnitude of the branching fractions (BF) of each decay mode [22] is given, both
for modes including a J/p —u* ™ resonance and for rare decays. BFs give a relative sense of
likelihood compared to the signal. Charge conjugation is implied. The quoted BFs for J/i modes
include J/b —p™ p~. Entries marked “Unknown” are seen but have no recorded BF. The final
column gives an estimated misidentification probability.
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K — 7 misidentification

The K — m background is seen by reassigning the mass hypothesis of the pion to its
true mass, that of the kaon. The resulting invariant mass distribution of the four body
Kt~ ptp~ system, within the resonant J/i — p*pu~ dataset, is compared to the true
mass distribution of the signal decay in Figure 3.6.1. The 2D planes show a comparison
of the two distributions, with a one-dimensional (1D) histogram of each sample shown on
the relevant axis. The bins with no events have no colour and the less populated bins,
in purple, are generally filled with combinatorial background events, which are reduced
considerably with the application of the BDT selection.

This background is shown, in Figure 3.6.1c, to originate predominantly from the
K*°(892) resonance, with a sizeable contribution from the K*°(1430). This background
is the largest of those coming from misidentification and therefore handling it is crucial.
The reduction of this background is considerable when applying a requirement to the
hadron PID by choosing the hadron to identify as a hadron and not as a kaon. These
PID conditions are combined as a product and a requirement is placed upon the PID,
which is optimised in Section 3.5.5, to be ProbNN, x (1 — ProbNNg) > 0.44.

The correlation can be seen between the two samples in the 2D plane in Figure
3.6.1 prior to applying the BDT and the hadron PID requirements the B® — Ji)K*°
background dominates the sample, a small contribution can be seen from the BY decay
but the signal is swamped. Once the full selection is applied to the dataset one can clearly
identify the peaks of the signal and BY decays and while this background is reduced the
K*tn~u"p~ peak is still identifiable. This background cannot be removed by a dedicated
veto due to the proximity to the signal peak in the four-body mass and the complicated
spectrum in the dihadron system. Thus the background requires care when modelling the

invariant mass in order to differentiate the events from the signal events.

p — 7 misidentification

Making the substitution of the mass of a pion for that of a proton allows one to examine the
distribution of the pr~pu*u~ four-body final state, corresponding to the A) — pr~ptu~
decay mode (or its conjugate). In Figure 3.6.2, a diagonal band is visible starting from the
upper shoulder of the B — w77~ u~ signal peak. This diagonal smearing arises because
misidentifying a proton as a pion causes a shift in the reconstructed mass, which depends
on the momentum of the misidentified particle. Higher-momentum protons experience a
larger mass shift than lower-momentum ones, leading to the observed slanted structure in
the distribution. In the 1D projection of the invariant mass distribution, there is no visibly
peaking resonance at 5620 MeV/c? corresponding to the AY is before the full selection is
applied.

A rough estimate of the relative contribution of this background, based on the branching
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Figure 3.6.1: Study of the background of the misidentification of a K — 7. Figures (a) and
(b) compare the invariant mass of the four body 77~ pu*u~ final state particles in the actual
dataset and with the mass hypothesis of a kaon in place of a pion. Figure (a) shows the combined
9fb~! LHCb data with triggers and stripping selection applied, (b) has the full selection with the
addition of BDT and PID cuts. Figure (c) shows the 1D distribution of the m(K ™7 ~) invariant
mass, with the pre-selection and full selection applied. The range of the mass window is widened
from the fit window to illustrate the wider contribution of the component.
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Figure 3.6.2: Study of the background of the misidentification of a p — 7. Figures (a) and
(b) compare the invariant mass of the four body 77~ pu*u~ final state particles in the actual
dataset and with the mass hypothesis of a proton in place of a pion. The first figure shows the
combined 9fb~! LHCD data with triggers and stripping selection applied, the second has the full
selection with the addition of BDT and PID cuts. The bottom figure shows the invariant mass
of the AY — pr~p*pu~ at 5620 MeV alongside a A — pK ~pTp~ from misidentified K~ — 7.
The two /12 peaks are removed with the application of the full selection.

fraction B(A) — pr~pTp~), the misidentification probability from Table 3.7, and the
branching fraction of the signal mode, suggests a contribution of around 25%. However, this
estimate does not account for the additional selection criteria applied, which significantly
reduce this background in practice. Given also that the A peak lies well above the signal
region, the contamination in the signal fit window is minimal. Therefore, the background

from AY — pr~putp~ is considered negligible in the selected dataset.
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K — m double misidentification
Other backgrounds arise from the misidentification of both hadrons in the final state.
A prominent example is the double misidentification of K™K~ as 777, which can lead
to background events from the B — JabK+K~ decay passing the selection. These
kaons predominantly originate from the ¢(1020) — K*tK~ resonance, which has a
branching fraction of (1.04 4 0.04) x 1073 [22], and through non-resonant contributions at
(7.940.7) x 1074
The double misidentification occurs less frequently than the single-hadron case. As
shown in Figure 3.6.3, this background is visible in the pre-selected B® — JipmTm™
data. However, the application of the full selection, particularly the PID requirements,
suppresses both the K+ and K~ misidentifications, reducing the background significantly.
The contribution of this background is estimated, using Table 3.7, to be less than 1%

relative to the signal. No additional vetoes are applied to reduce this background.

p — © double misidentification
The two decay modes that include a J/i) and a diproton system are B® — J/ipp and
BY — J/pp. The branching fractions of these decays are relatively low, measured at
(4.5 +0.6) x 107" and (3.6 &+ 0.4) x 1075, respectively [169]. No measurements of the
corresponding rare decay modes exist at the time of writing. Due to the combined
suppression from both the small branching fractions and the low probability of double
misidentification from protons to pions, the number of background candidates passing
pre-selection is expected to be minimal. An estimate based on Table 3.7 suggests that the
contribution is less than 1% relative to the signal.

As shown in Figure 3.6.4, the 777~ dihadron mass spectrum within the fitting range
620 MeV/c?> < m(ntn™) < 920 MeV/c? exhibits no significant structure associated with

this background. No additional selection is applied to suppress this contribution.

p — ® and K — 7 double misidentification

The A) — 7t K~ putp~ decay mode can contribute to the dataset due to the misiden-
tification of p — m and K — m. Its branching fraction is significantly larger than that
of the A} — pr~utp~ decay [88,170], which is relevant to the p — 7+ misidentification
background. However, the double misidentification reduces the contribution of this back-
ground relative to the signal. Based on estimates from Table 3.7, this background is
expected to contribute less than 1% of the signal. The full selection, including the BDT
and PID requirements described in Section 3.5.5, significantly suppresses this background,

as illustrated in Figure 3.6.5.
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Figure 3.6.3: Study of the background of the double misidentification of KK — 7w. Figures
(a) and (b) compare the invariant mass of the four body 7" 7~ u*u~ final state particles in the
actual dataset and with the mass hypothesis of two kaons in place of the pions. The first figure
shows the combined 9fb~! LHCb data with triggers and stripping selection applied, the second
has the full selection with the addition of BDT and PID cuts. The bottom figure shows the 1D

distribution of the m(K+TK ™) g+ g— _rtr— invariant mass, with the pre selection and with the
full selection applied.

3.6.1.2 Backgrounds with g — 7 misidentification

The most problematic background resulting from leptonic misidentification arises from
the BY— Jiyntn~ decay, where both y — 7 and 7 — u misidentifications occur. This
can be visualised by exchanging the mass hypotheses of the muon and pion tracks. In
Figure 3.6.6, a small peak is visible near the J/i) mass, originating from this effect. The

peak is substantially reduced after the application of the full selection, particularly due to
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Figure 3.6.4: Study of the background of the double misidentification of pp — 777 ~. The
invariant mass of the four body m*7~u*pu~ final state particles in the B — Japn 7~ dataset
and with the mass hypothesis of a pp pair in place of the dipion system. The figure shows the
combined 9fb™! LHCb data with the full selection of the trigger and stripping requirements
applied as well as PID and BDT requirements.

the optimised hadron PID requirements.

Using the same approach employed to derive the misidentification probabilities in
Table 3.7, the combined probability for this double misidentification is determined to be
p(u — w&m — p) &~ 9.4 x 1071 This yields an estimated contribution of less than 0.3%
relative to the signal. While small, this background is not negligible, and a dedicated veto
of | m(um) — 3097 |> 35 MeV/c? is applied to suppress it.

3.6.2 Partially Reconstructed Backgrounds

Some decay modes are picked up by the selection which have final states containing
the same particles as the signal mode 7*7~utp~, but with a missing particle, such
as a vy or a 7. Such examples include the decay modes BY — J/i(¢ — 7Tn~7%) and
BY — Jip(n' — py), which include p® — 7F7~ decays. The same processes exist for
the signal, with no ¢ resonance. These decays produce a shape in the m(r 7~ put ™)
spectrum smeared to lower values than m(B°) due to the missing energy of the 7° or
photon. The fit window of the four body invariant mass, discussed later in Section 4.1,
is m(rTr ) € [5150,5650] MeV/c?. The lower bound of this window suppresses the
contribution of the partially reconstructed backgrounds.

By comparing the branching fractions and selection efficiencies of rare and J/i) decay

79



g
3 2.5 3
0.0 0
6100
% 6000 & 6000
< <
= = 5900
K IS
1 5800 1 5800
b X
= A
3 2.5700
gSﬁOO i
g 5 5600
5500
5400 0o b T R R ST T ST
5200 5300 5400 5500 0.0 2.5 5200 5300 5400 55000 1
m(raup) [MeVic?] Countx10% m(rapp) [MeVic?] Countx103
(a) Selection without BDT and PID. (b) Full selection.

x10% :

—_

(=]
T
1

Events / 1.4 MeV/c?
I S
> >
e

=]
IS
———

o
o
e

I
o

5575 5600 5625 5650 5675 5700
M(PKpp)pk - 2 [MeVic?]

(c) m(pK—p*u™)

Figure 3.6.5: Study of the background of the misidentification of a p — 7 and K — w. Figures
(a) and (b) compare the invariant mass of the four body 77~ u*u~ final state particles in the
B — Jhpntn~ dataset and with the mass hypothesis of the pK ~ in place of the dipion system.
The first figure shows the combined 9fb~! LHCb data with triggers and stripping selection
applied, the second has the full selection with the addition of BDT and PID cuts. The bottom
plot shows the invariant mass at the Ag peak with a clear reduction when the full selection is
applied.

modes, the backgrounds contribute which contribute significantly in the sample can be
determined. The expected yield of each background (V) can be determined relative to

the control mode yield (Npo_, jjyr+r-) using

€r " B(x) " fa
€0 Jjyprtn-  B(BY— Jipmtw=) o fy

Nx = NBO—>J/¢7T+7T_ X (36)

where € is the efficiency of the selection, B is the branching fraction of the decay mode,

and f,/fq is the ratio of fragmentation fractions, where ¢ = d, u, s,c. The branching
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Figure 3.6.6: Study of the background of the double misidentification of u*p~ — 7+t7x~. The
invariant mass of the two body 77~ system in the rare dataset is shown with pre selection applied
and the full selection, in linear and logarithmic scale. A peak is seen above the combinatorial
background at the J/) peak prior to the application of the optimised hadronic PID requirements.

fractions of several backgrounds and their estimated contributions as a percentage of
Npo_s jjprt=- are given in Table 3.8. There are a considerable number of possible decay
modes which can be considered here, however only a selection of those with branching
fractions comparable to the signal mode are listed in the table, for brevity.

The calculations are performed using samples generated using the RapidSim package
[171], generated within the LHCb geometry and reconstructed as the signal decay mode.
The efficiency, €,, is the product of applying fiducial cuts, m(B°) and m(rT7~) cuts, ¢
cuts, and PID selection. It is assumed that the efficiencies for each background with the
same final-state particles is similar to the signal mode. As the selection primarily depends
on kinematics and PID requirements, the efficiencies are expected to be similar. This
assumption averts the need to produce dedicated MC-simulated samples for each potential
background. In general, this leads to a potential overestimate of the yield, as the majority
of the backgrounds will have a lower selection efficiency than the signal.

The ratio of fragmentation fractions fs/fq has been measured at 0.2539 4+ 0.0079 (at
13 TeV centre-of-mass energy) [172], while the ratio f./f; is predicted to be much smaller,
~ 0.014 [173]. The ratio f,/fs is taken to be 1 as the relation f, = f; is assumed to hold,
due to isospin symmetry [172]. Backgrounds deriving from the B meson are considered,
such as the Bf — (Jip— ptp~)ntntn~ decay. These modes are smeared down in mass
from the B} at 6274.47 +0.2740.17 MeV [174]. Given the large mass gap from the B°, of
995 MeV, and both the selection efficiencies and the predicted f./ fq ratio, the contribution
from the partially-reconstructed B backgrounds is determined to be negligible.

Similarly, potential partially reconstructed backgrounds from A) decays are considered.

There are not many decay modes originating from an A) baryon which are potential
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backgrounds of this type, the one with the largest branching fraction is the A) — (J/ —
pwrp”)prtrT K~ decay. Here, the decay would be reconstructed if two particles are missed
by the selection algorithms. Therefore, the contribution of this mode is expected to be
small, and is estimated to be negligible.

Using the results shown in Table 3.8, it is expected that the B — Jib(¢p— 7w n—n0)
and B?— Ji(n' — p°y) decays are significant in the .J/i) dataset. The shapes of these two
backgrounds are shown in Figure 3.6.7, illustrating their distributions in the m(7 7~ pu™ ™)
fit window, smeared down in mass from the B° mass peak.

In the rare dataset, the same backgrounds can be considered as are predicted to
be significant in the J/i) dataset. Although naturally a smaller sample, the partially
reconstructed backgrounds may still be present. The branching fraction of the B — ¢u™ ™
decay mode is (8.440.4) x 1077, it is an order larger than the B’ — 77~ u~ branching
fraction of (2.1 + 0.5) x 107® [22]. However, the ratio of fragmentation fractions is
fs/fa = 0.2539 £ 0.0079 and the efficiency of applying the selection to the simulated
BY— ¢puTu~ candidates is approximately 0.2%, as estimated using the large pseudodataset.
Consequently, the expected contribution of B?— ¢u™u~ in the fit region is about 2% of
the signal yield. Given the available data sample size, this component is too small to be
considered significant. The B°— n’u* = branching fraction has not been measured but

can be estimated using the B?— ¢u™u~ branching fraction as

B — optp”
B— Jpbo

The ratio of this estimated branching fraction to that of B®— wF7~u*p~ is 0.014 £ 0.001,

and approximately 13% of simulated B° — n'u* = candidates fall within the fit region.

B(B® = 1 u™) = B(BJ — Jfn) x (3.7)

Consequently, the expected contribution of this background is only about 0.2% of the

signal yield, making it negligible given the available data sample size.
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Figure 3.6.7: The shapes of partially reconstructed decay modes, B?— J/)(¢— 777~ 70) and
BY — Ji(n' — p%y), in the BY — JibrTn~ dataset are shown in the B? mass window. The
decays are missing either a photon or 7°, which shifts the shape down in mass from the B°
due to the loss in momentum. The samples are from MC simulation and are generated within
the LHCb geometry without selection cuts, as they are used to estimate the fraction of events
within the signal region rather than for direct comparison with the signal. The distributions are
normalised to unit area.

Decay Mode \ J/ip decay O(BF) \ Fraction of J/i ‘

B’ = Jp(w— mra70) 1078 0.00
BY— Jip(n— mtrn0) 1077 0.00
BY— Jhp(n — i a0) 107° 0.00
BY— Jh(p— nrmw0) 1077 3.11
BY— Jhp(n — (w— 7rm)y) 107° 0.01
BY— Jhp(n— ntry) 107° 0.01
BY— Jhb(n— mrrx0) 1076 0.00
BY— Ji(n — p%v) 1076 29.32
BY— Jhp(n — wrra) 1078 0.01
BT — Ktrta~Jh) 107° 0.00
Bt — KTK~ntJk) 10-¢ 0.00
Bf = (JW— ptu )ntntn~ T 0.00
N — (Jp— T )prtr K- 107 0.00

Table 3.8: Partially reconstructed background decays in the dataset. The branching fraction
(BF) of each mode [22] is shown for decays with a J/i) resonance decays. Charge conjugation
is implied throughout. For J/) modes, the BF includes J/i) —ut ™. Entries labelled “1” have
been seen but lack experimentally measured values, with contributions estimated from selection
efficiency. The final column gives the background yield relative to J/i) events, where zero indicates
a predicted yield of < 1%.
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Figure 3.6.8: Study of the background of the b —c —s cascading decays. Figures (a) and (b) show
the invariant mass spectra of the two body m(K ™y~ ) and three body m(K™n~ ™) distributions,
with the misidentification of a K+ to a u*. A peak at the D* mass results are the result of
reconstructing candidates with missing energy from unreconstructed neutrinos and K to 7™
misidentification. Both figures show the B® — 7t7~utpu~ dataset in the rare ¢? regions with
the pre selection and with the full selection applied.

3.6.2.1 Cascading decays

Another source of background comes from partially reconstructed cascade decays. These
are decays where an event is reconstructed with a missing intermediate decay mode.
The predominant decays of this type are semileptonic decays, whereby neutrinos are
not reconstructed and the b-meson mass is shifted due to the missing energy. There are
two main contributions to this background for this analysis. The first are from decays
which proceed through the b — ¢ — d transitions via the decay mode BY —D~u*v and
subsequently the D~ —p°u~7 decay mode, where the p° decays to a dipion system. A
second series of decays proceed through the b — ¢ — s transitions, with the D~ instead
proceeding through the D~ —K*°;,~7 decay mode. Finally there is a misidentification of
the Kt to 7 to give the final state of 777~ u*p~ with missing v and 7.

In data, no peak is observed at the D* mass in resonant cé regions of ¢?. In Figure 3.6.8
the masses of the m(m ™7~ ™) g+ oo+ and m(7" ) g+_ -+ are studied in the rare dataset.
A small contribution is seen in the two body mass, this is completely reduced with the
application of the full selection. A veto could be applied to | m(ur) — 1865 |> 20 MeV/c2.
Since no significant resonance remains after the full selection, and the residual background

contribution is negligible, an additional veto is not required.
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Figure 3.6.9: The invariant mass of the K™ pu*pu~ from the over reconstructed Bt —Jap K™
decay mode. The 3-body final state system is associated with a random 7~ and the K™ is
misidentified as a 7+. The decay is thus reconstructed as the signal B — 7t7~utu~ decay
mode. The spectrum is shown with pre selection and with the full selection applied, a prominent
peak is reduced entirely by the optimised PID requirement.

3.6.3 Over-reconstructed backgrounds

An event can pass selection due to over-reconstruction, where an unrelated, random particle
is mistakenly reconstructed alongside the true final state particles. The predominant
example in this analysis’ dataset is the BT — J/in™ decay, which could be reconstructed
alongside a random 7, allowing it to pass the selection requirements as an B® —
7t utp decay.

Such three-body decays that include a random particle tend to have higher invariant
mass in the four-body distribution, appearing above the mass of the B°. This background
can present a challenge in a mass fit, as in this region it is assumed that the data is purely
combinatorial, i.e. consisting of only random combinations of particles.

There is also the potential for a background originating from the combination of an
over-reconstructed background and a particle misidentification. the prime example from
this dataset is the BT —J/ip K™ decay. In the three-body distribution, the background
has a distinct peak at the BT mass. When applying the full selection requirements this
background is significantly reduced. An additional veto is applied around the B+ mass
region to ensure that this background is suppressed further, of | m(K*u*p~) — 5279 |>
50 MeV/c?. Other hadronic misidentifications were investigated, and no significant peak
was observed in the m(7 ™) distribution prior to selection. As a result, no additional

veto was deemed necessary.
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3.6.4 Summary of background search

Following the investigation into the backgrounds we can conclude which backgrounds
remain in the signal window following the application of the full selection. The list of
decay modes which require consideration when modelling are summarised in Table 3.9.
The combinatorial background also remains following the application of the trained BDT.

Those backgrounds resulting from the misidentification of hadrons are heavily sup-
pressed by the application of hadronic identification requirements. However, the
B® — JApK*Y decay mode continues to have a large contribution near the B° peak.
The leptonic misidentification backgrounds are less of a concern, as they are almost
negligible following the full selection process. The other backgrounds which remain in
the signal window are partially reconstructed. In the J/ and 1 (2S5) resonant datasets
their contribution requires treatment when modelling the invariant mass of the B°, in the
rare sample their contribution is predicted to be small enough to be negligible with the

current sample size.

Decay Mode Reason for consideration
J and (25)
B »JW Kt~ Misidentification
BY = Jhprta~ Indistinguishable from signal
BY— Jhp(¢p— nha—x0) Partially reconstructed
BY— Jhb(n — p°) Partially reconstructed
Rare
B - K*r putp~ Misidentification
BY »rta Indistinguishable from signal

Table 3.9: Backgrounds which remain following the investigation into the peaking backgrounds
present in the LHCb dataset following BDT and PID requirements.

3.7 Aligning simulated samples to LHCb data

There are disagreements between the LHCb data and the MC simulation samples, this
discrepancy is corrected using weights to bring the MC into alignment. Correcting the
simulation samples is important for optimising the multivariate selection discussed in
Section 3.5 and for the modelling of the efficiency effects on the angular distributions in
Section 4.3.

The applied corrections, discussed in the following sections, include adjustments to

the particle identification of the final state particles, kinematics in multiple dimensions,
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and corrections to the decay model. The different weights are calculated independently,

with the total weight being the product of individual corrections.

3.7.1 Particle Identification (Hadrons)

The hadron PID variables exhibit some differences between the simulation and LHCb
data samples, which can lead to inaccuracies in the evaluation of selection efficiency and
background studies of decays involving misidentified particles. These differences arise
due to imperfections in the detector response modelling in simulation, such as variations
in detector conditions. For example, the response of the RICH detectors, which provide
particle identification information, depends on factors such as the refractive index of the
gas radiators and the calibration of photon detection, both of which may not be perfectly
reproduced in the simulation.

The tool used for these corrections is PIDCORR [175], developed at LHCb. Four
distributions: the PID response, log(pt), 1, and log(multiplicity), where multiplicity is
the number of candidates in an event, are described using kernel density estimation (KDE).
These variables are used to construct a function which transforms the PID variables in
the simulation data. The KDE is modelled using datasets of D* — D% decays, which
can be selected cleanly, without PID information. Correlations are preserved between
PID variables for the same track, such as those concerning the identification of a 7 or a

K on the same track.

3.7.2 Particle Identification (Muons)

A correction is applied to the PID of the reconstructed muons due to differences between
the PID selection efficiencies in data and simulation in the stripping process. These
differences stem from an imperfect modelling of the muon system response and the
efficiency of muon identification algorithms in simulation. Effects such as limitations in
the simulation of multiple scattering and energy loss in the muon stations can contribute
to these discrepancies. For instance, the efficiency of correctly identifying a muon in data
may be slightly lower than in simulation due to additional detector noise or variations in
the response of individual muon chambers.

The weights are calculated, to adjust the muon PID variables, using the PIDCalib
package [175]. The weights are determined in bins of pr and 7, as the ratio of the efficiencies
of the data and simulation samples. Samples of B* — J/ K™ decay candidates are used,
with the subsequent J/i) — p™u~ decay. The decays are selected using a tag-and-probe
method, whereby PID requirements are applied to one muon and the other is selected

in an unbiased manner. In MC the events are reconstructed using the same stripping
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Figure 3.7.1: Track reconstruction efficiency as a function of the momentum p and pseudorapidity
n of a particle. The efficiency is shown for 2011 (left) and 2018 (right) samples.

requirements as the data but without the p PID. The corrections are produced and

applied separately for each year of data taking and each polarity.

3.7.3 Track Efficiency

The tracking efficiency in simulation differs from data due to imperfections in the detector
modelling, including misalignment effects, variations in detector response over time, and
inaccuracies in the material description. For example, multiple scattering and energy loss
in the detector material may not be perfectly simulated, leading to small differences in
track reconstruction efficiency between data and simulation.

Corrections are derived using candidates from the abundant J/i) — p ™ decay mode,
employing a tag-and-probe approach. The tag track is identified as a muon and fully
reconstructed, while the probe track is partially reconstructed, omitting data from at least
one subdetector. The efficiency is determined by searching for a fully reconstructed track
that corresponds to the probed track, providing the efficiency of the unused subdetectors.

The tracking efficiency is parametrised as a function of momentum, pseudorapidity, and
track multiplicity, as these variables strongly influence the probability of reconstructing
a given track. The use of Ji) — puTp~ decays allows for an unbiased measurement
of tracking efficiency across these kinematic variables, as the J/i) provides a clean and
well-understood source of muons with a wide kinematic coverage. The efficiency as a
function of momentum and pseudorapidity is shown in Figure 3.7.1, for the 2011 and 2018
samples. The corrections are computed using the LHCb TrackCalib package [176] and

applied separately for each year of data taking and both magnetic polarities.
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3.7.4 LO hardware trigger efficiency

The response of the L0 hardware trigger is corrected using a data-driven method [177].
Samples of BT — JAp K+ decays are reconstructed, and the stripping selection is applied.
An additional requirement is made to ensure that candidates identified as kaons satisfy
P(K | K)>0.1.

The LO trigger efficiency is calculated in bins of the transverse momentum (pr) of
the p* and p~, as the trigger response is a function of the muons’ momentum. While
the LO trigger is applied to events based on the presence of high-momentum particles,
the efficiency correction derived from BT — J/ip K™ decays is assumed to be valid for the
7t~ utp~ decay mode. This is because the LO trigger response primarily depends on
the presence of the two muons in the event, which are common to both the signal and
Bt — JhWK™ decay modes. As a result, the same efficiency correction procedure can be
applied to both signal and control samples.

For both the data and simulation datasets, the number of candidates in two samples
are determined. The first sample contains those events which are triggered by non-signal
particles in the event (TIS), independently of the specific signal particles. The number
of events in this sample is denoted by Nptis. The second sample contains the subset of
events from the first sample where the signal also triggered the event, with the sample
size denoted by Nrisanaros. The efficiency, determined separately for data and simulation
samples, is given by

~ NTIS and TOS

€= ———— - 3.8
Nr1g (3:8)

The efficiency of the real data is determined by fitting the invariant mass of candidates in
both samples separately, to obtain the respective yields. The correction weights are then
calculated as the ratio of the data to MC trigger efficiencies, determined separately for

each year of data taking.

3.7.5 Kinematics of the Bt meson

The kinematics of the B-hadrons are known to be described incorrectly in simulation
data. To correct for this, three variables, the pr and 7 of the parent meson, and event
multiplicity are used to produce a multi-dimensional weight. The event multiplicity is
included because it correlates with the interaction dynamics and can impact the B°
kinematics, particularly its pr and 7 distributions. It is typically measured as either the
number of hits in the scintillating pad detector or the number of tracks in the event.
Samples of LHCb and MC simulated data for the BT — J/) K™ decay mode are used
to derive the kinematic weights due to the clean signal peak found in the LHCb dataset.
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Figure 3.7.2: Fitting of the invariant mass fits of the BT — JAi)K™ decay mode. The fit is
performed on the 2016, magnet polarity down LHCb dataset.

Due to isospin symmetry there should be no difference in B* /B collisions at the LHC.

The selection requirements placed on the BT — J/iy K+ candidates, for the pre-selection
and trigger, are the same as those applied BY — 77~ u*u~ events. The selection of
P(h | h) > 0.44 is applied to the kaon, with the opposite definition to Equation 3.2,
selecting those events with a probability of being a kaon and not being a pion. The MC
corrections which have thus far been discussed are also applied to the data.

The invariant mass distribution of the BT, with the range [5180, 5450], is fitted in
data in order to separate the signal from the background candidates. The decay modes
present in the sample are the BT — JAK™ signal, the Bt — J/iyn™ (where a 7t is
misidentified as a K), and combinatorial background. The shapes for the two decay
modes are determined using MC samples which are both modelled using the sum of an
asymmetric double-sided Crystal Ball [178], a Gaussian function with power-law tails,
and a Gaussian. The mean of the signal shape and a scale on the widths of both the
signal and Bt — J/iym™ are floated in the fit to data, with the rest of the parameters fixed
to the values obtained from the simulation modelling. The combinatorial background is
modelled in data using an exponential. The mass shapes are detailed in Section 4.1.1. The
sPlot method [179] is used to statistically separate the BT — J/) K™ from the background
components [180]. An example fit is shown in Figure 3.7.2 for the 2016, magnet polarity

down data sample.

Gradient Boost Reweighter

The corrections weights for the variables are determined in three dimensions. To account
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for the correlations between these dimensions, a BDT algorithm called Gradient Boost
Reweighter (GBR) [181,182] is employed. GBR calculates weights that align an input
with a target distribution.

The signal data and simulation samples are divided into training and testing datasets.
The training is performed using k-fold cross validation, similarly to the use in Section
3.5.1. The weights for each event are determined using the trained model from the fold in
which that event was not part of the training set. The use of multiple folds ensures the

model is robust to unseen samples and reduces the risk of overtraining.

Agreement between data and MC samples of BT — J/ip KT candidates

The kinematic corrections are applied to the simulated BT — JA KT data with the
intention of bringing the MC and data samples into agreement in multiple dimensions.
Figure 3.7.3 shows, for each of the three variables, the MC samples prior to and post
training alongside the corresponding LHCb data.

3.7.6 Decay model

The B°— Jiyntr~ control mode is used to validate the agreement between simulation
and data. However, in the simulation, this decay is generated as a pure B — J/ip® decay,
meaning only the dominant p° resonance is present. In reality, the 7t7~ invariant mass
distribution includes additional resonant structures beyond the dominant p° contribution,
such as other 7" 7~ resonances. If uncorrected, this mismatch in the 7t7~ spectrum can
lead to misleading conclusions when comparing simulation to data.

To address this, decay model corrections are applied based on measured amplitude
distributions. The structure of the 777~ mass spectrum in B — Ji)nT 7~ decays has
been well studied [53], allowing the derivation of weights that transform the simulated
B°— Jhpp® spectrum to match the experimental mass distribution. The impact of these
corrections is illustrated in Figure 3.7.4, where the weighted simulation aligns with the
expected resonance contributions. The corrected model corresponds to the equivalent
component in the complete m (7" 7~) spectrum.

These weights are not applied to the rare decay BY — 777~ "~ because no equivalent
amplitude model exists for this decay. While the B®— JA)rT 7~ mode has been studied
in detail, the B® — 7f7~uTpu~ decay contains a mix of resonant and non-resonant
contributions that are not well understood. However, this does not affect the validity
of the approach, as these weights are used exclusively to check the agreement between

simulation and data in the control mode and are not used for modelling the rare decay.
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Figure 3.7.3: Data/MC agreement for the B™ — J4) K™ samples in (a) BT pr, (b) BT 5, and

(c) track multiplicity. All figures are for samples configured from the 2018, magnetic polarity
down, dataset.

3.7.7 Luminosity

The simulated MC samples used in this analysis have been produced separately for
each year of data taking. The samples are generated according to the changing run
conditions throughout this period. However, the sizes of the samples are not coordinated
for consistency between the sizes of the datasets taken each year. A correction is applied
to scale the relative sizes of the simulations samples to concur with the luminosity, £, for
each year. The yearly luminosities are summarised in Table 3.1. Weights per year and
magnetic polarity, w,,, are calculated according to the ratio of the number of B® mesons

between the yearly samples of LHCb data samples:

,Cy X RB(S)
N )

Y,p

Wy,p =

(3.9)
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Figure 3.7.4: The figure on the left shows the true invariant mass distribution of the dipion
system in MC simulated samples. The samples are generated for the BY — J/ip® decay mode,
the sample shown is for 2017, magnet polarity up. The spectrum is shown with and without
weights correcting the decay mode. The second figure is the same distribution from the amplitude
analysis from which the weights were derived [53], the p° resonance is shown with a dashed red.

where N, , is the number of generated candidates for each year y and polarity p, taken
directly from the generated samples. The production of B° mesons depends on the
luminosity and the centre-of-mass energy, v/s. The term Rp(s) represents the ratio of the
B° meson production probability at a given /s, relative to the lowest energy of 7 TeV.
The corrections account for the differences in the number of events generated across
each of the simulation samples. Therefore, the statistics of the combined sample reflect
the conditions of data taking. This weighting approach ensures the relative proportions of
data-taking periods and polarities in simulation match those in data, without relying on

production cross-sections.

3.7.8 Comparison of MC samples and LHCb data

After calculating the weights which are produced to align the MC simulation samples with
the LHCb datasets, the alignment is assessed by comparing one-dimensional distributions
of variables relevant to the weighting procedure of the kinematic variables, discussed in
Section 3.7.5. The MC samples, both pre- and post-weighting, are compared to signal
candidates from the B® — J/ipnTm~ control mode dataset. The signal candidates are
separated from the background by fitting the invariant mass distribution and employing
the sPlot technique [179], as discussed in Section 4.1. The one-dimensional comparisons

are shown in Figure 3.7.5.
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Figure 3.7.5: Comparison of LHCb data (rose), with background removed, to MC simulation
samples with (red) and without (blue) corrections. All samples correspond to the B — Japrtr—
decay mode. The datasets are the combined Run I and Run II samples.

3.7.9 Effect of weighting on angular distributions

The weighting procedures are intended to align the MC simulated sampled to the LHCb
data, as seen in the previous section this is achieved for several variables of interest. It is
also important to review the impact of the corrections on the angular distributions, cos 6,
cos#;, and ¢, which will be used to parameterise efficiency and test fitting processes.
The rare B® — 7t7~ T~ MC samples are weighted similarly to the J/i) resonant
sample, with the exception of the model weighting. Therefore, no adjustments are made
to the weighting when parameterising the acceptance. The effects of the corrections on
the angular distributions for the rare B® — 77~ u*u~ simulation samples are given in
Figure 3.7.6. The p-values obtained from the Kolmogorov—Smirnov test [183], shown in

Table 3.10, are all much greater than 0.05, meaning we cannot reject the null hypothesis
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that the distributions are the same. Consequently, the corrections have minimal impact
on the overall shape of the angular distributions, and the corrected samples are suitable

for determining the effects of the selection on the angular distributions.

Distribution | p-value

cos 0y, 0.46
cos 0, 0.97
) 0.96

m(rtrT) 0.85

Table 3.10: Results from Kolmogorov-Smirnov tests [183] comparing angular distributions in
the simulation data from the combined Run I and Run II datasets. A p-value greater than
0.05 indicates that we cannot reject the null hypothesis, suggesting that the distributions are
statistically consistent. The K-S tests were performed using a seed value of “2021”.
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Chapter 4

Angular analysis of the

B ntr—puTp~ decay

This section presents the methodology employed to model the data and extract the angular
observables, introduced in Section 1.2.3. It will first address the fitting of the invariant mass
distribution, followed by the approach to modelling the angular distributions, including
an explanation of how the efficiency of the detector acceptance, coverage, and selection
requirements on the data affect the shape of the angular distributions are accounted for.
In Chapter 5, systematic uncertainties will be discussed and evaluated.

The invariant mass distribution of the b-hadron is modelled to distinguish between
candidates from the signal and the background decay modes which are not vetoed by the
selection requirements. An unbinned maximum likelihood fit is performed to statistically
separate the signal and background decay modes. The shape of each of the components,
with the exception of the combinatorial background, is determined using dedicated
simulation samples, and subsequently used in the modelling of LHCb data samples. The
B°— Jhpntr and B — ¢(2S)7 7~ decay modes are used as control modes, where the
B — JhprTr~ decay was used in Section 3.7.8 to determine agreement between data and
simulation samples. Both decay modes are used to validate the modelling strategy and
the observables are extracted in Section 4.5.2. The mass fit is conducted separately for
the B — JprTn~, B'— ¢(25)7 7, and the rare B — 777~ u* ™ decay modes. The
fits to each sample are detailed in Section 4.1.

After modelling the mass distribution, the sPlot technique [179] is employed to isolate
the signal decay mode from the background in the dataset. The technique uses the invariant
mass to project out the distribution of the three angular dimensions, 0= (cos Oy, cos by, P).

In Section 1.2.3, the differential decay rate was introduced in Equation 1.51,
parametrised as a function of the observables to be measured. The 9fb~" LHCb dataset
includes a limited number of signal candidates, which precludes a direct three-dimensional

fit to measure the angular observables. Therefore, the function is simplified by integrating
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the decay rate to a two-dimensional function in cos#;, and cos6;, and a one-dimensional
function in ¢, improving the stability of the fit. This integration removes the ability to
measure some of the angular observables, however the fit is stable and four observables, F7,
Ss, Ag, and Ag, can be measured. This simplification and its consequences are described
in Section 4.2.1.

The impact of selection efficiency on the angular distributions is examined in Section
4.3, with a discussion on how this efficiency is incorporated into the measurement. The
validation of the angular modelling using pseudodatasets, in Sections 4.4.3 to 4.4.4, is
followed by a description of the modelling of simulation samples, in Section 4.4. The
measurement of the observables on the J/i) and ¥(2S5) data samples, and the blinded
measurements of the data in the rare ¢ bins, as detailed in Sections 4.5.1 to 4.5.3. In

Chapter 5, the systematic uncertainties will be evaluated.

4.1 Invariant Mass

Following the application of requirements designed to select B® — 7t~ putu~ decays in
the LHCb dataset there are other decay modes remaining as backgrounds. To separate
the signal from the background an unbinned maximum likelihood fit is performed to the
mass of the four body final state, m(7t7~puu™).

The fit is performed by maximising the extended likelihood function (£), which
represents the probability of observing both the number of events and their distribution
in the dataset, given a set of parameters. The likelihood function is a combination of the
Poisson probability of observing the total number of events and the product of probability
density functions (PDFs) for each event in the dataset. Here, an unbinned extended fit is

performed, with likelihood,

N

L=e "] f(ms0), (4.1)

i=1
where N is the number of observed events (6) is the expected number of events based on
the model parameters 0, and f(m;; ) is the PDF that describes the distribution of the
variable m (here, the invariant mass) for each event i.

The fit maximises £, thus determining the best values of the set of parameters in 6.
In practice, the negative log-likelihood (NLL) is used for computational efficiency and

numerical stability. For an extended likelihood fit, the NLL is given by:

—InL = pu(f) — Zlnf(mi; 0). (4.2)
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Here, u(0) accounts for the expected total number of events, and the second term is the
sum of the log-probabilities for each event.

The total PDF, in the fit to data, is the sum of the contributions from different
components in the dataset, weighted by the number of candidates associated to each

component. The generalised form of this total PDF is:

1

Ptotal(m; 0) = Nk: : Fk’(m7 ek)a (43)

total Lk

where Nj is the number of events for component k, Fy(m;6y) is the PDF, and 6 the
set of parameters, for the same component. The total number of events is denoted by
Niotal = Y, Nk

The mass distributions of four data samples are modelled. The fit is performed
separately in the J/i and ¥(2S5) ¢* bins, and in the two rare ¢* bins. To approximate the
shape of the individual signal and background components in the samples, PDFs are fitted
to dedicated simulation samples. These samples are subject to selection requirements,
and are corrected to align with the LHCb data.

4.1.1 The B°— J/ipmtw~ mass distribution

The modelling of the B® — Jipr ™7~ decay mode, in the J/)-¢* bin, is detailed in this
section. The model is a sum of models for each of the components in the dataset. In
addition to the signal component, there are a total of five background components in the
total PDF, given by

B 1
Ntotal

Nposs jyrtn— * Pposgpprta-(m) + Npos jpprta— + Peos jpprta— (M)
+Npo_, jpprc=0 - Pros jppic=0 (M) + Npart. Reco. * PPart. Reco. (112)
+Ncombinatorial * PCombinatorial (1) | -

(4.4)

The parameters N; are the number of candidates for each component i, and Ny is the
total number of modelled candidates. The individual components will be discussed in the
following subsections.

Unless stated otherwise, the models for the individual shapes in the fit to LHCb data

are determined using fits to dedicated simulation datasets, for each component.
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The mass window

The range for the invariant mass of the final state particles, m(7*7~pu* ™), for the mod-
elling of the J/i) and ¥ (2S) resonant decay modes and the rare mode is m(ntn~pu*p™) €
[5150,5650] MeéV/c?. As mentioned in Section 3.6.2, the lower bound of this range sup-
presses the contribution of the partially reconstructed backgrounds. The range of the
mass of the dihadron system, as discussed in Section 3.4, is m(7t7~) € [620,920] MeV/c?.

This range predominantly selects the p® (770)—7* 7~ resonance.

B° — Jipntw~ and B — J/pmto

The invariant mass distributions of the signal decay mode, B® — J/iyrT 7=, and cor-
responding B? mode, are fit with the same shape. The two decay modes share similar
kinematics and are separated by the known mass difference, between the B® and BY
mesons, of 87.040.6 MeV/c? [22]. The model used to fit the shapes is sum of an asymmetric
double-sided Crystal Ball function [178] (DCB) and a Gaussian function (G),

P(m) - fﬁt : DCB(TTL, H,0L,0R, XL, OZR,TLL,TLR) + (1 - fﬁt) : G(m7 1y UG)? (45>

where fg; is the fit fraction that controls the relative contribution of each component to
the PDF. The DCB is described by:

(4, (BL ) R < —ay,
1 |e %(W‘;LN) if —ap <™ <0,
DCB(m;p, 01, 0R, L, AR, N, NR) = N J(m u) L ’
e 2\ or 1f0<m_<aR)
g
7}1« m—
(An (Bat )

(4.6)
where p is the mean of the distribution, oy and o are the widths of the left and right
sides of the distribution, respectively. The parameters oy, and ar determine the points
where the distribution transitions from the core to the power-law tails. The parameters
ny, and ng control the steepness of the left and right power-law tails, respectively, N is
the total integral over m, it ensures the distribution is normalised to unity.

The normalisation constants Ay, and Ag, By, and By are given by:

ni \" | aj | U
A = ( ) - exp (——Z> and B; = —la;]. (4.7)
‘ o | 2 | Q; |

where i represents either L or R for the left and right tails, respectively. The shape has

a Gaussian core and power-law tails, which have independent parameters. The power-
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law tails makes the model effective in capturing non-Gaussian characteristics resulting
from detector effects or energy loss. The shape is commonly used to modelling mass
distributions in b-hadron decays.

The additional Gaussian component is included in the model to account for detector
resolution effects, which introduce a broadening of the peak. The Gaussian is described

by a standard form:

1 m— ug)?
G(m) MG)O-G) = O'G\/% exXp (_%> ) (48)

where p is the mean, shared with the DCB shape, and o is the width of the Gaussian

component. The fits to the simulated samples are shown in Figure 4.1.1.

Misidentified backgrounds
The background associated with the B®— JA)K*? decay mode arises from the misidenti-
fication of a kaon as a pion, resulting in a mass shape smeared towards lower invariant
mass.

The shape is modelled using the sum of a Gaussian distribution and a Johnson’s Sy
(JSU) distribution [184]. The JSU distribution is obtained by transforming a normally
distributed variable, m, by

z =7+ §sinh™! (mT—f) : (4.9)

where £ is the peak position in m, A is the scale parameter which stretches or compresses
the shape, and « and § control the skewness and kurtosis of the distribution, influencing

the tails and asymmetry. The corresponding PDF is:

5 1 < 1 2)
= : exp [ —=2° | . (4.10)
RERURECS

JSU(m; €, A, v, 0)
The fit to the dedicated simulation sample is shown in Figure 4.1.1.

Partially reconstructed backgrounds

There are components in the dataset which result from partially reconstructed decays, as
discussed in Section 3.6.2. In the mass fit window, two such components are considered:
the B?— Ji(¢— ntrn%) and B?— Ji(n' — p°v) decay modes, where the p° decays
to #*n~. Each contribution is modelled with the sum of a Gaussian and a Johnson’s
Sy shape, similarly to the misidentified B — J/)K*? background. These shapes are
determined separately using dedicated simulation samples.

The partially reconstructed backgrounds overlap significantly in the invariant mass
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distribution, so in the fit to data the shapes are summed into a combined component. To
help the fit converge, the fit fraction is fixed to the ratio of the product of their branching

fractions and selection efficiencies (determined using the dedicated simulation samples):

B(B)— Jf¢) - (B — J/ibo)
B(BY— Jjn') - (B¢ — Jfibn')

This component is referred to as “Part. Reco.”, in Equation 4.4. The fits to the dedicated

= 0.53. (4.11)

simulation samples, for each partially reconstructed background, is shown in Figure 4.1.1.

Combinatorial background

The combinatorial background is produced by a random combination of tracks passing
the selection. Section 3.5 discussed the reduction of this background using an MVA.
Following this reduction, the component has an exponential shape, decreasing moving
upwards in mass.

There are no simulation samples for the combinatorial background component, from
which the fit parameters can be determined. By extending the fit window beyond the signal
peak, a region dominated by combinatorial background events can be used to constrains
the slope parameter in the fit to data. The combinatorial background is modelled using

an exponential function given by:

E(m;\) =C-e™ ™, (4.12)

where A is the slope parameter and C' is a normalisation scale factor, here representing

the number of candidates. This parameter is allowed to vary during the fit to data.

Fit to LHCb data

In the fit to the LHCb dataset, the total PDF contains 28 parameters, of which 20
are fixed to the values obtained from the fits to the simulation samples. The remaining
parameters are allowed to vary, they include those which are not able to be predicted
by these fits to the simulation datasets. They include the number of candidates for each

component, an offset on the mean of each component shared across the contributions,

Hdata = Hsimulation + Hoffset - (413)

and a scaling factor on the widths,

Odata — Osimulation X Oscale- (414>

The width scale accounts for differences in the resolution between simulation and data

samples. Table 4.1 summarises the values of the parameters allowed to vary, returned
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Figure 4.1.1: Invariant mass fits to the simulated samples of different decay modes reconstructed
as B" — mt7~utp~ decays, in the JAp-¢? bin. The samples are combined Run I and Run II
simulation datasets.
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Figure 4.1.2: Invariant mass fits to the B®— J/iprTn~ decay mode in the combined Run I and
Run IT LHCb datasets. The figure is shown in linear and logarithmic scales.

from the fit to LHCb data. Figure 4.1.2 shows the invariant mass fit to the 9fb™' dataset,

in both linear and logarithmic scales.

Parameter Value

Hoffset 0.64 £0.18

Oscale 1.13+£0.01

Npo_, jppmtn— 23819 4 206

NBo_, gppmt - 5857 + 102

Npo_, jpprc+0 14785 =+ 370

NPart. Reco. 5082 £+ 519

A (—=3.9£0.5) x 1073 MeV /¢ 2
NCombinatorial 4103 £ 392

Table 4.1: Values of parameters obtained from the mass fit of the BY — J/pnt 7~ decay mode,
using the combined Run I and Run II LHCb datasets in the J/i)-¢* region.

4.1.2 The B — ¢ (2S)n"n~ decay mode

In this section, the invariant mass fit to the B® — (2S5)7 7~ decay mode, in the 1(25)-¢*
bin, is detailed. The c¢ resonance lies within the ¢* range of [12.5,15.0] GeV2. Given
that the similar decay dynamics of the two charmonium states, 1(2S5) and J/i), the mass
shapes for the B®— (2S)7 "7~ mode are derived from the simulation samples used for
the B — J/ibrTn~ mode. The model fit to data is:
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Figure 4.1.3: Invariant mass fits to the BY — ¢(2S)7 "7~ decay mode in the combined Run I
and Run II LHCb datasets. The figure is shown in linear and logarithmic scales.

1
Ptotal(m) = N, | NB0—>1ZJ(2S)7T+71'— : PBO—>1[)(ZS)7T+7r— (m) + NCombinatorial : PCombinatorial<m)
tota

+Nposp@s)mta— - Pisyp@s)rta (M) + Nposyes)k+0 - Pposy@s)ko(m)
+NPart. Reco. * PPart. Reco. (m) .

(4.15)

The fixed parameters are the same for both decay modes. The partially reconstructed
backgrounds are also combined in this fit, to aid fit stability, with the same fit fraction as
derived in Equation 4.11. The results of the fitting of the LHCb data is shown in Figure

4.1.3 and the parameters allowed to vary in the fit are summarised in Table 4.2.

4.1.3 The B°— nTn~pTp~ rare decay mode

The invariant mass is modelled for the rare decay mode in both the low-¢? and high-¢?
bins. The mass windows of the four body and dihadron systems are the same as for the
cc resonant modes. The PDF fit to data is the sum of individual components discussed in
the following subsections. This total PDF is defined as
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Parameter Value

Hoffset 0.83 +0.63 MeV
Oscale 1.07 +£0.04
Npo_y@8)rtn— 1691 + 53
Npo_y@s)r+n— 191 £+ 20
Npo_yy(25) K0 298 + 93

Npart. Reco. 1152 + 126

A —0.003 4 0.002 MeV~!/c2
Ncombinatorial 242 4+ 83

Table 4.2: Values of parameters obtained from the mass fit of the B — ¢(25)7 "7~ decay mode,
using the combined Run I and Run II LHCb datasets in the 1(2S5) ¢? region.

NB0—>7r+7r—u“’u— : PB°—)7T+7T_;,L+M_ (m) + NCombinatorial : PCombinatorial (m)

+NB2—>w+w—u+u— . 7732_,7r+7r—u+u— (m) + NB°—>K*OM+M_ . PB°—>K*0M+/F (m) .
(4.16)

The presence of partially reconstructed backgrounds in the rare-¢? bins was discussed
in Section 3.6.2, where it is determined that, given the size of the available dataset, the
relative contribution from the B — n/u*p~ and B? — ¢u™pu~ decay modes are negligible.
Therefore, the shapes are not included in the fit.

The models for the individual shapes in the fit to LHCb data are determined using
fits to dedicated simulation samples, with the exception of the combinatorial background
component, for which there are no simulation samples available. The fits to the simulated

samples are shown in Figure 4.1.4.

Mass shapes

The same shapes are used to model the B — nt7~p"u~ and B? — nt7n~ptp~ decay
modes as for the B® — JibrTn~ and B? — JAbnTn~ modes: a sum of an asymmetric
double-sided Crystal Ball and a Gaussian. The B — K*°u* =~ decay mode contains a
misidentified K as a 7, producing a shape smeared towards lower mass and sitting in the
lower shoulder of the B® — 77~ pu*p~ distribution. This is modelled using a sum of a
Gaussian and a Johnson’s Sy function. The combinatorial background is modelled with
an exponential function and constrained using a wide upper mass window, since no MC is

used and this region is dominated by background.
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Figure 4.1.4: Invariant mass fits to the B — 77—yt~ decay mode in the combined Run I
and Run II simulation datasets in the low-¢? (left column) and high-¢? (right column) bins..
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Fit to LHCb data

The fit parameters which are allowed to vary in the fit to data are the number of
candidates for each component and the slope parameter in the combinatorial model. A
shared offset of the means of each shape and a shared scaled on their widths are included
in the model; these parameters are taken from the fit to the J/i) sample and fixed to their
central values, without incorporating their associated uncertainties. The fitted parameters
for the J/i) mode are given in Table 4.1. The fit to the rare data is shown in Figure 4.1.5,
in logarithmic and linear scale. The values of the fit parameters allowed to vary in the fit
are given in Table 4.3.

The yields of the B® — wF7~ ™~ signal can be compared to the yield obtained
using the Run I, 3fb™! dataset [89]. This analysis used a wider m(7r*7~) window of
500-1300 MeV/c?, and the m(7 "7~ pu*p™) range of 5190-5990 MeV/c?. A yield of 40 +
10 (stat) £ 3 (syst) was measured in Run I using the whole rare ¢* range, excluding
only the cc resonances in the \/P ranges: 1.010-1.030 GeV/c?, 2.796-3.216 GeV/c?, and
3.436-3.806 GeV/c?. With the increase in luminosity between Run I and Run IT and an
increase of the bb production cross section between 7 and 13 TeV, the signal yields are
expected to increase by approximately a factor 4 between Run I and Run II. Therefore, if
the same selection requirements and fit windows were used, the yield could be expected to
be approximately 200. However, since this analysis employs a different ¢* binning strategy,
which excludes additional regions near the resonances and kinematic limits, the expected
yield is lower. Some further refinement of the selection procedure is needed to extract a

yield comparable to the naive expectation.

Parameter Value

Low-¢° High-¢?
Npo_yrtn—ptpu- 29.5£9.7 62.9 £+ 9.6
NBosrtr—ptp- 13.7+£5.7 8.1+4.1
Npo_y g+0,+ - 60.7 £ 15.5 38.4+8.3
A (=534 1.7) x 107 MeV Y2 | (=1.3£5.0) x 1073 MeV ™~ Y/c2
NGombinatorial 53.1£19.5 13.6 £ 11.8

Table 4.3: Values of parameters obtained from the mass fit of the B — 7t 7~ u+u~ decay mode,
using the combined Run I and Run II LHCb datasets in the low-¢? and high-¢? bins.

4.1.4 Closure Tests

To assess potential biases in the mass fitting procedure, closure tests are performed for
each of the mass fits presented in this chapter. These tests verify that the fit model can

reliably recover input parameters when applied to pseudo-datasets generated from the
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Figure 4.1.5: Invariant mass fits to the B — 77—yt~ decay mode in the combined Run I
and Run IT LHCb datasets in the low-¢? (a) and high-¢? (b) bins.

fitted model. This provides a validation of the fitting framework and an estimate of any
systematic bias introduced by the methodology.
The closure tests specifically assess the stability and accuracy of the yield extraction

in data. The method and results of these tests are outlined below.

4.1.4.1 Methodology
For each mass fit to data, the following procedure is applied:
e The nominal fit is performed on the data, yielding a set of best-fit parameters.

e Using these parameters, 1000 pseudo-datasets are generated, each with the same

statistical size as the original dataset.

e Each pseudo-dataset is refitted using the same mass model, and the fitted parameters

are recorded.

e The distribution of fitted values from the pseudo-experiments is summarised using
the mean and standard deviation, which are then compared to the original best-fit

parameters to check for potential biases.

The level of agreement is quantified using the pull:

Pull = Tobserved — Lexpected . (417>
2 2
\/Uobserved + Uexpected

where Ocxpected aNd Texpected are the value and uncertainty obtained from the data fit,

and flobserved aNd Topserved are the mean and standard deviation of the pseudo-experiment
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results. Pull values close to zero indicate good agreement, while values significantly greater

than one may suggest bias or misestimated uncertainties.

4.1.4.2 Results for B — J/pnta~

The closure test results for the B — J/ibr ™7~ mass fit are summarised in Table 4.1. The
extracted parameters from data show agreement with the closure test means, with all
pull values well below 2. This indicates that the fit reliably recovers the true parameter

values and does not introduce significant bias.

Parameter Fit Value (Data)  u =4 o (Closure test) Pull (o)

[hoffset 0.64 +0.18 0.64 £ 0.17 0.00
Oecale 1.134+0.01 1.13 £ 0.01 0.00
Npo_y gppmtn- 23819 + 206 23815 = 208 0.01
Npo s gt n- 5857 + 102 5855 + 108 0.01
Npgo_, piceo 14785 + 370 14771 + 375 0.03
Npart. Reco, 5082 + 519 5064 + 544 0.02
A (=3.9+0.5) x 1073 (=3.9+0.5)x 1073 0.01
Neombinatorial 4103 + 392 4123 + 428 0.03

Table 4.4: Closure test results for the B — JApntr~ mass fit. The table compares fitted
values obtained from real data to the mean and standard deviation of results from 1000 pseudo-
experiments. Uncertainties on the pseudo-experiment values correspond to the standard deviation
of the fitted parameters across toys. The parameter \ is expressed in units of MeV~1/c¢72.

4.1.4.3 Results for B — ¢ (2S)ntn~

The closure test for the B® — ¢(2S5)7" 7~ mass fit similarly demonstrates good agreement
between the fitted yields and the closure test results. All deviations are within the expected
statistical uncertainties, confirming the robustness of the fitting procedure. The results

are presented in Table 4.5.

4.1.4.4 Results for B - ntn—putpu~

Table 4.6 presents the results of the closure tests for the nominal B° — 77~ mass
fit, performed in both the low- and high-¢? bins. In all cases, the fitted values from data
are consistent with the means of the pseudo-experiments. The pull values remain well
within statistical expectations, supporting the conclusion that the fitting procedure does

not introduce significant biases.

110



Parameter Fit Value (Data) p =+ o (Closure test) Pull (o)

Hofiset 0.83 4+ 0.63 MeV 0.84 + 0.63 0.01
Oscale 1.07 + 0.04 1.07 + 0.04 0.00
Nposp@syrtn- 1691 + 53 1689 + 53 0.03
Nposy(2syrtn- 191 + 20 189 + 20 0.07
Npospas) ko 2908 + 93 302 + 95 0.03
Npart. Reco. 1152 + 126 1129 + 143 0.12
A —0.003+0.002  —0.003 £ 0.002 0.00
Noombinatorial 242 + 83 262 + 97 0.16

Table 4.5: Closure test results for the B — 1(2S)7+ 7~ mass fit. The table compares fitted
values obtained from real data to the mean and standard deviation of results from 1000 pseudo-
experiments. Uncertainties on the pseudo-experiment values correspond to the standard deviation
of the fitted parameters across toys. The parameter A is expressed in units of MeV_l/ c 2.

Parameter Fit Value (Data) p =+ o (Closure test) Pull (o)
Low-¢?
Nptominpin 205407 206+ 7.9 0.01
Nptsmin-pip- 137457 13.7 £ 5.6 0.00
Nty -0, 60.7 + 15.5 59.7 +14.1 0.05
A —0.005 £ 0.002 —0.004 £ 0.002 0.35
NGombinatorial 53.1 £19.5 54.7 £ 18.0 0.06
High-¢*
N B0y mt it 62.9+ 9.6 612+ 9.9 0.12
/S 81441 77439 0.07
Nty g0t - 38.4 4 8.3 31.9 4 13.6 0.41
A —0.001 £ 0.005 —0.006 £ 0.006 0.64
Neombinatorial 13.6 4+ 11.8 21.9 + 18.4 0.38

Table 4.6: Closure test results for the B* — 777~ 1~ mass fit in both the low- and high-¢? bins.
The table compares fitted values obtained from real data to the mean and standard deviation of
results from 1000 pseudo-experiments. Uncertainties on the pseudo-experiment values correspond

to the standard deviation of the fitted parameters across toys. The parameter A is expressed in
units of MeV~1/¢c2.

4.1.5 The sPlot technique

The modelling of the angular distributions is performed following the invariant mass fit,
where the signal candidates are isolated from the background using the sPlot technique
[179]. The sPlot method is a tool for projecting out a signal component from a dataset
containing a mixture of components. The result of the unbinned maximum likelihood fit
are used to assign statistical weights (sWeights) to each candidate based on the likelihood

of the candidate belonging to individual components. The weights are defined as

111



_ Zjvzsl Vi £i(ye)
S Niofulye)

where N, is the number of components in the fit, y is the set of discriminating variables

$Pn(Ye)

(4.18)

(in this case the invariant mass), f; and fi are the PDF of the discriminating variables
for components j and k. The terms f;(y.) and fi(y.) are the value of the PDF for event
e, with y. the set of values for the discriminating variables for the event. Finally, V,; is
the covariance matrix, given by the second derivatives of —L, from the fit to the mass
distribution.

The weights effectively isolate the signal candidates from the background candidates,
enabling further study of the angular dimensions. However, a key assumption of the sPlot
technique is that the discriminating variable z (the mass) and control variables y (the
angles) must be uncorrelated.

To validate the assumption that the distributions factorise, the correlations between x
and y are determined. If these correlations are negligible the sWeights can be extracted.
In Figure 4.1.6, two-dimensional histograms in the low- and high-¢? bins, respectively, are
presented which include the linear (Pearson) correlation coefficient between the invariant
mass and the angular dimensions. Additional comparisons are presented in Appendix C,
for the other bins of ¢2. The observed correlations are all below 1%, indicating negligible
correlation and validating the assumptions of sWeights technique.

The background components are combined into a single contribution, similar to
Equation 4.16, excluding the signal component and incorporating the fitted background

yields from the mass fit. The combined background model is given by:

1

= N NBQ—)W+7F_/J,+M_ : FB(S)—>7r+7T—,u+u— (iL‘)
background

7)background (l’ )

(4.19)

_'_NBOHK*O;N‘;L— : FBOAK*O/N‘;L— (x)+NCombinatorial : FCombinatorial (m) )

where Npackeround 1S the total number of background candidates, obtained by summing
the fitted yields of individual background components. The background yields are taken
as fixed values from the mass fit, where they were initially floated. To properly account
for uncertainties, the covariance matrix from the mass fit is used to propagate these
uncertainties into the combined background model.

Fixing the background yields reduces the number of free parameters, leading to a more
stable extraction of the sWeights. However, this introduces a potential bias, which is

mitigated by assigning a systematic uncertainty. A discussion of this systematic treatment
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is provided in Section 5.2.0.0.5.
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Figure 4.1.6: Correlation between m (77~ p* ™) invariant mass and the three angular distri-
butions in the low-¢? (left column) high-¢? (right column) bins. The distributions are from a
simulation dataset of the B® — puTpu~ decay mode, therefore the four-body invariant mass
window focuses on the B mass.
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4.2 Angular fit

This section begins with a focus on the models used to measure the angular observables
and identifying which observables can be measured using this method. Next, the distortion
of the angular distributions by the reconstruction and selection is examined. Fits are
subsequently performed on simulation samples, and the values of the extracted observables
are compared to the expected values calculated from the amplitudes used in the generation
of the samples.

Unbinned maximum likelihood fits are performed on the LHCb data. After calculating
the sWeights, the fits are applied to the background-subtracted dataset. The introduc-
tion of weights modifies the likelihood function, previously defined in Equation 4.1, by

incorporating a weight term, w;, for event i. The modified likelihood function becomes:

N
Lweighted = H f(m’u Q)WZ (420>
i=1

Consequently, the change to the negative log-likelihood (NLL) is given by:

N
—In Eweighted = - Z w; In f(mi; 9)- (4-21)

i=1
The uncertainties from this fit are derived using the Hessian matrix [185], which is the
matrix of the second-order partial derivatives of the NLL, with respect to the parameters.
In an unweighted fit, the Hessian provides a good approximation of the covariance matrix,
C, which is the inverse of the Hessian. However, in a weighted fit, the contribution of
each data point to the NLL is scaled by its weight. The covariance matrix will need to be
scaled to account for the weighting.
The scaling of the covariance matrix accounts for the effective sample size, which is
reduced by the presence of weights, using the weighted least squares method [186]. This

is done by summing the weights, as follows:

C x %Zz (4.22)

The scaling adjusts the uncertainties by reflecting the influence of the weighting, properly

accounting for their contributions to the fit.

The fitting is validated using an array of pseudoexperiments. Following the validation,
fits are performed on the B®— J/ibnTm~ decay mode, with the results compared to the
literature. Further fits are conducted on the B®— ¢(2S)7r "7~ decay mode. Finally, fits
to the rare ¢ bins are performed; these fits are kept blind until the analysis is reviewed
within the LHCb collaboration.
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4.2.1 Angular Model

In Section 1.2.3, Equation 1.52 introduces the angular function containing the observables
which are to be extracted. Due to the limited number of signal candidates in the 9fb™*
LHCb dataset, a full three-dimensional fit of the angular observables is not feasible.
Therefore, the function is simplified by integrating over the specific dimensions, reducing
the complexity while capturing the essential physics. This section details this strategy for
simplifying the modelling with these reduced functions.

To address the limitations of fitting directly with the full three-dimensional angular
distribution the dimensionality of the function is reduced by integrating out certain
variables. The three resulting one-dimensional (1D) functions which include both the

P-wave and S-wave-interference terms are:

1 d’r 3
=—(1—-Fyg)(1—F —1+4+ 3F 20
dF/dq2 dq?dcos 0, 4( S) ( L+ ( + L)cos h)
1
+ §<FS + Aglcos Hh) (423)
1 d*T 3
=——(1—Fs)(1+Fr+2A 1 —3F 2
dT' /dq? dgPdcos 0, 8( 5) ( + Fp, + 2Agcos 0, + (1 — 3Fy)cos 01)
- ZFs(l — cos® 0)) (4.24)
1 d’r 1
————— = —(1— Fs)(1 2 Aq sin 2
dTl’ /dq? dg?d¢ 27r( 5)(1 4 S5 cos 2¢ + Ag sin 2¢)
1 3 _
+ %Fs+ a(Ssg cos ¢ + Sgq8in @) (4.25)

By integrating the full three-dimensional function, some information is lost, as certain
observables drop out of the model. As a result, only the observables Fp, S;, Ag, and Ag
can be measured using this reduced framework. The S-wave fraction (Fg) remains present
in each of these 1D functions. However, we need to evaluate whether these 1D fits are

sufficient for extracting accurate values of the angular observables.

4.2.1.1 Feasibility of one-dimensional fits

The suitability of fitting the observables using different configurations is examined using
pseudoexperiments. To conduct this study, samples of signal-only data are generated
based on the differential decay rate from Equation 1.52.

A large pseudodataset is generated by randomly sampling events according to the
differential decay rate. In these generated samples, the value of F}, is set to 0.5, and the

value of Fg is 0.2, while the remaining observables are all generated with a value of 0.
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Two observables are scanned over their parameter spaces in a two-dimensional (2D) grid.
For each point in the scan, the NLL is computed using Minuit [187], with the observables
not being scanned fixed at their generated values.

Figure 4.2.1 illustrates the differences in log-likelihood from the best-fit point for the
scans of the F, and Fg observables. The determination of NLL uses Equations 4.23 and
4.24, the 1D functions in cos 8, and cos 6, respectively. The broad bands observed in the
plots indicate that multiple combinations of F7 and Fs can return similar fit results. This
suggests that the true value of these observables may not be accurately determined from
1D fits alone.
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Figure 4.2.1: Two-dimensional scans of the NLL in the 1D functions for cos 8, and cos #;, showing
the parameter space for Fj, and Fg.

4.2.1.2 2D or not 2D

The 1D fits have been shown to have limitations. Given these restrictions a scan is
performed using a two-dimensional fit. As with the scan of the 1D functions, the
observables not being scanned are fixed at their generated values. Integrating the three-
dimensional distribution only over the ¢ leaves a two-dimensional (2D) function in cos 6,

and cos 0;:

1 T 9
dl'/dq? dq2dcos Oy dcos 6, 32
+ Fy (1 + cos? 6, + (=5 + 3 cos® 9;)) )COS2 05 (4.26)

3

- g(FS + Sg1 cosB),) sin 67

Fg—1)((1+4 2 Ag cos 8, + cos? 6,) sin 62
h

The same angular observables survive this integration as in the 1D functions. The results

of the 2D NLL scan, shown in Figure 4.2.2, indicate a more constrained parameter space.

116



This tighter constraint on the values of F}, and Fs suggest the 2D fit is more reliable in
determining their true values.

The conclusion of this study is that the fit will be performed using the 2D function in
cos 0y, and cos 6, (Equation 4.26) and the 1D function in ¢ (Equation 4.25).
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Figure 4.2.2: Two-dimensional scans of the NLL in the 2D function in cos 6} and cos 6;, showing
the parameter space for Fy, and Fg.

4.2.2 Parameter validity regions

Fundamentally, a PDF must be positive-definite. This section examines the viability of the
angular distribution of the signal remaining positive across the range of the observables.
A scan is conducted where the values of two observables in the function are fixed at 101
equidistant points across their ranges. Two observables are scanned at a time, and the
remaining observables, which are not being scanned, are fixed to either 0.5 for the Fp,
observable, or 0 for the other observables. The respective angular dimensions are then
scanned within each bin. If the PDF has a negative value at any point in the scan, the bin
is assigned a value of —1; otherwise, it is assigned +1. This scanning process is performed
for each observable in the fitting models, with the results shown in Figures 4.2.3 and 4.2.4,
for the 2D cos 8, and cos 6, and 1D ¢ functions respectively.

The 2D cos 6, and cos 6, function contains the F, Ag, and Fg observables. A 2D scan
of the Ag vs I}, parameter space reveals large regions where the PDF becomes negative,
which complicates the convergence of the fitting procedure as the PDF approaches this
physical boundary. To mitigate this issue, the Ag parameter is transformed such that the

allowed space in the Ag-F;, plane is square, resulting in a new parameter Ag’, defined as:

Ag = A62(1 —F). (4.27)

This transformation serves to remove unphysical negative values from the region where

the Ag-F, plane was previously poorly constrained, simplifying the parameter space for
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fitting. To ensure the PDF remains positive and physically meaningful, parametrisation is
employed to transform parameters like Ag into Ag’, which helps avoid regions where the
PDF becomes negative. This reparametrisation stabilises the fitting process by keeping
the model within physically allowed parameter spaces, preventing the fitting procedure
from producing unphysical results.

The scans of the remaining observables in the 2D cos 8, and cos 6, function show stable
behaviour across their respective parameter spaces. These scans indicate no significant
unphysical behaviour outside of the regions where the transformation is applied. The
consistency across these spaces supports the robustness of the approach, as the majority of
the parameter space does not encounter issues that would require further reparametrisation.

The scan of the observables in the 1D ¢ function show the behaviour of S5* + Ag* < 1,
which is expected. This means that at the extreme bounds of the two-dimensional space,
the function becomes unphysical, consistent with known physical constraints for these
observables. As this is only the case in the corners of the space, no transformation is
applied to this plane, as the unphysical behaviour does not significantly affect the results
in the central regions of the parameter space. The remaining observables are stable across
the entire parameter spaces. This supports the conclusion that the transformation is

effective, without introducing unnecessary modifications to the other parameter spaces.
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Figure 4.2.3: 2D scans of Equation 4.26 across the phase space of angular observables. The
values of the observables are fixed while the cos8), and cos#; dimensions are scanned. If any of

the points return a negative PDF the bin has a value of —1.
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4.3 Angular Acceptance

The acceptance of the detector geometry, the trigger, and the selection requirements on
the data affects the shape of the angular distributions. These effects must be accounted for
in the modelling of the angular dimensions to accurately extract the angular observables.
The angular acceptance is parametrised as a function of the three angular variables,
0= (cos O, cos by, ¢), and the masses of the dipion and dilepton systems, denoted as k
and ¢ respectively, across the full ¢? range. This parametrisation is chosen because these
five variables fully describe the kinematics of the four-body decay. Any acceptance effects
from detector geometry, trigger, and selection criteria must therefore be functions of these
variables.

Phase-space simulation samples of the rare B° — 7+t7n~u*u~ decay mode are used
for each year of data taking. The samples are generated according phasespace in the
three helicity angles, and the dihadron and dilepton dimensions. The distributions are
generated according to four-body phasespace. The samples share the same detector
geometry, triggers, weighting, and selection requirements as the LHCb data, ensuring
that the angular distributions of both samples experience the same distortions. However,
residual systematic effects may remain due differences in the angular resolution between
data and simulation, for example. These effects are studied and accounted for in the
systematic uncertainties (see Section 5). The same correction weights discussed in Section

3.7 are applied.

4.3.1 Acceptance model

The acceptance function € is expanded as a sum of products, with a cosine function for the
¢ dimension and Legendre polynomials L(x) for the remaining dimensions, cos 6y, cos b,
k', and ¢’. While this model does not explicitly model correlations between dimensions,
these correlations are addressed through the validation procedure described in Section
4.3.3, ensuring that the final model captures any dependencies between the variables. The
Legendre polynomials are defined over the interval [—1,1]. While the angular variables
cos 0, and cos 6, naturally fall within this range, the mass distributions k£ and ¢ do not.

Thus, they are reparametrised into the variables k' and ¢’ using:

2(¢ — min,)

L 2(k — miny,)

—1 and ¢ = -1 (4.28)

maxy — ming m(B%) — k — min,
Here, k is scaled to £’ using the minimum and maximum values of k in the dataset. For ¢,

the reparametrisation into ¢’ uses the kinematic limit of m(B°®) — k as the maximum value.

In the original k — ¢ space, the allowed region is triangular due to the kinematic constraint
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q < m(B®) — k. This transformation ensures that both the &' and ¢ distributions are
mapped to the square limits of [—1,1]. As ¢’ is defined using this kinematic limit, the
triangular region is embedded into the new square space.

The acceptance function is then expressed as:

6(@, K.q)= Z Clmn.opli(cos Oy) Ly, (cos 6;) cos(ng) L, (k") L,(q'), (4.29)

l?m7n707p

where the indices [, m, n, o, p refer to the dimensions cos 8y, cos0;, ¢, k', ¢, respectively. In
this expansion, ¢; .0, are the coefficients which will be determined using the Method of
Moments [188]. The method projects the acceptance function onto the basis functions, the
Legendre polynomials and cosine function, and the orthogonality of the functions is used
to extract the coefficients ¢, 50,. The Legendre polynomials satisfy the orthogonality

relation:

/ Lo () I = — b (4.30)

) 2a+1 "

Similarly, the cosine function used for the ¢ dimension satisfies the orthogonality condition:

2T ifa=b=0

/0 ' cos(ax) cos(bx)dr = (4.31)

7w, Otherwise

The following integral is approximated to calculate the moments M; ,, , o, Which capture

the contributions of Equation 4.29 to each dimension:

1
M nop :/ e(ﬁ,k',q’)Ll(cos 61) Lo (cos 6;) cos(ng) L, (k") L,(q') dQ dk’' dq'. (4.32)

1

In practice, the approximation of the integral is performed by summing over the N data
points in the sample, where each data point i weighted by w;. The moment M, ,, ., is

then calculated as:
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N
1
Ml,m,n,o,p = Z—w Z wiLl(COS Qh)Lm(COS 01) COS(H¢)LO(k,)Lp(q,)

AT Xi:wicl,m,n,o,p (2z+1) (Zm—l—l) (20+1) (2p+1) (4.33)

27 ifn=0

X )
7w otherwise

Summing over the N data points empirically estimates the moment integral. Using
the orthogonality conditions of the Legendre polynomials and the cosine function, the

coefficients ¢; 5.0, are related to the moments M; . ..., as follows:

N
1
Clanmop = S w sz‘Ll (cos Op,) Ly, (cos 0;) cos(ng) Lo(k)L,(q')
' (4.34)

% ifn=0
x 2L+ 1)(2m+1)(20+1)(2p+ 1) :
otherwise

Sy

The Legendre polynomials used for the angular variables cos 6}, and cos #; are even-ordered.
This is due to the assumption that there is negligible asymmetry in the detection acceptance
between the muons in the dimuon system and the pions in the dipion system. A study of
the systematic uncertainty relating to potential asymmetries in the detection acceptance
is beyond the scope of this section and is intended be addressed in the complete analysis.
The four distributions parametrised using Legendre polynomials are described by high
orders, these shapes are complex, particularly at the boundaries. A choice of lower orders
was found ineffective in describing the shapes of the distributions, while higher orders
introduced increased complexity into the model by increasing the number of ¢, 5.0,
significantly. The cosine function used to describe the ¢ distribution requires a smaller
order, increasing this value does not improve the description of the model.

The orders of the cosine and Legendre polynomials used to extract the acceptance
from the simulated B — 77—yt~ phase-space samples are summarised in Table 4.7.
The choice of the polynomial orders in the acceptance model was determined based on
the following considerations: Even-order Legendre polynomials for the angular variables
cos B, and cos ; were selected under the assumption of negligible asymmetry between the
muons and pions, as discussed earlier. Higher-order polynomials were used for the mass
distributions, k' and ¢’, to accurately describe the complexity of the distribution shapes,

especially at the boundaries. The validation of these choices is presented in Section 4.3.3.
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Variable Function Order

cost,  Even-order Legendre 4
cost  Even-order Legendre 4
[0} Cosine 4
K Legendre 8
q Legendre 8

Table 4.7: Configuration of the acceptance model from Equation 4.29.

The parametrised acceptance is shown in Figure 4.3.1 for each of the five dimensions,
alongside the simulation samples on which the acceptance is modelled. The figure includes
the MC samples weighted to remove the acceptance (red), and this distribution is expected
to be flat following the removal of acceptance effects. A Kolmogorov-Smirnov test [183] is
performed to quantify the agreement between the corrected distributions and a uniform
distribution in each dimension. The results, shown in Table 4.8, indicate that we cannot
reject the null hypothesis in any of the dimensions. While there is a mild disagreement
in the ¢’ distribution (p-value = 0.184), this is well above the usual threshold of 0.05,
suggesting that the deviation is not statistically significant. Overall, the results indicate
that the weights have successfully corrected for the acceptance distortions when testing in

a single dimension.

Distribution | p-value
cos 0y, 0.998
cos 0, 0.995

o) 0.998
K 0.735
q 0.184

Table 4.8: Results from Kolmogorov-Smirnov tests [183] comparing acceptance-corrected distri-
butions in the simulation data from the combined Run I and Run II datasets with a uniform
distribution. A p-value greater than 0.05 indicates that we cannot reject the null hypothesis,
suggesting that the distributions are statistically consistent.

4.3.2 Reducing the acceptance into three-dimensions

The angular PDFs used to extract the angular observables were introduced in Section
4.2.1. These functions only concern SM information without making assumptions about
the data being fit. With the angular acceptance now parametrised, the detector and

reconstruction effects need to be folded into the models.
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Since the k' or ¢’ distributions are not being fit, the acceptance function is reduced in
those dimensions. The value of ¢’ is fixed within the relevant ¢ bin, either at the world
average mass of the ¢ resonance (in the case of the B — Jiyn 7~ and B — ¢(2S)r 7~
samples) or the average of the bin, of the sample used to parametrise the acceptance,
for the rare regions. The k' value is taken from the average value of data in the region
m(ntr™) € [620,920] MeV/c?.

While this approach introduces a dependence on the choice of fixed values, comparisons
between different representative choices (including bin centres, averages, and resonance
masses) show a mild variation in the resulting angular acceptance function. These
comparisons are illustrated in Appendix D. The chosen values are considered reasonable
for the current analysis. However, the acceptance function does vary more significantly
when evaluated at the bin edges. A more detailed evaluation of the impact of this reduction
in dimensions, through a dedicated systematic uncertainty, remains outside the scope of
this thesis and is deferred to future work.

The acceptance is then simplified by summing over the now-fixed dimensions, o and p:

e(Q) = Z (Z Z Clumm.opl )Lp(q’)> Li(cos 0y) Ly, (cos 6;) cos(ng). (4.35)

l,m,n

The acceptance function has now been reduced to three dimensions: cos 8y, cos6,;, and ¢.
The final step for determining the contribution of the acceptance to the angular PDFs
used in the fitting is to integrate the product of the three-dimensional acceptance function
and the differential decay rate from Equation 1.52; denoted fg M(ﬁ) Previously, Equation
4.25 was defined as the 1D PDF which is fit to the ¢ distribution. This function was
derived by integrating fsas(€2 ) over the cos#;, and cos6; dimensions. To incorporate the
acceptance into Equation 4.25, the integration is performed for each combination of orders

for the indices [, m, and n, as follows:

flo) = Z Clim.n €OS(NQ) / / Fsar (@) Ly(cos 0y) Ly (cos 0;)dcos O dcos 6. (4.36)

l,m,n

This sum introduces extra terms into Equation 4.25. Many of the terms are 0 due to
the combination of integrals in the acceptance functions. The same process is carried
out for the 2D PDF used to fit the cos ), and cos 6, dimensions, from Equation 4.26, by

integrating over the ¢.
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4.3.3 Validation of the acceptance model

The angular acceptance has been parametrised in five dimensions (5D) using a large
sample of simulated phase-space B® — nt7~ut ™ candidates. Figure 4.3.1 demonstrates
that each of the angular and mass dimensions is individually well-described. However, to
ensure that the model also captures potential correlations between dimensions, a more
robust multidimensional test is required. This is achieved using a pseudodata validation
strategy, described below.

The idea is to compare the original simulation sample, which is subject to the detector
and reconstruction effects, with pseudodatasets generated from the fitted acceptance
model. If the model accurately captures the full structure of the original sample, including
all correlations, then the pseudodatasets should be statistically indistinguishable from the
original MC-simulated sample.

To generate these pseudodatasets, an accept-reject Monte Carlo algorithm [189] is
used. This method allows for direct sampling from the 5D acceptance model, treating it as
a probability density function over the angular and mass variables. The flat phase-space
prior ensures that the input distribution in ﬁ, k, and ¢ is uniform, meaning that any
structure observed in the generated pseudodata arises solely from the acceptance model.
As such, the accept-reject approach preserves and reflects all correlations captured by the
model; if the acceptance model includes correlations between variables, they will naturally
be present in the pseudodata.

To ensure fair comparison, the size of the pseudodatasets is matched to the effective
sample size (ESS) of the original simulation dataset [190]. This accounts for the weights
applied to the phase-space MC and ensures equivalent statistical power between the

samples:

(Zi\il wi) 2

N 9 7
i=1 W;

ESS = (4.37)

where N is the number of events and w; is the weight of event 7.

Comparison of MC and pseudodata
The aim of the comparison is to determine whether the acceptance model correctly repro-
duces the structure, including correlations, of the MC-simulated sample. If the acceptance
model omits significant correlations, then a classifier should be able to distinguish the
pseudodata from the MC sample. Conversely, indistinguishability suggests that the model
successfully captures the relevant multidimensional features of the acceptance.

To test this, a total of fifty pseudodatasets are generated from the acceptance model

using the accept-reject method. Each pseudodataset is compared against the MC-simulated
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sample using a Boosted Decision Tree (BDT) classifier. The BDT is trained to separate
the two datasets based on the five input dimensions: cos @y, cosf,, ¢, k', and ¢'. Because
the BDT can learn non-linear combinations of these variables, it is particularly sensitive
to multidimensional correlations, not just marginal differences.

Importantly, both the MC-simulated dataset and the pseudodatasets are generated
from a flat phase-space prior; no physics model (e.g., angular interference or resonant
structure) is included. Therefore, any differences between them must originate from
how the acceptance model represents the detector effects, not from physics assumptions.
Furthermore, although the input phase space is flat, the output of the accept-reject
generation reflects the non-flat, potentially correlated structure of the acceptance model.
Thus, this test is sensitive only to the adequacy of the acceptance model.

To evaluate the outcome of the BDT training, the Area Under the ROC Curve (AUC)
is computed for each run. A second set of control trainings is performed, where the
BDT is trained to distinguish between pairs of pseudodatasets (MC). These serve as
a reference distribution, representing the expected AUC when comparing statistically
equivalent samples. Figure 4.3.3 compares the two sets of AUC scores.

A one-sample t-test [191] is performed between the pseudodata-vs-MC AUC scores and
the pseudodata-vs-pseudodata baseline. The resulting p-value of 0.1 indicates that the
difference in means is not statistically significant, and we cannot reject the null hypothesis
that the two sample types are drawn from the same distribution. This provides strong
evidence that the acceptance model accurately reproduces the multidimensional structure,
including correlations, present in the original MC-simulated sample.

Some BDT runs produce AUC values slightly below 0.5, indicating random statistical
fluctuations that are occasionally worse than random guessing. These are expected and

do not undermine the overall conclusion.
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Figure 4.3.2: Comparison of phase-space MC and simulation samples generated from the angular
acceptance model in each of the dimensions ﬁ, k', and ¢'. The plots each show the MC samples
weighted to match the LHCb data and an example of a simulated pseudodataset. Below is the
ratio of the two samples, which is used as a one-dimensional visualisation of the agreement of
the acceptance model and the phase-space MC.
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Figure 4.3.3: Comparison of MC and pseudodatasets generated from the efficiency function
modelled to the MC sample. The left figure shows an example ROC curve for BDT trained to
distinguish between two datasets, a diagonal line rising from the lower left corner, with an area
of 0.5, identifies that the BDT is unable to distinguish between them. The right figure shows the
distribution of AUCs for “MC vs pseudodataset” and “pseudodataset vs pseudodataset”, with the
p value determined from the test. The dashed lines are at the mean values of the distribution
they share a colour with.
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4.4 Fitting simulation datasets

Measuring the angular observables using the dedicated simulation samples provides a test
of the modelling method on large samples with known observables values, including the
inclusion of the acceptance. This section details the modelling of samples in the J/i) ¢

region, and in the low-¢? and high-¢? regions.

4.4.1 Fits to B®— J/Apmtw~ simulation

The B®— Jhpntr~ simulation samples are generated so as to replicate the results from
the amplitude analysis of the decay mode [53]. After applying selection criteria and
correction weights, should closely replicate the characteristics of the real B® — J/jyrTn~
dataset. Validating the modelling on this sample serves as an important test, particularly
for assessing how well the model captures the physics of the resonant mode. The fits are
performed for the product of the angular distribution and the acceptance. The fits to the
angular distributions within the J/i) ¢* region are shown in Figure 4.4.1.

The expected values of the observables are derived directly from the amplitudes used
during the generation of the sample. These expected values are directly compared to those
obtained from the fits. Both the observed and expected values are presented in Table 4.9.
the largest difference between the expected and observed values is in the measurement
of the F, observable, however this is small compared to the sensitivity of the dataset,
discussed in Section 4.4.3, and is likely due to the imperfect nature of the acceptance
modelling. The good agreement between these values indicates that the efficiency has
been sufficiently incorporated into the modelling.

To assess potential bias in the fits, a coverage test is performed by splitting the high-
statistics MC sample into 11 subsamples, each containing an event count comparable to
the signal yield in data, as determined in Section 4.1.1, Table 4.1. The results of this test,
also shown in Table 4.9, demonstrate that the observed values remain consistent across
the subsamples, with no significant deviation from the expected values. The mean and
standard deviation of the measured values across the subsamples are reported alongside

the expected values.

4.4.2 Fits to B — p°uTp~ simulation in rare g2 bins

Simulation samples of the BY — p°u*u~ decay mode in the rare ¢? regions are recon-
structed, have selection requirements applied, and are divided into low-¢? and high-¢?
regions. The sculpting effects on the angular distributions caused by the selection process

are accounted for by incorporating the efficiency functions derived from phase-space

131



Expected Observed Value
Observable Value Full Sample Subsample Mean
Fy 0.600 0.604 4+ 0.001 0.589 4 0.005
S5 —0.039 | —0.042+£0.002 | —0.039 £ 0.007
Ag 0.000 | —0.006 4 0.005 0.001 4+ 0.017
Ag 0.000 0.000 +0.002 | —0.001 4 0.008

Table 4.9: Results of the fit validation for BY — J/nTn~ simulation samples. The expected
values are given alongside the value observed using the full sample and the mean value, with the
standard deviation, obtained from a fit to 11 subsamples of realistic size. The expected values
are derived from the values of the helicity amplitudes given to the generation software.

simulation samples. The fits to the angular distributions within the rare ¢* regions are
shown in Figure 4.4.2.

The samples are split into the low-¢? and high-¢? bins when modelling, this selection
affects the values of the angular observables, which are ¢*-dependent. To determine
the expected values a large pseudodataset is generated using the same EvtGen [150]
model used to generate the simulation sample. The pseudodataset has no sculpting from
acceptance and no selection requirements applied, except for cuts separating the sample
into the two ¢ bins. Fits are performed on these samples and the measured observables
are those that are expected from the fits to the B — pu*p~ simulation samples.

The expected and observed values are given in Table 4.10. There is a bias in the
measurement of the I, observable between the observed and expected values. This bias
likely comes from the treatment of the values of k' and ¢’ with relation to the acceptance
model. The values are chosen to be the average value of the distributions in the sample used
to parametrise the acceptance. As there is no acceptance included in the pseudodataset
used to determine the expected values there is potential for biasing in the choice of the £’
and ¢’. As the observables are dependent on ¢? the choice of the ¢’ value is of particular
importance. The other observables are unbiased.

While this bias is observed in the fit to the simulation samples, it could also potentially
affect the final fit to the signal data. This issue will need to be further explored and
addressed as the analysis progresses, beyond the submission of this thesis, to ensure

accurate modelling of the signal.

4.4.3 Fit validation using simple pseudoexperiments

The fitting strategy is validated using pseudoexperiments. In this section, signal-only
pseudodatasets are generated, followed by a study including backgrounds in the next
section. Signal-only samples are generated to evaluate the model’s behaviour in response

to angular observables, without the complications introduced by background noise.
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Figure 4.4.1: Angular fits to the 9 fb~! simulated dataset of the B — Jipr ™7~ decay mode. The
angular acceptance is folded into the fitting model using moments. The measured observables
are given in Table 4.9.

Observable Low-g> [1.1-6.0 GeV? | High-¢? [15.0-19.0 GeV? |
Expected Observed Expected Observed
Fr, 0.762 £ 0.003 0.739 £ 0.005 0.341 4+ 0.003 0.326 4+ 0.004
Ss —0.006 £ 0.006 —0.027 +£0.008 | —0.156 4+ 0.006 —0.181 + 0.008
Ag 0.091 £ 0.012 0.094 £0.019 | —0.018 £ 0.006 —0.018 £ 0.006
Ag 0.000 £ 0.004 0.003 £ 0.005 0.002 £0.004 —0.008 & 0.006

Table 4.10: Results of the fit validation for B — 7ntn~p*p~ simulations samples, showing
expected and observed values for both low-¢? and high-¢? bins.

A pseudodataset is generated from the differential decay rate in the three angular

dimensions. The randomly-sampled candidates are then accepted or rejected based on the

parametrised acceptance, where the ¢’ dimension is fixed to the average of the respective

bin in the model, and the &’ parameter is not used in the modelling,.
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Figure 4.4.2: Angular fits to the 9 fb~! simulated dataset of the B — 7 Tn~utu~ decay mode in
the low- and high-¢? bins. The angular acceptance is folded into the fitting model using moments.
The measured observables are given in Table 4.10.
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Realistic event counts for the components are taken from the yields determined from
fitting the invariant mass of the respective samples, as discussed in Section 4.1. The
b-hadron mass shapes of each component are derived from fits to their respective simulation
samples. The ¢* and m(7"7~) values are fixed to the average of the respective bins in
the rare ¢*> samples, and the ¢* to the mass of the J/) in the resonant samples. While
this simplification is not perfect, it corresponds to the fit strategy to data and therefore
represents the best approach to modelling the data in the three angular observables. The
model itself is ¢?-dependent, and since the fitting procedure focuses on the acceptance with
respect to angular observables, fixing ¢? to its average value in each bin is a reasonable
strategy in this context. In total, a thousand unique datasets are generated.

The modelling strategy is applied using the nominal method described in earlier
sections. As only the signal component is kept in the model the invariant mass modelling
is not needed to isolate the signal candidates. Therefore, only the angular distributions
are modelled, and the values of the angular observables are extracted for each of the
pseudodatasets.

The agreement between the observed and expected values is determined using the pull.
Over a large number of pseudo-experiments, the distribution of the pull values approach
a normal distribution. If the modelling is unbiased and the observable is unconstrained,
the pulls will have a mean of zero and a standard deviation of one. A width greater than
one indicates that the uncertainty of the measured observable is underestimated, while a
width less than one suggests it is overestimated.

A study is performed using the statistics and models of the J/i) sample. The pull
distributions of the observables F7, S;, Ag, Ag, and Fg, are shown in Figure 4.4.3. A
summary is given in Figure 4.4.4, where the points are the distribution mean and the size
of the error bars are the widths.

During the study using samples equivalent to the signal in the rare-¢? regions, it is
observed that the observable Fg frequently hit the physical boundary at 0, despite being
generated at 0.15. This indicates that, with the current statistical power of the rare
samples, the model lacks sensitivity to this observable. Consequently, Fl is fixed to 0.0
in the fits to the rare samples, including in the fits to the LHCb data. The effects of
neglecting this observable are evaluated as a systematic uncertainty in Section 5.4.

Figure 4.4.5 shows the summary of the pull distributions for each angular observable
across the 1000 pseudo-experiments in the low- and high-¢? bins.

The sensitivity is determined from the adjusted uncertainty [186],

O g true = <U:z:> X Opulls (438)

where (0,) is the average of the uncertainties over all pseudoexperiments, and the o,
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Figure 4.4.3: Pull distributions of the angular observables measured using 1000 pseudo-
experiments. The signal-only samples simulate the J/i) dataset. The distributions are modelled
with a normal Gaussian distribution, the legend shows the mean and width of the fitted shape.
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Figure 4.4.5: Results of the 1000 pseudo-experiments performed on signal-only sample simulating
the dataset in the rare ¢? bins. The points are the mean of the pull distributions and the error
bars are the standard deviation.

is the pull width, or the standard deviation of the pull distribution. When the pull
distribution has approximately unit width, the model describes the statistical fluctuations
accurately, and the sensitivity is (o,) across all of the pseudoexperiments. However, if the
pull width deviates from 1, indicating the model over- or underestimates the uncertainties.
The adjusted uncertainty corrects for this by scaling (o, ), accounting for mis-modelling.
This adjusted sensitivity serves as an estimate of the expected uncertainty when applying
the model to the real dataset with similar statistical properties. The sensitivity to each

angular observable is given in Table 4.11.
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4.4.4 Realistic pseudoexperiments

To ensure the robustness of the fitting strategy under realistic conditions, the method is
validated using pseudo-experiments that include both signal and background components.
Samples are generated to closely mirror the expected distributions from real data.

A pseudodataset is generated by sampling from a distribution intended to realistically
match the expected LHCb data. The analysis considers four dimensions: the invariant
mass, which is used to separate signal from background decay modes, and the three
angular dimensions, which are modelled to extract the angular observables.

The shape of each component in the invariant mass of the b-hadron is determined from
fits to the simulation samples, the combinatorial background shape is taken from a fit
to the upper mass sideband in data. The angular distributions are the SM distributions,
with the specific distribution determined by the spin of the dihadron resonance. The
decays which come from a B° meson are generated with the P-wave distribution, while the
B? decays are generated with an S-wave distribution. For the combinatorial background,
the distribution in each angle is generated from a flat polynomial, representing a random
distribution. The value of m(7t77) is fixed to the average value of the sample used to
parametrise the acceptance, in the m(777) fit window. As the m(7"7~) distribution is
not fitted in the nominal procedure this has no effect on the outcome. While ¢ is fixed to
either the mass of the c¢ resonance or, for the rare ¢ bins, to the bin average from the
same sample, matching the fit procedure to data.

Events are generated in four dimensions, using fixed values in k" and ¢’. The efficiency
of each event is determined using the moments derived from the efficiency modelling in
Section 4.3. Events are accepted or rejected based on this efficiency. A thousand unique
datasets are generated.

For the realistic pseudodatasets, which include background components, a mass fit
is performed to separate the signal from the background via the sPlot procedure. The

mass fit is conducted following the nominal method previously described in Section

Observable | Low-¢* | High-¢*> | Jip | ¥(29)
Fr 0.15 0.14 0.007 | 0.029
Ss 0.26 0.28 0.012 | 0.050
Ag 0.49 0.48 0.018 | 0.079
Ay 0.27 0.26 0.012 | 0.050
Fs NA NA 0.013 | 0.130

Table 4.11: Sensitivity of the model to the angular observables in the B® — 7tz = pu* = dataset.
The sensitivity is determined as the average of the distribution of uncertainties over 1000 pseudo-
experiments in each of the low-¢2, high-¢2, J/, and 1(2S5)-¢? bins. The Fs observable is not
included in the fits to the rare-¢? samples.
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4.2.1. After the mass fitting, the signal candidates are extracted using sWeights and the
angular observables are then extracted. This established procedure is repeated for each
pseudodataset.

To assess the accuracy of the fitting strategy, the pull of each measurement is calculated
for the realistic samples. Figure 4.4.6 shows the result of fitting a Gaussian to the pull
distributions.

In the measurements of the observables in the J/i) and ¥(2S) ¢* bins, a bias is seen in
the fitted value of Fg. A small bias is also present in the J/i) bin for the Fj, observable.
The bias in the mean of pull distribution of Fs in the two bins is -2.10 for the J/i bin,
and -0.460 in the ¥ (25) bin, where o is the statistical uncertainty. Both measurements
have a pull width equal to 1, indicating that the uncertainties are well-estimated, but
there is a systematic deviation. The origin of the bias is not fully understood and requires
further attention, however, while the measurement of the Fg observable is biased, this is
a nuisance parameter in this analysis. The performance of the other observables, with
negligible bias and stable pull widths, indicates the model is robust to their measurements
and they are unbiased. Further improvements to address this issue are expected while the

analysis is reviewed by the collaboration.

4.4.5 Stress testing the model

While the model has been confirmed to be unbiased on signal-only samples with sensible
parameter values, it is crucial to evaluate its performance under more challenging conditions.
In this stress test, the pseudodatasets are generated with observables values randomly
shifted from those used in the initial generation, where the default values of the observables
are set to zero, except for F, which is set to 0.5. The fitting is performed with the initial
values in the model set to these default values. This test is conducted with 10 different
sets of randomly shifted variables, with 200 generated pseudodatasets for each set. The
use of 10 sets of variables tests the robustness of the model to handle differing conditions
within the dataset.

The mean absolute deviation (MAD) [192] is used to assess the bias in the fitted

observables across each sets of generated values. It is calculated as

N
1
MAD = ; | T pit — Torue |, (4.39)

where N is the number of sets of observables, x; is the mean fitted value from each
set, and x4, is the corresponding generated value. The MAD value provide a measure
of the absolute deviation between the true and fitted values. The value is compared

to the uncertainty from the nominal studies in the previous section. If the MAD is
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Figure 4.4.6: Summary of the pull distributions of performing the analysis on 1000 realistic
pseudodataset simulating the B — 7#t7~utu~ dataset in different bins of ¢2. The points are
the mean of the pull distributions and the error bars are the standard deviation, obtained by
fitting the distributions with a Gaussian distribution.

consistent with the uncertainty, this is an indication as to whether the model is robust to
randomisation of the true values of the observables, or not. The MAD values for each

angular observables, across the ten sets of studies, are given in Table 4.12.

4.5 Modelling LHCb data

The models have been validated using dedicated simulation samples and are now tested
on LHCb data samples, in the J/) and 1(25) ¢* bins. Invariant mass fits have been
performed on these samples, in Section 4.1, and sWeights have been calculated and applied,
isolating the signal decay mode from the background. Finally, the angular distributions

are modelled as a crucial test to determine the validity of the models. The measured
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Observable MAD
Low-¢* | High-¢*> | J/-¢* | ¥(25)-¢°
Iy —0.01 —0.01 —0.00 —0.00
S —0.02 0.00 —0.00 —0.00
Ag —0.02 —0.01 —0.00 0.00
Ag —0.02 0.01 0.00 —0.00
Fq NA NA —0.03 —0.01

Table 4.12: Mean Absolute Deviation (MAD) values for the angular observables in the BY —
atr~ptp~ dataset. MAD values are reported for the low-¢2, high-¢2, and J/i-¢? bins. The Fg
observable is not included in the fits to the low-¢> and high-¢? bins.

observables are compared to previous measurements [53| for the J/i) sample. As discussed
in Section 4.2.1, the observables which are measured are the F7,, S3, Ag, and Ag, and the
fraction of S-wave, Fj.

The section concludes with the modelling of the LHCb data in the two rare ¢* bins.
The measured observables are shifted by a random, blind amount, to hide the true values

of the observables. The uncertainties, however, of the measurements are determined.

4.5.1 Modelling B°— J/ipntn~ data

The amplitudes associated with the B®— Jipn* 7~ decay mode have been determined in
previous studies [53|. This allows for a direct comparison with established results, further
validating the accuracy of the modelling approach. The modelling process, including the
handling of selection efficiency effects, follows the same strategy as discussed for simulation
samples.

The fits to the angular distribution of the B® — J/yr™n~ LHCb data are displayed in
Figure 4.5.1. The observed values are compared to literature in Table 4.13. The extracted
values align with the literature, reinforcing the robustness of the modelling strategy and
providing confidence in the fit results to the rare ¢? samples. This validation is important

for ensuring the reliability of the analysis and the accuracy of the results.

4.5.2 Modelling B® — v (2S)n "7~ data

Fitting in the ¥(25) ¢* bin is a useful test of the robustness of the model. The (25)
has no previous measurements, the observed values of the angular observables are likely
similar to those measured in the J/) sample, as is the case for the B — J/ip K*0 [53,193].
The similarity arises as the ¢(25) and J/i) are both ¢¢ resonances of the u*pu~ system
and share the same quantum numbers, differing only in their respective invariant mass.

Therefore, a naive assumption is made in this analysis that the results should be consistent
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Observable Observed Literature Pull
Fr 0.588 £+ 0.010 0.574 £0.029 | 0.45
S3 0.026 £ 0.015 —0.021 £0.009 | 2.68
Ag —0.016 £ 0.025 0.000 £ 0.000 | -0.63
Ag —0.0154+0.015 —0.036 £0.019 | 0.92
Fq 0.238 +0.029 0.222 £ 0.012 | 0.50

Table 4.13: Results of the fitting of B® — Jibnrt 7~ data samples, showing observed values and
the values derived from amplitudes in literature [53]. The literature value of Fs is not derived
from amplitudes but is the reported fraction of f;(500) mesons in the dataset. The pull values
compared the observed value with the literature value using their combined uncertainty.
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Figure 4.5.1: Angular fits to the background subtracted B — Jipr* 7~ LHCb dataset.

with the observed values in the J/) ¢* bin.
The fit to the angular distributions of the B — 4 (2S)r "7~ LHCb data are displayed
in Figure 4.5.2. The observed values are given in Table 4.14. The results have a reasonable

level of agreement with the measurements in the J/i) bin.
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Observable |  Observed J/ib observation | Pull (in o)
Fr, 0.640 £ 0.037 |  0.588 £ 0.010 1.36
Ss 0.004 £ 0.059 0.026 = 0.015 —0.36
Ag 0.117 £0.106 | —0.016 = 0.025 1.22
Ag 0.001 £0.058 | —0.015 £ 0.015 0.26
Fy 0.339 £ 0.089 0.238 £0.029 1.08

Table 4.14: Measured angular observables from the fitting of B® — ¢(2S)7T7n~ data samples.
The final column is the pull with the results from the measurement in the J/) ¢* bin, with the
values given in Table 4.13.
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Figure 4.5.2: Angular fits to the background subtracted B — (25)7+ 7~ LHCb dataset.

4.5.3 Modelling rare data

A blinded fit is performed on the B®— 7*7~p*p~ LHCD data in the low-¢* and high-¢?
regions. The modelling is performed according to the same strategy employed for the fits
to the J/ip and ¢ (25) datasets. The pulls of the fits to the angular distribution of the
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B° — ntn~ptpu~ LHCD data are displayed in Figure 4.5.3 for both the low-¢* and high-¢?
regions. The distribution of the pulls indicate the model is an appropriate description
of the data. The fits are not shown to retain the blinding of the measurement. The
uncertainties of the blinded values are presented in Table 4.15.

Only uncertainties are quoted, as the central values remain blinded. These uncertainties
differ slightly from the sensitivities derived from the realistic pseudoexperiment studies;
the origin of this difference is not yet fully understood and is under investigation as the
analysis continues to be refined. An evaluation of the systematic uncertainties is presented

in the next chapter, followed by a summary of the results in Chapter 6.

Observable | Low-¢* | High-¢*
Fr, 0.171 0.097
Ss 0.332 0.186
Ag 0.278 0.362
Ag 0.535 0.199

Table 4.15: Uncertainties of the angular observables from the blind fits to the B® — 7#t7~putp~
dataset, in both low-¢? and high-¢? bins.
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Chapter 5

Systematic Uncertainties

Thus far statistical uncertainties have been quoted. In addition to the statistical un-
certainties one considers systematic uncertainties which arise due to inaccuracies in the
measurement methods and assumptions which are made over the course of the physics
analysis, which can introduce biases. While care is taken to minimise their effect they can
lead to consistent over- or under-estimation of the true value of the observables and so
are discussed in the following sections.

The measurement of the angular observables is statistically-limited and therefore the
statistical uncertainty is expected to be the larger source of uncertainty, as the size of the
sample increases one would see a reduction in the magnitude of the statistical but not
necessarily the systematic uncertainty. It is crucial to handle both sources of uncertainty to
ensure a reliable measurement. The main sources of uncertainty which are discussed result
from the modelling of the invariant mass distribution of the B°, the angular acceptance
and the angular modelling.

Unless otherwise stated, pseudodatasets are generated using an alternative model, such
as an alternative mass shape. The analysis is then performed on each of the pseudodatasets
using the nominal strategy. To evaluate the size of the systematic uncertainty, the average
shift of the measured value of the observable from the generation value is calculated using

the following equation:

Osyst — <xﬁt> — Tgeneration (51)

where (xg) represents the mean fitted value, and Zgeneration 1S the value used to generate
the pseudodatasets. This difference quantifies the bias introduced to the measurement
when altering the mass shape.

The following sections detail the evaluation of systematic uncertainties, categorised
according to the specific parts of the analysis to which they relate. The results of the

evaluation of the systematic uncertainties is given in Section 5.5.1.
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5.1 MC corrections

Multiple assumptions are made when correcting the MC simulation samples to the LHCb
data. As the corrected samples are used to determine the mass shapes and, importantly,
the angular acceptance, any choices have repercussions which pervade through to the final
measurement. Here, two sources of systematic uncertainty relating to these corrections

are discussed.

PID corrections

The PID corrections are derived from templates modelled using a Kernel Density Esti-
mation (KDE). There is a potential for significant uncertainties in the parametrisation
of the PID control sample, which could propagate through the analysis. To evaluate the
impact of these uncertainties, an alternative template with wider kernels is utilised. This
alternative template serves as a tool to assess the sensitivity of the analysis to the KDE
parametrisation procedure.

A second source of uncertainty from the method of correcting the PID distributions
comes from the statistical size of the calibrations samples. A total of five bootstrapped
samples are used to evaluate alternative PID corrections.

The PID corrections based on these alternative samples are then propagated to the
simulation samples used for determining the efficiency. From the efficiency model, one large
pseudo-dataset is generated with one million events. Each of the large samples is modelled
and the bias of the observables is determined. the total bias from the five bootstrapped
samples is the average of the five results. This average is summed in quadrature with the

bias from the study using the wider kernel template to obtain the systematic uncertainty.

5.2 Mass modelling

The modelling of the B — wFn~u*p~ invariant mass distribution involves several
assumptions that could introduce biases into the analysis. These assumptions primarily
concern the shapes of the mass models and the treatment of the background decay modes.

It is important to assess the impact of these assumptions on the final results.

Mass resolution

The resolution of the mass shapes is determined through fits to simulation datasets. A
scaling factor is applied to the resolution widths during the fitting of the data to account
for potential discrepancies between the simulated and real data samples. This scaling

factor is determined from the fit to the B®— JibnTn~ dataset. To evaluate the impact
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Figure 5.2.1: Fit of the sum of a two-sided Hypatia distribution and a Gaussian to a simulation
sample of the B®— p°ut i~ decay mode in the low-¢? (left) and high-¢? (right) bins.

of these discrepancies the resolution scale is varied, according to the uncertainty from
the B®— Jiprtn~ fit, when generating the pseudo-datasets. These samples are then fit

using the nominal mass model to assess the effects on the results.

Alternative signal mass shapes

The shape used in the nominal mass modelling to fit the signal component is a sum of
an asymmetric double-sided Crystal Ball function (DCB) and a Gaussian function (G).
An alternative to the nominal signal mass model is the sum of a two-sided version of a
Hypatia distribution [194] and a Gaussian function. The Hypatia distribution is a robust
choice for modelling peaks with asymmetric tails, featuring a hyperbolic core, similar to
the Crystal Ball, and two flexible tails which which can be adjusted independently.

To evaluate the systematic uncertainty, the signal simulation samples are fitted using
the Hypatia distribution. The parameters obtained form these fits are then used to
generate pseudo-datasets. These samples are subsequently modelled using the nominal
method. An example of a Hypatia fit to a simulation sample of the B®— pu*p~ decay

mode is shown in Figure 5.2.1.

Inclusion of background decay modes

In the nominal mass fit to the rare dataset, the partially reconstructed backgrounds,
B — (¢ = nrn n)utp~ and B® — ( — p’y)uTu~, are not included because, as
discussed in Section 3.6.2, the expected number of events for both decays is determined
to be negligible. However, to evaluate the impact of neglecting these backgrounds on the

analysis, the largest component, the B° — n’u* = decay mode, is included in the mass
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model when generating the pseudo-datasets.

The number of events for the B — n’utu~ decay is extrapolated from the yield of
the BY— J/ibn' component in the fit to the B®— J/i)n 7~ data. The model describing
this decay in the fit is combined with the BY — J/ib¢ component into the “Part. Reco.”
component, using Equation 4.11. The B?— J/n' yield is determined using the relative
fit fraction.

The samples are generated with the B® — 7'y~ component included in the mass
model and are then modelled using the nominal mass model, which does not include the
B®— n/ut = component. The systematic uncertainty for each observable is determined

as the standard deviation of the fitted values across the pseudodatasets.

sPlot fit fractions
After the mass modelling, signal candidates are isolated from the background using
sWeights. In this process, the background components are summed into a single contri-
bution to aid stability, as described in Section 4.1.5 and Equation 4.19. To evaluate the
impact of this choice, the yields of each background component are varied according to
the covariance matrix from the invariant mass fit.
A total of 1000 pseudodatasets are generated, each with a unique variation of the

background yields. For each sample, the fitting is performed using the nominal method.

Factorisation of dimensions in sPlotting

The sPlot method requires the factorisation of the mass dimension from the angular
dimensions. However, this assumption may not hold perfectly in practice, leading to the
introduction of potential biases in the results. To evaluate the systematic uncertainty
associated with this factorisation assumption, the peaking-background components in the
generated pseudo-datasets are replaced with those derived from dedicated MC-simulated
samples.

This is particularly important for the backgrounds which come from the misidenti-
fication or particles or partially reconstructed background, as the incorrectly identified
particle will have a biased pr and mass. If the mass and angles do not completely factorise,
then biases may be introduced in the angular observables. The combinatorial background
is not replaced as it is assumed that the variables in the combinatorial background, which
consists of random tracks, factorise. Therefore, these samples capture more complex
correlations between the mass and angular dimensions than the simplified pseudodatasets
provide. By comparing the results from the more realistic MC-based samples to those

from the nominal analysis, the impact of this assumption can be estimated.
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5.3 Acceptance modelling

Bootstrapping

The MC simulation samples used to model the efficiency has a finite sample size, which
could introduce uncertainties into the acceptance modelling. To quantify this systematic
uncertainty, a bootstrap technique is employed. Specifically, the original simulation dataset
is resampled with replacement to create a new sample. This resampling allows for some
events to be duplicated, creating a random distribution of possible efficiency models which
reflect inherent statistical variability.

For each resampled dataset, the efficiency is reparameterised, and a new pseudo-dataset
is generated, with one million events, using this parametrisation. The default analysis
method is then applied to each sample to extract the angular observables. This process is
repeated 100 times to produce a distribution of results.

The systematic uncertainty evaluates the variation in the fitted uncertainties across
each of the bootstrap samples. This uncertainty, therefore, captures the impact of the
acceptance parameterisation. It is estimated as the variation in the fitted uncertainties

across each of the samples:
Ogsyst — <U§t> - <Uﬁt>27 (52)

Orders in acceptance model

The choice of polynomial orders in the 5D efficiency model can introduce biases into
the analysis. To assess the uncertainty associated with this choice, the orders of the
polynomials used in the acceptance modelling are all increased by one. This increase
can potentially capture features which are overlooked by the nominal model. However,
increasing the orders excessively can lead to overfitting, where statistical fluctuations
in the sample are incorrectly modelled. Conversely, decreasing the orders may result in
insufficient modelling of the features.

For this altered configuration, the efficiency is reparameterised, and pseudodatasets
are generated from this new efficiency model. The nominal analysis procedure, using the
original polynomial orders, is then applied to each of the new datasets. By analysing
the results obtained from this altered sets of orders, the bias is taken as the systematic

uncertainty.
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5.4 Angular modelling

Inclusion of S-wave interference

In Section 4.4.3 it was determined that with the statistics in the two rare ¢ bins there is
no sensitivity to the Fis observable, therefore in the pseudoexperiments this observable is
omitted from the simulations and from the modelling. To evaluate this assumption as a
source of uncertainty a study is performed where the samples are generated with a value
of Fy fixed to 0.222. This value is obtained from the amplitudes determined for the J/i
decay mode [53]. The systematic uncertainty for each observable is determined as the

standard deviation of the fitted values across the pseudodatasets.

Angular resolution
The angular resolution for each dimension is determined using simulation samples of the
signal decay mode. The resolution is quantified as the difference between the generated
angular distribution and the reconstructed angular distribution. Figure 5.4.1 shows
example distributions of the resolution for the three angular dimensions.

The pseudodatasets are generated using the nominal method. A per-event smearing
is applied to each angle independently, where the smearing values are sampled from the
respective resolution distributions. This approach catches the uncertainties inherent in

the resolution of the angular dimensions.

5.5 Consideration of B%-B° symmetry

If the number of B® and B° decays are not equal in the data samples then the terms in the
angular distribution no longer correspond to pure CP averages or asymmetries. Through
various physical processes the observables experience dilutions which are discussed in the

following sections.

Production asymmetry

At the LHC, the production of B® and B° mesons is known to be asymmetric due to the
non-charge symmetric initial state in pp-collisions. This production asymmetry, A,oq4, is
defined as:

N(B®) — N(B°)
N(B°) + N(BY)’

Aprod = (53)

where N(BY) and N(B°) represent the numbers of B’ and B° mesons produced,
respectively. The value of Ap,.,; at the LHCb detector has been measured to be
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Figure 5.4.1: Distributions of the resolution of the three angular dimensions. The resolution is
the difference between value with which the event in the sample was generated and the value
following the application of selection requirements. The distributions are from simulation samples
of the BY — p°ut 1~ decay mode, in the high-¢? bin.

(—0.35 £ 0.76 £+ 0.28)% [195]. Although this asymmetry is small, it can impact the
measured CP-asymmetric and CP-averaged observables.
The relationship between the measured observables (I/"¢**") and the true observables

(1;) is given by:

AT = Ay — Si(KAproa), S = S; — Ay(KAproa)- (54)

where & is a dilution factor that accounts for B°-B° mixing. The CP-asymmetric and
CP-averaged observables are bounded by | A; |[< 1 and | S; |< 1. The dilution factor & is

calculated as:
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o Iy e(t)e " cos(Amygt)dt

Jo e(t)e~Ttdt

, (5.5)

where I' = 1/7; = 1/1.519ps ™! is the decay rate, Amy = 0.510ps~! is the B°-B° mixing
frequency, and €(t) is the decay time-dependent efficiency. This efficiency is determined
using rare phase-space MC samples, the distribution of €(t) is given in Figure 5.5.1.
From this analysis, the value of k is determined to be 0.619 4+ 0.001. Consequently,
the resulting scale of the dilution effect on the observables is kA.0q = (—0.217 £ 0.001)%.
Given that this dilution is much smaller than the statistical uncertainties of the analysis,

it can be considered negligible.
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Figure 5.5.1: Figure (a) shows the rare phase-space simulation samples of the B® — 77— pu®pu~
decay mode, at generation and after reconstruction and the selection is applied. Figure (b) shows
the decay time dependent efficiency (e(t)). The efficiency is determined by taking a ratio of
the reconstructed sample, with selection requirements applied, to the generated sample. The
online selection procedure introduces a significant lifetime bias. The behaviour of the efficiency
demonstrates that the selection criteria is biased towards B-mesons with longer lifetimes. The
binning is chosen to contain equal statistics for the generated sample.

Decay width difference

The final state does not allow to determine the decay flavour of the BY meson. The
oscillation of B-B° mesons leads to the introduction of time dependent decay amplitudes,
which could produce a bias on the measured observables. In the presence of a non-
zero difference between the decay widths of the B and B° mesons, the sum of the

time-dependent decay rates can be expressed as [50]:

Ji(t) + Ji(t) = e TY(J; 4+ J;) cosh(yT't) — hysinh(yI't)], (5.6)
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where J;(t) and .J;(t) represent the time-dependent decay rates for the B® and B° mesons,
respectively. The term y = AI'/2I" quantifies the relative difference between the decay
widths, where AT' = ', — 'y [51] is the difference between the decay widths of the CP-even
(1) and CP-odd (T'g) components. For the BY mesons, 2y = AT'y/T'y = 0.00140.010 [196].

The coefficient h; is a new angular coefficient of the sinh I't component in Equation
5.6, which emerges in relation to the time-dependent angular distribution. This coefficient
leads to an effect on the measured angular observables. Although the h; coefficients are

very difficult to measure directly, as y is very small, the contribution can be expressed as:

Sjrets =S, — hyD. (5.7)
Where S; represents the angular observables and D is the dilution factor, defined as:

Sy e(t)e T cosh(yTt)dt

I~ e(t)e~Ttsinh(ylt)dt

D

(5.8)

Here, €(t) is the decay time-dependent efficiency, as discussed in the previous section.
As discussed in Section 1.2.3, the decay rates J;(t) and J; are related to the transversity
amplitudes Ay, A, and A, . The amplitude terms Ay and A are CP even, while A is
CP odd. These states are modulated by the decay widths I';, and I'y, respectively.

In this analysis, the value of the dilution factor D is determined to be —0.005 &£ 0.004.
Given the small magnitude of the time dilution factor, the effect of the decay width
asymmetry between B? and B° can be considered negligible for the purposes of this

measurement.

5.5.1 Summary of the systematic uncertainties

The evaluated systematic uncertainties for each of the angular observables is given in
Table 5.1 for the low-¢?> measurements and in Table 5.2 for the high-¢?> measurements.
The uncertainties are given as shifts of the average fitted value from the generated
value of each observable, unless otherwise stated in the previous section. The absolute
(total) uncertainty is determined by summing the individual estimated uncertainties in
quadrature.

No source of systematic uncertainty is considered to contribute considerably more to
the absolute systematic uncertainty, than any other. The systematic uncertainties are
consistently smaller than the statistical uncertainties, given in Table 4.15. The systematic
uncertainties for the F; observable are determined to be 59% and 52% the size of the
statistical uncertainties, in the low-¢? and high-¢? bins, respectively. The systematic
uncertainties for the Sz, Ag, and Ag observables are all below 29%.

The sizes of the systematic uncertainties relative to the statistical uncertainties demon-
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strates that the analysis is dominated by the statistical uncertainty. Therefore, in future

measurements of these observables using the B® — 77~ u* = decay mode, the precision

of the measurements will be improved initially with increased sample sizes. With increased

sample sizes some of the systematic uncertainty will be reduced, for instance the “Orders

in acceptance model” is necessary as statistical fluctuations affect the accuracy of the

modelling of the acceptance affects. Other sources will not be applicable, such as “Inclusion

of background shapes” and “Inclusion of S-wave interference”. As the sample sizes increase

the features which are not included in the nominal modelling can be introduced. New

sources of systematic uncertainty will be pertinent to evaluate as the challenges in the

analysis evolves. By the conclusion of Run III of the LHC, there should be a large enough

sample size that the statistical and systematic uncertainties are of a similar size.

Source of systematic uncertainty Ss Ag Ay
Weighting
PID 0.02 0.00 0.01 0.00
Mass modelling
Mass resolution 0.03 -0.01 -0.00 -0.00
Alternative signal mass shapes 0.04 -0.01 -0.02 0.00
Inclusion of background shapes 0.01 -0.01 0.04 0.01
sPlot fit fractions 0.05 -0.01 0.01 0.01
Factorisation of dimensions in sPlotting 0.00 -0.00 0.06 0.01
Acceptance parameterisation
Bootstrapping 0.02 -0.00 0.01 0.00
Orders in acceptance model 0.03 -0.01 -0.01 0.00
Angular modelling
Inclusion of S-wave interference 0.03 -0.01 -0.00 -0.02
Angular resolution 0.06 0.01 0.01 0.01
Total
> in quadrature 0.09 0.03 0.08 0.03

Table 5.1: Summary of the systematic uncertainties evaluated for the measurement of the angular
observable in the low-¢? range. The final row shows the absolute systematic uncertainty, which

is the sum, in quadrature, of the individual uncertainties.
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Source of systematic uncertainty Fy, Ss3 Ag Ag

Weighting
PID 0.00 0.00 0.01 0.00
Mass modelling
Mass resolution 0.01 0.00 0.01 -0.01
Alternative signal mass shapes 0.01 0.01 0.01 0.00
Inclusion of background shapes 0.02 0.01 0.00 0.02
sPlot fit fractions 0.01 0.00 -0.00 0.00

Factorisation of dimensions in sPlotting 0.01 0.01 0.01 0.01

Acceptance parameterisation

Bootstrapping 0.00 -0.01 0.01 0.00
Orders in acceptance model 0.03 -0.04 0.01 0.01
Angular modelling
Inclusion of S-wave interference 0.02 0.03 -0.02 -0.00
Angular resolution 0.02 0.00 0.02 0.03
Total
> in quadrature 0.05 0.05 0.04 0.04

Table 5.2: Summary of the systematic uncertainties evaluated for the measurement of the angular
observable in the high-¢? range. The final row shows the absolute systematic uncertainty, which
is the sum, in quadrature, of the individual uncertainties.
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Chapter 6

Summary and prospects

The Standard Model is a robust theory which successfully explains much of the current
understanding of particle physics. However, there are phenomena which the SM has
proved inadequate to explain, such as the imbalance of matter and anti-matter in the
universe, or the origin of neutrino mass. These shortcomings indicate that the SM is
an approximation of a more complete theory and either an expansion of the theory or a
completely new approach is required. Precision measurements, such as the determination
of angular observables in the b— d¢*¢~ FCNC processes, could indicate potential New
Physics contributions which give rise to deviations.

The analysis presented in this thesis is the angular analysis of the B — 7F 7y~
decay mode in the low-¢? bin of [1.1, 6.0] GeV?/c*, and the high-¢? bin of [15.0, 19.0] GeV?/c*.
A method for measuring the angular observables Fp, S3, Ag, and Ag, has been set out,
using the Run I and Run II datasets collected by the LHCb experiment. Requirements
on the dataset selecting decays with a 777~ u* ™ final state have been detailed, followed
by the modelling of the invariant mass distributions in several bins of ¢?. Further, the
sPlot method has been used to statistically separate the signal from the background in
the dataset, the acceptance has been parameterised, and the feasibility of performing this
measurement has been demonstrated.

The angular observables have been measured in simulation samples of the BY —
Japrtr™ and B® — wtr pTu~ decay modes, where the observables were mostly in
agreement with the expected values. Any tensions between the observed values and
expected values are understood. Further, pseudoexperiments have been performed which
stress-test the measurements by varying the generated values of the observables, showing
the model is robust. The fit strategy has been developed and validated on data in the
J/p and (2S) ¢* bins, where the results were in agreement with the literature.

The analysis remains blind, pending review by the LHCDb collaboration. However, the
blind fits have been performed to the data in the rare-¢?> bins and the statistical and

systematic uncertainties have been evaluated. The statistical uncertainties have been
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shown to dominate the overall uncertainties. The uncertainties of the observables, for the

low-¢? bin, in data are:

Fr ==+0.17
S3 = +£0.33
Ag = £0.28
Ag = £0.54

stat) £ 0.09 (syst)
stat) & 0.03 (syst)
stat) + 0.08 (syst)
stat) £ 0.03 (syst)

syst

~—~~

Y

where “stat” is the statistical uncertainty and “syst” is the systematic uncertainty. The

uncertainties for the observables in the high-¢* bin are:

F;, = 40.10 (stat

(stat) (syst)
S3 = £0.19 (stat) £ 0.05 (syst)
(stat) (syst)
(stat) (syst)

Ag = £0.36 (stat) +0.04 (syst
Ag = £0.20 (stat) £ 0.04 (syst).

At the time of writing, the LHC accelerator is up and running for the third period of data-
taking. Major upgrades have been undertaken to the LHCb detector [154] in preparation
for Run III, preparing the detector for to take 50fb~* of data. This totals a factor five
increase in instantaneous luminosity over the combined Run I and Run II. The sensitivity
of the angular observables measured using fits to the rare ¢? bins are limited due to the
small samples sizes available. The significant increase in data collected during Run III and
beyond will increase the precision of the measurements of these observables, which will
provide greater insight into the presence of New Physics effects from b— d¢*¢~ transitions.
The increased statistical power will allow the measurement of observables to which the
current samples have no sensitivity, such as the observables which dropped out following
the integration of the differential decay rate. Additionally, with the increased sample sizes,
the observables related to the S-wave spin states, such as Fg, can be determined. Further,
sensitivity to the higher spin states will eventually make it possible to consider measuring

the D-wave observables.
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Appendix A

Angular Basis

The decay mode B® — 7ntn~utu~ is a pseudo-scalar to vector-vector decay. The angular
distribution is a combination of observables which are combinations of transversity ampli-
tudes. The physics content of the decay is thus expressed in three angles, Q= (On, 01, 0),

which are derived as follows.
The 6 angles

The 77~ and p*p~ pairs are both associated with a polar angle. This polar angle
is the direction between the particle in the rest frame of the diparticle system and the
direction of the diparticle system in the rest frame of the b-hadron. The polar angles are
denoted by 6, for the dipion system, and 6, for the muons.

The momentum vector of particle x in the rest frame of particle a is p,*. The sum and
difference of the momentum of particles x and y is thus p,g = p,* +p,* and ¢,y = p,* —p,*,
respectively. The angle between the vector which defines the direction of the positive
muon in the dimuon rest frame and the direction of the dimuon in the B° rest frame is
the angle 6;. It is defined as

S ptp~ - B S ptps - BY
cos ) = i - P P - it (A1)
S ot — BO S utp - BO
|p“+ | utp— | |p’LL7 | p,uﬂuﬁ |

To transform between the BY and B° one swaps a particle for its anti-particle by reversing
the momentum vectors. The definition of the equivalent angle in the dipion system is the

same when the momentum vectors are swapped for those of the pions.
The ¢ angles

The azimuthal angle is a rotation of a plane containing two particles around the axis

of the direction of the diparticle system in the b-hadron rest frame. The angle ¢ is related
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to the azimuthal angles of the dipion and dimuon systems in their own planes, it is the

angles between the two planes in the b-hadron rest frame
is

o
Ipz X Py |

The angle ¢ is defined, in the B case, as

0 RO ~ BO D+
COs ¢ - nB : nf+7r77 Sln¢ ( luﬂ’lu* X n7€+7r ) | ﬁﬂ-Bg
nta—

The unit normal vector to the plane containing x and y in the rest frame of particle a

3 (A.2)

In the case of B® decays the momentum vectors are reversed which changes the signs of

both the cosine and the sin, thus the ¢ is unchanged
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Appendix B

Variable definitions

Several variables are referred to throughout this thesis which are used to describe the
geometry of a decay in the LHCb detector and the particle identification of the constituents
of said decays. The definitions of these variables are provided in Tables B.1 and B.2.

Track .
> N " .
I—: v " &’
1 " ‘ -
1P OP
; p gah LT
- SV
PV PV
(a) Impact Parameter (b) Direction angle

Figure B.0.1: Tllustrations of variable definitions. Figure (a) shows the Impact parameter (IP)
between a track and a vertex. The value is given by the length of the black dashed line. Figure
(b) shows the direction angle (fp). The angle is given between the line connecting the PV and SV,
and the momentum vector. The momentum vector corresponds to the tracks which contribute to
the SV.
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Variables

Description

Mass, m(X)

Momentum, p

Transverse momentum, pp
Pseudo-rapidity, 7
Decay time, 7
Primary vertex, PV
Secondary vertex, SV
Vertex quality, x2,, /ndf
Impact Parameter, IP

2
Xip

Flight distance, FD

2
XFD

Track quality, X?rk
Ghost track probability, TRGHP

Isolation

The invariant mass of X. Where X represents a particle, or
combination of particles.

The magnitude of the total momentum of a particle.

The component of the total momentum perpendicular to the proton
beam (z) axis.

The position of a particle in the LHCb detector relative to the
proton beam axis.

The time taken for a particle to travel from the production vertex
to the decay vertex.

Location of the pp-collision vertex.

Location at which the parent particle in a decay chain decays.
The minimised x? per degree of freedom, x?/Npor, determined
in the fit to the location of the vertex.

The shortest distance between a track and a vertex location. Illus-
trated in Figure B.0.1a.

The difference of a vertex’s x? /Npor, with and without a track
included in the fit.

Distance between the origin and decay vertex of a particle.
Significance of the FD to a combination of particles. The x?
associated with d = 1 — Up, where d is the difference in the
position of two vertices, and ¥; and ¥ are the postilions of the
first and second vertices, respectively.

The minimised XQ/NDOF from the fit to the hits of the tracks.
The probability that a track is a “ghost” track, an incorrect com-
bination of tracking hits. Determined using an MVA trained to
distinguish between signal tracks from ghost tracks.

The probability derived from the minimum vertex x2? from replac-
ing a track of the signal candidate with all the tracks which fall in

a cone around the signal track.

Table B.1: Geometric and PID variable definitions (setl).
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Variables

Description

Distance of closest approach, DOCA

Direction angle, 6p

nTracks
nSPDHits
ProbNN

P(z|y)
hasMuon
min (pT ) hadron

min (X%P ) hadron

The shortest distance between two tracks.

The pointing angle between a particle’s momentum vector and
the vector between its decay vertex and the PV. Signal decays
point to the PV, giving a small angle and cosfp close to 1;
backgrounds may not point to the PV and have smaller cosfp.
Nlustrated in Figure B.0.1b.

The number of reconstructed tracks.

The number of hits in the SPD detector.

The probability from the output of an MVA which identifies
particle species using global PID and tracking information.
Probability of particle x being of type y

Boolean variable identifying if the track is a muon by requiring
hits in the muon subdetectors match reconstructed muon tracks
[155].

The minimum pt of the two final-state hadrons. A similar
variable is defined for the dilepton system.

The minimum 3 of the two final-state hadrons. A similar

variable is defined for the dilepton system.

Table B.2: Geometric and PID variable definitions (set2).
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Appendix C

Correlations between angles and

m (7T~ puT ™) invariant mass
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Figure C.0.1: Correlation between m(7* 7~ u® ™) invariant mass and cos 6, in bins of ¢2.
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Figure C.0.2: Correlation between m(7* 7~ %1 ~) invariant mass and cos 6; in bins of ¢2.

166



= 3F Correlation: 0.12%] 100 Correlation: 0.19% ] [600 2
- 2 s
2r = 1 B & 5002
s g
60 400
of g
300
. B 40
200
2k ] 20
100
-3k — -
5260 5280 5300 0 5280 5300 5320
m(t 7t o) [MeVic?] m(t 7t o) [MeVie?]
(a) ¢% € [1.1,6] GeV? (b) ¢% € [8,11] GeV?
Correlation: 0.12% 140 E
' 8
120 &
100
80
60
40
20

5260 5280 5300
m(t A pt o) [MeVic?)

(c) ¢% € [15,19] GeV?

Figure C.0.3: Correlation between m(n+7~ utp~) invariant mass and ¢ in bins of ¢2.
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Appendix D

Acceptance: choice of k’ and g’ values

In constructing the angular acceptance functions described in Section 4.3, the full five-
dimensional acceptance is reduced to three dimensions by fixing the values of ¥’ and ¢'.
This appendix provides comparisons of the angular acceptance function when different

fixed values of k' and ¢’ are used in the reduction. These include:

e The average values from the sample used for acceptance modelling,
e The median &' and ¢’ value in the sample,
e The resonance mass in the case of J/i- and 1(25)-¢* bins,

e And values corresponding to the edges of the &’ bin.

D.1 Comparison of acceptance with different fixed val-

ues

Figures D.2.1 and D.2.2 illustrate how the angular acceptance varies with different fixed
k" and ¢' values. The scenarios shown include the sample mean and median, as well as

the invariant mass corresponding to the c¢ resonances in specific ¢* bins.

D.2 Acceptance at k’ bin edges

Figures D.2.3 and D.2.4 show the acceptance function when £’ is fixed at extreme values,
including the bin edges. A more pronounced variation is observed in this case, supporting
the use of average values to mitigate edge effects in the current fit. This suggests that while
the edge behaviour is non-negligible, the central values provide a more stable choice. A
more detailed treatment of this variation may be warranted in future studies to incorporate

it as a systematic uncertainty.
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Figure D.2.1: Comparison of angular acceptance functions for different choices of fixed k' values
in the m(7*7~) range [620,920] MeV/c? and in the low- and high- ¢? bins.
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Figure D.2.2: Comparison of angular acceptance functions for different choices of fixed k' values
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Figure D.2.3: Comparison of angular acceptance functions for different choices of fixed k' values
in the m(77~) range [620,920] MeV/c? and in the low- and high- ¢? bins.
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Figure D.2.4: Comparison of angular acceptance functions for different choices of fixed k' values
in the m(77~) range [620,920] MeV/c? and in the cé resonance g2 bins.
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Appendix E

The wall of bad plots

Over the course of this PhD, mistakes were made in the creation of figures. From typos
in applying weights to using incorrect histogramming functions, from poor initial fit
parameters to applying the wrong selection requirements, this is a selection of "bad plots
that will undoubtedly cement my legacy. Figures E.0.1 and E.0.2 contain a curated

selection of figures, with references to the equivalent figure which made it into this thesis.
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Figure E.0.1: "Bad Plot collage (1). The references point to the version of the plot which made
it into this thesis.
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Figure E.0.2: "Bad Plot collage (2). The references point to the version of the plot which made
it into this thesis.
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