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Optimal ion shuttling for a noisy trap
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Abstract – We find continuous optimal trap trajectories to shuttle one ion with minimal excita-
tion, when the trap spring constant is affected by white noise. The Euler-Lagrange method gives
a lower bound for the dynamical (trajectory-dependent) energy sensitivity to the noise. Using a
trigonometric ansatz for the state trajectories, the optimal trap trajectories are found for a given
shuttling time and a fixed number of terms in the ansatz. The corresponding dynamical sensitiv-
ity tends to the lower bound as the number of terms increases. While the dynamical sensitivity
increases by shortening the shuttling times, the static (trajectory-independent) one decreases, so
we also find optimal shuttling times that minimize the global (static plus dynamical) sensitivity.
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Introduction. – Ion shuttling is a basic operation
for fundamental physics research and quantum technolo-
gies [1–10]. In applications such as quantum comput-
ing [9–15], quantum sensors, or metrology [16–22], the
challenge is to move the ions quickly without excita-
tions or environmental decoherence. Adiabatic shut-
tling by slowly moving the trap could in principle
lead to excitation-free transport but the long times in-
volved make it impractical or prone to decoherence in
most applications, which can be caused by different
mechanisms such as voltage fluctuations. Shortcuts to
adiabaticity (STA) [23,24] are techniques to achieve the
results of a slow adiabatic evolution fast. They have
attracted much attention to implement different opera-
tions in quantum technologies and specifically for ion or
neutral-atom shuttling [25–36].

Recently, several works have applied STA methods to
deliver the particles fast and motionally unexcited at des-
tination considering the influence of environmental noise
and systematic errors [36–42]. Lu et al. [38], in par-
ticular, applied the ”invariant-based” inverse engineering
method to design the trap trajectories and studied the in-
fluence of noise in the spring constant of the trap during
single-ion shuttling. In combination with time-dependent
perturbation theory, ref. [38] provides expressions for

(a)E-mail: luxiaojing1013@163.com (corresponding author)

static (independent of the trap trajectory) and dynam-
ical (dependent on transport path) energy sensitivities
to the noise. Similarly, the effect of noise in different
parameters for atomic transport in an optical lattice is
studied in ref. [39]. These two papers use polynomial
ansatzes for the state trajectories, and do not carry out
any optimization. Espinós et al. [40] also use an invariant-
based inverse technique to analyze the influence of sys-
tematic oscillating (rather than noisy) perturbations on
the excitation energy, and optimize different transport
schemes. Lu et al. [37] found optimal discontinuous trap
trajectories for spring constant noise using optimal con-
trol and a master equation limited to short noise corre-
lation times. In the present work we also optimize the
trap trajectory for white noise in the spring constant,
but, unlike [37], we look for continuous trajectories and
the treatment can be extended to arbitrary correlation
times.

First we review the invariant-based inverse engineering
of the trap trajectories, and the lower bound for the sen-
sitivity for white noise in the spring constant. A trigono-
metric ansatz for the state trajectory is used to inverse
engineer continuous trap trajectories. They are optimized
for minimal dynamical sensitivity to the noise for a given
shuttling time and for a given number of terms. It is shown
that as the number of terms increases, the sensitivity tends
to the lower bound; After the final discussion, an appendix
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extends the treatment to non-zero noise correlation
times.

Invariant-based inverse engineering. – First, the
invariant-based inverse engineering of the trap trajectory
to shuttle an ion is reviewed [26]. We consider a harmonic
trap with angular frequency Ω(t) for an ion of mass m.
If the trap moves along q0(t), the Hamiltonian takes the
form

H(t) =
p2

2m
+

1

2
mΩ2(t)[x− q0(t)]

2. (1)

This Hamiltonian has the following invariant [26,43–45]:

I(t) =
1

2m
{ρ(t)[p−mq̇c(t)]−mρ̇(t)[x− q̇c(t)]}2

+
1

2
mω2

0

[
x− qc(t)

ρ(t)

]2
, (2)

where ρ(t) is a scaling factor for the width of the eigen-
states of I and qc(t) is their center. The invariant I(t)
satisfies

dI(t)

dt
≡ ∂I(t)

∂t
+

1

i�
[I(t), H(t)] = 0, (3)

provided that the functions ρ(t) and qc satisfy the “Er-
makov” and “Newton” auxiliary equations,

ρ̈(t) + Ω2(t)ρ =
ω2
0

ρ3(t)
,

q̈c(t) + Ω2(t)qc(t) = Ω2(t)q0(t).

(4)

The solutions of the time-dependent Schrödinger equation
i�∂tΨ(x, t) = H0(t)Ψ(x, t) are superpositions of “trans-
port modes” Ψn(x, t) ≡ eiθn(t)ψn(x, t), where ψn(t) are
the (orthogonal) eigenstates of the invariant, I(t)ψn(t) =
λnψn(t), and θn(t) are Lewis-Riesenfeld phases. The
eigenvalues λn of I(t) are constant, and ψn(t) and θn(t)
are given by [39]

ψn(x, t) =
1
√
ρ
e

im
�

[ ρ̇x
2

2ρ +
(q̇cρ−ρ̇qc)x

ρ ]φn

(
x− qc

ρ

)
, (5)

and

θn(t) =
1

�

∫ t

0

〈
ψn(t

′)
∣∣∣i� ∂

∂t′
−H0(t

′)
∣∣∣ψn(t

′)
〉
dt′. (6)

The ψn(t) are also eigenstates of H at initial and final
times if H and I commute at those times, leading to
excitation-free transport in which the n-th initial eigen-
state of H becomes the n-th final eigenstate. The follow-
ing boundary conditions achieve that goal [26]:

qc(0) = 0, qc(tf ) = d,

q̇c(0) = 0, q̇c(tf ) = 0.
(7)

To make q0 continuous at the time boundaries, the addi-
tional conditions

q̈c(0) = 0, q̈c(tf ) = 0 (8)

are also needed. We shall from now on demand in general
that the six conditions in eqs. (7) and (8) are satisfied,
except for calculating a bound for the possible excitations.
For a rigid harmonic trap we may simply set

Ω(t) = ω0, ρ(t) = 1, (9)

but in the following we shall assume a perturbing noise in
the spring constant.

Noise sensitivity. – Now we consider a classical spring
constant noise Ω2(t) = ω2

0 [1 + λξ(t)]. λ is a dimensionless
perturbative parameter that should be set to one at the
end of the calculation, and the noise function ξ(t) is also
dimensionless. ξ(t) is assumed to be unbiased, i.e., the
average over noise realizations E [· · · ] gives zero, and the
(dimensionless) correlation function α is assumed to be
stationary,

E [ξ(t)] = 0, E [ξ(t)ξ(s)] = α(t− s). (10)

Assuming that there is no noise at the initial time, the
initial conditions for ρ(t) and qc(t) are

ρ(0) = 1, ρ̇(0) = ρ̈(0) = 0,

qc(0) = 0, q̇c(0) = q̈c(0) = 0.
(11)

We expand the auxiliary functions ρ(t) and qc(t) in powers
of λ,

ρ(t) = ρ(0)(t) + λρ(1)(t) +O(λ2),

qc(t) = q
(0)
c (t) + λq

(1)
c (t) +O(λ2).

(12)

The zeroth order (noiseless limit) is

ρ(0)(t) = 1,

q̈
(0)
c (t) + ω2

0q
(0)
c (t) = ω2

0q0(t),
(13)

where q
(0)
c (t) satisfies eqs. (7) and (8). At the final time

H(tf ) = p2/2m +mω2
0(x − d)2/2. The expectation value

of H(tf ) of the n-th mode for a realization of the noise
ξ(t) can be found exactly [39],

En,ξ = 〈H(tf )〉 = 〈Ψn(tf )|H(tf )|Ψn(tf )〉

=
m

2
ω2
0 [qc(tf )− d]2 +

�ω0

4
(2n+ 1)

1 + ρ4(tf )

ρ2(tf )

+
m

2
q̇2c (tf ) +

�

4ω0
(2n+ 1)ρ̇2(tf ). (14)

En,ξ can be expanded in powers of λ as

En,ξ ≈ E
(0)
n,ξ + λE

(1)
n,ξ + λ2E

(2)
n,ξ + · · · . (15)

The zeroth order is E
(0)
n,ξ = �ω0(n+ 1

2 ), E
(1)
n,ξ = 0, and the

second order is

E
(2)
n,ξ =

1

2
mω2

0q
(1)
c (tf )

2 + �ω0(2n+ 1)ρ(1)(tf )
2

+
1

2
mq̇(1)c (tf )

2 +
�ρ̇(1)(tf )

2

4ω0
(2n+ 1). (16)
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The noise sensitivity for a given transport protocol is de-
fined as the second-order coefficient, so it has dimensions
of energy [38],

G(tf ;n) =
1

2
E
[
∂2En,ξ

∂λ2

]
= E [E(2)

n,ξ]

= G1 +G2, (17)

where we have separated the terms that depend on ρ
(static sensitivity) and qc (dynamical sensitivity),

G1 = �(2n+ 1)

{
ω0E [ρ(1)(tf )2] +

1

4ω0
E [ρ̇(1)(tf )2]

}
,

G2 =
1

2
mω2

0E [q(1)c (tf )
2] +

1

2
mE [q̇(1)c (tf )

2]. (18)

For white noise, α(t) = D
2 δ(t), where D has dimensions of

time and sets the strength of the noise [38]. The sensitivity
becomes GW = G1W +G2W ,

G1W (tf ) =
D

4
�ω3

0tf (2n+ 1), (19)

G2W (tf ) =
mD

2

∫ tf

0

dt [q̈(0)c (t)]2. (20)

The static sensitivity G1W depends on final time and
trap frequency, whereas the dynamical sensitivity G2W

depends on the transport trajectory and the mass of the
ion. The static sensitivity may be reduced by shortening
transport times with invariant-based engineering. We will
design optimal trap trajectories to minimize the dynam-
ical sensitivity for a given transport time. We define the

mass and D-independent factor F =
∫ tf
0

dt [q̈
(0)
c (t)]2 so

that G2W = mD
2 F and focus on minimizing F .

Optimal trajectory. –

Bound by Euler-Lagrange equation. Using a general-
ized Euler-Lagrange equation for F ,

∂L

∂q
(0)
c

− d

dt

∂L

∂q̇
(0)
c

+
d2

dt2
∂L

∂q̈
(0)
c

= 0, (21)

where L = [q̈
(0)
c (t)]2, the function q

(0)
c satisfying

d4q
(0)
c /dt4 = 0 minimizes F for four boundary conditions

for q
(0)
c and q̇

(0)
c in eq. (7). Since we cannot impose the

two additional boundary conditions in eq. (8), this gives
the quasioptimal classical trajectory

q(0)c = d(3s2 − 2s3), (22)

where s = t/tf . This is the same trajectory found by
minimizing the transient energy excitation (time average
of potential energy without noise) in [26], see also [37]. It
provides a lower bound for the sensitivity, as the set of
functions satisfying four conditions is larger than the set
satisfying six of them. This lower bound is

Fb =
12d2

t3f
. (23)

In the following, we shall find a sequence of protocols
whose F tend to this lower bound.

Polynomial ansatz. Since the quasioptimal classical
trajectory is a polynomial, we shall first check the sensi-
tivity achieved with a higher-order polynomial satisfying
the six boundary conditions in eqs. (7) and (8),

q(0)c = d(6s5 − 15s4 + 10s3), (24)

with s = t/tf . This gives

F =
120

7

d2

t3f
, (25)

which is 10/7 ≈ 1.43 times worse than the lower bound Fb

in eq. (23). Higher-order polynomials with free parameters
could be used to get closer to Fb. However, we find it
convenient to approach Fb using a different ansatz.

Trigonometric functions protocol. For the ansatz [40]

q̈(0)c (t) =

N∑
j=1

bj sin
(
jπt/tf

)
, (26)

the boundary conditions q̈
(0)
c (0) = q̈

(0)
c (tf ) = 0 are auto-

matically satisfied. We integrate eq. (26) to specify the
classical trajectory and velocity as

q(0)c (t) =
N∑
j=1

bj
tf

(jπ)2
[
jπt− tf sin(jπt/tf )

]
, (27)

q̇(0)c (t) =
N∑
j=1

bj
tf
jπ

[
1− cos(jπt/tf )

]
. (28)

The initial conditions q
(0)
c (0) = q̇

(0)
c (0) = 0 are automat-

ically fulfilled. The final boundary conditions q
(0)
c (tf ) = d

and q̇
(0)
c (tf ) = 0 give two conditions on the coefficients,

N∑
j=1

bj/j = dπ/t2f ,

N∑
j=1

bj [1− (−1)j ]/j = 0. (29)

In principle, two parameters (N = 2) are enough to
solve eq. (29). However, additional parameters (N > 2)
can be used to minimize the function F (b1, b2, . . . , bN ) =∫ tf
0

dt[q̈
(0)
c (t)]2. Using

∂F (b1, b2, · · · , bN )

∂b1
= 0,

∂F (b1, b2, · · · , bN )

∂b2
= 0,

...
∂F (b1, b2, · · · , bN )

∂bN
= 0, (30)

the parameters can be found analytically. Interestingly,
all the odd coefficients bj (j = 2k + 1) are 0.
In table 1, we give all the even coefficients that optimize

F for the subset of trigonometric functions corresponding

15001-p3
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Table 1: The optimal coefficients and F for different N , and f is the scale factor f = Ft3f/d
2.

N b2 b4 b6 b8 b10 b12 F f

2
2πd

t2f

2π2d2

t3f
19.73

4
8πd

5t2f

4πd

5t2f

8π2d2

5t3f
15.79

6
72πd

49t2f

36πd

49t2f

24πd

49t2f

72π2d2

49t3f
14.50

8
288πd

205t2f

144πd

205t2f

96πd

205t2f

72πd

205t2f

288π2d2

205t3f
13.86

10
7200πd

5269t2f

3600πd

5269t2f

2400πd

5269t2f

1800πd

5269t2f

1440πd

5269t2f

7200π2d2

5269t3f
13.48

12
7200πd

5369t2f

3600πd

5369t2f

2400πd

5369t2f

1800πd

5369t2f

1440πd

5369t2f

1200πd

5369t2f

7200π2d2

5369t3f
13.23

Fig. 1: The values of f(N) vs. N as shown in eq. (32). The
dashed red line is the limit 12.

to a given N . Note in particular that for three terms
(N = 6) the optimal F for the trigonometric ansatz is 1.21
times worse than Fb, so it is better than the polynomial
ansatz with the same number of terms. We denote the
optimal F in each subset (of trigonometric functions) by
F (N). F (N) is proportional to d2/t3f by a numerical factor
f(N),

F (N) = f(N)
d2

t3f
. (31)

By inspection of the expression of b2 = 2dπ/t2f −∑N/2
k=2

1
k b2k given by eq. (29) and the relations between

b2k, we find the general form of f(N),

f(N) = 2π2/HN
2 ,2, (32)

where HN
2 ,2 =

∑N/2
k=1

1
k2 is a “harmonic number”. When

N → ∞, HN
2 ,2 → π2/6, and f → 12, see fig. 1, which is

the lower bound of f .

In fig. 2 we depict q
(0)
c and q0 for different N , as well

as the lines for the bound protocol, whose q0 is discon-
tinuous at initial and final times. Clearly, with increasing
N , the trap trajectories approach the trajectory for the
bound.
For the N -dependent optimal protocols, the dynamical

sensitivity G2W is

G2W (tf ;N) =
Dm

2
f(N)

d2

t3f
, (33)

and the total sensitivity will be

GW (tf ;N) =
D

2

[
�ω3

0tf
(
n+

1

2

)
+mf(N)

d2

t3f

]
. (34)

While the dynamical sensitivity increases by shortening
the shuttling times, the static (trajectory-independent)
one decreases, so we also find optimal shuttling times that
minimize the global (static plus dynamical) sensitivity us-
ing ∂GW /∂tf = 0,

tfo =

[
3mf(N)d2

�ω3
0(n+ 1/2)

]1/4
, (35)

which is an optimal time to get the minimal value of the
sensitivity GW (N). For large N this tends to

tfb =

[
36md2

�ω3
0(n+ 1/2)

]1/4
. (36)

Summary and discussion. – In this paper we have
found optimal trap trajectories to shuttle individual ions
with noisy traps, specifically with white noise in the spring
constant. The figure of merit we have used is the sensitiv-
ity, namely, the energy excitation. We have worked out a

15001-p4
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Fig. 2: q
(0)
c (t) and q0(t) vs. t for different N. (a) tf = 1/ω0;

(b) tf = 5/ω0; (c) the quasioptimal trajectory and the one
for N = 36 are almost indistinguishable in the scale of the
figure.

family of continuous protocols to approach the bound in
the sensitivity provided by an optimal discontinuous trap
trajectory. The sensitivity includes terms with opposite
behavior with respect to the shuttling time and optimal
shuttling times are also found.
While we have focused on white noise, it is interesting to

see the effect of non-zero correlation times using the more
general Ornstein-Uhlenbeck (OU) noise [39,46] when im-
plementing these continuous trajectories. The excitation

factor f defined as f ≡ 2t3f
d2DmG2OU for OU noise is plot-

ted in fig. 3, see the appendix. As the correlation time
τ approaches zero, it converges to the white-noise result,
f → 12. The excitation decreases by increasing the cor-
relation time both for static and dynamical contributions,
a trend also noted by Lu et al. in [39] for non-optimized
trajectories.

Fig. 3: The dashed blue line (tf = 5T0) and the solid red
line (tf = 10T0) represent f of OU noise using quasioptimal
trajectories in eq. (22). T0 = 2π/ω0.

The current methodology to deal with noisy drivings
could be extended to other operations such as fast separa-
tions [47] or merging [48] of atom chains, expansions [49] or
rotations [50–52].
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Appendix. –

OU noise sensitivity for the quasioptimal protocol. For
Ornstein-Uhlenbeck noise, the correlation function decays
exponentially, α(t) = D

2τ e
−t/τ [39], and the sensitivity in

eq. (18) becomes [39]

G1OU = �ω3
0(n+ 1/2)

∫ tf

0

α(s)(tf − s) cos(2ω0s)ds,

G2OU = m

∫ tf

0

dtα(t) cos(ω0t)

∫ tf−t

0

duq̈(0)c (u)q̈(0)c (u+ t).

(A.1)
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Fig. 4: The solid red line and the green dot-dashed line rep-
resent f and g of OU noise using quasioptimal trajectories in
eq. (22). The dashed black line is the limit of f for large cor-
relation times in eq. (A.10) and the purple long-dashed line is
g for large correlation times in eq. (A.4). Other parameters:
ω0 = 2π/T0, tf = 5T0.

In the following, we will discuss G1OU and G2OU as a
function of τ .
G1OU can be calculated as

G1OU =
D

4tf
�ω0(2n+ 1)g, (A.2)

where

g =
ω2
0τtf

(1 + 4τ2ω2
0)

2

×
[
tf
τ

− 1 + 4τ2ω2
0

(
1 +

tf
τ

)
+ e−tf/τ (1− 4τ2ω2

0)

]
.

(A.3)

For τ → 0, the OU noise tends to white noise and g = ω2
0tf

which is the white-noise limit. When τ 
 T0, we have

g =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

tf sin
2(ω0tf )

2τ
, ω0tf �= kπ

t2f
2τ2

, ω0tf = kπ.

(A.4)

For k = 0,±1,±2, . . . , g → 0 as τ → ∞, see fig. 4.
Using the quasioptimal protocol for white noise given in

eq. (22), the dynamical sensitivity can be calculated as

G2OU =
mDd2

2t3f
f, (A.5)

where

f =
12

(1+X2)4

{
M1+ e−

tf
τ [M2 cos(ω0tf) +M3 sin(ω0tf)]

}
,

(A.6)
with M1, M2 and M3 given by

M1 = 12

(
τ

tf

)3

(X4 − 6X2 + 1)

+ 3
τ

tf
(X6 +X4 −X2 − 1) + (X2 + 1)3, (A.7)

M2 = −12

(
τ

tf

)3
(X4−6X2+1)+12

(
τ

tf

)2
(3X4+2X2−1)

+3
τ

tf
(X6 +X4 −X2 − 1), (A.8)

M3 = −48

(
τ

tf

)3
(X3−X)+6

(
τ

tf

)2
(6X+4X3−2X5)

+6
τ

tf
X(1 +X2)2, (A.9)

where X = ω0τ . When τ tends to 0, e−tf/τ → 0 and
X → 0, so the dynamical sensitivity goes to the white-
noise limit, f = 12.

For τ 
 T0, the sensitivity takes the form

f =
72

20π2

T0

τ
. (A.10)

In summary, for the OU noise, increasing the correlation
times reduces the effect of noise for both dynamical and
static sensitivities, see fig. 4.
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