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Chapter 1

Introduction

The boundless curiosity and steady persistence of generations of scientists have resulted
in a deep understanding of the world around us. In particle physics these efforts have
culminated in a theoretical framework that is elegant and concise, yet capable of describing
the varied interactions of matter at the smallest length scales and their often complicated
outcomes. In this so-called standard model of particle physics (SM) (a product of the seminal
papers [5–8]), all fundamental particles are described in terms of quantum fields, and their
interactions are dictated by gauge symmetry.

The model has remarkably few constituents: it distinguishes only a dozen matter particles,
four distinct force carriers and the Higgs field.1 The first category, the fermions, is divided
up into three generations of quarks and leptons. The first of these generations contains the
most familiar particles, the u- and d-quarks that form protons and neutrons, as well as the
electron (e) and its associated neutrino (νe), while the second and third generation contain
more exotic copies of these. The dynamics of these quantum fields are described by the
Lagrangian. In addition to being Lorentz invariant it must be invariant under local gauge
transformations, which requires the introduction of gauge fields. This gauge symmetry is
a composite of the transformation groups SU(3) and SU(2)L ×U(1)Y, describing quantum
chromodynamics (QCD) and electroweak theory respectively. The associated force field,
or gauge boson, for the former is the gluon (g), governing the interaction between quarks.
The electroweak sector is intertwined with the Higgs field, which is responsible for the spon-
taneous breaking of the sector’s initial symmetry, by attaining a vacuum expectation value
(VEV). The residual symmetry group U(1)Q describes quantum electrodynamics (QED), with
the photon (γ) as gauge boson. In this process, known in full as the Englert-Brout-Higgs-
Guralnik-Hagen-Kibble mechanism [9–14], the W± and Z bosons associated to the weak
interaction obtain masses, while the photon remains massless. In addition, the VEV of the
Higgs field gives rise to masses for all matter fields, through Yukawa couplings to fermions.2

A prediction of this mechanism is the existence of the scalar Higgs boson as the excitation
of the field, which was discovered half a century later in the ATLAS and CMS detectors at

1This counting excludes anti-particles, which are obtained from their siblings upon the inversion of charges.
2Except perhaps the neutrinos, which may get part of their mass from Majorana mass terms.
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Chapter 1. Introduction

the Large Hadron Collider (LHC) at CERN [15, 16]. With this spectacular discovery, the
standard model is complete.

This intricate yet solid framework enables one to make precise predictions for many observ-
ables that can be tested at the LHC or in other experiments (see ref. [17] for an extensive
review). The most successful prediction is arguably the value of the anomalous magnetic
dipole moment (g−2) of the electron. The theoretical value, relying in part on QED correc-
tions up to five-loops [18], is still consistent with the experimentally measured value [19],
with a deviation appearing only in the tenth digit. At the same time high precision exper-
iments are the testing ground for physics beyond the standard model (BSM); we are after
all aware of phenomena that are not explained within the SM. An important example is
baryogenesis, the process in the early universe leading to the observed asymmetry between
matter and anti-matter, which requires stronger CP violation than the SM can provide.3 A
second example is the apparent abundance of an invisible form of matter, dark matter (DM),
needed to explain an array of astronomical observations. A vast number of different mod-
els have been proposed to explain the nature and origin of DM, almost all requiring BSM
particles.

In collider experiments a signal for a new particle may emerge as a resonance, provided
it is light enough to be produced on-shell. Because of the lack of such clear signals at
the LHC after the discovery of the Higgs boson, we must resort to a less direct method
for finding new physics effects, namely via loops. In these virtual quantum corrections to
scattering processes a new particle would enter regardless of its mass as it is not physically
produced (i.e. part of the observable final state), but can still leave an imprint by altering the
observables tied to that process, e.g. the production rate of a certain particle as a function
of one or more variables. A careful comparison of predictions for such observables from
the SM and experimental measurements, as for the value of g − 2, may thus lead to the
discovery of new physics, on the condition that the observed discrepancy is significant. To
this end, it is key to have small experimental error margins as well as precise and accurate
predictions from theory.

1.1 Challenges for theory predictions

In QED, we may improve predictions by including perturbative corrections to the process
at hand, since the coupling e is usually small for the typical energy scale of the process.
The coupling strength increases slowly with the scale, and becomes non-perturbative only
at extremely high energy scales that are irrelevant for collider physics (the Landau pole,
the singularity point of the coupling, lies around 10286 eV). Successive corrections are sup-
pressed by increasing powers of the structure constant α = e2/4π (in natural units), such
that the inclusion of the first one or two orders in this (asymptotic) series often yields a
satisfying result.

3CP symmetry implies that the laws of physics are invariant under combined charge conjugation (C) and
parity inversion (P). The violation of this symmetry is one of the three so-called Sakharov conditions [20].
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1.1. Challenges for theory predictions

For QCD interactions the transition from the non-perturbative to the perturbative regime
does lie in the energy range that is probed in collider experiments. The running of the
coupling is described by the renormalisation group equation (RGE)

µ2
R

dαs(µ2
R)

dµ2
R

≡ β(αs) = −α2
s (µ

2
R)
∞
∑

i=0

bi α
i
s(µ

2
R) , (1.1)

which can be solved order by order inαs. This dependence on the scale at which the coupling
is measured has its origin in the renormalisation of the theory, a standard procedure in
all quantum field theories in which ultraviolet (UV) divergences, due to the unbounded
momentum flow in loop diagrams, are absorbed in the (unobservable) parameters of the
Lagrangian. This allows for the computation of finite quantities, but does result in a coupling
that depends on the renormalisation scale µR.

The interesting consequences this has for the behaviour of QCD are already revealed by
considering just the one-loop β-function coefficient b0. It is given by

b0 =
11CA− 4 n f TR

12π
, (1.2)

for n f active quarks (i.e. roughly those with masses m < µR). In the SM n f ≤ 6, while
CA = 3 and TR = 1/2 for SU(3), such that b0 is positive. This means that the coupling
strength decreases with increasing scale, eventually leading to a regime in which quarks and
gluons (partons) are asymptotically free [21,22]. The one-loop solution to eq. (1.1) can be
expressed as

αs(µ
2
R) =

1

b0 ln
µ2

R

Λ2
QC D

with ΛQC D = µ0 exp

�

−
1

2b0αs(µ2
0)

�

, (1.3)

showing explicitly the Landau pole at µR = ΛQCD, where αs becomes singular. This scale is
determined by measuring the coupling constant at some reference scale µ0, e.g. the mass
of the Z boson. ΛQCD turns out to be of the order of the pion mass, the lightest QCD bound
state. Thus, partons interact strongly in the low-energy regime and are confined to hadrons
and mesons. The initial state in hadron colliders such as the LHC is therefore highly non-
perturbative.

However, the fast-moving beams in colliders and the relative emptiness of a hadron imply
that scattering occurs only between individual partons, as is understood since the early days
of the parton model [23, 24]. The energy scale Q associated to such partonic scattering is,
due to the set-up of the experiment, much higher than the dynamical scale mp of hadron
interactions. This means that hard scattering of partons takes place on a timescale much
smaller than interactions internal to each hadron, 1/Q� 1/mp, such that hadrons, as com-
pound quark and gluon states, are comparatively static from each others perspective. This
separation of scales allows for the factorisation of cross sections for processes like p+p→ X

3



Chapter 1. Introduction

(for proofs of factorisation see refs. [25–27]):

σpp→X (τ,µF ,µR) =
∑

i, j

∫ 1

0

d x1 fi(x1,µF)

∫ 1

0

d x2 f j(x2,µF) σ̂i j→X (Q,µF ,µR)δ (τ− x1 x2) ,

(1.4)
where fi(x ,µF) denotes a parton distribution function (PDF) and σ̂ the partonic cross sec-
tion. The PDF gives the probability for finding a parton of flavour i in the proton, carrying a
fraction x of the proton’s momentum in the longitudinal direction. In this way, predictions
can be made by calculating the process-dependent partonic cross section perturbatively,
while the non-perturbative effects associated with the partons being part of the hadron, are
encoded in the universal PDFs that are instead extracted from data. The delta function im-
poses momentum conservation by relating the momentum fractions of colliding partons to
τ=Q2/S, the ratio of the invariant mass of the final state and the hadron system.4

Roughly speaking, the factorisation scale µF separates the two regimes: a gluon emission
with a transverse momentum kT > µF would constitute a perturbative correction to the
partonic cross section, while for kT < µF it is regarded as part of the proton structure. It is
therefore not surprising that the RGE for PDFs, which describes the dependence on µF , is
governed by such emissions. This is captured in the DGLAP evolution equation [28–30]

µ2
F

d fi(x ,µF)
dµ2

F

=
∑

j

αs(µ2
F)

2π

∫ 1

x

dz
z

Pi j(z) f j

� x
z

,µF

�

, (1.5)

where the (DGLAP) splitting function Pi j(z) describes the transition of a parton of type j
to type i under the emission of a (anti)quark or gluon. Specifically, it gives the probability
(density) that in this transition parton i retains a fraction z of the momentum of parton j,
while the remaining energy is carried away by the emitted particle, e.g. a gluon for the
lowest order splitting function P(1)qq (z). The evolution of PDFs across energy scales therefore
mixes PDFs of quarks, antiquarks and gluons.

We will now turn to the partonic cross section in eq. (1.4), which enjoys the schematic,
perturbative expansion

σ̂ = c0 +αs c1 +α
2
s c2 + . . . , (1.6)

where successive orders are suppressed since αs = αs(µ2
R) is small for µR ∼Q. The determi-

nation of the coefficients ci is achieved through the evaluation of higher order corrections to
the leading order (LO) cross section. In addition to the virtual loop corrections mentioned
before, one needs to include real emission corrections at the same order.

A consistent evaluation of these corrections typically leads to great improvements over the
LO result. The inclusion of the extra diagrams brings the approximation closer to the all-
order perturbation theory estimate, thus providing a more accurate prediction of the cross

4The invariant mass of the hadron system is a collider parameter, whose power is quantified by
p

S. In
chapter 5 we shall use

p
S = 13 TeV for numerical results, corresponding to the collision energy in Run 2

of the LHC.
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1.1. Challenges for theory predictions

section.5 Meanwhile, it reduces the prediction’s error bands associated to missing higher
order corrections. These bands are obtained by varying the factorisation and renormalisa-
tion scale (µF and µR) around the typical scale for the process. In principle, the final result
for a physical observable, such as a hadronic cross section, should not depend on either
of these scales, since they are introduced for calculational convenience only. Because the
perturbative series is truncated at some order, some scale dependent terms will remain, as
they are not cancelled by the omitted, higher order contributions. The residual scale depen-
dence therefore probes the size of perturbative corrections beyond the order at which one
works, and is commonly used as an estimate of the uncertainty in the theoretical prediction.
Computing higher order corrections therefore improves the precision of a prediction, too.
For many processes and observables next-to-leading order (NLO) or next-to-next-to-leading
order (NNLO) predictions are available, with some exceptional results at N3LO, such as the
total cross section for single Higgs [31,32] and Drell-Yan [33] production.

It should be stressed that the validity of the perturbative series in eq. (1.6) relies critically
on the implicit assumption that the coefficients ci are small: if for αs ∼ 1/10 the coefficients
would scale as ci ∼ 10i, all terms in the series are equally important. In many situations,
this is indeed a concern because the coefficients ci depend on the kinematics of the process
and contain logarithms that grow large in certain kinematics limits. Ultimately these con-
tributions are due soft and collinear singularities, the notion of which is best illustrated with
an example.

Consider the emission of an on-shell gluon from a propagating, high-energetic quark with
mass m emerging from a hard scattering process H, as shown in fig. 1.1a. The propagator’s
denominator is given by

1
(p+ k)2 −m2

=
1

2p0k0
�

1−
r

1− m2

p2
0

cosθ
� , (1.7)

where θ is the angle between the spatial momenta p and k. Clearly, the propagator diver-
gences in the limit that the photon is low-energetic (k0→ 0), known as the soft singularity.
Additionally we find a singularity for θ → 0, that is when the photon is emitted parallel,
or collinear, to the quark, provided m = 0. Since massless quarks are an otherwise conve-
nient and excellent approximation in many QCD calculations, higher order corrections to
amplitudes are beset by such infrared (IR) singularities.6

To obtain mathematically well-defined results from theories that give rise to singularities

5Admittedly, the full calculation of an all-order quantity in perturbation theory is a Platonic Ideal, but for
most practical purposes an evaluation of the first few orders suffices to align predictions with experimental
data.

6For the five lightest quarks m= 0 is an often useful approximation since the masses are negligible compared
to the typical energy scale at colliders, but for the top quark this is not manifest. This inspired the infinite
top mass approximation in which the theory consists of five massless quarks, n f = 5, while the top quark
is integrated out (it is no longer regarded as a dynamical quantity in the theory), giving rise to effective
vertices such as ggh. In some instances also bottom mass effects are taken into account, but in this thesis
we adhere to the scheme explained above.
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Figure 1.1: The emission of soft gluon from a highly energetic quark (a) or gluon line (b)
extending from a hard interaction H.

in four-dimensional space-time, we rely on dimensional regularisation. This means that
calculations are performed in d = 4− 2ε dimensions instead, such that singularities show
up as explicit poles in ε. This procedure is commonly applied for both IR and UV diver-
gences, where for the latter the resulting poles can subsequently be removed from physical
quantities by renormalisation. In this thesis we focus on IR physics and often work with
unrenormalised quantities. The origin of a particular pole εmay, depending on the context,
thus be unclear from the expression alone. In those instances we shall elucidate the singular
structure.

According to the Kinoshita-Lee-Nauenberg (KLN) theorem [34, 35], quantum mechanical
transition probabilities are IR finite provided one sums over a set of degenerate states. For
scattering processes this set is obtained by considering all possible final-state cuts of dia-
grams contributing to the cross section. In practice this means that all IR poles caused by
real and virtual emissions from final state particles cancel, order by order in perturbation
theory. For initial state radiation, there will be one residual collinear pole per order in αs

left in the partonic cross section, as the initial state is non-degenerate. With this under-
standing one may define renormalised PDFs, in which these poles are absorbed, rendering
the partonic cross section free of explicit divergences. This procedure is known as mass
factorisation.

Even though the partonic cross section then no longer contains explicit poles, the singular-
ities still leave an imprint on the cross section in the form of potentially large logarithms.
These terms signal that the real and virtual contributions do not cancel each other entirely,
as the phase space for a real gluon emission is limited by the invariant mass of the LO final
state, contrary to virtual corrections. They grow large in case the initial state contains just
enough energy to produce the particle(s) in LO final state (i.e. it is produced at threshold),
since in that case little energy is left for additional radiation, restricting the available phase
space even further. The production of the final state near threshold thus forces additional
radiation to be soft, which in turn leads to large threshold logarithms. In section 1.3 we will
discuss the origin of these terms in more detail.

The occurrence of these large logarithms at every order in perturbation theory jeopardises
the convergence of the series in eq. (1.6).7 For observables plagued by these terms, mean-

7Note that, depending on the process and observable, other types of logarithms may play a role instead. Ex-
amples are the qT -distribution (transverse momentum) of a final state particle that is plagued by log(q2

T/Q
2)

terms (with Q the hard scale), and mass effects leading to potentially large log(m/Q) terms.

6



1.2. The (next-to-)eikonal approximation

ingful predictions can only be obtained if the logarithmic contributions are summed to all
orders in αs. Such resummed results may be obtained in a variety of ways, but central to each
approach is a simplification of the dynamics causing successive perturbative orders to have
a predictable form. In section 1.2 we will introduce the (next-to-)eikonal approximation and
give a first impression of how this simplification allows for all-order results.

1.2 The (next-to-)eikonal approximation

In the eikonal (E) approximation [36], one expands an amplitude in soft gauge boson mo-
menta and retains only the leading power (LP) terms. A natural improvement is to keep
next-to-leading power (NLP) terms as well, which is then, unsurprisingly, referred to as the
next-to-eikonal (NE) approximation. To illustrate this, we return to the amplitude depicted
in fig. 1.1a, where a high-energetic fermion emanating from a hard scattering process H
emits a soft gluon, which for the sake of generality is taken off-shell. Expanding the ampli-
tude in the soft gluon’s momentum kµ yields

M µ(p, k) = ū(p)(i gs t
aγµ)

i(/p+ /k) +m

(p+ k)2 −m2
H(p+ k)

= −ū(p)(gs t
a)

�

pµ

p · k
+
γµ/k

2p · k
−

pµk2

2 (p · k)2
+ . . .

�

H(p+ k) , (1.8)

where the ellipsis denotes terms suppressed by even higher powers of k. When an soft
emitted boson is described at NE accuracy, it is sometimes called next-to-soft in the literature.
This nomenclature is also used sporadically in this thesis. We may express the first NE term
in a slightly different way and find

M µ
NE(p, k) = −ū(p)(gs t

a)

�

pµ

p · k
−

1
2

pµk2

(p · k)2
+

1
2

kµ

p · k
+

ikνΣ
νµ

p · k

�

H(p+ k) . (1.9)

If the (next-to-)soft gluon is emitted from a hard gluon line instead, as shown in fig. 1.1b,
the NE approximation gives

M µ
NE(p, k) = −(i gs f abc)

��

pµ

p · k
−

1
2

pµk2

(p · k)2
+

1
2

kµ

p · k

�

ε∗(p) ·H(p+ k)

+
ikν (Mνµ)ρσ

p · k
ερ∗(p)Hσ(p+ k)

�

. (1.10)

Eq. (1.9) and eq. (1.10) contain the Lorentz generator for spin one-half and spin one parti-
cles respectively, which are defined as

Σνµ =
i
4
[γν,γµ] and (Mνµ)ρσ = i

�

δν
ρ
δµ
σ
−δµ

ρ
δν
σ

�

. (1.11)
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H
p

· · ·

kn k1k2

Figure 1.2: Subsequent emission of n soft photons from a hard fermion.

We see a clear similarity between the two expressions in eqs. (1.9) and (1.10). Aside from
the different colour factor, we note that the eikonal term is in fact identical, showing that
a (strictly) soft gluon is insensitive to the spin of the emitter. By writing pµ = |p|nµ, we
note a further simplification as the magnitude of the momentum four-vector pµ cancels
between numerator and denominator in this term. In the eikonal approximation the soft
gluon is thus only sensitive to the direction nµ of the emitters momentum. Together with
the observed spin independence, we may interpret this as the inability of a soft gluon to
resolve any emitter structure, due to its long wavelength. At next-to-leading power we see
that the terms become again sensitive to the size of pµ, such that subsequent emissions start
to influence one another by momentum conservation and the emitter recoils. In addition,
the last term in both expressions does depend on the spin of the emitter, as signaled by the
respective Lorentz generators.

To illustrate the benefits of the simplified dynamics, we study the emission of multiple soft
photons. For the emission of n soft photons from a hard fermion line (depicted in fig. 1.2)
the amplitude simplifies to8

M µ1···µn
E (p, ki) = ū(p) en nµ1

n · k1

nµ2

n · (k1 + k2)
· · ·

nµn

n · (k1 + · · ·+ kn)
H(p+ k1 + · · ·+ kn) . (1.12)

Note that we consider only the amplitude for a particular ordering of the momentum inser-
tions, while at order en there are n! permutations possible. We denote the effect of a certain
permutation π on the momentum ki by kπ(i). By Bose symmetry all such permutations must
contribute equally, therefore we express eq. (1.12) as

M µ1···µn
E (p, ki) = ū(p)H(p) en

n
∏

i=1

nµi

×
1
n!

∑

π

1
n · kπ(1)

1
n · (kπ(1) + kπ(2))

· · ·
1

n · (kπ(1) + · · ·+ kπ(n))
, (1.13)

where we also drop the dependence of the hard scattering amplitude H on ki, since we
work strictly at LP accuracy. Note that the hard scattering amplitude is now entirely sep-
arated from the remainder of the amplitude, which describes the soft emissions. Such a
factorisation of the amplitude or partonic cross section into hard and soft functions is key to
resummation efforts, and will be frequently observed in what follows.9 Application of the

8For simplicity, we have set the fermions charge Q = −e, with e the elementary charge.
9Given the initial factorisation of the hadronic cross section into PDFs and the partonic cross section, a further

separation of scales in the latter is also referred to as re-factorisation.
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H

p1

p2

n1

n2

H
·
·
·

k1

kn

p1

p2
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(b)

Figure 1.3: Virtual corrections due to the exchange of n-soft photons between hard fermion
(a). In the eikonal limit the amplitude factorises into a hard part and a soft
factor. Upon summation over all perturbative orders the latter assumes an ex-
ponential form depending on the eikonal one-loop contribution only (b).

eikonal identity [37]

∑

π

1
n · kπ(1)

1
n · (kπ(1) + kπ(2))

· · ·
1

n · (kπ(1) + · · ·+ kπ(n))
=

n
∏

i=1

1
n · ki

, (1.14)

yields

M µ1···µn
E (p, ki) = ū(p)H(p)

1
n!

n
∏

i=1

e
nµi

n · ki
, (1.15)

which makes the decorrelation of the eikonal emissions manifest.

This decoupling is achieved on every fermion leg that may extend from the hard interac-
tion. Therefore, the n-loop virtual amplitude depicted in fig. 1.3a, when summed over all
permutations of the exchanged photons, simplifies in the eikonal approximation to

M (n)
E, tot.(p1, p2) = ū(p1)H(p1, p2) v(p2)

1
n!

n
∏

i=1

�

−i e2
�

∫

dd ki

(2π)d
1
k2

i

1
n1 · ki

1
n2 · ki

. (1.16)

The light-like vectors nµ1 and nµ2 denote the direction of the momenta pµ1 and pµ2 , and are
normalised to n1 · n2 = 1. We note that the expression consists of n-powers of a decoupled
one-loop expression, as all momenta ki are integrated over, and drop the subscript i. Now, a
particularly elegant all-order expression can be obtained by summing over all perturbative
orders:

M all−order
E (p1, p2) = ū(p1)H(p1, p2) v(p2)

∞
∑

n=0

1
n!

�

−i e2

∫

dd k
(2π)d

1
k2

1
n1 · k

1
n2 · k

�n

= ū(p1)H(p1, p2) v(p2) exp

�

−i e2

∫

dd k
(2π)d

1
k2

1
n1 · k2

1
n2 · k

�

. (1.17)

Thus, in the eikonal limit, the soft function assumes an exponential form, allowing one
to express the all-order amplitude in terms of a one-loop quantity, see also fig. 1.3b. The
simplification of the dynamics thus leads to an impressive increase of the predictive power of
the theory. In QCD one must be cautious in re-ordering attachments due to the non-abelian
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Chapter 1. Introduction

nature of the theory, but this result may nevertheless be generalised using webs [38–40]. A
more recent proof of exponentiation using webs relies on the replica-trick [41], which forms
the basis for the application of webs in a multi-parton scattering context [42, 43]. We will
discuss this in more detail in chapter 4. In addition, we will see there that the phase-space
integration is also simplified in the eikonal approximation, such that an all-order form for
real corrections to cross sections can be derived in a similar fashion.

This exponentiation property thereby lies at the very basis of the resummation of the prob-
lematic threshold logarithms, at least at leading power. At the NE level, when NLP correc-
tions are taken into account, the picture becomes somewhat more complicated. However,
given that at this level of accuracy important physical aspects are starting to be included in
the approximation, one may hope that an NLP description of cross sections offers a signifi-
cant improvement over a LP one, while maintaining some of the advantages offered by the
simplified dynamics. In this thesis we will explore in different contexts the feasibility and
importance of providing such NLP descriptions.

1.3 A closer look at threshold logarithms

We shall now elucidate the origin of threshold logarithms with a simple example. We con-
sider a radiative correction to the Drell-Yan (DY) process [44], which is the hadronic pro-
duction of a lepton pair, via an intermediary vector boson. At LO the partonic interaction
is induced by a quark-antiquark pair, and we may take the vector boson to be an off-shell
photon. The leptonic part of the process is often neglected in the context of QCD, where
only the coloured initial state is susceptible to corrections. Unless stated otherwise, DY thus
refers to the (LO) partonic interaction q(p1) + q̄(p2)→ γ∗(Q). The real correction consists
of a gluon that is radiated from either of the quark lines and enters the final state, as shown
in fig. 1.4. As we are interested in the structure of threshold logarithms, we impose that the
emitted gluon is soft, and apply the NE approximation discussed above.

p1

p2

k

Figure 1.4: Single real contributions to the DY process. The (conjugate) amplitude is de-
picted on the left (right) hand side of the final state cut, as indicated by the
dashed line. Diagrams in which the gluon attaches to the same fermion leg
contribute only at NNLP and are therefore not shown.

Instead of the full cross section we calculate the K-factor, which is the ratio of the higher
order cross section (in this case the real contribution to the NLO correction) to the LO
cross section. In this way factors relating to the production of the off-shell photon are
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1.3. A closer look at threshold logarithms

divided out, which is convenient since we are mostly interested in the effect of the QCD
correction. Finally, we shall work in d = 4 dimensions and deal with explicit divergences
in an alternative way, to paint a more intuitive picture. In chapter 4 a similar calculation
is presented in full, using dimensional regularisation. The real NLO K-factor is obtained by
integrating the (approximated) squared-amplitude over the gluon’s phase space

K (1)R,NE = g2
s CF

∫

d4k
(2π)3

s− 2 (p1 · k+ p2 · k)
p1 · k p2 · k

δ+(k
2)δ
�

1− z −
2k · (p1 + p2)

s

�

. (1.18)

The Dirac delta functions impose the on-shell condition of the emitted gluon and momen-
tum conservation. We have introduced the Mandelstam variable s = (p1 + p2)2 = 2p1 · p2,
denoting the invariant mass of the quark-antiquark pair, and defined the ratio of the in-
variant mass of the LO final state and the initial state as z = Q2/s. With this notation, the
partonic threshold corresponds to z → 1, so we expect threshold logarithms to appear in
terms of the threshold variable (1−z). We choose to work in the center-of-mass (CM) frame
where pµ1 =

p
s

2 (1,0,0, 1) and pµ2 =
p

s
2 (1,0, 0,−1), and express the K-factor as

K (1)R,NE =
g2

s CF

(2π)3

∫ ∞

0

dk0

∫ ∞

−∞
dk3

∫ 2π

0

dφ

∫ ∞

0

d|k⊥| |k⊥|
s− 2
�p

s
2 (k

0 + k3) +
p

s
2 (k

0 − k3)
�

�p
s

2

�2
(k0 + k3) (k0 − k3)

×δ
�

�

k0
�2
−k2
⊥ −
�

k3
�2�

δ

�

1− z −
2k0

p
s

�

=
g2

s CF

π2

∫ ∞

0

dk0

∫ ∞

−∞
dk3

∫ ∞

0

d|k⊥| |k⊥|
1− 2 k0

p
s

(k0)2 − (k3)2

×δ
�

�

k0
�2
−k2
⊥ −
�

k3
�2�

δ

�

1− z −
2k0

p
s

�

, (1.19)

after integration over the azimuth angle φ. Integrating over k3 and rearranging the remain-
ing delta function yields

K (1)R,NE =
� αs

4π

�

8CF
p

s

∫ ∞

0

dk0

k0

∫ k0

0

d|k⊥|
1− 2 k0

p
s

|k⊥|
1
q

1−k2
⊥/(k0)2

δ

�

k0 −
p

s
2
(1− z)
�

, (1.20)

where we have extracted the typical coupling factor of (αs/4π)n for an NnLO calculation.
We expect the largest contributions in the limit where the emission is collinear in addition
to being soft, i.e. for which |k⊥|<< k0. We expand the square root in this regime and keep
only the leading term, which is unity. The divergent integral over |k⊥|, representing the
collinear singularity observed in eq. (1.7), needs to be regulated to give an interpretable
result. As mentioned before, this is usually done in dimensional regularisation, but since
our main aim is to derive the dominant logarithmic dependence, we put here a cut-off on
the integral, for which we take µF . Resolving the remaining integrals we find

K (1)R,NE =
� αs

4π

�

8CF
p

s

∫ ∞

0

dk0
1− 2 k0

p
s

k0
ln
�

k0

µF

�

δ

�

k0 −
p

s
2
(1− z)
�

(1.21)
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=
� αs

4π

�

16CF

§�

log(1− z)
1− z

+
1

1− z
log
�p

s/2
µF

��

−
�

log(1− z) + log
�p

s/2
µF

��ª

.

The NE approximation of the single real contribution to the K-factor has thus provided us
with two classes of logarithms, at LP and NLP in the threshold variable (1−z). Although the
NLP term is parametrically suppressed with respect to the LP one, both terms diverge for
z→ 1.10 When treated properly in dimensional regularisation, the LP term that regulated
the collinear divergence will combine with a similar expression in the virtual part of the
K-factor, and turn the 1/(1− z) pole in to a regulated plus distribution.

In general, a partonic cross section expanded in the threshold region will then have the
following structure:

dσ̂
dz
=
∞
∑

n=0

� αs

4π

�n
� 2n−1
∑

m=0

�

c(−1)
nm

�

logm(1− z)
1− z

�

+
+ c(0)nm logm(1− z) + . . .

�

+ c(δ)n δ(1− z)

�

.

(1.22)
At each order in αs we observe towers of the threshold logarithm at both LP and NLP in
(1−z), labeled with coefficient c(−1)

nm and c(0)nm. The highest power of the logarithm, m= 2n−1
at the n-th order in perturbation theory, is generated when all real/virtual emissions are
maximally soft and collinear, giving rise to the highest number of logarithmically divergent
integrations. In addition, we find contributions localised at threshold, with coefficients c(δ)n .
The plus distributions at LP, denoted by the +-subscript, are now integrably divergent, just
as the NLP terms. The ellipsis denotes terms suppressed by even higher powers of (1− z),
which vanish at threshold.

The problematic nature of LP terms was noted already in the early days of QCD (see for ex-
ample ref. [45]), and it was quickly realised that the leading logarithm (LL), i.e. log2n−1(1−
z) at O (αn

s ) in eq. (1.22), could be summed up to all orders in perturbation theory to achieve
a well-behaved result near threshold [46, 47]. In the seminal papers [48, 49], soft gluon
resummation in DY and deep inelastic scattering (DIS) was extended to sub-leading loga-
rithmic accuracy by means of diagrammatic techniques. References [50, 51] showed that
soft radiation can be described in terms of Wilson lines, whose exponentiation properties
are at the basis of resummation. Later, by means of similar diagrammatic techniques, re-
summation was extended to more processes, including those with coloured particles in the
final state, see e.g. refs. [52–57]. Soft gluon resummation by means of renormalisation-
group techniques was studied in refs. [58–60], and this has more recently also been ac-
complished using effective field theory techniques, specifically using Soft-Collinear Effective
Theory (SCET) [61–65], see e.g. refs. [66–73]. By now, resummation of soft gluon radia-
tion at LP has been systematically applied to most processes of interest at lepton and hadron
colliders.

Much less research has been devoted to the threshold logarithms occurring at NLP. His-
torically, the effects of those terms have been though less relevant for phenomenology, but

10Note that when z is small instead, and the phase space of the gluon is much less constrained, the contribution
of the logarithmically enhanced term log(1− z) is indeed much smaller.
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1.4. Next-to-soft theorems

in recent years interest is growing. In chapter 5 we will see that numerical effects of the
NLP threshold logarithms are indeed sizeable for a variety of processes and that the resum-
mation of these terms may be key for the refinement of predictions based on (threshold)
resummation.

1.4 Next-to-soft theorems

In section 1.2 we have shown that in the (next)-to-eikonal limit amplitudes simplify consid-
erably. At LP we directly noticed the factorisation of an amplitude into functions describing
hard and soft interactions. In case of the virtual n-loop amplitude, the decoupling of subse-
quent soft photon emissions even led to an all-order expression for the latter function, given
in terms of the exponential of the one-loop result. In general, factorisation of amplitudes
is key for the resummation of threshold logarithms as it organises the various sources of
such terms. At NLP, the factorisation structure may generally be more involved, as we will
see in chapter 2. The essence of factorisation, the separation of physical effects at different
length/energy scales inside one amplitude, remains however unchanged.

In this section we briefly review some of the early work on the factorisation of amplitudes
in the (next-to-)eikonal limit. Besides the intrinsic value of understanding the factorisation
properties of amplitudes, the eventual resummation of threshold logarithms is the main
motivation for such studies, which is why there is a particular focus on the factorisation
of radiative amplitudes. Such formulations are also know as (next-to-)soft theorems. In
practice, they are often derived from the underlying structure of the non-radiative (purely
virtual) amplitude, which at LP takes the following schematic form in the presence of n hard
particles (see for instance refs. [74,75]):

Mn = Hn × Sn ×
n
∏

i=1

Ji

Ji
. (1.23)

In this equation the jet and soft functions J j and S describe long-distance collinear and soft
virtual radiation inMn. These functions are universal, i.e. they depend only on the colour
and spin quantum numbers of the external states, and determine also the structure of collin-
ear and soft singularities of the elastic amplitude (see eqs. (2.28) and (2.30) for definitions).
The hard function captures the high-energetic, short-distance, interaction, and is an IR finite
and process-dependent quantity. Note that one must divide each jet by its eikonal version
Ji, to avoid the double counting of soft-collinear divergences. The universality of the soft
and (eikonal-)jet function suggests that many different processes may be described within a
single factorisation framework, which eventually allows for making resummed predictions
in a rather efficient manner.

For radiative amplitudes a similar factorisation takes place. A general scattering amplitude
with n highly energetic particles carrying momenta pi, factorises straightforwardly if the
emission is from any of the external legs (see fig. 1.5a). This corresponds to the situation as
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Figure 1.5: An n-particle scattering amplitude with the emission of an additional soft pho-
ton from an external leg (a), from inside the hard scattering (b) or from a
collinearly enhanced region (c).

discussed in section 1.2. For a soft emission from within that hard interaction (e.g. when the
hard function is loop induced), see fig. 1.5b, the effect of the emission can be expressed in
terms of a derivative with respect to the hard momenta pi acting on the non-radiative func-
tion. This is a pure NLP effect, described for massive particles in refs. [76,77]. Collectively,
we will refer to this work as the LBK theorem, named after Low, and Burnett and Kroll. Del
Duca showed in ref. [78] that this formulation only holds in the region k0 � m2/Q, with
Q the centre of mass energy. For m2/Q ≤ k0 < m, the LBK theorem must be extended to
account for NLP contributions arising from soft photons emitted from loops in which the
exchanged virtual particles have momenta collinear to the external particles.

Fig. 1.5c is a typical example of a diagram that receives such a contribution. Its amplitude
is proportional to

M ∼
∫

dd`

(2π)d
1
`2

1
(`+ p1)2 −m2)

1
(`+ p1 − k)2 −m2

=

∫

dd`

(2π)d

∫ 1

0

d x

∫ 1

0

d y
2x

[`2 − x2m2 − x(1− x)y 2p1 · k]
3

∼
1

Q3

∫

dd`

(2π)d

∫ 1

0

d x

∫ 1

0

d y
2x

�

`2

Q − x2 m2

Q − x(1− x)y k0
�3 , (1.24)

where we have combined the denominators using the Feynman parameters x and y in the
second line, and used p1 · k ∼ Q k0 in the last line. We see that directly expanding the
integrand in the soft photon energy is indeed only safe if k0� m2/Q. In the massless limit
of gauge theories, for which one takes m/Q→ 0, an important contribution to this integral
arises where m2/Q < k0 ∼ `2/Q. Those virtual collinear modes have a small virtuality,
comparable to the energy of the soft photon, while retaining a comparably large momentum
component. The resulting contributions are strictly NLP and can be taken into account by
a radiative jet function [78]. We will give a detailed account of such functions in chapter 2.

The factorisation proposed in ref. [78] was put to the test in ref. [79], where the single-real
single-virtual (1R1V) correction to the DY cross section was successfully reproduced at NLP
accuracy. This result relies on a one-loop evaluation of the radiative jet function Jν(pi, k, n̄i),
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1.4. Next-to-soft theorems

combined with the central factorisation formula (also valid for off-shell emissions)

M µ

(n+1)({p j}, k) =
n
∑

i=1

�

qi

2pµi − kµ

2pi · k− k2
+ qiG

νµ

i

∂

∂ pνi
+ Gνµi Jν(pi, k, n̄i)

�

M(n)({p j}) . (1.25)

Here qi = ±1 for an incoming/outgoing fermion (and vice versa for anti-fermions), while
the radiative jet function associated to that leg is further specified by a light-like reference
vector n̄µi . The partial polarisation tensor Gνµi is defined through [80]

ηµν = Gµν + Kµν with Kµνi =
kµ (2pi − k)ν

2pi · k− k2
, (1.26)

and is convenient in the derivation of the above result, as the contraction Gνµi Jν(pi, k, n̄i) is
strictly NLP, allowing one to discard k dependence of the hard function at a certain stage. In
particular, the one-loop radiative jet function derived in ref. [79] satisfied Gνµi J (1)

ν
(pi, k, n̄i) =

J (1)
ν
(pi, k, n̄i), simplifying eq. (1.25) even further. The three different contributions dis-

cussed above; emission from either an external leg, from inside the hard function and from
a collinearly enhanced region, are thus reflected in the three distinct terms of eq. (1.25).
This factorisation framework was later extended to non-abelian theories in ref. [81]. For
processes with final state jets the structure is yet more involved, as NLP threshold effects
induced by high-energetic final-state radiation come into play [82].

We emphasise that the factorisation formula of eq. (1.25) is based on a LP factorisation pic-
ture of the non-radiative amplitude. In order to understand the NLP factorisation properties
of the radiative amplitudeMn+1 fully, one requires a complete classification of the factori-
sation structure of the elastic amplitudeMn at the same level op precision. In chapter 2 we
will carry out such a study, again starting for the abelian theory, to put the factorisation of
radiative amplitudes on more solid footing.

Other notable contributions to the field include refs. [41, 42, 83], which studied the ex-
ponentiation structure of soft radiation at NLP, leading to the notion of next-to-soft webs.
Moreover, in ref. [84] the universal structure of NLP terms across a range of processes was
shown, further shaping our understanding of such terms. In particular, it showed that a
next-to-soft emission can be described by applying a kinematic shift to the born level am-
plitude, while dressing it with an eikonal emission factor. Both developments are key for
achieving LL resummation at NLP through diagrammatic methods, as we will see in chap-
ter 4. Finally, we note that there is also a growing body of work on NLP corrections using the
SCET formalism. We will comment on corresponding or otherwise relevant SCET studies
throughout the subsequent chapters.
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Chapter 1. Introduction

1.5 Outline of this thesis

In this thesis we investigate NLP contributions to amplitudes and cross sections, in various
ways. In chapter 2, we explore the all-order NLP factorisation structure of elastic QED
amplitudes and argue, based on a a power-counting analysis, what ingredients are required
for such a factorisation. We will see a larger class of (radiative)-jet functions emerge and
evaluate contributions from two types as checks on the proposed factorisation formula, at
the one- and two-loop level. Indeed, we will see that the factorisation approach presented in
that chapter allows for the exact factorisation of amplitudes at NLP, contrary to the formula
of eq. (1.25), which only provided compelling results at the cross section level.

In chapter 3 we explore the direction of multiple emissions rather than multiple loops. We
do so by calculating the 2R1V correction to Drell-Yan production for the first time at NLP.
The method of regions approach employed here allows one to pinpoint the origin of cer-
tain threshold logarithms, which provides important data for the future development of
factorisation formulae for multi-emission amplitudes.

The results of chapter 3 inspire us, in part, to pursue the resummation of leading-logarithmic
terms through an exponentiated next-to-soft function in chapter 4. We present an alternative
approach as well in which a kinematically shifted cross section needs multiplication by an
exponentiated LP soft function only, which may be applied to any colourless n-particle final
state. In this fashion, we achieve LL NLP threshold resummation in single Higgs production.

Chapter 5 will explore the numerical effects of NLP terms, both at fixed order and for re-
summed cross sections. Here we employ the resummation approach developed in chapter 4
for a variety of processes and find that effects of NLP terms are notable. In particular, we
see that the inclusion of LL resummation at NLP can have a larger numerical impact than a
further improvement of the logarithmic accuracy at LP, e.g. from NNLL’ to N3LL.

Due to the somewhat technical character of the work in this thesis, many derivations and
ancillary results are presented in appendices to improve readability. For convenience of the
reader we have collected the appendices pertaining to a particular chapter at the very end of
said chapter. We reflect on the results presented in thesis, as well as on the future research
directions they suggest, in chapter 6.
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Chapter 2

Towards all-order factorisation of QED

amplitudes at NLP

In chapter 1 we noted that beyond LP, a good understanding of the factorisation properties
of the non-radiative, or elastic, amplitude is essential in order to describe the factorisation
of corresponding radiative amplitudes. The typical example being the radiative jet func-
tion [78], which was derived by dressing the LP jet function with a soft emission, and played
a key role in the factorisation of the one-loop radiative DY amplitude at NLP accuracy [79].
In this chapter we continue to investigate aspects of factorisation at NLP, and adhere to
this philosophy by thoroughly analysing the factorisation structure of the non-radiative am-
plitude first. In particular, we will focus on the new types of functions that may appear at
higher orders in perturbation theory. Given this premise, our first task is thus to determine
the analogue of eq. (1.23) at NLP. In the absence of soft radiation, the elastic amplitude
would only depend on hard scales. Therefore, following ref. [85], we will first consider the
external fermions to have a parametrically small mass m, providing us with a variable for
the power expansion. We derive the power counting in section 2.1, which we then gener-
alise to the case of massless particles, and obtain an all-order NLP factorisation formula. In
either case new, universal jet functions are required at the NLP level, consisting of multiple
collinear particles that probe the hard scattering process.

We note that factorisation theorems for amplitudes or cross sections involving soft emis-
sions have also been studied within SCET [61–65]. SCET describes the soft and collinear
limits of QCD as separate degrees of freedom, each with their own fields and Lagrangian.
An elastic amplitude is encoded in terms of effective n-jet operators and their correspond-
ing short-distance coefficients, which capture the contribution from hard loops. At LP, soft
emissions from hard particles can be described by Wilson lines, as in the diagrammatic
approach considered throughout this thesis. Beyond LP, these soft emissions follow from
time-ordered non-local operators made out of soft and collinear fields, where the power sup-
pression follows either from additional insertions of the power-suppressed soft and collin-
ear Lagrangian, or from subleading operators describing the hard scattering. Within SCET
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Chapter 2. Towards all-order factorisation of QED amplitudes at NLP

it is possible to define matrix elements that are equivalent to the radiative jets of the di-
agrammatic approach [86–88]. Several investigations regarding power corrections have
been conducted within SCET, including but not limited to soft gluon corrections, such as
studies of the anomalous dimension of power-suppressed operators [89–91], the basis of
power-suppressed hard-scattering operators for several processes [92–95] and the applica-
tion to subtractions at fixed order [96–102]. SCET provides a systematic approach, as each
operator and Lagrangian term have by construction a definite power counting. When all
operators are included that are consistent with symmetries up to the desired power, this
completeness ensures that the resulting factorisation is valid to all orders in the coupling
constant. Consequently, factorisation can, at least formally, be extended beyond NLP, by
adding more power-suppressed operators.

On the other hand, the diagrammatic approach is often more intuitive compared to the full
effective field theory treatment, and also offers a way (as we will see in this chapter) to ad-
dress so-called endpoint singularities in convolution integrals. These convolutions between
ingredients in the factorisation are only well-defined in dimensional regularisation. This
poses a challenge for SCET, where one first renormalises each ingredient in the factorisation
theorem to derive the renormalisation group equations needed for resummation, causing
these convolution integrals to become divergent. (However see refs. [103–105] for recent
progress in addressing this issue.) Indeed, in chapter 4 we shall see that the diagrammatic
approach allows for a direct way of resumming LLs at NLP by exploiting exponentiation
properties of soft radiation and the replica trick [41,42], and can be carried out within di-
mensional regularisation. Also beyond LL accuracy, one may hope that the diagrammatic
approach will provide an easier path to resummation.

In our analysis of the NLP factorisation ingredients we restrict ourselves to the first non-
trivial jet function, which we first calculate for a parametrically small fermion mass up to
NLP in section 2.2. Subsequently, we perform checks at one- and two-loop level that validate
the obtained jet function and the corresponding part of the factorisation formula. We carry
out a similar analysis for single-radiative amplitudes in the massless fermion scenario in
section 2.3. We stress that the study presented in this chapter is exploratory in nature, a
full characterisation of the radiative jet functions is left to future work. Having in hand
the factorisation for both massless and massive fermions would allow the application of
our results to a larger class of scattering processes of interest at the LHC, including the
production of heavy coloured particles, such as top quarks, or scalar quarks and gluinos in
supersymmetry.

2.1 From power counting to factorisation

The factorisation of an n-particle scattering amplitude with emission of a soft photonMn+1

crucially depends on the factorisation properties of the corresponding elastic amplitudeMn.
Therefore we start our analysis by extending eq. (1.23) to NLP. Specifically, we set out to
obtain a classification of the jet-like structures, consisting of virtual radiation collinear to
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2.1. From power counting to factorisation

any of the n external hard particles, contributing at subleading power. Phrased differently,
we wish to derive which jet functions contribute up to NLP in a parametrically small scale,
corresponding to a fermion mass or a soft external momentum.

In the following we will distinguish two fermion mass scenarios. One of which is the truly
massless theory (m = 0), the standard approximation in high energy calculations, where it
is well understood that (virtual) collinear effects beyond the LBK theorem play an important
role. In the other scenario, we consider fermion masses to be non-zero but parametrically
small, and in fact comparable to the scale associated to soft emissions: we assume m∼λQ,
such that pi · k∼m2∼λ2Q2�Q2, where k is a soft momentum. This more intricate small-
mass approximation could be of phenomenological importance if soft gluons are emitted
from particles with an intermediate-size mass, as mass effects may be comparable in size to
the aforementioned collinear effects. Resummation of resulting NLP threshold logarithms
(beyond LL accuracy) would, in that case, require a proper understanding of massive radia-
tive jet functions. In addition, this second scenario may prove useful for the resummation of
(NLP) logarithmic mass terms, log(m/Q), even in non-radiative processes, where the small
fermion mass m and the hard scale Q are the only scales in the problem.

We derive our results by power counting the pinch surfaces, that underlie the collinear (and
soft) contributions we wish to describe in terms of jet (and soft) functions, for a general QED
scattering amplitude. This was done recently for Yukawa theory in ref. [85] for the same
two mass scenarios. The pinch surfaces are the solutions of the Landau equations [106]
and are represented by reduced diagrams in the Coleman-Norton picture [107]. In these
diagrams, all off-shell lines are shrunk to a point, while the on-shell lines are kept and may
be organised according to the nature of the singularity they embody, be it soft or collinear.
This results in the general reduced diagram of fig. 2.1, in which one distinguishes a soft
blob containing all lines carrying solely soft momentum, n jets Ji comprised of lines with
momenta collinear to the respective external parton and lastly, a hard blob H collecting all
contracted, off-shell lines. This picture seems unaltered by the presence of parametrically
small fermion masses, because the limit of small m yields the same singular pinch surfaces
as the massless theory. In support of this claim, we analysed the QED massive form factor
using the method of regions [108–111], finding that soft and collinear modes are sufficient
to correctly reproduce the singularity structure in this limit. This analysis is presented in
appendix 2.A.

To carry out the power counting we use light-cone coordinates. For each external momen-
tum pi, we introduce two light-like vectors ni and n̄i, defined by

nµi =
1
p

2

�

1,+
pi

|pi|

�

, n̄µi =
1
p

2

�

1,−
pi

|pi|

�

. (2.1)

These vectors are normalised such that ni · n̄i = 1, and by definition n2
i = n̄2

i = 0. In any of
these coordinate frames, a generic vector v obeys the Sudakov decomposition

vµ = v+ nµi + v− n̄µi + vµ⊥i, (2.2)
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Figure 2.1: The reduced diagram for a general, vector boson induced QED process with n
well-separated hard particles in the final state. Ellipses denote the presence of
an arbitrary number of photon/(anti-)fermion lines.

where v+ = v ·n̄i, v− = v ·ni . A scalar product of two vectors then reads

v ·w= v+w− + v−w+ + vµ⊥w⊥µ . (2.3)

Of course, this needs further specification in which of the N collinear directions the decom-
position is carried out. We remark that vµ⊥ is defined as a four-vector, in which the spatial
vector v⊥ is embedded: vµ⊥ = (0,v⊥, 0) . The last term in eq. (2.3) is thus equivalent to
v⊥ ·w⊥ = −v⊥ ·w⊥. The latter notation in used in some instances throughout this thesis.

Adopting the notation kµ = (k+,k⊥, k−), we associate the following scaling to lines that are
soft or collinear to the i-th external leg

Soft: kµ ∼Q
�

λ2,λ2,λ2
�

, Collinear: kµ ∼Q
�

1,λ,λ2
�

, (2.4)

in the light-cone coordinate frame corresponding to pi. The scaling of the normal coordi-
nates parametrises the contribution of soft and collinear lines around the singular surface,
which is reached for λ → 0. Away from this limit, power counting in λ thus amounts to
the ordering of finite contributions of different size and proves to be a valuable technique.
We focus on virtual corrections to a hard scattering configuration, for which all invariants
si j = (pi + p j)2 ∼ Q2 involving external momenta are large compared to the energy of the
radiated soft photon inMn+1. Requiring the soft momentum to be of order λ2 rather than
λ guarantees that the photon is soft with respect to all particles in the elastic amplitude.

Whenever we refer to a NLP quantity in this chapter, we mean that it is suppressed by
up to two powers in λ with respect to the leading power contribution. This nomenclature
originates from strictly massless (m = 0) QED where power corrections arise only through
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2.1. From power counting to factorisation

scales associated to soft emissions pi · k ∼ λ2Q2. In case of parametrically small masses
(m ∼ λQ) power suppressed terms at O (λ) do occur, but we apply the same definition
nonetheless.

Using the momentum scaling in eq. (2.4), we start by deriving the superficial degree of diver-
gence of a particular reduced diagram G contained in fig. 2.1, which is simply the λ-scaling
of this diagram, G ∼ λγG . Specifically, we wish to determine how γG depends on the struc-
ture of G . We will see that, in practice, γG can be expressed as function of the number
of fermion and photon connections between the hard, soft and collinear subgraphs and, in
presence of fermion mass, on the internal structure of the soft subgraph. Such a formula
tells us, at any perturbative order, which pinch surfaces contribute up to NLP and guides us
in setting up a consistent and complete NLP factorisation framework for QED.1

2.1.1 Power counting rules for individual components

In order to derive an expression for γG it is convenient to set up a catalogue of the degree of
divergence of the individual components first. For massive (m∼ λQ) and massless (m= 0)
QED, these rules vary slightly and we derive them explicitly here.

Given eq. (2.4), the propagator for a collinear, massive fermion scales as

i (6p+m)
p2 −m2

∼
γ− +λ2γ+ +λγ⊥ +λ

λ2
∼

1
λ2

. (2.5)

A massless collinear fermion obeys the same rule as the mass term is subleading in the
numerator (O (λ) versus O (1)) and of equal size in the denominator (both O (λ2)). For soft
fermion lines a difference does arise; for non-zero mass

i (6p+m)
p2 −m2

∼
λ2γ− +λ2γ+ +λ2γ⊥ +λ

λ4 +λ2
∼

1
λ

, (2.6)

while for a massless fermion one finds instead

i 6p
p2
∼
λ2γ− +λ2γ+ +λ2γ⊥

λ4
∼

1
λ2

. (2.7)

Since we aim at determining the order at which each configuration start contributing, we
will only keep track of the most singular contribution to γG , and discard the subleading
terms in eq. (2.5) and (2.6). The singular structure of eq. (2.6) is uncommon because the
denominator is not strictly on shell, since p2 ∼ λ4 while m2 ∼ λ2. In fact, this singularity is
entirely determined by the fermion mass. Intuitively, because of their mass, soft fermions
are integrated out, an aspect that would be worth investigating from an effective theory

1We stress that the power counting analysis performed here is analogous to the one for Yukawa theory, which
underlies the results of ref. [85]. Nonetheless, we deem it instructive to show this derivation in detail. We
summarise additional results for Yukawa theory in appendix 2.D.

21



Chapter 2. Towards all-order factorisation of QED amplitudes at NLP

perspective. This momentum configuration, which contributes to the singular structure of
scattering amplitudes despite being off shell, bears similarity to Glauber gluons, scaling
as (λ2,λ,λ2). Our power counting shows that this momentum configuration could affect
scattering amplitudes only beyond NLP.

In gauge theories the rules for vector boson vertices depend on the choice of gauge. For
power counting purposes, the axial gauge is particularly convenient since non-physical de-
grees of freedom do not propagate. The latter is a direct consequence of the form of the
photon propagator, which reads

∆µν(k, r) =
i

k2 + iη

�

−ηµν +
rµkν + rνkµ

r · k
−

r2kµkν

(r · k)2

�

, (2.8)

with the choice of the reference vector rµ fixing the gauge. Eq. (2.8) satisfies

rµ∆
µν(k) = 0 , (2.9)

while contracting with the propagating momentum results in

kµ∆
µν(k, r) = i

�

rν

r · k
−

r2kν

(r · k)2

�

, (2.10)

which no longer has a pole in k2. Together, eqs. (2.9) and (2.10) show that scalar and
longitudinal polarisations do not propagate in the chosen gauge.

The axial gauge makes it particularly convenient to derive the suppression effects associated
to vertices involving gauge bosons [112]. These are effective rules, in the sense that they
are not evident from the vertex factor as obtained from the QED Lagrangian, but follow
from an interplay with the adjacent lines. To make this concrete, consider the expression
for the emission of a photon from a collinear fermion line with momentum pµ, which is
proportional to

�

/p− /k
�

γµ/p = −p2γµ + γµ/k/p+ 2 (pµ − kµ) /p . (2.11)

First, we point out that the first two terms are always power suppressed: the first one is per
definition of order λ2, while the second term is of order λ even if the photon emission is
collinear, as the dominant component vanishes due to (γ−)2 = 0 (for a soft photon the second
term is manifestly of order λ2). If the photon is soft, pµ/p in the third term of eq. (2.11)
dominates, being of order λ0. In that case, no suppression is caused by the vertex. However,
if the photon is collinear to the fermion lines extending from the vertex, we can write pµ =
p+

k+ kµ + O (λ). From eq. (2.10) we then conclude that there is no dominant contribution
to on-shell scattering amplitudes from the third term in eq. (2.11). Hence, in axial gauge,
a suppression of λ is associated to each emission of a collinear photon from a collinear
fermion line. With a different choice of gauge, the presence of longitudinal polarisations
would erase this suppression effect of vertices, and individual diagrams would exhibit a
harder scaling. In physical observables such polarisations cancel due to Ward identities, and
the extra λ suppression would become evident when summing over a gauge-invariant set
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2.1. From power counting to factorisation

QED Vertex Suppression

ψ̄(c)γµψ(c)A(c)
µ λ

ψ̄(c)γµψ(c)A(s)
µ 1

ψ̄(s)γµψ(c)A(c)
µ

or ψ̄(c)γµψ(s)A(c)
µ 1

ψ̄(s)γµψ(s)A(s)
µ 1

Table 2.1: Power counting rules for QED vertices, depending on the soft or collinear nature
of the field. These rules apply to massive and massless fermions alike.

of diagrams. We summarise the rules for QED vertices in table 2.1.

The scaling of a photon line is determined by the common factor 1
k2 in eq. (2.8), and is

therefore ∼ 1
λ2 and ∼ 1

λ4 for respectively collinear and soft particles. A further suppression
of the degree of divergence results from integration over loop momenta, where the measure
∫

d`+d`−d2~̀
⊥ provides a suppression of, respectively, λ4 and λ8 for collinear and soft loops.

These results are, together with the rules for propagators, presented in table 2.2.

m= 0 m∼ λQ

Collinear fermion λ−2

Soft fermion λ−2 λ−1

Collinear photon λ−2

Soft photon λ−4

Collinear loop λ4

Soft loop λ8

Table 2.2: Power counting rules for loop integrals and propagators for photons and
fermions. If no rule is specified for m∼ λQ, the m= 0 scaling applies.

2.1.2 Constructing the overall degree of divergence

We started the derivation of a formula for γG by obtaining the power counting rules for
the basic constituents of any diagram. Here we use these results to obtain power counting
formulae for the soft (γS) and collinear (γJi

) sub-diagrams independently. Subsequently, we
consider the effect of connections between all sub-diagrams (γS↔H ,γJi↔H and γJi↔S) as well
as the connections to the external particles (γext

Ji
). The degree of divergence of a reduced

diagram G with n-jets will thus be given by

γG = γS + γS↔H +
n
∑

i=1

�

γJi
+ γJi↔H + γJi↔S + γ

ext
Ji

�

, (2.12)

We begin with γJi
and consider a blob of collinear lines, without any external attachments.
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Chapter 2. Towards all-order factorisation of QED amplitudes at NLP

According to the rules of table 2.2 the associated degree of divergence is

γJi
= −2I + 4L + V, (2.13)

where I = Ĩ f + Ĩγ denotes the total number of fermion and photon lines internal to the
isolated blob, L the number of loops and V the number of vertices. We use Euler’s identity

L = 1+ Ĩ f + Ĩγ − V, (2.14)

and note that diagrams without external legs (i.e. vacuum bubbles) have three internal lines
per pair of vertices: I = 3

2 V . As a result, the degree of divergence of a collinear sub-diagram
is independent of its internal structure:

γJi
= −3V + 4(1+ 1

2 V ) + V = 4. (2.15)

For the soft sub-diagram one needs to distinguish between the different mass cases. We
start with

γS =

¨

−2 Ĩ f − 4 Ĩγ + 8L (m= 0)

− Ĩ f − 4 Ĩγ + 8L (m∼ λQ)
. (2.16)

Applying Euler’s identity in eq. (2.14) and exploiting the fixed ratio of the number of fermion
and photon lines to the number of vertices in a QED vacuum bubble Ĩ f = 2 Ĩγ = V , we obtain

γS =

¨

= 8 (m= 0)

= 8+ Ĩ f (m∼ λQ)
. (2.17)

Next, we must account for the contribution to the overall degree of divergence arising from
the connecting lines between hard, soft and jet sub-diagrams of the general reduced di-
agram in fig. 2.1. Besides the explicit powers of λ associated to lines themselves, they
affect the power counting of the disconnected sub-diagrams by splitting internal propaga-
tors and adding vertices to both sub-diagrams. In fig. 2.2 we show these effects on a generic
sub-diagram A resulting from either a photon or fermion connection to a sub-diagram B, de-
pending on the internal line that is probed. For fermion connections, a fermion anti-fermion
pair is inserted to conserve charge in both sub-diagrams.2 The effect per fermion is simply
half that of the combined fermion anti-fermion insertion. An additional suppression effect
arises from the loops that are formed in this process.

Consider the connection between a jet and the hard sub-diagram first. A connecting (col-
linear) photon line adds also a collinear fermion line and an all-collinear QED vertex to the
collinear blob, as shown in fig. 2.2a. According to the rules listed in table 2.2 and 2.1, such a
connection enhances the degree of divergence by −2−2+1= −3. Each connecting fermion

2In principle the charge flow can be more involved and form, for example, a closed loop through the hard,
soft and a collinear sub-diagram, or connect to external fermions of opposite charge. These configurations
can nevertheless be obtained by applying the basic steps in fig. 2.2.
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sertion on a fermion
line.
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BA
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BA

BA

(c) Pairwise fermion in-
sertion on a photon
line.

Figure 2.2: The effect of connecting lines between isolated sub-diagrams A and B on the
former.

line gives the same effect, as found by using the aforementioned procedure: a fermion anti-
fermion pair adds in total four collinear lines and two all-collinear vertices, such that the
enhancement of the degree of divergence due to a single fermion line is 4×(−2)+2×(+1)

2 =−3.
In addition, the N (i)= N (i)

γ
+N (i)f connecting lines give rise to N (i)− 1 collinear loops. Sum-

ming up, we find

γJi↔H = −3N (i)
γ
− 3N (i)f + 4(N (i)

γ
+ N (i)f − 1)

= N (i)
γ
+ N (i)f − 4 . (2.18)

The reduced diagrams considered here are amputated, meaning that there is no propagator,
and thus no power counting, associated to the external leg itself. Therefore, connecting the
jet to an external fermion leg gives a further enhancement of the degree of divergence of

γext
Ji
=

2×(−2) + 2×(+1)
2

= −1 , (2.19)

where only the vertices and additional collinear propagators due to the (pairwise) fermion
insertion are counted. Similarly, connecting the jet to an external photon gives one addi-
tional collinear fermion line an an all-collinear vertex, such that also in this case

γext
Ji
= −2+ 1= −1 . (2.20)

In contrast to γJi↔H and γext
Ji

, the degree of divergence associated to the connection between
the soft and hard sub-diagram is not suppressed by vertices since all lines are soft. Therefore,
we only need to count the mγ +m f soft connections themselves, as well as the additional
lines created in the soft blob by these insertions (one soft fermion per photon insertion; one
soft photon and an additional soft fermion for a pairwise fermion insertion).3 Including the

3The number of soft photon and fermion lines connecting to the hard sub-diagram, denoted by mγ and m f ,
should not be confused with the fermion mass m.
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Chapter 2. Towards all-order factorisation of QED amplitudes at NLP

loop suppression, we find

γS↔H = (−2− 4)mγ +

�

3×(−2)− 4
2

�

m f + 8(mγ +m f − 1)

= 2mγ + 3m f − 8 (m= 0) , (2.21a)

γS↔H = (−1− 4)mγ +

�

3×(−1)− 4
2

�

m f + 8(mγ +m f − 1)

= 3mγ +
9
2 m f − 8 (m∼ λQ) . (2.21b)

Finally, we consider the n(i)
γ
+ n(i)f connections between the soft sub-diagram and the jets,

which affect both the sub-diagrams involved.4 Also, these connections will form an addi-
tional loop by closing a path through H, Ji and S, giving a total of n(i)

γ
+ n(i)f soft loops. The

result is

γJi↔S = −2

collinear effects
︷ ︸︸ ︷

�

n(i)
γ
+ n(i)f

�

−

soft effects
︷ ︸︸ ︷

�

6n(i)
γ
+ 5n(i)f

�

+8 (n(i)
γ
+ n(i)f )

= n(i)f (m= 0) , (2.22a)

γJi↔S = −2
�

n(i)
γ
+ n(i)f

�

−
�

5n(i)
γ
+ 7

2 n(i)f

�

+ 8 (n(i)
γ
+ n(i)f )

= n(i)
γ
+ 5

2 n(i)f (m∼ λQ) . (2.22b)

Combining ingredients according to eq. (2.12) gives

γG = 2mγ + 3m f +
n
∑

i=1

�

N (i)
γ
+ N (i)f + n(i)f − 1

�

(m= 0) , (2.23a)

γG = Ĩ f + 3mγ +
9
2 m f +

n
∑

i=1

�

N (i)
γ
+ N (i)f + n(i)

γ
+ 5

2 n(i)f − 1
�

(m∼ λQ) . (2.23b)

We emphasise that the number of internal fermion lines Ĩ f in the soft sub-diagram denotes
the number of lines in the isolated blob, before connections to the hard and jet functions
have been accounted for. It is more intuitive to express this in terms of the total number of
internal fermion lines in the amputated soft function, I f , for which we disregard the actual
fermion connections to other blobs, but retain the effect that the connections have on the
soft blob itself. Either a single photon attachment or a pairwise (anti-)fermion insertion
adds a fermion line to the soft sub-diagram, as indicated in fig. 2.2, giving the relation

I f = Ĩ f +mγ +
1
2 m f +
∑

i

�

n(i)
γ
+ 1

2 n(i)f

�

. (2.24)

4The main difference in power counting compared to Yukawa theory arises from this interaction. In Yukawa
theory, each scalar emission from a collinear fermion line is suppressed by a factor of λ, such that power
counting rules for all-collinear and all-soft vertices are identical in QED and Yukawa theory. However,
vertices for soft-collinear interactions are suppressed by λ in Yukawa theory, but are not suppressed in
QED.
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2.1. From power counting to factorisation

Inserting eq. (2.24) in eq. (2.23) gives

γG = 2mγ + 3m f +
n
∑

i=1

�

N (i)
γ
+ N (i)f + n(i)f − 1

�

(m= 0) , (2.25a)

γG = I f + 2mγ + 4m f +
n
∑

i=1

�

N (i)
γ
+ N (i)f + 2n(i)f − 1

�

(m∼ λQ) , (2.25b)

which are the final expressions for the overall degree of divergence for a reduced diagram
G with n-jets. The massless result in eq. (2.25a) is the analogue for n-jet production in QED
of the power-counting formulae first derived in refs. [112,113] for cut vacuum polarisation
diagrams and wide-angle scattering amplitudes in a broader class of theories. The massive
result in eq. (2.25b) is the equivalent of the equation obtained in ref. [85] for Yukawa
theory, which we also re-derived. We present this and other results for Yukawa theory in
appendix 2.D.

2.1.3 NLP factorisation of QED amplitudes

Equipped with eq. (2.25), we can determine which reduced diagrams G contribute up to
NLP in λ. For the class of diagrams considered in the previous section, which have an
arbitrary number of purely virtual corrections, we see that γG ≥ 0, independent of the
number of hard particles in the final state. The γG = 0 diagrams contain at most logarithmic
singularities, while the γG > 0 are finite and give a vanishing contribution in the λ→ 0 limit.
For small but non-zero values of λ, the γG = 0 diagrams form LP contributions, with the
γG > 0 diagrams acting as power corrections.

Eventually, we wish to develop a factorisation formalism that allows one to resum NLP
threshold logarithms associated to soft final-state radiation, which requires us to study the
factorisation of radiative amplitudes. Dressing the non-radiated graphs with a single, soft
emission will enhance the degree of divergence by −2, by the splitting of a soft/collinear
fermion line.5 So for these radiative amplitudes, a LP contribution will be O (λ−2) instead,
with the NLP corrections of O (λ0).6 Therefore, we will list all purely virtual reduced dia-
grams G characterised by γG ≤ 2. Since we study the abelian theory, we restrict our analysis
to (anti-)fermions in the final state, although the power counting formulae of eq. (2.25) de-
scribe processes involving hard final-state photons as well. As a minimal example we study
the amplitude for γ → f f̄ , but stress that the jet functions that appear there cover the
general case of n (anti-)fermions.

5For m ∼ λQ, an emission from a soft fermion would enhance the degree of divergence by −1 instead.
However, any non-radiative diagram that allowed for such an emission would contribute only beyond
NLP, so we may neglect this subtlety here.

6At the cross section level, this still constitutes a logarithmic divergence as the phase space integral over
the soft gluon cancels the enhancement of the degree of divergence due to additional propagators in the
squared amplitude.
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(a) γ= 0
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(b) γ= 1

Figure 2.3: Reduced diagrams up to γ= 1 for the process γ→ f f̄ . For diagram (b) a similar
configuration exists with the double jet connection on the upper leg instead.

The leading power configuration at γG = 0 is obtained for N (i)f =1 and {N (i)
γ

, n(i)f , m f , mγ, I f }=
0 for all i in eq. (2.25) and is depicted in fig. 2.3a. At γG = 1, the only reduced diagrams
allowed by charge conservation are those with one additional photon connection between a
jet and the hard sub-diagram, N ( j)

γ
=1 and N (i)

γ
=0 for all i 6= j, as shown in fig. 2.3b. Finally,

γG = 2 can follow from a variety of configurations, as indicated in fig. 2.4. We can have
a double photon connection from the hard sub-diagram to a jet in addition to the fermion
line (N ( j)

γ
=2, fig. 2.4a) or a triple collinear (anti-)fermion connection (N ( j)f =3, fig. 2.4b).

Naturally we can have two jets with one extra photon connection as well (N ( j)
γ
=N (k 6= j)

γ
=1,

fig. 2.4c). In addition, there are configurations in which the soft sub-diagram provides the
suppression of the degree of divergence. This can be either through a single photon connec-
tion to the hard scattering (mγ=1, fig. 2.4d), a double fermion connection to a particular jet
(n( j)f =2, fig. 2.4e) or fermion connections to two different jets (n( j)f =n(k 6= j)

f =1, fig. 2.4f).
The latter two configurations contribute at NLP only in case m = 0, while for m ∼ λQ
eq. (2.25b) yields γG = 5.7 In either mass scenario, the soft blob may be connected to the
jets by an arbitrary number of photons.

Since the reduced diagrams of fig. 2.3 and fig. 2.4 encode all relevant soft and collinear
configurations up to NLP, we may immediately cast them into entries in the factorisation
formula. Starting at leading power, fig. 2.3a yields the well-known factorisation formula

M LP =
� n
∏

i=1

J( f )(p̂i)
�

⊗H(p̂1, . . . , p̂n)S(ni ·n j) , (2.26)

where the tensor product ⊗ denotes a contraction of spinor indices. The hatted vectors
contain only the dominant momentum component

p̂µi = p+i nµi , (2.27)

where the light-cone vector nµi is defined in eq. (2.1). The jet function has the operator

7The exception being a single fermion exchanged between the two jets, with no extra soft interactions, which
is in fact γG = 3. In eq. (2.25b) one should set I f = −1 in order not to overcount the legs.
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Figure 2.4: Reduced diagrams contributing at γ = 2 for m = 0. For m ∼ λQ, diagrams (e)
and (f) contribute only beyond NLP.

definition
J( f )(pi) = 〈pi|ψ(0)Φn̄i

(0,∞)|0〉 , (2.28)

involving a semi-infinite Wilson line in the n̄i direction

Φn̄i
(0,∞) = exp
�

i e

∫ ∞

0

ds n̄i · A(s n̄i)
�

, (2.29)

while the soft function S is given by a product of Wilson lines,

S(ni · n j) = 〈0|
n
∏

i=1

Φni
(0,∞) |0〉 . (2.30)

For simplicity, we assume here that the potential overlap between the soft and collinear
regions has already been accounted for in a redefinition of the soft function.8

Following the reasoning of ref. [85] for Yukawa theory, we assume that a similar factorisation
picture holds at next-to-leading power, with each class of reduced diagrams described by a
different jet function. As far as the hard-collinear sector is concerned, this means that the
leading power formula in eq. (2.26) is supplemented with four types of contributions,

M NLP
coll =

n
∑

i=1

�

∏

j 6=i

J j
( f )

�

�

J i
( f γ) ⊗H i

( f γ) + J i
( f ∂ γ) ⊗H i

( f ∂ γ)

�

S

8This results in the so-called reduced soft function, see ref. [79].
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+
n
∑

i=1

�

∏

j 6=i

J j
( f )

�

J i
( f γγ) ⊗H i

( f γγ) S +
n
∑

i=1

�

∏

j 6=i

J j
( f )

�

J i
( f f f ) ⊗H i

( f f f ) S

+
∑

1≤i≤ j≤n

�

∏

k 6=i, j

J k
( f )

�

J i
( f γ) J

j
( f γ) ⊗H i j

( f γ)( f γ) S . (2.31)

To improve readability, we suppress the arguments of the factorisation ingredients and in-
troduce the indices i, j, labelling the collinear sectors. We will clarify this notation further
momentarily. The first line describes the effect of fig. 2.3b and starts contributing at order
λ. This implies that at order λ2 we may expect a dependence of the hard function on the
perpendicular momentum component of the collinear photon emerging from it, which can
be re-expressed in terms of the H i

( f ∂ γ) function, as will be shown shortly. The second line
describes the classes of diagrams (a) and (b) in fig. 2.4, while diagram (c) corresponds to the
third line. These contributions, as well as the f ∂γ-term, are strictly O (λ2), which implies
that the soft function appearing in those terms is given by the leading-power definition of
eq. (2.30). While for massless fermions the same reasoning applies to the f γ-term, in the
massive case the soft function could in principle receive O (λ) corrections. Since we focus
on hard-collinear factorisation, we do not explore this possibility in detail. For the same rea-
son, we will not supplement our factorisation formula with terms corresponding to reduced
diagrams (d) − (f) with additional connections to the soft function. We leave the identifi-
cation and investigation of the corresponding terms for future work. Eq. (2.31) is formally
identical to the counterpart for massive Yukawa theory [85], as the collinear sectors of the
two theories exhibit the same scaling modulo the replacement of scalars with photons.

We now clarify the shorthand index notation. In the simplest non-trivial example of the
f γ-jet and hard functions, we define

J i
( f γ) = J( f γ)(pi − ˆ̀

i, ˆ̀
i,ε) ,

H i
( f γ) = H( f γ)(p1, . . . , pi − ˆ̀

i, . . . , pn, ˆ̀
i,ε) . (2.32)

The last argument indicates that the factorisation in eq. (2.31) is formulated for unrenor-
malised amplitudes, i.e. the factorisation ingredients are affected by UV divergences in four
dimensions. We employ dimensional regularisation by working in d = 4− 2ε dimensions
instead, such that these divergences are cast into poles in ε. The first two arguments of the
jet function denote the momentum flowing through the fermion and photon leg, respec-
tively, while in the hard function the index i also specifies which of the n hard momenta has
been shifted in presence of the additional collinear emission. In analogy with eq. (2.27),
ˆ̀µ

i = `
+
i nµi denotes the large component of the momentum flowing in the photon leg. In

principle, in the spirit of the LP factorisation, one would like to replace pi with p̂i in the ar-
gument of the hard function, thus neglecting the small components in the external momenta
too. This can be done in the massless theory, where the jet functions start contributing at
O (λ2). However, the massive theory allows for odd powers in the λ expansion, so that an
overall O (λ2) term can also originate from an order λ correction from both the hard and a
jet function. This effect forces us to retain some subleading components in the argument of
eq. (2.32), as will be made clear in the explicit calculation in section 2.2.2. In contrast to
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eq. (2.26), the ⊗-product in eq. (2.31) involves, besides spinor index contractions, convo-
lutions over the leading momentum components and additional Lorentz contractions over
spacetime indices carried by the photon leg. Explicitly, for the first line of eq. (2.31)
�

∏

j 6=i

J j
( f )

�

�

J i
( f γ) ⊗H i

( f γ) + J i
( f ∂ γ) ⊗H i

( f ∂ γ)

�

S

≡S(p̂i · p̂ j,ε)
�

∏

j 6=i

J( f )(p j,ε)
�

∫ p+i

0

d`+i

�

Jν( f γ)(pi − ˆ̀
i, ˆ̀

i,ε)H( f γ)ν(p1, . . . , pi − ˆ̀
i, . . . , pn, ˆ̀

i,ε)

+ Jνρ( f ∂ γ)(pi − ˆ̀
i, ˆ̀

i,ε)H( f ∂ γ)νρ(p1, . . . , pi − ˆ̀
i, . . . , pn, ˆ̀

i,ε)
�

. (2.33)

The other terms in eq. (2.31) involve a straightforward generalisation of the notation in
eq. (2.32). In presence of more than two legs (e.g. for the f γγ-term), the corresponding
hard function acquires an additional argument, and the momenta pi are shifted accordingly.

As is clear from eq. (2.33), the hard functions depend only on the large momentum com-
ponent ˆ̀ (and not on the full `). However, since we want the NLP formula to be accurate
at O (λ2), we cannot set `µ = ˆ̀µ at the level of amplitudes, but we need to keep also its
transverse component `µ⊥. This can be rephrased as a Taylor expansion in the transverse
momentum around zero,

eH i
( f γ)ν

�

p1, . . . , pn,`i,ε
�

= eH i
( f γ)ν

�

p1, . . . , pn, ˆ̀i,ε
�

+ `ρ⊥

�

∂

∂ `
ρ

⊥

eH i
( f γ)ν

�

p1, . . . , pn,`i,ε
�

�

`⊥=0

+O (λ2)

≡ H( f γ)ν(p1, . . . , pi − ˆ̀
i, . . . , pn, ˆ̀

i,ε) + `
ρ

⊥H( f ∂ γ)νρ(p1, . . . , pi − ˆ̀
i, . . . , pn, ˆ̀

i,ε) , (2.34)

thus identifying the two terms with respectively the f γ- and f ∂γ-contributions in eq. (2.31),
where by definition the `ρ⊥ in the second term is absorbed in J i

( f ∂ γ).

In eq. (2.34), we generically denoted with eH the part of the amplitude that is not explicitly
described by the soft and collinear functions. In the traditional factorisation approach, this
would be obtained via a subtraction algorithm, while in the effective field theory it corre-
sponds to a Wilson coefficient obtained from matching to full QED. Both approaches would
require matrix element definitions of the jet functions in eq. (2.31), as well as of the NLP
soft function. Gauge invariance of each separate ingredient would then be manifest. This
systematic analysis requires further investigation of the interplay between jet functions and
(generalised) Wilson lines, which we leave for future work. In absence of an operator def-
inition, we will extract in sec. 2.2.1 the f γ- and f ∂γ-jet functions from a generic matrix
element, assuming the validity of the picture above. This necessitates in turn a diagram-
matic definition of the hard function, of which we will give explicit examples in section 2.2
and 2.3. As a consistency check on this setup, we will show that eq. (2.31) with these
functions reproduces the (hard-)collinear region of one-loop (two-loop) diagrams.

Our approach provides important insight into the NLP behaviour of gauge theories. Firstly,
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Chapter 2. Towards all-order factorisation of QED amplitudes at NLP

we can explicitly test the categorisation of factorisation ingredients given by the power-
counting in eq. (2.23). Secondly, we shed light on some dynamical subtleties that are not
fully accounted for by the simpler factorisation theorems presented in refs. [78,79]. Finally,
the explicit calculations presented here show how to deal with the endpoint contributions
that result from a factorisation structure consisting of convolutions rather than direct prod-
ucts.

2.2 Hard-collinear factorisation for massive fermions

We now turn to the study of some of the ingredients entering the factorisation picture, in
the regime where the fermion mass is parametrically small. For definiteness we focus on the
f γ- and f ∂ γ-contributions to our NLP factorisation formula, corresponding to Nγ = 1 and
Nf = 1 in eq. (2.23). We calculate these jet functions at one-loop order in section 2.2.1 and
validate them as well as the factorisation structure through one- and two-loop calculations
in section 2.2.2. The f γ-term is particularly relevant, according to our power counting for-
mula, as it already contributes at O (λ), for a parametrically small fermion mass. However,
the f ∂γ-term is further suppressed by a power of the transverse momentum component.
Thus, to appreciate the interplay between the two functions, we will need to carry out the
calculation to O (λ2). At this order other interesting aspects such as endpoint contributions
emerge too. Working at this level of accuracy, and the fact that we consider QED, consti-
tutes an important generalisation of the analogous functions presented in ref. [85] where
Yukawa theory was studied. We stress that at O (λ2) accuracy one also needs the f f f - and
f γγ-jet functions, which contribute from two-loop onwards. We leave the calculation of
these ingredients for future work.

Although in this section we do not consider external soft radiation, our analysis of the non-
radiative factorisation ingredients is an important step towards generalising soft theorems to
gauge theories at NLP, in the case of parametrically small masses. In addition, this scenario
carries intrinsic interest to collider phenomenology, since precise measurements of cross
sections may benefit from classifying and possibly resumming logarithms of small fermion
masses at NLP. Examples are charm mass effects in B decays [114], initial-state mass ef-
fects in heavy-quark induced processes [115–117], bottom mass effects in Higgs production
and decay [103, 118], and t t̄ production at a future linear collider, where the top mass
could serve as a soft scale. Understanding the NLP factorisation structure is a necessary
intermediate step towards resumming such mass effects at this level of accuracy.

2.2.1 The massive f γ-jet

In the following we carry out an explicit derivation of the one-loop expressions for two of
the jet functions that enter the NLP factorisation formula for massive QED, as presented in
eq. (2.31). The detailed calculation of these quantities sheds light on the subtleties involved
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˜H(fγ)

p

ℓ

Figure 2.5: Diagram from which the f γ- and f ∂γ-jet functions are extracted.

beyond leading power. Moreover the functions we extract are process-independent, and
could therefore be used in other QED calculations.

To keep expressions compact, we choose a reference frame such that the momentum pµ of
the external particle that defines the jet has no perpendicular component pµ = (p+, 0, p−),
with p− � p+. Unit vectors in the collinear and anti-collinear direction are then denoted
by nµ = (1,0, 0) and n̄µ = (0,0, 1). We also set the electric charge Q = −1. The power
counting in eq. (2.23) was derived in axial gauge, which we also use for the jet functions.
We will verify that, in a gauge that only allows for physical polarisations, the predicted
power counting works on a diagram-by-diagram basis. For simplicity we select light-cone
gauge, setting r2 = 0 in eq. (2.8). Furthermore, we choose the reference vector in the
anti-collinear direction, rµ = r−n̄µ. Note that r− then cancels in the photon propagator in
eq. (2.8), leaving

∆νσ(`) =
i

`2 + iη

�

−ηνσ +
`νn̄σ + `σn̄ν

`·n̄

�

. (2.35)

We extract the jet functions from the diagram in fig. 2.5. Working in d = 4−2ε dimensions,
the corresponding amplitude is given by

M (n+1)
( f γ) (p) = ieµ2ε

∫

d4−2ε`

(2π)4−2ε

ū(p)Nν(p,`)
�

(p− `)2 −m2 + iη
� �

`2 + iη
�

eH (n)( f γ)ν

�

`+

p+
,`⊥

�

, (2.36)

where µ denotes the renormalisation scale. We have defined the numerator factor

Nν(p,`) =
�

− γν +
/̀rν + /r`ν

`·r

�

(/p− /̀+m) , (2.37)

as well as a generic n-loop hard function eH (n)( f γ)ν. We first rearrange its transverse-momentum
dependence by Taylor expanding in `ρ⊥, as in eq. (2.34).9 Retaining terms up to O (λ)

eH (n)( f γ)ν

�

`+

p+
,`⊥

�

= eH (n)( f γ)ν

�

`+

p+
, 0
�

+ `ρ⊥

�

∂

∂ `
ρ

⊥

eH (n)( f γ)ν

�

`+

p+
,`⊥

�

�

`⊥=0

+O (λ2)

≡ H (n)( f γ)ν(x) + `
ρ

⊥H (n)( f ∂ γ)νρ(x) +O (λ
2) , (2.38)

9We recall that `ρ⊥ denotes the d-dimensional perpendicular component of `ρ, as defined by means of a
Sudakov decomposition: `ρ = ` · n̄ nρ + ` · n n̄ρ + `ρ⊥. Similarly we define ηνρ⊥ = η

νρ − nνn̄ρ − n̄νnρ.
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Chapter 2. Towards all-order factorisation of QED amplitudes at NLP

we trade the initial hard function for two objects that depend only on the fraction of the
large component of the loop momentum x = `+/p+. Here and in the following we shall
suppress the ε dependence of the hard and jet functions for brevity. We remind the reader
that we deal with unrenormalised quantities throughout this chapter. Comparing eq. (2.36)
with the first line of eq. (2.31),

M (n+1)
( f γ) (p) =

∫ 1

0

d x
�

J (1)ν( f γ) (x)H
(n)
( f γ)ν(x) + J (1)νρ( f ∂ γ) (x)H

(n)
( f ∂ γ)νρ(x)
�

, (2.39)

allows us to extract the jet functions,

J (1)ν( f γ) (x , p) = iep+µ2ε

∫

d`−d2−2ε`⊥
(2π)4−2ε

ū(p)Nν(p,`)
�

(p− `)2 −m2 + iη
� �

`2 + iη
� , (2.40a)

J (1)νρ( f ∂ γ) (x , p) = iep+µ2ε

∫

d`−d2−2ε`⊥
(2π)4−2ε

ū(p)Nν(p,`)`ρ⊥
�

(p− `)2 −m2 + iη
� �

`2 + iη
� . (2.40b)

In eq. (2.39), we switched from the dominant loop momentum component `+ to the mo-
mentum fraction x , which determines the convolution between hard and jet functions. The
x-integration range is a priori (−∞,+∞), but is in fact restricted to (0,1) by noting that
the integral over `− vanishes if the two poles lie on the same side of the integration contour.

In eq. (2.40) the denominators have homogeneous λ-scaling, but the numerator still needs
expanding. As expected from the power counting rule for an all-collinear vertex, we find,
in axial gauge, that N is O (λ); therefore, the f γ-jet starts at the same order, while the
additional term `⊥ causes the f ∂γ-jet to begin at O (λ2). Performing the expansion leaves
us with three independent numerator structures,

1 , `α⊥`
β

⊥ , `− . (2.41)

The first two lead to straightforward integrals, and follow from closing the integration con-
tour at infinity in the `− complex plane, evaluating the residue of the integrand at the pole
`− = −`2

⊥/(2 x p+)− iη, and solving in turn the resulting integral over transverse momen-
tum. The third one is more subtle, since the integrand does not vanish fast enough at the
boundary to apply Jordan’s lemma. Instead, we can isolate the troublesome term, introduce
a Schwinger parameter, and integrate the minus component to a Dirac delta:

∫

d`−
1

−2p+`−(1− x) + `2
⊥ − xm2 + iη

= −i

∫ ∞

0

d t

∫

d`− exp
�

i t
�

−2p+`−(1− x) + `2
⊥ − xm2
�

�

= −
πi
p+
δ(1− x)

∫ ∞

0

d t
t

exp
�

i t
�

`2
⊥ − xm2
�

�

. (2.42)

This endpoint contribution at x = 1 corresponds to the limit where the photon leg carries
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2.2. Hard-collinear factorisation for massive fermions

all the momentum along the +-direction and the fermion line becomes soft.

Results for the integrals relevant to computing eq. (2.40) are collected in eq. (2.94) in
appendix 2.B. Having carried them out, we conclude

J (1)ν( f γ) (x , p) =−
e

16π2

�

m2

4πµ2

�−ε

Γ (ε) ū(p)
§

m x1−2ε(/̄n nν − γν)

+
m2

p+

�

1
2 (1−ε)
�

δ(1−x)− (1−2ε) x1−2ε
�

γν /̄n− 2 x−2ε(1− x) n̄ν
�ª

, (2.43a)

J (1)νρ( f ∂ γ) (x , p) =−
e

16π2

�

m2

4πµ2

�−ε

Γ (ε) ū(p)
m2 x2−2ε

2 (1−ε)

§

γ
ρ

⊥(/̄n nν − γν) +
2
x
η
νρ

⊥

ª

. (2.43b)

These are the one-loop expressions for the f γ- and f ∂γ-jet functions in QED, as derived in
light-cone gauge. As expected, the f γ-jet function starts at order λ∼m/Q, while the f ∂γ-jet
has pure λ2 scaling. This is due to the additional factor `ρ⊥, which arises in the expansion
of eH( f γ) in eq. (2.38), which it absorbs in the definition of eq. (2.39). As a result only the
structure `α⊥`

β

⊥ in eq. (2.41) survives in the numerator. Since m is the only small scale in
these functions, the mass expansion coincides with the power expansion.

2.2.2 Testing NLP factorisation with the method of regions

Equipped with the result of eq. (2.43), we will now test the factorisation formula eq. (2.31)
in a process with two final-state jet directions, at both one- and two-loop order. Specif-
ically, we wish to see whether this formula reproduces the (hard-)collinear limit of full,
unfactorised amplitudes which at face value should be described by the f γ- and f ∂γ-jet
functions. We will isolate the part of the amplitude that we want to compare with, using
the method of regions [108–111]. This is a well-tested tool for calculating amplitudes in
kinematic limits where the various scales entering the amplitude are separated in magni-
tude, thus allowing for a systematic expansion in the ratio of these scales. It is particularly
useful for the dissection of loop integrals, by defining regions where the virtual modes have
momenta of a certain size as compared to a particular scale in the problem. In this case
we use the small ratio of scales λ = m

Q to select momentum regions where a virtual photon
is hard, soft or collinear to either of the highly energetic particles in the final state. Once
the regions have been defined, one may expand the integrand for each region in λ (up to
an arbitrary order), which simplifies its structure. The integration is still carried out over
the full momentum space, which allows for easy evaluation, but one must be careful not to
overcount contributions that appear in multiple regions. For our purposes this is no issue,
as each region has a specific associated energy scale (in our case, (m2/µ2)−ε for a collinear
region and (2p+1 p−2 /µ

2)−ε for the hard region), which inhibits any cross-talk between such
regions. Finally, by summing over all relevant regions, one obtains the result of the full
integral up to the chosen order in λ.

With just two jets in the final state, we choose a frame in which the jets are back to back.
Given the light-cone decomposition of pµ1 , we identify the direction collinear to pµ2 as the
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Chapter 2. Towards all-order factorisation of QED amplitudes at NLP

anti-collinear direction. This yields the following regions

Hard : kµ ∼Q (1,1, 1) , Soft : kµ ∼ Q
�

λ2,λ2,λ2
�

,

Collinear : kµ ∼Q
�

1,λ,λ2
�

, Anti-collinear : kµ ∼ Q
�

λ2,λ, 1
�

. (2.44)

In the following sections we refrain from considering all regions, but use this tool to extract
only the contribution from the collinear (hard-collinear) region of the full amplitude, which
is relevant for our one-loop (two-loop) test. For a more detailed discussion, see chapter 3
(in particular section 3.2), where a complete method of regions analysis at NLP is presented
for part of the N3LO correction to the DY process.

One-loop test

For one-loop accuracy we calculate the collinear region of fig. 2.6, which should be described
by contracting the one-loop f γ- and f ∂γ-jet functions with corresponding tree-level hard
functions. We will carry out the regions calculation in axial gauge, as we did for the f γ- and
f ∂γ-jet functions.

The full amplitude for the diagram in fig. 2.6 reads

M (1)α(p1, p2) =

∫

d4−2ε`1

(2π)4−2ε

e3µ2ε ū(p1)N (1)α(pi,`1) v(p2)
�

`2
1 + iη
��

(p1 − `1)2 −m2 + iη
��

(p2
2 + `1)2 −m2 + iη

� , (2.45)

N (1)α(pi,`1) = γ
σ(/p1 − /̀1 +m)γα(−/p2 − /̀1 +m)

�

−γσ +
`σ /̄n+ /̀ n̄σ
`·n̄

�

.

The expansion of the integrand in the collinear region is obtained by rescaling the momen-
tum components of both the (collinear) loop momentum and the (anti-)collinear external
momenta, according to eq. (2.44). We further exploit our freedom of frame choice to set the
perpendicular momentum components of the external momenta to zero. In practice, it is
convenient to project onto a single set of light-like vectors in the plus- and minus-direction,
using

pµ1 = p1 ·n̄
︸︷︷︸

∼λ0

nµ + p1 ·n
︸︷︷︸

∼λ2

n̄µ and pµ2 = p2 ·n̄
︸︷︷︸

∼λ2

nµ + p2 ·n
︸︷︷︸

∼λ0

n̄µ. (2.46)

The denominator in eq. (2.45) is expanded as

1
`2

1 + iη
1

(`1 − p1)2 −m2 + iη
1

(`1 + p2)2 −m2 + iη
=

1
`2

1 + iη
(2.47)

×
1

(`2
1 − 2`1 ·n̄ p1 ·n− 2`1 ·n p1 ·n̄) + iη

1
2`1 ·n̄ p2 ·n+ iη

�

1−
`2

1

2`1 ·n̄ p2 ·n+ iη
+O (λ4)

�

,

where all propagator denominators have now a homogenous λ-scaling. The numerator in
eq. (2.45) is suppressed by one power of λ, allowing us to drop every term but the leading
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ℓ1
α

p1

p2

Figure 2.6: One-loop diagram used for verification of the jet function results.

one from the denominator expansion in eq. (2.47), including the explicitly shown O (λ2)
term. By discarding higher power corrections in the numerator too, we readily calculate the
collinear region up to NLP from this expression using standard techniques: we perform the
Dirac algebra using the Mathematica package FeynCalc [119,120], Feynman parametrise
the homogeneous denominators, shift the loop momentum and remove odd integrands,
evaluate the momentum integrals through standard tensor integrals and finally integrate
the Feynman parameters in a convenient order. We find

M (1)α
C (p1, p2) =

i e3

16π2

m
p2 ·n

�

m2

4πµ2

�−ε
Γ (1+ ε)
ε

× ū(p1)

�

nα −
m

2 p1 ·n̄
1− 2ε+ 4ε2

(1− ε)(1− 2ε)
γα
�

v(p2) . (2.48)

The subscript C indicates that this result is expanded in the collinear region. As expected, in
axial gauge the diagram obeys the power counting, strictly contributing only at NLP. This
expression has a single pole in ε, which receives both UV and IR contributions. The UV term
regulates divergences that would be subtracted by one-loop renormalisation; the remainder
has a collinear (rather than soft) origin.

The vector nature of the electromagnetic current and the Sudakov decomposition we employ
in eq. (2.46) limit the possible Dirac structures that can appear in the result to γα, nα, and n̄α.
In this specific case, the structure n̄α is absent due to a cancellation which, as our two-loop
check will make clear, is accidental.

Turning to the factorisation approach, we note that the collinear photon in fig. 2.6 is emitted
from an anti-collinear external line, such that the propagator before the emission carries a
hard momentum. Consequently, this diagram should be described by the convolution of the
one-loop f γ- and f ∂γ-jets with the respective (tree-level) hard functions, as claimed above.
We expect the following factorisation structure up to O (λ2)

M (1)α
fact. (p1, p2) =

∫ 1

0

d x
�

J (1)ν( f γ) (x , p1)H
(0)α
( f γ)ν(x , p1, p2)

+ J (1)νρ( f ∂ γ) (x , p1)H
(0)α
( f ∂ γ)νρ(x , p1, p2)

�

J (0)( f )(p2) . (2.49)

The hard functions are extracted from fig. 2.7, and its f γ- and f ∂γ- parts separated accord-
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p1 − ℓ1

α

p2

ν ℓ1

Figure 2.7: Diagrammatic interpretation of the leading order hard function eH (0)( f γ), from
which H (0)( f γ) and H (0)( f ∂ γ) are derived. The dashed line indicates where the collin-
ear momentum ` is extracted. External lines are amputated.

ing to the prescription of eq. (2.38), yielding

H (0)α( f γ)ν(x , p1, p2) = −i e2 1
2x p1 ·n̄ p2 ·n

γα (x p1 ·n̄ /n+ p2 ·n /̄n−m)γν , (2.50)

H (0)α( f ∂ γ)νρ(x , p1, p2) = +i e2 1
2x p1 ·n̄ p2 ·n

γαγ⊥ργν . (2.51)

We emphasise that since we are interested in the first two orders in λ, we cannot ignore
O (λ) terms in the numerator of eq. (2.50), as they will combine with the leading term in
the f γ-jet (eq. (2.43)). In particular, we cannot drop the mass term. However, we can do
so in eq. (2.51), since the f ∂γ-jet is proportional to two powers of the mass (thus O (λ2)).
After some Dirac algebra, we find

J (1)ν( f γ) (x , p1)H
(0)α
( f γ)ν(x , p1, p2) J

(0)
( f )(p2) =

i e3

8π2

m
p2 ·n

�

m2

4πµ2

�−ε

Γ (1+ ε) ū(p1)

×
��

1
ε
− 1
�

x1−2ε nα +
m

2 p1 ·n̄
γα

1
1− ε
�

δ(1− x) + x1−2εε
�

�

v(p2) , (2.52)

J (1)νρ( f ∂ γ) (x , p1)H
(0)α
( f ∂ γ)νρ(x , p1, p2) J

(0)
( f )(p2) =−

i e3

32π2

m2

p1 ·n̄ p2 ·n

�

m2

4πµ2

�−ε

x−2ε ū(p1)γ
αv(p2)

× Γ (1+ ε)
�

1
ε
−

1
1− ε

�

1
ε
− 1− ε
�

x
�

. (2.53)

The integral over the energy fraction x is easily performed, yielding indeed the result in
eq. (2.48). This provides a first check of our jet functions. We observe that the singular
structure of the collinear region is entirely reproduced by the jet functions of eq. (2.43),
while the convolution with the respective hard functions does not generate any additional
pole in ε. We stress that the endpoint contribution, described by the Dirac delta function in
eq. (2.52), is essential to obtain the correct result.

Two-loop test

We now proceed with a more strenuous test, based on the same method. The goal is to
validate the factorisation of a fermion-antifermion production amplitude into f γ- and f ∂γ-
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ℓ2

ℓ1

p1

p2

α

Figure 2.8: A typical two-loop diagram that receives contributions from the f γ- and f ∂γ-jet
functions.

jet functions if the hard function is loop-induced. A minimal diagram suited for this task is
given in fig. 2.8. It consists of an off-shell, one-loop vertex correction, described by the hard
loop momentum `2, which gets probed by a collinear fermion-photon pair forming the `1-
loop on the upper leg. We recall that focusing on one particular diagram is justified in axial
gauge, where the power counting holds on a diagram-by-diagram basis and the factorisation
picture is derived.10 Naturally, a complete evaluation of such a process would require us to
determine the full hard function, necessitating the calculation of additional diagrams.

We now proceed with the region expansion. The full two-loop amplitude reads

M (2)α(p1, p2) = i e5µ4ε

∫

d4−2ε`1

(2π)4−2ε

∫

d4−2ε`2

(2π)4−2ε

ū(p1)N (2)α(pi,`i) v(p2)
�

(`1 − p1)2 −m2
��

(`1 − `2 − p1)2 −m2
�

×
1

�

(`2 + p1)2 −m2
��

(`2 − p2)2 −m2
��

`2
1

��

`2
2

� , (2.54)

where for brevity we omitted the Feynman prescription iη in each of the square brackets in
the denominators. The numerator structure is given by

N (2)α(pi,`i) = γ
µ(/p1−/̀1 +m)γρ(/p1−/̀1+/̀2 +m)γν(/p1+/̀2 +m)γα(−/p2+/̀2 +m)γσ

×
�

ηµν −
`1µ n̄ν + `1ν n̄µ

`1 ·n̄

� �

ηρσ −
`2ρ n̄σ + `2σ n̄ρ

`2 ·n̄

�

. (2.55)

To carry out the integrals in eq. (2.54) we use the same techniques as the one-loop example.
The main difference is the presence of two-loop integrals, but due to the regions expansion
the added complexity is limited. In the presence of masses and axial-gauge propagators,
numerator structures proliferate, which makes the calculation computationally more inten-
sive. However, as in the one-loop case, the numerator (2.55) scales as λ, which allows us
to neglect O (λ2) terms from the denominator expansion. In fact, only the denominator in

10For covariant gauge choices, one is forced to sum over a gauge invariant set of diagrams, as we will see in
section 2.3. An extensive analysis of relevant momentum configurations is given in section 2.3.3.
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eq. (2.54) mixing the two loop momenta generates O (λ) terms, through the expansion

1
(`1 − `2 − p1)2 −m2

=
1

`2
2 + 2`2 ·n (p1 − `1)·n̄

+
2`1⊥ ·`2⊥

�

`2
2 + 2`2 ·n (p1 − `1)·n̄

�2 +O (λ
2) , (2.56)

which is a consequence of our frame choice, p1⊥ = p2⊥ = 0. For the 1-loop-hard 1-loop-
collinear (HC) region we thus obtain

M (2)α
HC (p1, p2) =

i e5

128π4

�−2 p1 ·n̄ p2 ·n
4πµ2

�−ε� m2

4πµ2

�−ε 1
1− 2ε

ū(p1)
§

m Γ1

�

1
ε3
+

2
ε2
−

3
ε

�

×
�

n̄α

p1 ·n̄
−

nα

p2 ·n

�

+m Γ2

��

2
ε3
−

1
ε2
−

8
ε
+ 11− 4ε
�

nα

p2 ·n

−
�

4
ε3
−

8
ε2
+

1
ε
+ 3
�

n̄α

p1 ·n̄

�

+
m2

2p1 ·n̄ p2 · n
γα
�

Γ1
(1− ε2)

�

3
ε2
−

8
ε
− 11+ 14ε+ 8ε2

�

+
Γ2

(1+ ε)

�

2
ε3
+

1
ε2
−

13
ε
+ 44− 28ε− 24ε2

��ª

v(p2) , (2.57)

where Γ1,2 denote the following combinations of Euler gamma functions

Γ1 =
Γ 2(1− ε) Γ 2(1+ ε)
Γ 2(2− 2ε)

, Γ2 =
Γ 3(1− ε) Γ 2(1+ ε)

Γ (3− 3ε)
. (2.58)

It is instructive to compare this result with its one-loop equivalent in eq. (2.48). We ob-
serve a similar Dirac structure, but now all three different terms γα, nα and n̄α contribute.
Naturally the coefficients are more involved than at the one-loop level. An important dif-
ference is that the result features the two independent Γ -combinations in eq. (2.58), due
to the more involved dynamical structure. Moreover, since now a hard and a collinear loop
are present at the same time, both scale ratios (m2/µ2)−ε and (−2 p+1 p−2 /µ

2)−ε show up in
the prefactor. However, setting for convenience the renormalisation scale equal to the hard
scale will remove the second factor. Upon expansion in ε this will result in logarithms of
m2/(2p+1 p−2 ) at NLP, as for the one-loop case. These are small-mass logarithms that ideally
could be resummed by a complete factorisation framework.

We now continue with the calculation of the corresponding hard functions, and check that
the convolution with the jet functions in eq. (2.43) reproduces our region calculation. Sim-
ilar to the one-loop example, we can extract the hard functions by Taylor expanding the
hard matrix element represented in fig. 2.9, according to the prescription of eq. (2.38). The
unexpanded amplitude reads

eH (1)αν( f γ) (p1, p2,`1) =

∫

d4−2ε`2

(2π)4−2ε

e4µ2ε ū(p1)γσ(/p1−/̀1+/̀2+m)γν(/p1+/̀2+m)γα(−/p2+/̀2+m)
�

(`2 + p1 − `1)2 −m2
��

(`2 + p1)2 −m2
��

(`2 − p2)2 −m2
�

×
1
`2

2

�

−γσ +
/̀2 n̄σ + /̄n`2σ

`2 ·n̄

�

, (2.59)
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Figure 2.9: Diagrammatic representation of the one-loop matrix element eH (1)( f γ), from which
we extract H (1)( f γ) and H (1)( f ∂ γ) .

from which we separate the f γ- and f ∂γ-term,

H (1)αν( f γ) (x , p1, p2) = e4µ2ε

∫

d4−2ε`2

(2π)4−2ε

Nαν
( f γ)(x , pi,`2)

D(x , pi,`2)
, (2.60)

H (1)ανρ( f ∂ γ) (x , p1, p2) = e4µ2ε

∫

d4−2ε`2

(2π)4−2ε

Nανρ

( f ∂ γ)(x , pi,`2)

D(x , pi,`2)
. (2.61)

Here the common denominator and the numerator structures are

D(x , pi,`2) =
�

`2
2

��

`2
2 + 2`2 ·n p1 ·n̄(1− x)

��

`2
2 + 2`2 ·n p1 ·n̄
��

`2
2 − 2`2 · n̄ p2 ·n
�

,

Nαν
( f γ)(x , pi,`2) = γ

µ
�

(1− x)p1 · n̄ /n+ /̀2 +m
�

γν
�

p1 · n̄ /n+ /̀2 +m
�

γα
�

− /p2 + /̀2 +m
�

×
�

− γµ +
�

/̀2 n̄µ + /̄n`2µ

�

/`2 ·n̄
�

,

Nανρ

( f ∂ γ)(x , pi,`2) =

¨

−γµγρ⊥γ
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. (2.62)

Note that the derivative in the transverse component defining the f ∂γ-term as in eq. (2.38)
can act either on the spin structure in the numerator, or on the `1⊥-dependent denomina-
tor of eq. (2.59), generating the two structures displayed in curly brackets. In the f ∂γ-
numerator structure we already dropped O (λ) terms, since we know that this structure
enters the factorisation formula in a convolution with a jet function that is already O (λ2).
We can now solve the integral with standard techniques. The presence of many different
spin structures at this stage renders the intermediate expressions for the hard functions
rather cumbersome, therefore we will not show them here. Taking the convolutions with
the jet functions in eq. (2.43) yields the partial results shown in eqs. (2.96) and (2.97) in
appendix 2.B. As one can readily verify, their sum correctly reproduces the hard-collinear
region result obtained in eq. (2.57).

We will now examine the pole structure of eq. (2.57) in light of the equivalent factorisation
result. Interestingly, we note the presence of triple poles. One overall inverse power of ε is
due to the single pole in the jet functions in eq. (2.43), while the remaining factor of 1/ε2

has two distinct origins. First, the hard functions contain explicit double poles since they
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Chapter 2. Towards all-order factorisation of QED amplitudes at NLP

describe both hard and soft physics. In section 2.3.3 we will extensively comment on this
effect when examining the hard function in eq. (2.81). Second, the hard functions contain
1
ε

1
x terms that produce an additional pole upon convolution with the respective jet functions.

These endpoint singularities arise in the limit where the dominant momentum component
of the collinear photon vanishes. Their origin is thus different from that of the (finite) end-
point contributions captured by δ(1− x) in eq. (2.43), which describe the soft quark limit.
Endpoint singularities also appear in factorisation studies using SCET [88, 89, 103, 121],
and seem inevitable at NLP. Since the expressions involved are unrenormalised quantities
expressed in d = 4− 2ε dimensions, the endpoint singularities are easily regulated.

2.3 Hard-collinear factorisation for massless fermions

In this section, we focus on the scenario of negligible fermion masses, m = 0, which is the
standard approximation in high-energy collisions for light quarks. In the previous section
we have seen that the fermion mass entered the non-radiative f γ-jet function through the
overall scale factor

�

m2/µ2
�−ε

and a second-order polynomial in m. Removing this scale
from the problem will thus have a serious impact on the ingredients in the factorisation
framework. Virtual loop corrections to the f -jet, as well as all loop-induced, genuine NLP
jet functions (like the f γ-jet), are rendered scaleless and do not contribute. However as we
are ultimately interested in threshold effects associated to soft final-state radiation, we are
required to compute radiative jet functions. For such functions a new scale arises, set by
the dot product of the (external) momenta of the emitting fermion and the soft photon. In
massless radiative jet functions this small scale takes the place of the mass as the collinear
scale.

As in the previous section, we will focus on the f γ- and f ∂γ-jet functions. The radiative
functions will be obtained from the non-radiative counterparts by inserting a soft photon on
any of the collinear fermion lines. Checking the factorisation properties of gauge-invariant
sets of diagrams will allow us to make a convenient choice of gauge. While axial gauge
proved to be practical for power counting the pinch surfaces that underlie the factorisation
ingredients, Feynman gauge is more suited for complex calculations. Therefore, we will
extract the radiative jet functions here using the latter, and apply this gauge choice con-
sistently in the calculation of the hard functions. The presence of longitudinally polarised
photons in Feynman gauge will modify the power counting for individual diagrams. As a
consequence, each diagram calculated in this section may contain spurious LP terms, which
must cancel upon summing over a gauge-invariant set of diagrams.

The radiative jet functions we extract are process-independent quantities, which describe
collinear physics regardless of the underlying hard scattering event. Similar to the massive
case, we validate the expressions obtained by convolving these jets with appropriate hard
functions by means of a one- and two-loop method of regions calculation. These non-trivial
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Figure 2.10: Contributions to the radiative f γ- and f ∂γ-jet.

checks show that the all-order factorisation formula for elastic amplitudes in eq. (2.31) pro-
vides a good starting point for the factorisation (and potentially resummation) of threshold
effects due to soft final state radiation.

In particular, our current approach captures an intricate hard-collinear interplay effect that
occurs in matrix elements beyond one-loop, while the simpler NLP factorisation formula
presented in refs. [78,79] is not equipped to describe such effects. In fact, our calculations
show that this formula does also not suffice for one-loop accuracy at the matrix element
level, although it works at the cross section level for the cases studied there. This has also
been noted in a SCET context recently [88].

2.3.1 The radiative, massless f γ-jet

At the lowest order in perturbation theory the radiative f γ- and f ∂γ-jet receive contributions
from the two diagrams in fig. 2.10. Both functions are defined in the same manner as in the
massive fermion case and their evaluation relies on similar techniques. As before, we drop
terms beyond NLP. In this case, we apply this constraint to the more involved denominator
structure too, expanding denominators whose scaling is inhomogeneous in λ, as we did
in the method of regions calculation of the amplitude. For example, after rescaling the
momentum components by the appropriate powers of λ, the denominator of the innermost
propagator is expanded as

1
(`− p− k)2 + iη

=
1

D(`, p, k)

�

1+

∼λ
︷ ︸︸ ︷

2`⊥ ·k⊥
D(`, p, k)

+
�

∼λ2

︷ ︸︸ ︷

2`−k+

D(`, p, k)
+
(2`⊥ ·k⊥)2

D(`, p, k)2

��

, (2.63)

assuming collinear and soft scaling for ` and k respectively and abbreviating the homoge-
neous denominator by

D(`, p, k) = 2`+`− + `2
⊥ − 2p+`− − 2`+k− + 2p+k− + iη . (2.64)

Note that, having set m = 0, the external momentum can be chosen to be strictly in the
+-direction p = (p+, 0, 0).

Using this approach, we require six one-loop integrals to evaluate the contributions to the
f γ- and f ∂γ-jet, which are listed in appendix 2.C.1. We find the following result for these

43



Chapter 2. Towards all-order factorisation of QED amplitudes at NLP

jet functions

J (1)µν( f γ) (x , p, k) =−
e2

16π2

�−2 p+k−

4πµ2

�−ε

Γ (ε) [x (1−x)]−ε ū(p)
§

2 (1−x)ηµν −
ε

1−ε
x γνγµ

+ 2 (1−2 x)
k+

k−
nµnν − 2 (1−2 x) n̄µnν +

1
k−

�

x γµ/k nν + 2
ε

1−ε
x kµnν

+
ε

1−ε
x γν/k nµ − 2 (1−x)nµkν

�ª

, (2.65)

J (1)µνρ( f ∂ γ) (x , p, k) =−
e2 p+

8π2

�−2 p+k−

4πµ2

�−ε
Γ (ε)
1−ε

[x (1−x)]1−ε ū(p)nν
�

η
µρ

⊥ −
nµkρ⊥
k−

�

. (2.66)

We point out that eq. (2.65) is strictlyO (λ0), while the individual contributions from fig. 2.10a
and fig. 2.10b have indeed a LP component O (λ−2). Note that eq. (2.65) does not contain
the δ(1−x) term which appeared in the non-radiative jet function for the massive fermion
case (see eq. (2.43)) which was associated to the soft quark limit. In principle, one might
expect a similar contribution here, but the numerator supplements the standard integrals
of eqs. (2.98c) and (2.100c) with sufficient powers of (1−x) to suppress such a term.

The radiative f -jet is known to have a Ward identity [78] relating it to its non-radiative
counterpart (order by order in perturbation theory) via

kµJ (n)µ( f ) (p, k) = −q e J (n)( f )(p) , (2.67)

where q = ±1 for an initial/final state fermion jet.11 Similarly, we expect

kµJ (n)µν( f γ) (x , p, k) = −q e J (n)ν( f γ) (x , p) , (2.68a)

kµJ (n)µνρ( f ∂ γ) (x , p, k) = −q e J (n)νρ( f ∂ γ) (x , p) . (2.68b)

In particular, since J ( f γ)ν and J ( f ∂ γ)νρ consist solely of scaleless integrals (for m = 0) and
thus vanish in dimensional regularisation, we should find

kµJ (n)µν( f γ) (x , k) = 0 and kµJ (n)µνρ( f ∂ γ) (x , k) = 0 . (2.69)

By contracting eq. (2.65) and eq. (2.66) with kµ, one finds that eq. (2.69) is indeed satisfied,
which serves as a first check on these jet functions.

2.3.2 NLP factorisation of the collinear sector at the one-loop

level

Following the same approach as in 2.2.2, we wish to test the factorisation structure of ra-
diative amplitudes in the collinear sector, by means of a comparison to a method-of-regions
computation of the single-real single-virtual (1R1V) correction to a dijet production process.

11The explicit minus sign follows from the adopted convention for jet’s charge Q = −1.
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Figure 2.11: Diagrams contributing to the collinear region of the 1R1V dijet production
amplitude.

A similar factorisation/regions analysis has been carried out in refs. [79, 122] for DY pro-
duction, at the same loop order but at the cross-section level instead. In ref. [79], following
ref. [78], a NLP factorisation formula for radiative amplitudes was derived from the stan-
dard LP factorisation picture for virtual amplitudes, while here we start from the generalised
NLP factorisation formula of eq. (2.31). The difference between these two NLP approaches
at the one- and two-loop level will be highlighted in the remainder of section 2.3.

The diagrams that contribute to the collinear sector at the one-loop order are shown in
fig. 2.11. In diagrams (a) and (b) the collinear loop attaches solely to the upper leg, mean-
ing that there is one fermion connection between the hard interaction and the part of the
diagram containing the collinear dynamics. Therefore, these diagrams are predicted to fac-
torise in terms of the one-loop radiative f -jet (see fig. 2.12), the Born-level hard scattering
amplitude (with amputated legs) and a trivial jet function for the opposite leg:

M (1)αµ
a+b | fact.(p1, p2, k) = J (1)µ( f ) (p1, k)H (0)α( f ) (p1, p2) J

(0)
( f )(p2) , (2.70)

with
J (0)( f )(p2) = v(p2) and H (0)α( f ) = −ieγα.

The one-loop radiative f -jet is readily computed by standard techniques and the result reads

J (1)µ( f ) (p, k) =−
e3

16π2

1
p+k−

�−2 p+k−

4πµ2

�−ε
Γ (1+ε) Γ 2(1−ε)
Γ (2−2ε)

ū(p)

×
��

1
ε
+

1
2

�

γµ/k+
�

1
ε
− 1
�

kµ
�

. (2.71)

Note that this is strictly a NLP quantity, while from the non-radiative power counting formula
(eq. (2.25)) one may have expected a contribution at LP. This power suppression is a
radiative effect that only starts at one-loop order and is therefore not captured by the general
power counting formula (the tree-level result does have a LP contribution). It is however
fully consistent with ref. [78], in which the radiative f -jet is defined to account for the NLP
effects induced by soft emissions from collinear loops.

As before, we may evaluate the contributions to the collinear sector of diagrams (a) and
(b) in fig. 2.11, using again the method of regions. Keeping terms up to NLP, this approach
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Figure 2.12: One-loop contributions to the radiative f -jet.

yields

M (1)αµ
a+b |C(p1, p2, k) =−

ie4

8π2

1
t

�

t
4πµ2

�−ε Γ (1+ε) Γ 2(1−ε)
Γ (2−2ε)

× ū(p1)
��

1
ε
+

1
2

�

γµ/k+
�

1
ε
− 1
�

kµ
�

γαv(p2) . (2.72)

For massless fermions we may choose pµ1 = (p
+
1 , 0, 0) and pµ2 = (0,0, p−2 ), such that the

standard (massless) Mandelstam variable t = (p1 − k)2 = −2p+1 k−. From eqs. (2.70) and
(2.71) on the one hand and eq. (2.72) on the other, we see immediately that the regions
result coincides with the factorisation result which, given the trivial factorisation structure
of these diagrams, is perhaps not surprising.

For diagrams (c) and (d) in fig. 2.11 we expect a factorisation analogous to eq. (2.49)

M (1)αµ
c+d | fact.(p1, p2, k) =

∫ 1

0

d x
�

J (1)µν( f γ) (x , p1, k)H (0)α( f γ)ν(x , p1, p2)

+ J (1)µνρ( f ∂ γ) (x , p1, k)H (0)α( f ∂ γ)νρ(x , p1, p2)
�

J (0)( f )(p2) . (2.73)

The hard functions are extracted from fig. 2.7 (now with m= 0) according to the definition
of eq. (2.38) and read

H (0)α( f γ)ν(x , p1, p2) = i e2 1
x s
γα
�

x /p1 + /p2

�

γν , (2.74)

H (0)α( f ∂ γ)νρ(x , p1, p2) = i e2 1
x s
γαγ⊥ργν , (2.75)

where s = (p1 + p2)2 = 2p+1 p−2 . Since the f γ- and f ∂γ-jet function are strictly NLP quan-
tities, we have discarded NLP corrections to both hard functions, as they would affect the
full amplitude only at NNLP. Substituting eqs. (2.74) and (2.75) together with eqs. (2.65)
and (2.66) into eq. (2.73) and simplifying the Dirac structure, we find

M (1)αµ
c+d | fact.(p1, p2, k) =

i e4

8π2
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v(p2) , (2.76)
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with u = (p2 − k)2 = −2p−2 k+. Upon integration over the convolution parameter x , we
conclude that this indeed reproduces the regions result

M (1)αµ
c+d |C(p1, p2, k) =

i e4
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�ª

v(p2) . (2.77)

The collinear sector of the radiative amplitudes in fig. 2.11 is thus, up to NLP, correctly de-
scribed by dressing the jet functions appearing in eq. (2.31) with a single soft emission. This
is another indication that this factorisation formula organises NLP contributions correctly,
even in presence of soft final state radiation. Moreover, this comparison serves as an explicit
verification of the process-independent jet functions in eqs. (2.65) and (2.66).

H(f)H(f)

(a) (b)

p

ℓ ℓ

n

k

µ

Figure 2.13: Additional contributions to the radiative f -jet, denoted by J (1)µ( f ′) , in a simplified
NLP factorisation framework. Longitudinally polarised collinear photons that
probe the hard scattering are described by the Wilson line interaction.

We emphasise that the simplified radiative factorisation formula of refs. [78, 79] does not
suffice to reproduce the 1R1V amplitude, as noted recently in ref. [88] (see in particular
section 4.2.4 there). This approach relies on a direct product of the hard and (radiative) jet
functions, as we do for the f -jet in eq. (2.70). We will illustrate this issue by supplement-
ing our f -jet function with the additional contributions (denoted by f ′) shown in fig. 2.13,
to recover the radiative-jet that has been calculated to one-loop order in ref. [79]. These
diagrams have a Wilson line in the n̄ direction and are the radiative equivalents of the tra-
ditional, LP jet functions.12 This simplified factorisation approach would give the following
result for diagrams (c) and (d) in fig. 2.11

M (1)αµ
c+d | simp. fact.(p1, p2, k) = J (1)µ( f ′) (p1, k, n̄)H (0)α( f ) (p1, p2) J

(0)
( f )(p2)

=
i e4

8π2
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t
4πµ2

�−ε Γ (1+ ε) Γ 2(1− ε)
Γ (2− 2ε)
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§

1
ε

1
t
γµ/kγα

+ 2
�

1
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kµ

t
−
�

1
ε
−

1
1−ε

�

1
s

�

pµ2 −
u
t

pµ1
�

�

γα

12Recall that in the derivation of factorisation at LP, in a general covariant gauge, only longitudinally polarised
collinear photons probe the hard function [123]. By means of Ward identities these can be shown to
decouple entirely and are cast into connections to a Wilson line.
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−
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v(p2) , (2.78)

where we have set n̄µ = pµ2/p
−
2 . Comparison with the collinear result of eq. (2.77) shows

M (1)αµ
c+d |C(p1, p2, k)−M (1)αµ

c+d | simp. fact.(p1, p2, k) =
i e4
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× ū(p1) p
α
1

�

2
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t
+ γµ
�

v(p2) . (2.79)

Since these missing terms vanish upon contraction with the conjugate amplitude, the sim-
plified factorisation approach did suffice in the 1R1V cross-section calculation presented in
ref. [79].

2.3.3 Hard-collinear interplay at the two-loop level

We now move to (single) radiative amplitudes at two-loop order (denoted as 1R2V) and
carry out a similar test. At this loop order there is a more involved interplay between the
hard and collinear sector, as the dominant component of the collinear momentum of the
virtual photon may interfere with the hard loop. This effect is not power suppressed, and
has to be properly accounted for in the factorisation picture in order to reproduce the exact
NLP amplitude.

Our main effort here will be to explore this subtle interplay and therefore we (again) com-
pare to a hard-collinear region with a method of regions calculation. The relevant diagrams
for that purpose are shown in fig. 2.14, where the collinear momentum is denoted by `1

and the hard momentum by `2. We identify these diagrams through the following consid-
erations.

First, the soft photon must originate from the collinearly enhanced region, rather than from
the hard loop. Otherwise this would be described by a different term in the factorisation
formula, as stated by the LBK theorem [76,77]: a soft final-state emission from the hard scat-
tering is described by a derivative with respect to either one of the external hard momenta,
acting on the non-radiative hard scattering amplitude, see the second term of eq. (1.25).13

Second, the ordering of the virtual photon attachments is crucial. This is best seen from
a Coleman-Norton analysis, in which hard, off-shell lines are shrunk to a point. In fact, it
is strictly the attachment on the upper leg that matters, since the fermion propagators on
the lower leg are shrunk to a point irrespective of the ordering: a propagator that is not
part of the hard loop but which carries both an anti-collinear external momentum as well
as a collinear loop momentum, obeys a hard scaling too. This implies that we can treat the
planar-topology diagrams (c) and (d) in fig. 2.14 as well as the crossed-topology diagrams
(g) and (h) on equal footing. To see what happens if one inverts the order of attachments

13Note that even if formally needed these diagrams would not contribute, since the collinear loop integral in
those configurations would be insensitive to the soft emission and therefore be scaleless.
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Figure 2.14: Diagrams contributing to the hard-collinear region of the 1R2V dijet produc-
tion amplitude, with `1 (`2) denoting the collinear (hard) loop momentum.
We use the shorthand notation `′2 = `2 − `1.

on the upper leg, let us consider diagram (c) as an example. In that case the outer loop
would be hard and therefore shrunk to the tree-level hard scattering vertex, as shown in
fig. 2.15. The supposedly collinear photon line would now form a tadpole-like attachment
to the hard scattering vertex. However, this configuration cannot describe an on-shell line
since it does not coincide with any classical trajectory [107], and does not contribute to the
scattering amplitude. The collinear photon must thus attach to the upper leg outside of the
hard loop, in order for the diagram to develop a hard-collinear region.

CN

k k

ℓ1ℓ1 ℓ2

Figure 2.15: Coleman-Norton picture that arises from attaching the hard photon to the right
of the collinear photon on the upper leg. Diagrams with this inverted order of
attachments do not contribute.

Lastly, we note that these diagrams naturally contain a doubly collinear region too, which
would be described by a higher-order radiative f γ- and corresponding f ∂γ-jet, as well as the
radiative f γγ-jet, all contracted with a tree-level hard function. In a complete description
of the doubly collinear region at this loop order, one would even expect contributions from
the radiative f f f -jet, which would be an interesting analysis by itself. This region does not
overlap with the hard-collinear region we explore here, and thus we leave it to future work.
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Analogously to the one-loop order, we foresee a pair-wise factorisation of the diagrams in
fig. 2.14, by collecting those graphs differing only by the position of the radiated photon.
For diagrams (a) and (b), we have

M (2)αµ
a+b | fact.(p1, p2, k) = J (1)µ( f ) (p1, k)H (1)α( f ) (p1, p2) J

(0)
( f )(p2) , (2.80)

with H (1)α( f ) (p1, p2) the one-loop form factor. The hard function combined with the trivial jet
function on the anti-collinear leg reads
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v(p2) . (2.81)

Equation (2.81) contains explicit double poles, while the unrenormalised hard function may
only contain single poles of a UV nature; this double pole is thus of IR origin. In the method
of regions, the appearance of IR poles in the hard region is a common phenomenon if the soft
region is scaleless. (For the diagrams defined in fig. 2.14 this is indeed the case, as is easily
verified by assigning `2 a soft scaling according to eq. (2.44) and expanding denominators
in λ.) Scaleless integrals are set to zero, which typically follows from a cancellation of IR
and UV poles. Isolating this UV pole in the soft region and absorbing it in the hard region
would cancel the double pole there, thus moving the double pole associated to soft physics
from the hard to the soft region. We do not address this mixing of the hard and soft physics,
as it affects the method-of-regions calculation and the hard function in the exact same way,
while the collinear sectors, which are the focus of this study, do factorise entirely from the
rest.

Turning to the remaining diagrams in fig. 2.14, (c) to (h), we expect these to factorise
according to

M (2)αµ
{c+d, e+f, g+h} | fact.(p1, p2, k) =

∫ 1

0

d x
�

J (1)µν( f γ) (x , p1, k)H (1)α( f γ | {I, II, III})ν(x , p1, p2)

+ J (1)µνρ( f ∂ γ) (x , p1, k)H (1)α( f ∂ γ | {I, II, III})νρ(x , p1, p2)
�

J (0)( f )(p2) , (2.82)

with the one-loop f γ- and f ∂γ-hard functions extracted from fig. 2.16. The calculation of
these functions is deferred to appendix 2.C.2 for conciseness. Upon evaluation of eqs. (2.80)
and (2.82) we find
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50



2.3. Hard-collinear factorisation for massless fermions
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We have combined the diagrams (c) to (h) rather than giving results per diagram pair, and
have denoted combinations of gamma functions by

Γ2 =
Γ 3(1− ε) Γ 2(1+ ε)

Γ (3− 3ε)
and Γ3 =

Γ 4(1− ε) Γ 2(1+ ε)
Γ 2(2− 2ε)

, (2.85)

the former coinciding with the second combination in eq. (2.58).

The results of eq. (2.83) and eq. (2.84) are verified by calculating the hard-collinear re-
gion of the diagrams in fig. 2.14. Given that the calculation is set up in a similar way as
for the massive case, we will not provide further details for the sake of brevity. In par-
ticular, we find agreement between the factorisation and regions results per diagram pair
(a)+(b), (c)+(d), (e)+( f ) and (g)+(h). For the first three pairs we verified the exact
agreement to all orders in ε, while for the last pair we compared series expansions in ε
instead. This is due to the crossed topology of diagrams (g) and (h), which complicates the
regions calculation by entangling Feynman parameters, yielding hypergeometric functions
of the form 3F2(a1, a2, a3; b1, b2; 1) upon integration. These multiply the second gamma
function combination Γ2 and are expanded up to and including finite terms (O

�

ε0
�

) us-
ing HypExp [124, 125]. By expanding the (exact) coefficients of the Γ2 combination in the
factorisation result up to the same order, we verified their consistency.

ℓ1

ℓ1 + ℓ2

(III)

ℓ1

ℓ2

(II)

ℓ1

p2

ℓ1 + ℓ2

p1 − ℓ1

(I)

ν

α

Figure 2.16: Contributions to the one-loop matrix element eH (1)( f γ), from which we extract
H (1)( f γ) and H (1)( f ∂ γ) .
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Chapter 2. Towards all-order factorisation of QED amplitudes at NLP

The Γ2 combination is in fact the signature of the mixing between hard and collinear loop
momenta: starting at two loops, it originates from terms in the f γ- and f ∂γ-hard functions
that carry an additional factor of x−ε, as seen in eq. (2.105). The appearance of those
terms is, in turn, tied to an effective shift in the scale of the hard function; while the loop
integration in H( f ) knows only the single scale 2 p+1 p−2 =s, the H( f γ) and H( f ∂ γ) functions are
sensitive to the dominant component of the collinear photon through 2`+1 p−2 = x s, giving
additional x dependence.14 Indeed, no Γ2 combination is present for the f -jet factorisation
of diagrams (a)+(b) in eq. (2.83). As we see here, this effect is naturally captured by the
NLP factorisation formula of eq. (2.31). A simplified NLP factorisation as in eq. (2.78),
strictly in terms of f -jets, cannot do so: the complete factorisation of the collinear and hard
sector is an over-simplification of the intricate dynamics at play here.

Lastly, we point out that eqs. (2.83) and (2.84) contain at most 1/ε3 poles, while at two-loop
order a maximal soft-collinear overlap would generate 1/ε4 poles. These leading singulari-
ties are captured by the soft function.15 This suggests that for NLP threshold resummation
purposes the collinear sector is needed starting at NLL accuracy. This has been noted be-
fore in the calculation of the collinear region of the 1R1V correction to DY production in
ref. [122], while in chapter 3 we will make a similar observation for the 2R1V correction.
Indeed, in chapter 4 we will show that NLP threshold logarithms in DY production can be
resummed at LL accuracy through an exponential next-to-soft function.

2.4 Conclusions

In this chapter we have formulated a next-to-leading power factorisation formula for n-jet
production processes in QED, based on a power counting analysis for both zero and para-
metrically small fermion masses. We have thus begun the generalisation of the original
Yukawa theory analysis of ref. [85] to gauge theories. A factorisation of degrees of free-
dom at NLP, following arguments such as in ref. [52], could be an important step towards
resummation of NLP (threshold) logarithms beyond leading-logarithmic accuracy.

We focused on the interaction that contributes at the first sub-leading power in λ, and com-
puted the f γ- and f ∂γ-jets, which are universal quantities, up to order λ2. We first consid-
ered massive fermions, for which we calculated the non-radiative jet functions. To have a
direct correspondence between the (next-to-)leading regions and their power counting we
used axial gauge. We were able to test the factorisation formula by comparing the convolu-
tion of jet functions and hard parts with a regions calculation of the two-jet amplitude to one
loop. Subsequently we successfully tested these parts of the predicted factorisation formula
at the two-loop level by comparing the combined result against the hard-collinear region of

14The exact form of this x-dependence varies by diagram, as it is dictated by the denominators in the loop,
and thus made explicit upon integration over the Feynman parameters that combine them.

15Upon a correct assignment of poles; in a regions analysis they would appear in the hard-hard region instead,
by the same mechanism discussed before.
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2.4. Conclusions

a two-loop diagram. In particular, we pointed out the existence of two classes of endpoint
contributions, one of which singular, that we deal with within dimensional regularisation.

For massless fermions we ensured the presence of a small scale, following ref. [85], by
adding an extra soft photon emission, so that the invariant of this photon momentum with
a jet direction provides an analogue to the squared small fermion mass. We thus presented
results for the radiative f γ- and f ∂γ-jet instead and tested the factorisation of a radiative
amplitude in a similar way as before. Here we found that the present approach reproduces
all collinear contributions in the one-loop matrix element, contrary to the simplified NLP
factorisation of refs. [78, 79]. In addition, we noted a subtle interplay between hard and
collinear modes, which is correctly accounted for in our factorisation formula. We conjecture
that our factorisation formula is sufficiently general to factorise QED amplitudes up to NLP
at arbitrary loop orders, and may thereby pave the way for the development of a similar
factorisation for QCD amplitudes.

We focused in our analysis on testing a specific part of the factorisation framework. That is,
the one that accounts for non-trivial hard-collinear interplay at the two-loop level, via novel
jet functions which describe double hard-collinear interactions. In addition, similar tests
should be carried out for the other ingredients (such as the triple hard-collinear interactions
and the soft sector). Moreover, the jet functions used in this analysis are extracted from a
generic jet-like scattering amplitude, rather than being derived from an operator definition.
Such definitions would make the gauge invariance of the separate factorisation ingredients
manifest, thereby formalising the NLP factorisation framework for QED. These further steps,
together with the extension to QCD, are part of ongoing work.
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Chapter 2. Towards all-order factorisation of QED amplitudes at NLP

2.A Momentum regions for a parametrically small

fermion mass

The power-counting analysis in section 2.1 assumes the scaling kµ ∼ Q
�

λ2,λ2,λ2
�

, kµ ∼
Q
�

1,λ,λ2
�

for soft and collinear momenta respectively. This follows from an analysis of
the infrared structure of the scattering amplitude, which allows one to associate the pinch
surfaces to momenta configurations that are soft and collinear. Here we complement this
analysis by performing an expansion of the amplitude in momentum regions. This method
provides an alternative approach for singling out the momentum configurations which are
relevant for a given amplitude, in the presence of parametrically different scales, constitut-
ing a useful check for our assumptions in section 2.1.

To illustrate this second method, we focus on the scalar integral associated to the 1-loop
diagram in figure 2.6. For fermions with mass m> 0 the integral reads

T (ŝ, m) =

∫
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�

+ 2Li2

�

ŝ
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, (2.86)

with µ̄ the MS renormalisation scale, µ̄2 = 4πe−γEµ2. In the last line we expand the result
in powers of ε, showing that the integral has a single soft pole. In the second and third
line we write the result in terms of the dominant component of the Mandelstam variable s,
denoted by ŝ and defined through

s = (p1 + p2)
2 = 2m2 + 2 p+1 p−2 + 2 p−1 p+2 ≡ 2m2 + ŝ+

m4

ŝ
, (2.87)

where the momentum components p±i are given by the decomposition in eq. (2.2). For small
mass m� ŝ ∼Q2 we can expand eq. (2.86), obtaining

T (ŝ, m) =
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. (2.88)

Note that result in eq. (2.86) for finite, non-zero mass is free of collinear singularities, but
exhibits mass thresholds when ŝ = m2. When moving to the case of parametrically small
masses by performing the mass expansion in eq. (2.88), the branch cuts responsible for
mass thresholds collapse to a point, which is manifest in the presence of a double pole at
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2.A. Momentum regions for a parametrically small fermion mass

order m2/ŝ. This indicates that the theory with parametrically small masses has collinear
singularities analogous to the massless theory.16

We will now investigate which momentum regions reproduce the result in eq. (2.88), given
that the external momenta are p+1 ∼ p−2 ∼Q, p−1 ∼ p+2 ∼ λ

2Q, with the parameter λ fixed by
the condition λ∼ m/Q. In principle several regions can be considered:

Hard: `µ ∼ Q (1,1, 1) , Semi-hard: `µ ∼ Q (λ,λ,λ) ,
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,
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, (2.89)

where similarly defined anti-collinear regions are obtained upon interchanging the scaling
for plus- and minus-components. In general one can also have n-ultra-collinear regions with
scaling `µ ∼ Q

�

1,λn,λ2n
�

as well as n-ultra-soft regions. It is easy to check that only the
hard, collinear and anti-collinear region are not scaleless, each contributing as follows:
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ŝ2

�

1
ε2
+

1
ε

�

1+ log
�

−
µ̄2

ŝ
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for the hard region, and

TC(ŝ, m) =
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ŝ3

��

16Alternatively, we may argue that a collinear singularity requires both `µ∝ pµ1 and `2 = 0, as dictated by the
Landau equations. A large fermion mass violates these conditions as p2

1 = m2, but consistency is retrieved
in the small mass limit. Again, this suggests that the singular structure for parametrically small fermion
masses is comparable to that for massless fermions.
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for the collinear region. The anti-collinear region is identical, TC̄ = TC. None of the other
regions give a contribution, because they are of the form
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which are scaleless integrals. This analysis allows us to conclude that the relevant collinear
region (third line in eq. (2.89)) has indeed the same scaling as the collinear momentum
in eq. (2.4), whose scaling has been determined by investigating the pinch surfaces of the
amplitude.

2.B Intermediate expressions for elastic amplitudes

with m∼ λQ

In this appendix we collect intermediate expressions needed for the calculations performed
in section 2.2. Specifically, in section 2.B.1 we list results for the integrals needed in the
computation of the f γ- and f ∂γ-jet, in the massive theory, while in section 2.B.2, we show
the partial results for the two-loop check of factorisation performed there.

2.B.1 Integrals for jet functions

For the calculation of the jet functions in the massive fermion case, we require
∫
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with a common factor
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Note the different signs for the iη prescriptions in the denominators. As a consequence,
the poles lie on opposite sides of the `− integration contour if and only if 0< x<1, which
restricts the convolution domain in x to that range.

2.B.2 Partial two-loop results

In the following we show expressions for the convolution of the one-loop massive jet and
hard functions, as presented section 2.2.2. Here we list the f γ- and f ∂γ-terms separately:
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The sum of these contributions coincides with the HC region result in eq. (2.57).

2.C Intermediate expressions for radiative amplitudes

with m= 0

In this appendix we collect intermediate expressions needed for the calculations performed
in section 2.3. Section 2.C.1 lists integrals that enter the calculation of the one-loop radiative
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f γ- and f ∂γ-jet functions, for massless fermions. In section 2.C.2, we present one-loop
expressions for the corresponding hard functions.

2.C.1 Integrals for the radiative jet functions

In the calculation of the radiative, massless f γ- and f ∂γ-jet we expand denominators in
λ. To keep expressions compact, we define the following notation for the homogeneous
propagator denominators appearing in the diagrams of fig. 2.10
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For diagram (b) in fig. 2.10 a set of slightly more involved integrals is needed:
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3

=−
1
ε
(1− x)−a−εx−εI2(a) , (2.100a)

(iµ2εp+)

∫

d`−d2−2ε`⊥
(2π)4−2ε

`α⊥`
β

⊥

D1 D2 Da
3

=−
p+k−

1− a− ε
η
αβ

⊥

1− ε
x1−ε(1− x)1−a−ε I2(a) , (2.100b)

(iµ2εp+)

∫

d`−d2−2ε`⊥
(2π)4−2ε

`−

D1 D2 Da
3

=−
k−

1− a− ε
1

1− ε
(1− x)1−a−ε

×
�

1
x
δ(1− x)− (1− ε) x−ε

�

I2(a) , (2.100c)

with

I2(a) =
1

16π2

�−2p+k−

4πµ2

�−ε
Γ (a+ ε)
Γ (a)

�

−2p+k−
�−a

. (2.101)
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2.C. Intermediate expressions for radiative amplitudes with m= 0

2.C.2 One-loop hard functions

Below we collect expressions for the one-loop f γ- and f ∂γ-hard functions used in the
main text. We extract these functions from the diagrams shown in fig. 2.16, according
to eq. (2.38). For the f γ-hard function defined by diagram (I), the simplest topology, we
will quote an explicit result to give an impression of the form of these functions. For the
remaining contributions to the f γ- and f ∂γ-hard functions we give expressions prior to any
processing for brevity. The evaluation itself is a simple one-loop calculation that relies on
standard techniques, but the resulting expressions are rather lengthy due to the numerous
open indices. We obtain

H (1)α( f γ | I)ν(x , p1, p2) =−
e4

x s

∫

d4−2ε`2

(2π)4−2ε

Nα
I (`1,`2, p1, p2)(x /p1 + /p2)γν

�

`2
2 + 2`2 · p1

��

`2
2 + 2x `2 · p1

��

`2
2 − 2`2 · p2

� ,

(2.102)

H (1)α( f ∂ γ | I)νρ(x , p1, p2) =−
e4

x s

∫

d4−2ε`2

(2π)4−2ε

Nα
I (`1,`2, p1, p2)
h

γ⊥ρ − 2`2⊥ρ
x /p1+/p2

`2
2+2x `2·p1

i

γν
�

`2
2 + 2`2 · p1

��

`2
2 + 2x `2 · p1

��

`2
2 − 2`2 · p2

� ,

(2.103)

Nα
I (`1,`2, p1, p2) = (d − 4)(/̀2 − /p2)γ

α(/̀2 + /p1) + 2(/̀2 + /p1)γ
α(/̀2 − /p2) ,

after some Dirac algebra. Any perpendicular quantity aρ⊥ can be rewritten as

aρ⊥ = aρ − a · n̄ nρ − a · n n̄ρ

= aρ − 2
a · p2

s
pρ1 − 2

a · p1

s
pρ2 , (2.104)

such that the loop integral can be carried out using standard integrals. Anticipating the
contraction with the lowest order f -jet on the lower leg, we obtain a reasonably compact
expression for the combination

H (1)α( f γ | I)ν(x , p1, p2) J
(0)
( f )(p2)

=
i e4

8π2

1
s

�

−s
4πµ2

�−ε Γ 2(1−ε)Γ (1+ε)
Γ (2−2ε)

1
1−x

§�

1
ε
− 1
��

�

x−ε − 1
�

pα2

+
�

1− x1−ε
�

pα1

�

γν + 2
��

1
x

�

−
1
ε
+ 1
�

+
2
ε
− 1−

x1−ε

ε

�

pα1 +
��

−
2
ε2
+

2
ε

�

x−1−ε

+
1
x

�

2
ε2
+ 1
�

−
3
ε

x−ε +
1
ε
− 1
�

pα2

�

/p1 p2ν

s
+
��

2
ε2
−

2
ε

�

x−1−ε +
�

−
2
ε2
+

1
ε
− 2
�

1
x

+
�

1
ε
+ 2
�

x−ε
�

p2νγ
α +
��

1
ε
− 1
�

x−ε −
3
2ε
+ 1+

x1−ε

2ε

�

/p1γ
αγν

ª

v(p2) . (2.105)

We stress that the inverse powers of 1−x and x present here, are associated to soft-collinear
singularities caused by either the fermion or photon becoming soft in addition to being
collinear. These endpoint singularities in the convolution variable are regulated by the f γ-
jet through the overall factor [x (1−x)]−ε in eq. (2.65).
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The second diagram in fig. 2.16 provides us with

H (1)α( f γ | II)ν(x , p1, p2) = − e4

∫

d4−2ε`2

(2π)4−2ε

γσ(/̀2 + (1−x)/p1)γν(/̀2 + /p1)γ
α(/̀2 − /p2)γσ

�

`2
2 + 2`2 · p1

� �

`2
2 + 2(1−x)`2 · p1

�

×
1

�

`2
2

� �

`2
2 − 2`2 · p2

� , (2.106)

H (1)α( f ∂ γ | II)νρ(x , p1, p2) = − e4

∫

d4−2ε`2

(2π)4−2ε

γσ
h

2`2⊥ρ
/̀2+(1−x)/p1

`2
2+2(1−x)`2·p1

− γ⊥ρ
i

�

`2
2 + 2`2 · p1

� �

`2
2 + 2(1−x)`2 · p1

�

×
γν(/̀2 + /p1)γ

α(/̀2 − /p2)γσ
�

`2
2

� �

`2
2 − 2`2 · p2

� , (2.107)

while the third diagram gives

H (1)α( f γ | III)ν(x , p1, p2) =− e4

∫

d4−2ε`2

(2π)4−2ε

γσ(/̀2 + /p1)γ
α(/̀2 − /p2)γν(/̀2 + x /p1 − /p2)γσ
�

`2
2 + 2`2 · p1

� �

`2
2 − 2`2 · p2

�

×
1

�

`2
2 + 2x `2 · p1

� �

`2
2 + 2x `2 · p1 − 2`2 · p2 − x s

� , (2.108)

H (1)α( f ∂ γ | III)νρ(x , p1, p2) =− e4

∫

d4−2ε`2

(2π)4−2ε

γσ(/̀2 + /p1)γ
α(/̀2 − /p2)γν

�

`2
2 + 2`2 · p1

� �

`2
2 − 2`2 · p2

�

×

h

γ⊥ρ − 2`2⊥ρ(/̀2 + x /p1 − /p2)
�

1
`2

2+2x `2·p1
+ 1
`2

2+2x `2·p1−2`2·p2−x s

�i

γσ
�

`2
2 + 2x `2 · p1

� �

`2
2 + 2x `2 · p1 − 2`2 · p2 − x s

� . (2.109)

2.D Results for Yukawa theory

As a byproduct of our studies, we obtained results for Yukawa theory in presence of para-
metrically small fermion masses, analogous to the case of massive QED considered in sec-
tion 2.2. Although this is not our main focus, the jet functions that we computed are a
nontrivial generalisation of some of the results presented in ref. [85], so we briefly report
our findings.

The vertex content of Yukawa theory is the same as QED, with photons replaced by scalars.
In fact, following ref. [85], we will consider pseudoscalars (rather than scalars). The power
counting procedure, extensively described in section 2.1.1, also applies step-by-step to Yukawa
theory. In fact, at the level of Feynman rules, only the scaling of the fermion-scalar vertex
is altered: the emission of a scalar with momentum k from a collinear fermion line with
momentum p contributes with

�

/p− /k
�

γ5/p = (−p2 + /k/p)γ5 . (2.110)

The first term then scales as λ2, while the second one is O (λ) when k is collinear and O (λ2)
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when this is soft. This causes an enhancement of at least one power of λ with respect to the
naive scaling, which is predicted to be O (λ0) when only propagators are accounted for. As
in QED (eq. (2.11)), this effective enhancement follows from (γ−)2 = 0. However, different
from massless QED, the suppression occurs for both soft and collinear emissions. The con-
sequent collinear power counting is unaltered, while the scaling in eq. (2.110) affects the
connections between soft and collinear subgraphs. Following the QED analysis, we obtain

γG = 2ms + 3m f +
n
∑

i=1

(N (i)s + N (i)f + n(i)s + 3n(i)f − 1) , (m= 0) (2.111a)

γG = I f + 2ms + 4m f +
n
∑

i=1

(N (i)s + N (i)f + n(i)s + 3n(i)f − 1) , (m 6= 0) (2.111b)

where the subscript s identifies scalar particles. This reproduces the results derived in
ref. [113] and ref. [85] for respectively the massless and massive case.

The NLP factorisation formula for the collinear sector of Yukawa theory has the same struc-
ture as eq. (2.31), and simply requires relabelling γ→ s. In particular, we focused on the
fermion-scalar term

M( f s) =
n
∑

i=1

�

∏

j 6=i

J j
( f )

�

�

J i
( f s) ⊗H i

( f s) + J i
( f ∂ s) ⊗H i

( f ∂ s)

�

S (2.112)

and extracted the jet functions J i
( f s) and J i

( f ∂ s) from the convolution with a generic hard func-
tion. The calculation follows step-by-step the one presented in section 2.2.1. In particular,
the integrals in eq. (2.94) suffice to obtain the result, and one needs to carefully include
endpoint contributions. We obtain

J( f s)(x) = −
g m

16π2

� m2

4πµ2

�−ε
Γ (ε) ū(p)
§

x1−2ε −
m
p+

n̄
�

x1−2ε −
δ(1− x)
2− 2ε

�ª

γ5 , (2.113)

Jρ( f ∂ s)(x) = +
g m2

16π2

� m2

4πµ2

�−ε
Γ (ε) ū(p)

x2−2ε

2− 2ε
γ
ρ

⊥γ5 , (2.114)

where g is the coupling constant of the theory, and the notation is otherwise the same as for
the QED massive jet functions in eq. (2.43). The O (λ) result in the f s-function agrees with
ref. [85], where theλ2 correction we computed is needed to appreciate the interplay with the
f∂ s-function we derived. As for QED, we remark that a full treatment of the collinear sector
at this order inλwould require including f ss- and f f f -jets, which however start contributing
at two-loop order. Similar to section 2.2.2, we validated the factorisation formula (2.112)
using the method of regions. To this end, we expanded the two-loop diagram analogous to
fig. 2.8 in the hard-collinear region, where now photons are replaced by scalars, and verified
that such a region is reproduced by the convolution between the jet presented in eq. (2.112)
and the hard functions. We thus provided a check of the formalism of ref. [85] beyond one
loop and beyond O (λ).
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Chapter 3

NLP threshold corrections in Drell-Yan

production at N3LO

In chapter 2 we focused on the factorisation properties of all-order virtual amplitudes, and
subsequently applied this approach to amplitudes with a single real emission. Here we shall
explore the direction of multiple real emissions in presence of a single virtual correction
instead, thus continuing our study of the structure of scattering processes at NLP, albeit from
a slightly different perspective. We consider the production of colourless, heavy final states,
where threshold logarithms are known to play an important role. Examples include the DY
production of a vector boson, which has been calculated up to an impressive N3LO [33,
44,45,126–130] and the closely related process of Higgs boson production via gluon-gluon
fusion, in the large top mass limit known up to the same perturbative order [31, 32, 131–
137].

The primary goal of the study presented in this chapter is to gather detailed theoretical data
for a future comparison with a factorisation approach. DY production offers a particularly
clean testing ground in this regard, given that all threshold logarithms associated with purely
real radiation are manifestly (next-to-)soft in origin (see e.g. ref. [58]). Virtual gluons,
however, can indeed be collinear with one of the incoming parton legs, as well as hard
or soft, thus leading to a nontrivial structure of threshold logarithms. To dissect the cross
section we employ the method of regions [108–111], allowing us to pin-point the various
sources of threshold logarithms. This method was heavily used in the calculation of the
total cross section for Higgs boson production at N3LO [136, 137], and was also used in
ref. [122] to reanalyse the 1R1V contribution to the NNLO DY cross section, first calculated
in refs. [126–130], to obtain the contribution associated with each separate virtual region.
This data proved to be essential in the derivation of the next-to-soft factorisation formula of
ref. [122], highlighted in eq. (1.25), and the QCD generalisation thereof in ref. [81].

Reference [122] focused specifically on abelian-like contributions to the qq̄ initial state,
which in QCD are associated with the colour structure Cn

F at O (αn
s ). At any given order,

such terms are amongst the most complicated in terms of the number of different NLP ef-
fects that underly their structure. Furthermore, the development of factorisation formulae
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Chapter 3. NLP threshold corrections in Drell-Yan production at N3LO

and/or resummation prescriptions for threshold corrections can be made systematically sim-
pler by beginning with the abelian-like theory (as in refs. [78, 79, 81, 122], and indeed in
chapter 2), before generalising to the non-abelian case. In this chapter we will also restrict
ourselves to abelian-like contributions, but extend the classification of threshold contribu-
tions, up to NLP in the threshold variable, to diagrams involving one virtual gluon and two
real emissions (2R1V). The results will have a direct bearing on how to generalise NLP fac-
torisation formulae to include the effects of more than one gluon emission, which is clearly
a necessary component for resummation.

We emphasise that the work on which this chapter is based, ref. [1], appeared before the full
N3LO calculation of the DY cross section was carried out in ref. [33]. Given that previous
calculations of N3LO corrections were performed at threshold only [138–140], the results
of this study constituted a yet unknown part of the N3LO DY cross section at the time of
publication.

In section 3.1, we first review some necessary facts about DY production and explain how
the calculation is set up. The non-trivial steps in this procedure, to wit the regions analysis
of the master integrals and the phase-space integration over the three-body final state, are
discussed in sections 3.2 and 3.3 respectively. Our main results are presented in section 3.4,
before concluding in section 3.5.

3.1 Outline of the calculation

Throughout this chapter we focus on DY production of a vector boson, and restrict our
study to the qq̄-channel. That is, we only consider higher order corrections that are induced
by a quark-antiquark pair. As mentioned in section 1.3, at LO the process corresponds to
q(p1) + q̄(p2) → V (Q), where we take V = γ∗ to be an off-shell photon. At LO the cross
section is given by

dσ(0)(z)
dz

= σ0δ(1− z) where σ0 = 4παEM

e2
q π

Nc

1− ε
s

. (3.1)

We let eq denote the fractional charge of the incoming quark, normalised to the electro-
magnetic charge e, and Nc is the number of colours. The delta function imposes that at
LO, in absence of radiation, the variable z = Q2/s, defined as the fraction of the invariant
mass of the photon Q2 and the initial state s = (p1 + p2)2, is unity. In presence of radiation
0 ≤ z ≤ 1, such that the upper limit corresponds to threshold production. We may then
define the K-factor

� αs

4π

�n
K (n)(z) =

1
σ0

dσ(n)(z)
dz

, (3.2)

where the right-hand side contains the differential cross section at O (αn
s ). The complete

K-factor for DY production, including all partonic channels and full z dependence, has been
previously calculated up to NNLO (n = 2) [45, 126–130], and LP threshold contributions
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3.1. Outline of the calculation

at N3LO have been evaluated in refs. [138–140].1 At any given order, one must include
the effects of additional radiation, which may be real or virtual. We shall analyse the 2R1V
contribution to K (3) (for the qq̄-channel), up to the first subleading power in a threshold
expansion about z = 1. In this limit, the K-factor assumes a form similar to eq. (1.22),
containing plus distributions and logarithms of the threshold variable (1− z).

As mentioned in the introduction, we will focus on all NLP contributions that are propor-
tional to the colour factor C3

F , where CF is the quadratic Casimir in the fundamental represen-
tation. Such contributions are similar to those one would obtain in an abelian theory, upon
replacing g2

s CF with the squared electromagnetic charge of the emitting quark. We shall
classify the precise origin of these contributions, according to whether the virtual gluon is
hard, soft or collinear with one of the incoming (anti-)quarks. In addition, our analysis will
reveal a novel NLP contribution in case an internal quark line is soft, reminiscent of the
configuration in fig. 2.4e. The observation underlines the complexity of the factorisation
structure of amplitudes at higher orders in perturbation theory.

ℓ

k1

k2

Q

p1

p2

Figure 3.1: Contribution to the Drell-Yan process at N 3LO, consisting of two real gluon emis-
sions dressing the one-loop amplitude, which involves a loop momentum `.

The amplitude we consider is shown schematically in fig. 3.1, and corresponds to the process

q(p1) + q̄(p2)→ γ∗(Q) + g(k1) + g(k2) (3.3)

at one-loop order. Labelling this byM2R1V, its contribution to the differential cross section
occurs through interference with the pure double-real emission amplitudeM2R:2

dσ(3)qq̄ (z)

dz

�

�

�

�

2R1V, C3
F

=
1

4N 2
c

1
2s

2Re

�∫

dd`

(2π)d

∫

dΦ(3)δ
�

z −
Q2

s

�

×M2R1V(p1, p2, k1, k2,`)M †
2R(p1, p2, k1, k2)

�

, (3.4)

where the prefactors originate from colour and spin averaging as well as flux factor, and we
integrate over the phase space for the three-body final state, denoted by dΦ(3). Note that
we kept the integral over the loop momentum ` explicit, rather than including it inM2R1V.

1That is, at the time of publication of this study. Recently the full K-factor at N3LO was calculated in ref. [33].
2We emphasise that the contribution from complex conjugate diagrams is included by applying the 2 Re [. . . ]

prescription to the interference term considered here.
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k1

k1

k1

k1

k2

(P1) (P2) (B1)

p1

p2

Q

k2

(B2) (B3) (B4)

k1

(B5) (B6) (B7)

k2 k2

k2

k1
k2

k1

k2

k1

k2 k2k1

Figure 3.2: Pentagon (Pi) and box (Bi) scalar master diagrams that contribute to eq. (3.4).

There are 48 distinct Feynman diagrams that contribute to the abelian-like one-loop ampli-
tude (where we define abelian-like diagrams to be those that contribute to the C3

F colour
structure in the cross section, thereby also excluding diagrams with a fermion loop). We
have generated all such diagrams using QGRAF [141], and subsequently used Reduze [142,
143] (version 2) to construct the interference term appearing in eq. (3.4). At this stage,
one must carry out the integration over the loop momentum ` appearing in eq. (3.4), in
d = 4− 2ε dimensions. To this end, we also use Reduze to reduce the one-loop integration
to a set of scalar master integrals, using integration by parts identities. These integrals may
themselves be represented as scalar Feynman diagrams with topologies of increasing com-
plexity. The box and pentagon master diagrams are shown in fig. 3.2, where the simpler
bubbles and triangles are omitted for brevity.

As stated above, the aim of our study is to classify the structure of the K-factor up to NLP in
the threshold expansion. We must then consider each master integral, and elucidate its cor-
responding contribution to threshold behaviour, according to whether the loop momentum
is hard, soft or (anti-)collinear to one of the incoming partons. Here we follow the standard
approach of the method of regions [108–111], which we describe in detail in the following
section.
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3.2. Method of regions analysis of master integrals

3.2 Method of regions analysis of master integrals

In the method of regions, singular parts of integrals in perturbative amplitudes are parti-
tioned according to physical criteria on the loop momenta. In the case of the threshold
expansion considered in this chapter, it is possible to separate the singular behaviour into
non-overlapping regions, whose individual contributions reconstruct the full integral (itself
expanded about the threshold limit) when summed. As an example, consider the diagram
(B1) of figure 3.2, where we have associated the loop momentum `with a particular internal
line. This momentum can be decomposed according to the prescription of eq. (2.2)

`µ = (n̄ · `)nµ + (n · `) n̄µ + `µ⊥ ≡ `
+ nµ + `− n̄µ + `µ⊥ , (3.5)

where the coefficients of this Sudakov decomposition define `µ in lightcone coordinates:
`µ = (`+,`⊥,`−). We note that the notation used here coincides with that in chapter 2, but
restate the necessary definitions for convenience of the reader. The dimensionless lightlike
vectors n and n̄ denote the directions of the incoming particles

pµ1 =
s

s
2

nµ and pµ2 =
s

s
2

n̄µ , (3.6)

with
nµ = (1,0, 0) , n̄µ = (0,0, 1) , n · n̄= 1 . (3.7)

The four-vector `⊥ is transverse to the beam direction such that

`⊥ · n= `⊥ · n̄= 0 . (3.8)

Using this notation, we may define the various regions by the different scaling behaviour
of the components of the loop momentum. That is, one may introduce a book-keeping
parameter λ∼

p
1− z, such that the regions we need to consider are given by momenta of

the form

Hard : `µ ∼Q (1,1, 1) , Soft : `µ ∼Q
�

λ2,λ2,λ2
�

,

Collinear : `µ ∼Q
�

1,λ,λ2
�

, Anti-collinear : `µ ∼Q
�

λ2,λ, 1
�

, (3.9)

where the terms collinear and anti-collinear denote collinearity with respect to p1 and p2

respectively. Note that these are not the only possible scalings: in principle, one may also
consider modes such as

Semi-hard : `µ ∼Q (λ,λ,λ) , Ultra-collinear : `µ ∼Q (1,λ2,λ4) . (3.10)

It is possible, however, to show that the only regions relevant for the threshold expansion
are the hard, (anti-)collinear and soft regions defined by the scalings of eq. (3.9). All other
regions give scaleless integrals, which vanish in dimensional regularisation, such that we
may discard them in the following. By construction, the momenta of the initial state partons
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Chapter 3. NLP threshold corrections in Drell-Yan production at N3LO

are (anti-)collinear while final state gluons are soft, i.e. kµ1 ∼ kµ2 ∼Q (λ2,λ2,λ2).

For any master integral, the denominators can be systematically expanded in λ in each
region of eq. (3.9), keeping the first subleading power where necessary to achieve NLP
accuracy in the final expression for the K-factor. Carrying out the integral in each region and
subsequently adding the results together reproduces, in principle, the threshold expansion
of the full integral.

There is an interesting subtlety in the above procedure, if one wants to be sure of having
characterised all possible regions of a given master integral. Before the region expansion,
a given master integral possesses a symmetry under shifts of the loop momentum, such
that one may associate the loop momentum ` with an arbitrary internal line of the master
diagram. However, the expansion of ` into regions breaks Lorentz invariance, leading to a
violation of the shift symmetry. It may then be the case that particular choices of ` are such
that one cannot unambiguously identify all possible regions.

To illustrate this point, let us consider diagram (B1) of fig. 3.2, which we redraw in fig. 3.3
with the purpose of labelling the internal lines. In this particular case, certain choices of the
loop momentum may indeed lead to an important region being missed, if not interpreted
carefully. Furthermore, this is a problem that arises for the first time at N3LO, as the region
in question requires the presence of a virtual gluon and two real emissions. In principle
all regions are unambiguously identified by poles in propagators, as discussed in ref. [108].
However, some choices of loop momentum ` can be more convenient than others, in that
they allow all regions to be characterised in terms of softness or collinearity of ` alone.
Given that this can be a point of confusion, we believe it is instructive to spell out the fine
details here.

k2

k1

p1

p2

Qa

b

c

d

k2

k1

Qa

b

c

d

p1

p2

Figure 3.3: Master diagram B1, which is one of the topologies that requires a careful ap-
plication of the method of regions. Internal lines are labelled for convenient
referencing.

We consider the expansion in regions of the box integral represented in fig. 3.3. The integral
is defined as

I =

∫

[d`]
1

Da Db Dc Dd
, (3.11)

where Di represents the propagator associated with line i in fig. 3.3, and we have introduced
the convenient notation

∫

[d`] ≡
eεγE

(4π)ε
µ̄2ε

∫

dd`

(2π)d
, (3.12)
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3.2. Method of regions analysis of master integrals

Db `2 2p+1 `
−

H 1 1
C λ2 λ2

C λ2 1
S λ4 λ2

Dd `2 −2`+p−2
H 1 1
C λ2 1
C λ2 λ2

S λ4 λ2

Table 3.1: Scaling associated with the terms in the propagators Db and Dd , as defined in
eq. (3.14). Leading terms in each region are highlighted in grey.

Dc `2 2p+1 `
− −2`+(k1 + k2)− −2`−(k1 + k2)+ −2`⊥ · (k1 + k2)⊥ −2p+1 (k1 + k2)− 2k1 · k2

H 1 1 λ2 λ2 λ2 λ2 λ4

C λ2 λ2 λ2 λ4 λ3 λ2 λ4

C λ2 1 λ4 λ2 λ3 λ2 λ4

S λ4 λ2 λ4 λ4 λ4 λ2 λ4

Table 3.2: Scaling associated with the terms in the propagators Dc, as defined in eq. (3.14).
Leading terms in each region are highlighted in grey.

where µ̄ is the MS renormalisation scale, µ̄2 = 4πe−γEµ2. Choosing the loop momentum ` to
correspond to line a seems natural, because in this way the regions are directly associated
with having a hard, collinear or soft gluon exchange in the loop, which should be easily
interpreted in the context of an effective field theory containing soft and collinear gluons.
We can then define the denominators

Da = `
2 ,

Db = (`+ p1)
2 = `2 + 2` · p1 ,

Dc = (`+ p1 − k1 − k2)
2 = `2 + 2` · p1 − 2` · (k1 + k2)− 2p1 · (k1 + k2) + 2k1 · k2 ,

Dd = (`− p2)
2 = `2 − 2` · p2 , (3.13)

and decompose the loop momentum ` according to eq. (3.5). One obtains

Da =`
2 ,

Db =`
2 + 2p+1 `

− ,

Dc =`
2 + 2p+1 `

− − 2`+(k1 + k2)
− − 2`−(k1 + k2)

+ − 2`⊥ · (k1 + k2)⊥
− 2p+1 (k1 + k2)

− + 2k1 · k2 ,

Dd =`
2 − 2`+p−2 . (3.14)

The scaling in λ of the various terms in the different regions is provided in tables 3.1 and
3.2. In the following we keep only the leading terms in λ for each propagator, thus getting
the LP contribution to this box integral. The hard region turns out to give

IH =

∫

[d`]
1

�

`2
� �

`2 + 2p+1 `
−
�2 �
`2 − 2`+p−2
�
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=
i

(4π)2

�

µ̄2

−s

�ε
1
s2

�

2
ε
− εζ2 −

14ζ3

3
ε2 +O (ε3)
�

, (3.15)

Following the same criterion, a naive expansion in the collinear region, assuming the scaling
assigned in table 3.1 and 3.2 gives, to LP

IC =

∫

[d`]
1

�

`2
� �

`2 + 2p+1 `
−
� �

`2 + 2p+1 `
− − 2`+(k1 + k2)− − 2p+1 (k1 + k2)−

� �

− 2`+p−2
�

= −
i

4π2

�

µ̄2

2p+1 (k1 + k2)−

�ε
1
s

1
2p+1 (k1 + k2)−

�

2
ε2
− ζ2 −

14ζ3

3
ε−

47ζ4

8
ε2 +O (ε3)
�

.

(3.16)

Note that the hard region gives a subleading power contribution compared to the collinear
region, which scales as O

�

λ−2
�

. Within a consistent expansion to LP the hard region is thus
zero, even if it is not scaleless. Furthermore, is it possible to show that integration in the
anti-collinear and soft regions give scaleless results

IC =

∫

[d`]
1

�

`2
� �

2p+1 `
−
�2 �
`2 − 2`+p−2
�

= 0 ,

IS =

∫

[d`]
1

�

`2
� �

2p+1 `
−
� �

2p+1 `
− − 2p+1 (k1 + k2)−

� �

2`+p−2
� = 0 . (3.17)

Thus, the LP contribution to the integral in eq. (3.11) seems to be given by the collinear
region in eq. (3.16). This conclusion is erroneous, however, as an important contribution
has been missed. Shifting the loop momentum to `′ = `+ p1 will reveal this contribution.
As discussed above, shift symmetry is broken by the region expansion, such that shifting the
loop momentum can lead to inequivalent regions in general. With the new choice of loop
momentum, the propagators read

Da = (`
′ − p1)

2 = `′2 − 2`′ · p1 ,

Db = `
′2 ,

Dc = (`
′ − k1 − k2)

2 = `′2 − 2`′ · (k1 + k2) + 2k1 · k2 ,

Dd = (`
′ − p1 − p2)

2 = `′2 − 2`′ · (p1 + p2) + 2p1 · p2 , (3.18)

so that applying the Sudakov decomposition of eq. (3.5) gives

Da = `
′2 − 2p+1 `

′− ,

Db = `
′2 ,

Dc = `
′2 − 2`′+(k1 + k2)

− − 2`′−(k1 + k2)
+ − 2`′⊥ · (k1 + k2)⊥ + 2k1 · k2 ,

Dd = `
′2 − 2(p+1 `

′− + `′+p−2 ) + s . (3.19)

The scaling of the various terms in the different regions is provided in tables 3.3 and 3.4.
Notice that the new regions are labelled with a prime, to distinguish them from the regions
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Da `′2 −2p+1 `
′−

H ′ 1 1
C ′ λ2 λ2

C ′ λ2 1
S ′ λ4 λ2

Dd `′2 −2p+1 `
′− −2`′+p−2 s

H ′ 1 1 1 1
C ′ λ2 λ2 1 1
C ′ λ2 1 λ2 1
S ′ λ4 λ2 λ2 1

Table 3.3: Scaling associated with the terms in the propagators Da and Dd , as defined in
eq. (3.19).

Dc `′2 −2`′+(k1 + k2)− −2`′−(k1 + k2)+ −2`′⊥ · (k1 + k2)⊥ 2k1 · k2

H ′ 1 λ2 λ2 λ2 λ4

C ′ λ2 λ2 λ4 λ3 λ4

C ′ λ2 λ4 λ2 λ3 λ4

S ′ λ4 λ4 λ4 λ4 λ4

Table 3.4: Scaling associated with the terms in the propagators Dc, as defined in eq. (3.19).

considered with the previous parametrisation. It is easy to check that the new hard, collinear
and anti-collinear regions still give the same result as the old corresponding regions

IH′ =

∫

[d`′]
1

�

`2 − 2p+1 `
′−
� �

`′2
�2 �
`2 − 2(p+1 `

′− + `′+p−2 ) + s
�

= IH , (3.20)

IC′ =

∫

[d`]
1

�

`2 − 2p+1 `
′−
� �

`′2
� �

`′2 − 2`′+(k1 + k2)−
� �

− 2`′+p−2 + s
� = IC , (3.21)

IC
′ =

∫

[d`]
1

�

− 2p+1 `
′−
� �

`′2
� �

`′2 − 2`′−(k1 + k2)+
� �

− 2p+1 `
′− + s
� = IC = 0 . (3.22)

The new soft region, however, is not scaleless, and gives an additional contribution equal to

IS′ =

∫

[d`]
1

�

− 2p+1 `
′−
� �

`′2
� �

`′2 − 2`′ · (k1 + k2) + 2k1 · k2

� �

s
�

= −
i

4π2

�

µ̄2

−2k1 · k2

�ε
1
s

1
2p+1 (k1 + k2)−

�

−
1
ε2
+
ζ2

2
+

7ζ3

3
ε+

47ζ4

16
ε2 +O (ε3)
�

, (3.23)

which was not present in the old parameterisation. To reconcile these results, we point
out that the problem with the original choice of loop momentum is that the external scales
are not well separated: both the collinear scale −2p+1 (k1 + k2)− ∼ λ2 and the soft scale
2k1 · k2 ∼ λ4 appear in the same propagator Dc. This causes problems in the collinear
region as the loop integration is still over the full domain. There is therefore a part of the
integration domain in which `µ ∼ −pµ1 , such that

Dc

�

�

C,LP = `2 + 2p+1 `
− − 2`+(k1 + k2)

− − 2p+1 (k1 + k2)
−
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`∼−p1→ 2p+1 (k1 + k2)
− − 2p+1 (k1 + k2)

− → 0 , (3.24)

i.e. the LP terms at O
�

λ2
�

cancel, causing the subleading power term 2k1·k2 ∼ λ4 to become
leading. Considering this term small in the expansion of the propagator thus leads to the
wrong analytic structure of the integral in this limit. The consequence is that the propagator
Dc cannot be expanded in the collinear region when parametrizing the loop momentum as
in eq. (3.13). Rather, one needs to consider a more general collinear region "C-gen.", in
which the propagator Dc is kept unexpanded

IC-gen. =

∫

[d`]
�

�

`2
� �

`2 + 2p+1 `
−
� �

`2 + 2p+1 `
− − 2`+(k1 + k2)

− − 2`−(k1 + k2)
+

− 2`⊥ · (k1 + k2)⊥ − 2p+1 (k1 + k2)
− + 2k1 · k2

� �

− 2`+p−2
�

�−1
. (3.25)

Evaluating IC-gen. exactly and expanding at threshold after integration, indeed one finds that
it contains both the contribution from the collinear and the soft region associated with the
alternative loop momentum choice of eq. (3.18):

IC-gen. =−
i eεγE

(4π)2
1
s

1
2p+1 (k1 + k2)−

Γ 2(−ε) Γ (ε)
Γ (−2ε)

×
�

1
2

�

µ̄2

−2k1 · k2

�ε

−
�

µ̄2

2p+1 (k1 + k2)−

�ε�

= IS′ + IC′ . (3.26)

An independent check can be performed with the program Asy [110,144], which provides
a geometrical method to reveal the regions contributing to a given integral. For the inte-
gral in eq. (3.11) the program reveals the existence of three non-scaleless regions, which
correspond to the hard, collinear and soft regions found within the second parametrisation
of the loop momentum in eq. (3.18). The same program can be used to verify that we have
captured all regions in every other diagram.

The appearance of IR singularities in the hard region of the B1 master integral may be sur-
prising. As discussed in chapter 2, this is however a common phenomenon in the method
of regions. The approach we have taken above is to set to zero any integrals which remain
scaleless in dimensional regularisation. In the soft region, expansion of the propagators
changes the ultraviolet scaling behaviour of the integral, and thus introduces (spurious)
ultraviolet divergences, whose effect is to cancel infrared divergences associated with ex-
change of gluons between the incoming (anti)-quark legs, i.e. associated with the scale
s. One can instead choose to isolate these UV divergences and absorb them into the hard
function, and the effect of this procedure is to transfer poles in ε from the hard to the soft
region. Given that this has no effect on the final result for the K-factor (which is a sum of all
regions), we do not do this here. However, it should be remembered that ε poles appearing
in the hard region are indeed of soft origin.

Despite the cancellation between UV and IR divergences, there remains the above-mentioned
non-zero contribution to the soft region from eq. (3.23). This is particularly interesting in

72



3.3. Phase space integration

that it is new at N3LO in perturbation theory, which is understood by the need for a virtual
gluon in order to discuss decomposition of the loop momentum, while at least two soft glu-
ons are needed in the final state to create the associated scale k1 ·k2. Detailed scrutiny of the
region expansion applied to each of our Feynman diagrams reveals that the sole contribu-
tion to the soft region stems from physical configurations similar to those of fig. 3.4. In the
example shown, the incoming collinear quark turns into a soft quark by emitting a collinear
gluon, where the soft quark then emits two soft gluons. As is well-known, soft quarks are
subleading (in the momentum expansion) relative to soft gluons. Thus, we expect the soft
region to contribute at NLP level only. This expectation is confirmed by applying the power
counting formula for massless QED, i.e. eq. (2.25a), to the diagram in question. Indeed,
the diagram in fig. 3.4 is the simplest example of the class of diagrams collectively depicted
in fig. 2.4e, upon dressing the soft blob with two emissions. Furthermore, the somewhat
complicated structure of soft and collinear emissions, together with the fact that this region
occurs for the first time at N3LO, suggests that it will be suppressed by a number of powers
of ε, which would result in subleading logs in the final result for the K-factor. In section 3.4
we will confirm this expectation. It is also worth mentioning that a similar soft region was
seen in the N3LO Higgs boson computation of ref. [137], where it was found to indeed be
non-zero. We expect an essentially identical contribution to appear within SCET.

Figure 3.4: Physical intepretation of the soft region occuring for the first time at N 3 LO: an
incoming collinear quark (or antiquark) turns into a soft quark (dotted line) by
emitting a collinear gluon. The soft quark then emits two soft gluons.

In summary, application of the method of regions to the process of figure 3.1 reveals the
presence of hard, (anti-)collinear and soft regions. After expanding the propagators in each
region, all integrals over the loop momentum ` can be carried out analytically. Given that
such integrals at one-loop order are quite standard in the literature, we do not report inter-
mediate results here. Results for the squared matrix element in each region can be found in
the following section. In order to cross-check our results, all steps of this calculation (e.g.
diagram calculation, reduction to master integrals, expansion in regions, loop integration)
have been carried out twice, in independent implementations, and led to full agreement.

3.3 Phase space integration

Applying the methods of the previous section, one obtains the interference between one-
loop double-real contribution contracted with the conjugate tree-level result appearing in
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eq. (3.4), expanded in regions and integrated over the loop momentum. We denote these
intermediate results by

|M|2 ≡
∫

dd`

(2π)d
M2R1V(p1, p2, k1, k2,`)M †

2R(p1, p2, k1, k2) , (3.27)

which forms the integrand of the three-body phase space integration that is still to be carried
out. We define the kinematic invariants

t1 = (p1 − k1)
2 = −2p1 · k1 , t2 =(p1 − k2)

2 = −2p1 · k2 ,

u1 = (p2 − k1)
2 = −2p2 · k1 , u2 =(p2 − k2)

2 = −2p2 · k2 ,

s12 = (k1 + k2)
2 = 2k1 · k2 . (3.28)

The squared matrix element for the hard region at (next-to-)leading power is then as follows

|M|2H,LP = N
�

µ̄2

−s

�ε

f H
1

s3

t1 t2 u1 u2
, (3.29a)

|M|2H,NLP = N
�

µ̄2

−s

�ε

f H
1

s2(t1 + t2 + u1 + u2)
t1 t2 u1 u2

�

(1− ε) +
1
2

t1 u2 + t2 u1 − s12 s
(t1 + t2) (u1 + u2)

�

, (3.29b)

where
N = 128πα3

s (1− ε)C
3
F e2

q Nc (µ
2)2ε , (3.30)

and the various coefficient functions { f X
i } are defined in appendix 3.A. Likewise, for the

collinear region we find

|M|2C,LP = 0 , (3.31a)

|M|2C,NLP = N (µ̄
2)ε

s2

t1 t2u1u2

§�

u1 (−t1)
−ε + u2 (−t2)

−ε
�

f C
1

+
t2u1 + t1u2 − s12 s

t1 + t2

��

(−t1)
−ε − 2 (−t1 − t2)

−ε + (−t2)
−ε
�

f C
2

−
�

t1

t2
(−t1)

−ε −
t2

1 + t2
2

t1 t2
(−t1 − t2)

−ε +
t2

t1
(−t2)

−ε
�

f C
3

�ª

. (3.31b)

The anti-collinear region can be straightforwardly obtained through the exchange p1↔ p2.
Finally, there is the soft region, which yields

|M|2S,LP = 0 , (3.32a)

|M|2S,NLP = N
�

µ̄2

−s12

�ε
s2

t1 t2u1u2

×
§ t2 f S

1

t1(t1 + t2)2

�

(s12 s− t1u2 − t2u1)
�

t1 + t2 − t2 2F1

�

1,1, 1− ε, t1
t1+t2

�

��

+
f S
2

s s12 (t1 + t2)

�

(t1u2 − t2u1)
2 − s12 s (t1u2 + t2u1)

�
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+
f S
3

s s12 t1(t1 + t2)2

�

s2
12 s2 t2(t1 − t2) + t2 (t1 + t2) (t1u2 − t2u1)

2

+ s12 s t1(t1 + t2) (t1u2 − 3t2u1)− t2

�

s2
12 s2 (t1 − t2) + (t1 + t2) (t1u2 − t2u1)

2

− 2 s12 st1(t1u2 + t2u1)
�

2F1

�

1,1, 1− ε, t1
t1+t2

�

�

+ {t1, t2↔ u1, u2}+ {t1, t2↔ u2, u1}+ {t1, u1↔ t2, u2}
ª

. (3.32b)

To compute the contribution of eqs. (3.29)–(3.32) to the differential cross section or K-
factor, we must integrate over the Lorentz-invariant three-body phase space associated with
the final state, as stated in eq. (3.4). One is free to choose a particular momentum frame
for the phase space integration. Furthermore, given that each separate term in the squared
matrix element is Lorentz invariant, we may even choose different frames for different types
of contributions, which proves to be convenient in practice.

For the hard and (anti-)collinear regions, expanding eqs. (3.29) and (3.31) before substi-
tuting into eq. (3.4) reveals a series of terms, all described by the master integral

I1(α1,α2,β1,β2,γ1,γ2,δ) =

∫

dΦ(3) sδ12 t−α1
1 t−α2

2 u−β1
1 u−β2

2 (t1 + t2)
−γ1(u1 + u2)

−γ2 , (3.33)

where δ ∈ {0,1}. For these values of δ, it is possible to obtain a result for this integral as
an expansion in the threshold variable (1− z) in d = 4− 2ε dimensions, by decomposing
each real gluon momentum ki in the Sudakov decomposition of eq. (3.5). We spell out this
derivation in appendix 3.B and present the results here. To integrate eqs. (3.29) and (3.31)
over the phase-space, up to NLP in (1− z), we require the integrals:

I1(α1,α2,β1,β2, 0, 0, 0) = (−1)−C 2−1−2d π3−2d Ω2
d−2 sd−3−C (1− z)2d−5−C

Γ (2d−4−C)
(3.34a)

×

�

2
∏

i=1

Γ

�

d − 2
2
−αi

�

Γ

�

d − 2
2
− βi

�

�

×

¨

1+ (1− z)

�� d−2
2 −α1

� �

d−2
2 − β2

�

+
�

d−2
2 −α2

� �

d−2
2 − β1

�

2d − 4− C

�

+O
�

(1− z)2
�

«

,

I1(α1,α2,β1,β2,γ1,γ2, 0) = (−1)−C−γ1−γ2 2−1−2d π3−2d Ω2
d−2 sd−3−C−γ1−γ2 (3.34b)

×
(1− z)2d−5−C−γ1−γ2

Γ (2d−4−C−γ1−γ2)

�

2
∏

i=1

Γ

�

d−2
2
−αi

�

Γ

�

d−2
2
− βi

�

�

×
Γ (d−2−α1−α2−γ1) Γ (d−2−β1−β2−γ2)
Γ (d−2−α1−α2) Γ (d−2−β1−β2)

�

1+O (1− z)
�

,

I1(α1,α2,β1,β2,γ1,γ2, 1) = (−1)−C−γ1−γ2 2−1−2d π3−2d Ω2
d−2 sd−2−C−γ1−γ2 (3.34c)
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×
(1− z)2d−3−C−γ1−γ2

Γ (2d−2−C−γ1−γ2)

�

2
∏

i=1

Γ

�

d−2
2
−αi

�

Γ

�

d−2
2
− βi

�

�

×
Γ (d−1−α1−α2−γ1) Γ (d−1−β1−β2−γ2)
Γ (d−1−α1−α2) Γ (d−1−β1−β2)

×
��

d−2
2
−α1

��

d−2
2
− β2

�

+
�

d−2
2
−α2

��

d−2
2
− β1

��

�

1+O (1− z)
�

.

Here we have defined C =
∑2

i=1 (αi + βi), as well as the total solid angle in (d − 2) spatial
dimensions

Ωd−2 =
2π

d−2
2

Γ
�

d−2
2

� . (3.35)

For the soft region, we rely on the symmetry of eq. (3.32) under the (combined) exchange
of p1 ↔ p2 and k1 ↔ k2 to reduce the number of distinct terms that need to be inte-
grated. There remain two types of terms: (i) those involving the hypergeometric function

2F1 (1,1; 1− ε; t1/(t1 + t2)); (ii) those without the hypergeometric.

Terms of type (ii) are similar to those that occur in the double-real emission contribution to
the NNLO Drell-Yan cross section [129]. To integrate them, one may apply straightforward
algebraic identities such as

1
t1(t1 + t2)

+
1

t2(t1 + t2)
=

1
t1 t2

and
t1

t2
=
(t1 + t2)

t2
− 1 (3.36)

(and similarly for {ui}) to create a series of terms of the form of eq. (3.33), with at most one
αi and at most one βi non-zero. Furthermore, δ will have a fractional power that depends
on ε, due to the presence of the factor s−ε12 in eq. (3.32). As described in ref. [129], this
integral can be carried out exactly in the centre of mass frame of the two final state gluons.
We review this derivation in appendix 3.C.1.

The most difficult phase space integrals occur for terms of type (i) above, namely those
in the soft region involving a hypergeometric function. All such terms involve the master
integral

I2(α1,α2,β1,β2,γ1,γ2,δ) =

∫

dΦ(3) sδ12 t−α1
1 t−α2

2 u−β1
1 u−β2

2 (t1 + t2)
−γ1(u1 + u2)

−γ2

× 2F1

�

1,1; 1− ε;
t1

t1 + t2

�

, (3.37)

and we note that similar integrals have been carried out for Higgs boson production in
refs. [134, 145], whose methods proved very useful for the present study. We proceed as
follows. We first apply identities similar to eq. (3.36) to put all terms in the form where at
most one αi and at most one βi is non-zero, finding in all cases that α2 = 0. As we explain
in appendix 3.C.2, for integrals with only (α1,β1) potentially non-zero, one may use the
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centre of mass frame of the outgoing gluons to derive the analytic result

I2(α1, 0,β1, 0,γ1,γ2,δ) = 21−2d (−1)−α1−β1−γ1−γ2 π1−d sd−3+δ−α1−β1−γ1−γ2

×
Γ (d−2+δ−α1−γ1) Γ (d−2+δ−α1−β1) Γ (d/2−1+δ)

Γ (2d−4+2δ−α1−β1−γ1−γ2) Γ (d−2+δ−β1) Γ (d−2+δ−α1) Γ (d−2−α1−β1)

×
Γ (d/2−1−β1) Γ (d/2−1−α1) Γ (d−2+δ−β1−γ2)

Γ (d/2−1)
(1− z)2d−5+2δ−α1−β1−γ1−γ2

× 4F3(1,1, d−2+δ−α1−β1, d/2−1−α1; d−2+δ−α1, a+1, d−2−α1−β1; 1) + . . . ,
(3.38)

where the ellipsis denotes subleading powers of (1− z). This exact expression is valid for
arbitrary d, but can be easily expanded in ε using the HypExp package for the hypergeomet-
ric function [124,125]. All necessary values of the parameters {αi,βi,γi,δ} are collected in
appendix 3.C.3, together with results for each integral, where for convenience we define

I2(α1,β1,α2,β2,γ1,γ2,δ) = (4π)−3+2ε e−2εγE sd−3+δ−C−γ1−γ2 (1− z)2d−5+2δ−C−γ1−γ2

× Î2(α1,β1,α2,β2,γ1,γ2,δ) + . . . . (3.39)

For integrals involving (α1,β2) non-zero, we were not able to find any comparable closed
form expression. However, they can be evaluated using Mellin-Barnes techniques, and the
energies and angles phase space parametrisation described in refs. [134, 145]. In this pro-
cedure one expands around d = 4 at an intermediate stage, thus restricting the result to
a Laurent series in ε, which still suffices for our purpose of calculating the K-factor. We
describe this method in appendix 3.C.2, but note here that in order to apply it to integrals
involving negative powers of γ1 and/or γ2, one must reexpress them in terms of other inte-
grals, some involving more than two non-zero values of (α1,α2,β1,β2). Results are collected
in appendix 3.C.3, again using the notation of eq. (3.39). Also all aspects of the phase space
integration have been carried out twice and completely independently, with full agreement.

3.4 Results

We now have all the necessary ingredients for assembling the abelian-like terms (∼C3
F ) in

the 2R1V contribution to the K-factor of eq. (3.2), in the qq̄-channel up to NLP.3 We will
present separate results for the hard, (anti-)collinear and soft regions. In the normalisation
of eq. (3.2), one finds for the hard region

K (3)qq̄,H

�

�

�

2R1V, C3
F

= 128

×
§

1
ε5
(D0 − 1) +

1
ε4

�

−4D1 +
3D0

2
+ 4L − 4
�

+
1
ε3

�

8D2 − 6D1 +
(8− 21ζ2)

2
D0

3We will present the unrenormalised K-factor, as in ref. [122].
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where, given the focus of our study, we report only logarithmically enhanced (non-constant)
terms in the finite part. To keep the expressions compact, we abbreviate powers of the log-
arithm by Lm ≡ logm(1− z), and denote plus distributions by Dm ≡ [logm (1− z)/(1− z)]+.
In these expressions, we have neglected the delta function contributions that arise upon
regulating the singular behaviour of the LP terms at z = 1 using the identity

1
(1− z)1+aε

= −
1
aε
δ(1− z) +
�

1
1− z

�

+
+
∞
∑

n=1

(−aε)n

n!

�

logn(1− z)
1− z

�

+
, (3.41)

where the plus distribution [g(z)]+ is defined through its effect on a smooth test function
f (z):

∫ 1

0

dz f (z)
�

g(z)
�

+ =

∫ 1

0

dz
�

f (z)− f (1)
�

g(z) . (3.42)

The delta function terms mix with virtual corrections at the same perturbative order, which
are not calculated here, and are thus not worth reporting. We have made the conventional
choice µ̄2 = 4πe−γEµ2 = Q2 for the dimensional regularisation scale in the MS scheme.
NLP terms are sensitive to this choice, given that the K-factor contains the dimensional
combination

�

µ̄2

s

�ε

→
�

Q2

s

�ε

= zε . (3.43)

For the collinear region we find
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The anti-collinear region gives an identical contribution, reflecting the p1↔ p2 symmetry
of the set of diagrams considered. Finally, we have the soft region, whose contribution is

K (3)qq̄, S
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2R1V, C3
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= 32
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1
ε

�

2
3
ζ2 +
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3
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�

− (4ζ2 + 2ζ3) L
ª

. (3.45)

The total result for the (unrenormalised) K-factor up to NLP in the threshold expansion can
be obtained from the above results through the combination

K (3)qq̄
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= K (3)qq̄,H
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�

�

2R1V, C3
F

+ 2 K (3)qq̄, C

�

�

�

2R1V, C3
F

+ K (3)qq̄, S

�

�

�

2R1V, C3
F

. (3.46)

Equations (3.40), (3.44) and (3.45) constitute the main results of this chapter. As discussed
above, our main motivation for deriving them is as a prerequisite for formulating and testing
general prescriptions for classifying and potentially resumming NLP threshold corrections.
We are not yet in the position to provide a full analysis in this regard, but we will make a
few remarks on the implications of our results.

For the emission of a single soft gluon at the one-loop level, a factorisation formula that al-
lowed for such a classification was proposed in refs. [79,81], as discussed in section 1.4. This
study followed the detailed analysis of the DY 1R1V K-factor in the qq̄-channel of ref. [122],
and we hope that the data collected here on double-emission amplitudes may lead to new
insights in a similar fashion. In this particular factorisation formula, a central role was
played by the radiative jet function proposed in ref. [78], as its introduction was essential
to accommodate NLP effects caused by the emission of a soft photon from a collinearly en-
hanced region. In chapter 2 we discussed at length that in the presence of multiple loop
corrections, yet additional functions are needed to describe the amplitude at NLP accuracy
from a factorisation point of view. In fact, we showed that the factorisation in terms of a
standard radiative jet function as considered in eq. (1.25) is not quite sufficient to capture
all NLP terms in the amplitude, even at the one-loop level. However, as the missed contri-
bution vanishes upon contraction with the conjugate amplitude, this imperfection does not
affect the factorisation of the K-factor and may be neglected for now.

Likewise, one might wonder if novel, more involved functions are needed for processes con-
taining two or more additional gluons in the final state, or whether the functions appearing
in the one-emission case are sufficient to capture all physics up to NLP in the threshold ex-
pansion. For example, one may consider generalising the radiative jet function to a family
of quantities representing the dressing of a non-radiative jet with arbitrary numbers of ad-
ditional gluons. For resummation of NLP effects to be possible, it should ideally be the case
that these higher multiplicity radiative jet functions are related by an iterative property to
those with lower numbers of emissions, or at least up to a particular logarithmic accuracy.

Insights into the iterative structure of our results can be obtained by examining the squared
matrix elements in eqs. (3.29)–(3.32), before integration over the final state phase space,
but after the integration over the loop momentum of the virtual gluon. In the case of the
hard region (eq. (3.29)), we find that the coefficient f H

1 matches the similar function found
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in the one-loop quark form factor. The LP term thus agrees with what one obtains from
applying the well-known eikonal Feynman rules to the non-radiative one-loop DY process.
Also at NLP the structure is clear: the first term in eq. (3.29b) receives contributions from
the standard next-to-eikonal single emission vertex, as well as from the derivative term ap-
pearing in eq. (1.25), which describes a soft emission from within the hard loop. A similiar
contribution appears, unsurprisingly, already in the 1R1V contributions at NNLO. The dif-
ference is in the presence of additional eikonal factors due to the second soft emission. The
structure of the second term in eq. (3.29b) is understood in terms of an effective next-to-
eikonal vertex

Rµν(pi, k1, k2) = −
pi · k1 pνi kµ2 + pi · k2 pµi kν1 − pi · k1 pi · k2η

µν − k1 · k2 pµi pνi
pi · (k1 + k2)

, (3.47)

describing the joint emission of two gluons, as discussed in refs. [41, 83]. Hence, there is
strong evidence that the hard region can indeed be understood using existing tools.

At NNLO in DY production, it was noticed that the (anti-)collinear region in the method of
regions calculation maps straightforwardly to the contribution of the radiative jet functions
associated with the incoming (anti-)quark legs in the factorisation approach [79, 122]. At
N3LO we expect a similar mapping between these regions and radiative jet functions, but
it is certainly less transparent. We find that the function f C

1 in the first line of eq. (3.31b)
occurs already at NNLO, such that this contribution factorises into a one-loop radiative jet
on the quark leg, dressed by a tree-level emission from the anti-quark (and vice versa for
the anti-collinear region). The remaining collinear contributions, involving the additional
coefficients f C

2,3, lack such a straightforward interpretation, leaving open the possibility that
one must consider a separate radiative jet function for pairs of gluons.

Finally, there is the soft region tied to emissions from a soft quark, in line with our power
counting analysis presented in chapter 2. As discussed above, its contribution starts at N3LO,
given the need for a virtual loop as well as two emission to set the associated scale. Hence,
the region is not expected to be iteratively obtainable from lower order information.

The complex structure of the squared matrix elements poses a challenge for the eventual
resummation of threshold logarithms at NLP in general, as increasingly more factorisation
ingredients seem to contribute at higher orders in perturbation theory. The integrated
results, however, offer a more optimistic perspective. Similar to what was observed at
NNLO [79, 122], we note that contribution from the (anti-)collinear region does not con-
tain the maximal number of poles in ε: the Laurent series starts only at O (ε−4) rather than
O (ε−5). In addition to the fact that collinear effects are strictly NLP, they thus seem to give
only subleading (NLL) threshold logarithms in the finite part. The soft (quark) region is
even further suppressed in the ε expansion, such that it only contributes logarithmic terms
at N4LL level. If this behaviour persists at higher orders, such a region is unlikely to trouble
realistic efforts to resum NLP effects.

Indeed, the only source of leading logarithmic effects, at both LP or NLP in the threshold
expansion, is the hard region, as can be clearly seen in eq. (3.40). This observation will
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certainly be a useful guide when examining the extent to which (multiple) jet emission
functions are relevant at higher orders in perturbation theory. Furthermore, there is ex-
isting evidence (most notably in ref. [146]) that the highest power of the NLP logarithm
exponentiates in DY. The observation that collinear effects do not affect this logarithm at
N3LO provides a significant hint regarding how to formally prove this property.

3.5 Conclusions

In this chapter, we examined abelian-like contributions to Drell-Yan production in the qq̄-
channel at N3LO, namely those with the colour structure ∼C3

F . We have classified all loga-
rithmically enhanced contributions near threshold when one gluon is virtual, and the other
two real, up to NLP in the threshold variable (1 − z). Our motivation is to work towards
a systematic classification of NLP threshold effects, for which detailed analytical data are
indispensable. To this end, we presented results for the unrenormalised K-factor, using the
method of regions [108–111] to separate contributions according to whether the virtual
gluon is hard, soft or collinear with one of the incoming particles. Our hope is that this will
aid in elucidating the general structure of NLP effects, similar to how previous methods of
region analyses at NNLO [122] directly informed the construction of factorisation formulae
beyond LP.

There are a number of noteworthy features in our result. Firstly, there is a non-zero soft
region describing gluon emissions from a soft quark that appears for the first time at N3LO,
and which we find persists upon integration over the final state phase space. The presence
of such a contribution requires at least one virtual gluon and two real gluons, and thus
does not appear to be iteratively relatable to lower order information. A similar region
was found to be non-zero in the recent (and closely related) calculation of Higgs boson
production via gluon-gluon fusion [145], whose methods prove very useful for the present
analysis. The overall contribution of this region to the DY K-factor is highly subleading,
in that it contributes with a single pole in the dimensional regularisation parameter ε at
O (α3

s ), corresponding to a N4LL NLP logarithm in the finite part of the K-factor. It would be
interesting to see what effect such a region has at higher orders in perturbation theory.

Both the hard and collinear regions in our analysis show signs of an iterative structure,
whereby (parts of) the results can be obtained from lower order information. These ob-
servations will prove highly useful in generalising factorisation formulae for NLP effects to
higher orders in perturbation theory. Unlike the hard region, the collinear region does not
contribute to the leading NLP logarithm, suggesting that collinear effects are not relevant
to the potential resummation of the highest power of NLP logs to all orders in perturbation
theory. In the next chapter we shall follow up on this lead and find indeed that we can
achieve resummation of the leading logarithmic contributions at NLP by considering the
exponentiation of a next-to-soft function alone.
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3.A Coefficients entering the matrix element

In this appendix, we collect results for the coefficients appearing in eqs. (3.29)–(3.32).
Starting with the hard region, we have
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The coefficients for the (anti-)collinear regions are
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For the soft region, we have
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3.B Phase space integrals in the hard and

(anti-)collinear regions

In this appendix, we spell out the derivation of eq. (3.34), using the Sudakov decomposition
of eq. (3.5). The three-body phase space in d dimensions is given by

∫
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∫
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(3.51)

where
δ+(k

2) = θ (k0)δ(k2) (3.52)

and θ is the Heaviside function

θ (k0) =

¨
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0 for k0 ≤ 0
. (3.53)

We may carry out the integral over the photon momentum q using the delta function in
eq. (3.51), obtaining

∫

dΦ(3) = (2π)3−2d

�

2
∏

i=1

∫

dd ki δ+(k
2
i )

�

δ
�

(p1 + p2 − k1 − k2)
2 −Q2
�

= (2π)3−2d

�

2
∏

i=1

∫

dk+i dk−i dd−2ki⊥δ+(k
2
i )

�
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where in the second line we have used z = Q2/s. The delta function in the last line can be
expressed as a Fourier transform
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where we can Taylor expand the exponential in k1 ·k2, given that higher order terms will be
suppressed by further powers of (1− z)

e
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Putting things together, the phase space becomes
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×
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Here we have absorbed the θ functions from the factors δ+(k2
i ) into the integration limits

for k±i , and used polar coordinates for the d − 2 dimensional ki⊥ integrals. In addition, we
have transformed ω̃= iω. We can now use this result to carry out the integral of eq. (3.33)
for the two special cases of δ ∈ {0,1}.

For δ = 0, we may note that the integrand of eq. (3.33) has no transverse momentum
dependence, such that the linear term k1⊥ ·k2⊥ in eq. (3.57) leads to an odd integrand, and
can be neglected. The on-shell delta functions can then be used eliminate the integral over
k2

i⊥, such that eq. (3.33) becomes
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After a variable change k̃±i = ω̃
q

2
s k±i , we may recognise the inverse Laplace transform
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The integrals over k̃±i will be of the form:
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for which the variable transformation k̃±1 = v w and k̃±2 = v (1−w) yields

∫ 1

0

dw wm (1−w)n
∫ ∞

0

dv e−v vm+n+1−l =
Γ (m+ 1) Γ (n+ 1)
Γ (m+ n+ 2)

Γ (m+ n− l + 2). (3.61)

Substituting these results, we obtain eqs. (3.34a) and (3.34b) as required.

The integral of eq. (3.33) with δ = 1 appears only at NLP level, such that we may entirely
neglect the term k1 · k2 in eq. (3.56), as it will lead to terms suppressed by further powers
of (1− z). Carrying out similar steps to the δ = 0 case, one finds eq. (3.34c).
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3.C Phase space integrals in the soft region

In this appendix, we describe various integrals (of increasing complexity) that occur when
integrating the squared matrix element in the soft region, eq. (3.32), over the final state
phase space.

3.C.1 Integrands with no hypergeometric function

First, we need integrals of the form of eq. (3.33), in which at most one parameter αi and
at most one parameter βi is non-zero. The Sudakov decomposition of appendix 3.B is,
unfortunately, not helpful here, due to the fractional power of δ. Instead, one may simplify
the calculation by working in the centre of mass frame of the two outgoing gluons [129].
In this frame, one writes in d = 4− 2ε space-time dimensions

k1 =
p

s12

2
(1,0, . . . , sinθ2 sinθ1, cosθ2 sinθ1, cosθ1) ,

k2 =
p

s12

2
(1,0, . . . ,− sinθ2 sinθ1,− cosθ2 sinθ1,− cosθ1) ,

p1 =
(s− t̃)
2
p

s12
(1,0, . . . , 0, 1) ,

p2 =

�

t̃ + s12 −Q2

2
p

s12
, 0, . . . , 0, |q| sinψ , |q| cosψ−

(s− t̃)
2
p

s12

�

,

Q =

�

s−Q2 − s12

2
p

s12
, 0, . . . , 0, |q| sinψ, |q| cosψ

�

,

where θ1 denotes the angle between the parton (spatial) momenta p1 and k1, while θ2

rotates k1 in the plane orthogonal to p1. Furthermore, ψ can be identified as the angle be-
tween p1 and the off-shell photon momentum q, which is fixed by momentum conservation,
as is the length of the latter vector:

cosψ=
(s−Q2)(ũ−Q2)− s12( t̃ +Q2)

(s− t̃)
p

λ(s,Q2, s12)
,

|q|=
p

λ(s,Q2, s12)
2
p

s12
, (3.62)

where λ is the Källen function λ(a, b, c) = a2 + b2 + c2 − 2ab− 2ac − 2bc. In addition, we
have defined the Mandelstam variables

t̃ ≡ 2p1 ·Q = (p1 +Q)2 −Q2 ,

ũ≡ 2p2 ·Q = (p2 +Q)2 −Q2 ,

s12 ≡ 2k1 · k2 = s− t̃ − ũ+Q2 . (3.63)
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Chapter 3. NLP threshold corrections in Drell-Yan production at N3LO

The invariants t̃ and ũ can in turn be expressed as functions of the photon energy fraction
z =Q2/s and of two further variables 0≤ x ≤ 1 and 0≤ y ≤ 1, such that

ũ= s [1− y (1− z)] ,

t̃ = s

�

z + y(1− z)−
y (1− y) x (1− z)2

1− y (1− z)

�

, (3.64)

where (1− z) is the threshold variable. The three-body phase space in d dimensions even-
tually takes the form

∫

dΦ(3) =
1

(4π)d
sd−3

Γ (d − 3)
(1− z)2d−5

∫ π

0

dθ1

∫ π

0

dθ2 (sinθ1)
d−3 (sinθ2)

d−4

×
∫ 1

0

d y

∫ 1

0

d x [x(1− x)]d/2−2 [y(1− y)]d−3 [1− y(1− z)]1−d/2 . (3.65)

In terms of the above definitions, one finds

p1 · k1 =
s− t̃

4
(1− cosθ1) , p2 · k1 =A− B cosθ1 − C sinθ1 cosθ2 ,

p1 · k2 =
s− t̃

4
(1+ cosθ1) , p2 · k2 =A+ B cosθ1 + C sinθ1 cosθ2 , (3.66)

where

A=
t̃ + s12 −Q2

4
, B =

p
s12

2
|q| cosψ−

(s− t̃)
4

, C =
p

s12

2
|q| sinψ . (3.67)

These quantities satisfy the relation A2 = B2 + C2, allowing us to introduce the following
notation

cosχ =
B
A

and sinχ =
C
A

. (3.68)

We are now in the position to carry out the angular part of the phase space integral. For an
integrand proportional to (p1 ·k1)−α1 (p2 ·k1)−β1 , one finds [129] (first derived in ref. [147])
∫ π

0

dθ1

∫ π

0

dθ2
sind−3 θ1 sind−4 θ2

(1− cosθ1)α1(1− cosχ cosθ1 − sinχ sinθ1 cosθ2)β1

= 21−α1−β1π
Γ ( d

2 − 1−α1) Γ (
d
2 − 1− β1)

Γ (d − 2−α1 − β1)
Γ (d − 3)

Γ 2( d
2 − 1)

2F1

�

α1,β1;
d
2
− 1;

1+ cosχ
2

�

. (3.69)

Results for other combinations of one non-zero αi and βi, are easily obtained from the
above result by changing variables θ1,2→ π−θ1,2 and/or {cosχ, sinχ} → {− cosχ,− sinχ}.
Subsequently, one must carry out the integrals over the variables x and y appearing in
eq. (3.65). These can all be carried out in terms of beta functions, or using the identity

∫ 1

0

d x xα−1(1− x)β−1
2F1(a, b; c; zx) =

Γ (α) Γ (β)
Γ (α+ β) 3F2(a, b,α; c,α+ β; z) . (3.70)
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We stress that these results suffice for any value of δ in eq. (3.33). In terms of x and y , one
has

sδ12 = sδ (1− z)2δ xδ [y(1− y)]δ [1− y(1− z)]−δ , (3.71)

such that sδ12 will merely alter the powers of those factors already present in the second line
of eq. (3.65), without introducing new terms that might complicate the analytical structure.

3.C.2 Integrands with a hypergeometric function

Next, we must consider phase space integrals such as those of eq. (3.37), where the in-
tegrand contains a hypergeometric function. As is the case for the similar integrals in
refs. [134,145], we have not found it possible to obtain a useful closed form analytic result
for arbitrary values of the parameters. However, for a certain subclass of the parameters,
we can indeed find such a result, valid for any d. We shall present this case first.

The case α2 = β2 = 0

If α2 and β2 are both zero, eq. (3.37) reduces to

I2(α1, 0,β1, 0,γ1,γ2,δ) = (−2)−α1−β1−γ1−γ2 I(α1,β1,γ1,γ2,−ε, 4− 2ε) , (3.72)

where

I(α1,β1,γ1,γ2,δ, a, d) =

∫

dΦ(3)(p1 · k1)
−α1(p2 · k1)

−β1(p1 · k1 + p1 · k2)
−γ1(p2 · k1 + p2 · k2)

−γ2

× (2k1 · k2)
δ

2F1

�

1,1; a+ 1;
p1 · k1

p1 · k1 + p1 · k2

�

. (3.73)

In the centre of mass frame of the two final state gluons (see section 3.C.1), this becomes

I(α1,β1,γ1,γ2,δ, a, d) = 22α1+γ1−γ2

∫

dΦ(3) sδ12 (s− t̃)−α1−γ1 A−β1−γ2(1− cosθ1)
−α1

× (1− cosχ cosθ1 − sinχ sinθ1 cosθ2)
−β1

2F1

�

1,1; a+ 1;
1− cosθ1

2

�

. (3.74)

Next, one can use the Mellin-Barnes representation for the hypergeometric function

P FQ(a1, . . . , aP; b1, . . . , bQ; x) =

∫ i∞

−i∞

dw
2πi
(−x)w Γ (−w)

×

�

P
∏

i=1

Γ (ai +w)
Γ (ai)

��

Q
∏

j=1

Γ (bi)
Γ (bi +w)

�

, (3.75)
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such that eq. (3.74) becomes

I(α1,β1,γ1,γ2,δ, a, d) = 22α1+γ1−γ2

∫

dΦ(3) sδ12 (s− t̃)−α1−γ1 A−β1−γ2 Γ (1+ a)

×
∫ i∞

−i∞

dw1

2πi
(−1)w1 2−w1

Γ 2(1+w1) Γ (−w1)
Γ (1+ a+w1)

(1− cosθ1)
−(α1−w1)

× (1− cosχ cosθ1 − sinχ sinθ1 cosθ2)
−β1 . (3.76)

The angular integrals can be carried out using eq. (3.69), to get

I(α1,β1,γ1,γ2,δ, a, d) = 21−2d+α1−β1+γ1−γ2 π1−d sd−3 (1− z)2d−5 Γ (1+a) Γ (d/2−1−β1)
Γ 2(d/2−1)

×
∫ 1

0

d y

∫ 1

0

d x [x(1−x)]d/2−2 [y(1− y)]d−3 [1− y(1−z)]1−d/2 sδ12 (s− t̃)−α1−γ1A−β1−γ2

×
∫ i∞

−i∞

dw1

2πi
(−1)w1

Γ 2(1+w1) Γ (d/2−1−α1+w1) Γ (−w1)
Γ (1+a+w1) Γ (d−2−α1−β1+w1)

× 2F1

�

α1−w1, β1;
d
2
−1;

1+ cosχ
2

�

. (3.77)

At this point, we may expand the integrand in (1− z), taking the leading power only.4 After
some work, we end up with

I(α1,β1,γ1,γ2,δ, a, d) = 21−2d+α1+β1+γ1+γ2 π1−d sd−3+δ−α1−β1−γ1−γ2 (1−z)2d−5+2δ−α1−β1−γ1−γ2

×
Γ (1+a) Γ (d/2−1−β1)

Γ 2(d/2−1)

∫ 1

0

d y yd−3+δ−β1−γ2 (1− y)d−3+δ+α1−γ1

×
∫ i∞

−i∞

dw1

2πi
(−1)w1

Γ 2(1+w1) Γ (d/2−1−α1+w1) Γ (−w1)
Γ (1+a+w1) Γ (d−2−α1−β1+w1)

×
∫ 1

0

d x x d/2−2+δ (1−x)d/2−2
2F1

�

α1−w1, β1;
d
2
−1; 1−x
�

. (3.78)

The y integral can be carried out immediately in terms of Gamma functions. The x integral
would give a 3F2, but then the remaining Mellin-Barnes integral could be cumbersome.
Instead, we can introduce a second Mellin-Barnes representation, after which the x integral
can be carried out in terms of Gamma functions, yielding

I(α1,β1,γ1,γ2,δ, a, d) = 21−2d+α1+β1+γ1+γ2 π1−d sd−3+δ−α1−β1−γ1−γ2 (1− z)2d−5+2δ−α1−β1−γ1−γ2

×
Γ (d/2− 1−β1) Γ (d−2+δ−β1−γ2) Γ (d−2+δ−α1−γ1) Γ (d/2−1+δ)

Γ (d/2−1) Γ (2d−4+2δ−α1−β1−γ1−γ2) Γ (β1)

× Γ (1+a)

∫ i∞

−i∞

dw1

2πi

∫ i∞

−i∞

dw2

2πi
(−1)w1+w2

4Note that the hypergeometric function depends on z through cosχ, such that it needs to be expanded in
(1− z) as well.
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×
Γ 2(1+w1) Γ (d/2−1−α1+w1) Γ (−w1) Γ (α1−w1+w2) Γ (β1+w2) Γ (−w2)

Γ (α1−w1) Γ (1+a+w1) Γ (d−2−α1−β1+w1) Γ (d−2+δ+w2)
. (3.79)

We must now carry out the double Mellin-Barnes integral. This can be done straightfor-
wardly, by recognising the w2 integral as

∫ i∞

−i∞

dw2

2πi
(−1)w2

Γ (α1−w1+w2) Γ (β1+w2) Γ (−w2)
Γ (d−2+δ−w2)

=
Γ (α1−w1) Γ (β1)
Γ (d−2+δ) 2F1(α1−w1, β1; d−2+δ; 1)

=
Γ (d−2+δ) Γ (d−2+δ−α1−β1+w1)
Γ (d−2+δ−α1+w1) Γ (d−2+δ−β1)

, (3.80)

where we have used Gauss’ identity

2F1(a, b; c; 1) =
Γ (c) Γ (c − a− b)
Γ (c − a) Γ (c − b)

. (3.81)

At this stage we are left with

I(α1,β1,γ1,γ2,δ, a, d) = 21−2d+α1+β1+γ1+γ2 π1−dsd−3+δ−α1−β1−γ1−γ2(1− z)2d−5+2δ−α1−β1−γ1−γ2

×
Γ (d/2−1−β−1) Γ (d−2+δ−β1−γ2) Γ (d−2+δ−α1−γ1) Γ (d/2−1+δ)

Γ (d/2−1) Γ (2d−4+2δ−α1−β1−γ1−γ2) Γ (d−2+δ−β1)

×
∫ i∞

−i∞

dw1

2πi
(−1)w1

Γ 2(1+w1) Γ (d−2+δ−α1−β1+w1) Γ (d/2−1−α1+w1) Γ (−w1)
Γ (d−2+δ−α1+w1) Γ (1+a+w1) Γ (d−2−α1−β1+w1)

. (3.82)

Using eq. (3.75) we can recognise the w1 integral as

∫ i∞

−i∞

dw1

2πi
(−1)w1

Γ 2(1+w1) Γ (d−2+δ−α1−β1+w1) Γ (d/2−1−α1+w1) Γ (−w1)
Γ (d−2+δ−α1+w1) Γ (1+a+w1) Γ (d−2−α1−β1+w1)

=
Γ (d−2+δ−α1−β1) Γ (d/2−1−α1)

Γ (d−2+δ−α1) Γ (1+a) Γ (d−2−α1−β1)

× 4F3

�

1, 1, d−2+δ−α1−β1,
d
2
−1−α1; d−2+δ−α1, 1+a, d−2−α1−β1; 1

�

. (3.83)

Putting everything together, we obtain the result of eq. (3.38).

General parameter values

As stated above, for other necessary values of the parameters, we are not able to find a closed
form solution for the integral of eq. (3.37), valid for any spacetime dimension d. Instead,
we settle for an expansion in the dimensional regularisation parameter ε. To this end, it is
useful to use an alternative phase space parametrisation, as discussed in refs. [134, 145].
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We first write eq. (3.37) as

I2(α1,α2,β1,β2,γ1,γ2,δ) = (−2)−C J(α1,α2,β1,β2,γ1,γ2,δ,−ε, d) , (3.84)

where we have redefined C to encompass the γi as well, i.e. C =
∑2

i=1(αi + βi + γi), while

J(α1,α2,β1,β2,γ1,γ2,δ, a, d) =

∫

dΦ(3) (2k1 · k2)
δ(p1 · k1)

−α1(p1 · k2)
−α2(p2 · k1)

−β1(p2 · k2)
−β2

× (p1 · k1 + p1 · k2)
−γ1(p2 · k1 + p2 · k2)

−γ2
2F1

�

1,1; a+ 1;
p1 · k1

p1 · k1 + p1 · k2

�

, (3.85)

which differs from eq. (3.73) in having arbitrary powers of all two-particle invariants. Fol-
lowing, ref. [134] we rescale momenta according to

pµ1 →
p

s pµ1 , pµ2 →
p

s pµ2 , kµ1 → (1− z)
p

s pµ3 , kµ2 → (1− z)
p

s pµ4 , (3.86)

and define (dimensionless) Mandelstam variables si j = 2pi · p j. We emphasise that in the
current notation s12 differs from the scale s12 = 2k1 · k2 used in the main text. We may
express eq. (3.85) as

J(α1,α2,β1,β2,γ1,γ2,δ, a, d) = 2C sd−3+δ−C (1− z)2d−5+2δ−C

∫

dΦ(3) sδ34 s−α1
13 s−α2

14 s−β1
23 s−β2

24

× (s13 + s14)
−γ1 (s23 + s24)

−γ2
2F1

�

1,1; a+ 1;
s13

s13 + s14

�

, (3.87)

where the phase space integral is now dimensionless. At this point one may introduce the
following Mellin-Barnes representation for the hypergeometric function (see e.g. ref. [148])

2F1 (a, b; c; x) =
Γ (c)

Γ (a) Γ (b) Γ (c − a) Γ (c − b)

×
∫ i∞

−i∞

dz
2πi
Γ (a+ z) Γ (b+ z) Γ (c − a− b− z) Γ (−z) (1− x)z , (3.88)

as well as the identity

1
(A+ B)λ

=
1
Γ (λ)

∫ i∞

−i∞

dz
2πi
Γ (−z) Γ (λ+ z)

Az

Bz+λ
, (3.89)

for values of λ > 0, to rewrite the combinations (s13 + s14) and (s23 + s24). Then, eq. (3.87)
assumes the triple Mellin-Barnes form

J(α1,α2,β1,β2,γ1,γ2,δ, a, d) = 2C sd−3+δ−C (1− z)2d−5+2δ−C Γ (a+1)
Γ 2(a) Γ (γ2)

∫ i∞

−i∞

dz1

2πi

∫ i∞

−i∞

dz2

2πi

×
∫ i∞

−i∞

dz3

2πi
Γ 2(1+z1) Γ (a−1−z1) Γ (γ1+z1+z2) Γ (γ2+z3) Γ (−z1) Γ (−z2) Γ (−z3)

Γ (γ1+z1)
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×
∫

dΦ(3) sδ34 sz2−α1
13 s−z2−α2−γ1

14 sz3−β1
23 s−z3−β2−γ2

24 . (3.90)

The integrand of the phase space integral in eq. (3.90) now consists entirely of two-particle
invariants, and is therefore homogenous in individual momentum rescalings. The so-called
energies and angles parametrisation used in refs. [134,145] will exploit this property.

We shall work in the lab frame where we may set

pµ1 =
1
2
(1,1, 0, . . .) and pµ2 =

1
2
(1,−1,0, . . .) . (3.91)

Furthermore, we choose to write p3 and p4 in terms of an energy Ei and a d-velocity βi, and
introduce similar notation for the initial state partons:5

pµi =
Ei

2
β
µ

i for i ∈ {3,4} , (3.92a)

pµi =
1
2
β
µ

i for i ∈ {1,2} . (3.92b)

Note that, despite appearances, Ei is dimensionless due to the rescaling in eq. (3.86). Using
eq. (3.92) we rewrite the invariants as follows

s1i =
Ei

2
β1 · βi , s2i =

Ei

2
β2 · βi , s34 =

E3 E4

2
β3 · β4 for i ∈ {3,4} . (3.93)

In the current parametrisation the phase space measure reads [134]

dΦ(3)
z→1
−−→ (2π)3−2d 2−2(d−1)δ(1− E3 − E4)

4
∏

i=3

dEi dΩ(d−1)
i Ed−3

i θ (Ei) , (3.94)

where dΩ(d−1)
i is the differential solid angle associated with particle i, and where the argu-

ment of the delta function is obtained by taking the LP limit. This suffices for our purposes,
since the soft region contributes only at NLP in (1 − z). Using eqs. (3.93) and (3.94) in
eq. (3.90), one may carry out the Ei integrals using

∫ 1

0

dE3

∫ 1

0

dE4δ(1− E3 − E4) E
λ3−1
3 Eλ4−1

4 =
Γ (λ3) Γ (λ4)
Γ (λ3 +λ4)

. (3.95)

We emphasise that the integration over the energies Ei can be evaluated separately from
the angular integrations by virtue of the homogeneity of all terms in eq. (3.90) under
eq. (3.92a). We obtain

J(α1,α2,β1,β2,γ1,γ2,δ, a, d) = 22C−δ+5−4dπ3−2d Γ (a+1)
Γ 2(a) Γ (γ2) Γ (2d−C+2δ−4)

∫ i∞

−i∞

dz1

2πi

5The d-velocities βµ1 and βµ2 should not be confused with the powers of the invariants s23 and s24 in eq. (3.87),
which are also denoted by β1 and β2.
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×
∫ i∞

−i∞

dz2

2πi

∫ i∞

−i∞

dz3

2πi
Γ 2(1+z1) Γ (a−1−z1) Γ (γ1+z1+z2) Γ (γ2+z3) Γ (−z1) Γ (−z2) Γ (−z3)

Γ (γ1+z1)

× Γ (z2+z3+d−α1−β1+δ− 2) Γ (d−z2−z3−α2−β2−γ1−γ2+δ− 2)

×
∫

dΩ(d−1)
3

∫

dΩ(d−1)
4 (β3 · β4)

δ (β1 · β3)
z2−α1 (β2 · β3)

z3−β1 (β1 · β4)
−z2−α2−γ1 (β2 · β4)

−z3−β2−γ2 .

(3.96)

Next, we must carry out the angular integrals. Given that each d-velocity β3 and β4 occurs
thrice rather than twice, we can no longer use eq. (3.69). Unfortunately, there is no known
closed form for the angular integral involving three angular quantities. There is, however, a
triple Mellin-Barnes form [149] (see also eq. (5.17) of ref. [134]) in d = 4−2ε dimensions
∫

dΩ(d−1)
i (βi · β j1)

−λ1(βi · β j2)
−λ2(βi · β j3)

−λ3 =
22−λ1−λ2−λ3−2επ1−ε

Γ (λ1) Γ (λ2) Γ (λ3) Γ (2−λ1 −λ2 −λ3 − 2ε)

×
∫ i∞

−i∞

dz4

2πi

∫ i∞

−i∞

dz5

2πi

∫ i∞

−i∞

dz6

2πi
Γ (−z4) Γ (−z5) Γ (−z6) Γ (1−λ1−λ2−λ3−ε−z4−z5−z6)

× Γ (λ1+z4+z5) Γ (λ2+z4+z6) Γ (λ3+z5+z6)

�

β j1 · β j2

2

�z4
�

β j1 · β j3

2

�z5
�

β j2 · β j3

2

�z6

. (3.97)

Upon using this result, the remaining integral over the angular variables of the second soft
gluon can be carried out using eq. (3.69). We express this in the current notation for con-
venience and find
∫

dΩ(d−1)
i (βi · β j1)

−λ1(βi · β j2)
−λ2 = 22−λ1−λ2−2επ1−ε Γ (1− ε−λ1) Γ (1− ε−λ2)

Γ (1− ε) Γ (2− 2ε−λ1 −λ2)

× 2F1

�

λ1, λ2; 1− ε; 1−
β j1 · β j2

2

�

. (3.98)

Our general phase space integral now has the form of a six-fold Mellin-Barnes integral,
which applies if γ1 and γ2 are both non-zero. If either of them is zero, we do not need to
apply eq. (3.89) for the relevant combination of invariants, and thus we will obtain a lower
order Mellin-Barnes integral from the outset. Our strategy for carrying out an integral for
general (α1,α2,β1,β2,γ1,γ2,δ, a) is as follows:

1. For specific parameter values, one may try to reduce the Mellin-Barnes integral using
Barnes’ lemmas. These state that integration over the Mellin variable, along a contour
that keeps poles at z = −ai to its left and poles at z = bi to its right, results in a
combination of gamma functions if the integrand has a particular form:

∫ i∞

−i∞

dz
2πi
Γ (a1 + z) Γ (a2 + z) Γ (b1 − z) Γ (b2 − z)

=
Γ (a1 + b1) Γ (a1 + b2) Γ (a2 + b1) Γ (a2 + b2)

Γ (a1 + a2 + b1 + b2)
, (3.99a)

92



3.C. Phase space integrals in the soft region

∫ i∞

−i∞

dz
2πi

Γ (a1 + z) Γ (a2 + z) Γ (a3 + z) Γ (−z) Γ (b1 − z)
Γ (b2 + z)

=
Γ (a1) Γ (a2) Γ (a3) Γ (a1 + b1) Γ (a2 + b1) Γ (a3 + b1)

Γ (b2 − a1) Γ (b2 − a2) Γ (b2 − a3)
. (3.99b)

We have found that many integrals can be simplified in this manner.

2. One must shift the contours of the Mellin-Barnes integrals, picking up residues of poles
where appropriate, to extract all singularities in ε. The output of this procedure is a set
of (possibly simpler) Mellin-Barnes integrals whose integrands can be safely expanded
in ε. To shift the contours, we use the publicly available package MBResolve [150].

3. One can expand the integrands in ε, and apply Barnes’ lemmas where possible to
simplify the list of Mellin-Barnes integrals. This is done using a combination of the
publicly available packages MB [151] and barnesroutines. At this stage, the output
consists of a list of (simpler) Mellin-Barnes integrals, some of which will have been
carried out completely.

4. Each remaining integral can be carried out in terms of infinite sums, for which we
use MBsums [152]. The resulting sums must then be carried out explicitly, and added
together. Here, we use the package xSummer [153], which itself relies on FORM [154].

All analytic results for the ε expansions of Mellin-Barnes integrals have been checked nu-
merically using the package MB. A complication in the final step is that the individual sums
may not converge, and even the sum of the sums may not converge. In such cases, we in-
troduce a regulator x z into the Mellin-Barnes integral (where z is the Mellin variable), and
take the limit x → 1 after having carried out all sums. An additional possible complication
in the second step is that MBResolve may not be able to resolve the singularities in ε. Here
one can apply extra regulators to deal with the problem, as documented in ref. [150].

Note that the above method will fail if either of the parameters (γ1,γ2) is negative, given
that eq. (3.89) assumes that the left-hand side is a genuine denominator. Using the simple
identities

p2 · (k1 + k2)
p2 · k2

=
p2 · k1

p2 · k2
+ 1 and

p1 · (k1 + k2)
p1 · k2

=
p1 · k1

p1 · k2
+ 1 , (3.100)

we may derive the following relations for such integrals (all with δ = −1− ε):

J(1,0, 0,1, 0,−1,δ, a, d) = J(1,0,−1,1, 0,0,δ, a, d) + J(1,0, 0,0, 0,0,δ, a, d) ,

J(0,0, 1,1,−1,0,δ, a, d) = J(0,0,−1,1, 1,0,δ, a, d) + J(0,0, 0,0, 1,0,δ, a, d) ,

J(2,0, 0,1,−1,−1,δ, a, d) = J(1,0,−1,1, 0,0,δ, a, d) + J(1,0, 0,0, 0,0,δ, a, d) +

J(2,−1,−1,1, 0,0,δ, a, d) + J(2,−1,0, 0,0, 0,δ, a, d) .
(3.101)

Integrals on the right-hand side that only involve powers of p1 · k1 and/or p2 · k1 can be
carried out using the analytic result of eq. (3.38). Remaining integrals can be carried out
using the Mellin-Barnes approach outlined in this section.
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We conclude this section by pointing out that for the last term in the last line of eq. (3.101),
there is in fact a straightforward way to derive a closed form, valid for any d. Starting with
the definition

J(2,−1,0, 0,0, 0,δ, a, d) =

∫

dΦ(3)
(2k1 · k2)δ (p · k2)

(p · k1)2
2F1

�

1,1; a+ 1;
p · k1

p · (k1 + k2)

�

, (3.102)

we use the centre of mass frame of the two outgoing gluons, as in section 3.C.1, to get

J(2,−1,0, 0,0, 0,δ, a, d) =
2

(4π)d
sd−4+δ(1−z)2d−6+2δ

Γ (d−3)
Γ (d/2−1+δ) Γ (d/2−1) Γ (d−3+δ)

Γ (2d−5+2δ)

×
∫ π

0

dθ1

∫ π

0

dθ2 sind−3 θ1 sind−4 θ2

�

1+ cosθ1

2

��

1− cosθ1

2

�−2

2F1

�

1, 1; a+1;
1− cosθ1

2

�

,

(3.103)

where we have already carried out the x and y integrals from eq. (3.65)). The angular
integrals can be carried out by transforming to u = (1 − cosθ1)/2 and v = (1 − cosθ2)/2
from which one finds
∫ π

0

dθ1

∫ π

0

dθ2 sind−3 θ1 sind−4 θ2

�

1+ cosθ1

2

��

1− cosθ1

2

�−2

2F1

�

1, 1; a+1;
1− cosθ1

2

�

= 22d−7

∫ 1

0

dv [v (1− v)](d−5)/2

∫ 1

0

du ud/2−4 (1− u)d/2−1
2F1(1, 1; a+ 1; u)

= 22d−7 Γ
2((d − 3)/2) Γ (d/2− 3) Γ (d/2)

Γ 2(d − 3) 3F2(1, 1, d/2− 3; a+ 1, d − 3; 1) . (3.104)

Putting everything together, one obtains

J(2,−1,0, 0,0, 0,δ, a, d) =
1

64πd
sd−4+δ(1− z)2d−6+2δ Γ (d/2− 1+δ) Γ (d − 3+δ)

Γ (2d − 5+ 2δ)

×
Γ 2(d/2) Γ 2((d − 3)/2) Γ (d/2− 3)

(d/2− 1) Γ 3(d − 3) 3F2(1, 1, d/2− 3; a+ 1, d − 3; 1) . (3.105)

3.C.3 Results

Here we collect all analytic results, as a Laurent expansion in ε, for the integrals Î2(α1,β1,
α2,β2,γ1,γ2,δ) defined in eq. (3.39). Given that we report only logarithmic terms in (1−z),
it is sufficient to expand up to O (ε).

Î2(0,0, 1,0, 2,0,−ε) =
1

12ε3
−

5π2

24ε
−

115ζ3

18
−

337π4ε

4320
,

Î2(1,0, 1,0, 2,1,1− ε) =
1

12ε3
−

1
12ε2
−

1
ε

�

1
4
+

5π2

24

�

−
3
4
+

11π2

72
−

115ζ3

18

+ ε
�

−
9
4
+

11π2

24
−

337π4

4320
+

67ζ3

18

�

,
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Î2(0,0, 1,0, 1,−1,−1− ε) =
5

24ε3
−

83π2

144ε
−

659ζ3

36
−

173π4ε

960
,

Î2(1,0, 1,0, 1,0,−ε) =
7

36ε3
−

103π2

216ε
−

775ζ3

54
−

149π4ε

864
,

Î2(2,0, 1,0, 1,1,1− ε) =
7

36ε3
+

5
36ε2
−

1
ε

�

1
12
+

103π2

216

�

+
1
12
−

83π2

216
−

775ζ3

54

+ ε
�

−
1

12
−
π2

72
−

149π4

864
−

659ζ3

54

�

,

Î2(0,0, 0,1, 2,0,−ε) =
1

16ε3
−

13π2

96ε
−

23ζ3

6
−

107π4ε

1920
,

Î2(1,0, 0,1, 1,0,−ε) =
11

48ε3
−

53π2

96ε
−

148ζ3

9
−

727π4ε

3456
,

Î2(1,0, 0,1, 2,1,1− ε) =
1

6ε3
+

1
12ε2

+
1
ε

�

1
4
−

5π2

12

�

+
3
4
−

19π2

72
−

227ζ3

18

+ ε
�

9
4
−

19π2

24
−

167π4

1080
−

157ζ3

18

�

,

Î2(2,0, 0,1, 1,1,1− ε) =
5

12ε2
−

1
4ε
+

1
4
−

77π2

72
+ ε
�

−
1
4
+

17π2

72
−

295ζ3

9

�

,

Î2(1,0,−1,1, 0,0,−1− ε) =
3

16ε3
+

19
48ε2
−

1
ε

�

19
12
+

149π2

288

�

+
19
3
−

247π2

288
−

49ζ3

3

+ ε
�

−
76
3
+

247π2

72
−

3137π4

17280
−

433ζ3

18

�

,

Î2(1,0, 0,0, 0,0,−1− ε) =
1

8ε3
−

41π2

144ε
−

33ζ3

4
−

971π4ε

8640
,

Î2(0,0,−1,1, 1,0,−1− ε) = −
1

24ε3
+

19
48ε2

+
1
ε

�

−
19
12
+

13π2

144

�

+
19
3
−

247π2

288
+

47ζ3

18

+ ε
�

−
76
3
+

247π2

72
+

41π4

960
−

433ζ3

18

�

,

Î2(2,0, 0,1, 0,0,−ε) =
11

48ε3
+

2
3ε2
−

1
ε

�

1
3
+

53π2

96

�

+
1
3
−

59π2

36
−

148ζ3

9

+ ε
�

−
1
3
+

2π2

3
−

727π4

3456
−

887ζ3

18

�

,

Î2(0,0, 0,0, 1,0,−1− ε) =
1

24ε3
−

13π2

144ε
−

47ζ3

18
−

41π4ε

960
,

Î2(2,−1,−1,1, 0,0,−1− ε) =
5

16ε3
+

1
ε2
−

1
ε

�

1
3
+

77π2

96

�

+
1
3
−

95π2

36
−

295ζ3

12

+ ε
�

−
1
3
+

5π2

9
−

491ζ3

6
−

1693π4

5760

�

,

Î2(2,−1,0, 0,0, 0,−1− ε) =
1

4ε2
−

1
6ε
+

1
6
−

41π2

72
+ ε
�

−
1
6
+

13π2

36
−

33ζ3

2

�

. (3.106)
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Chapter 4

Diagrammatic resummation of

leading-logarithmic threshold effects at NLP

The vast amount of research dedicated to LP resummation (see section 1.3 for an impres-
sion), has had significant impact on phenomenology. Together with the increasing precision
of measurements in contemporary collider experiments, it is only natural to ponder whether
NLP terms in the threshold expansion can also be resummed, particularly since they seem
to be numerically significant, for example in the case of Higgs production [155,156], as we
will confirm in chapter 5.

This topic has been investigated before using path-integral methods in ref. [41], which de-
rived a set of effective Feynman rules for the emission of massless gauge bosons at next-to-
soft level, and argued that a large class of NLP contributions exponentiates. The results were
subsequently confirmed by an all-order analysis of Feynman diagrams [83]. In a different
approach, using a physical evolution kernel [146,157–160], NLP effects in certain processes
were argued to be resummable as well (see also refs. [161–165] for other early work re-
lated to elucidating all-order properties). In recent years, the SCET framework has been
used to demonstrate that the LL NLP contributions can be resummed, first for event shapes
(thrust) [166], and subsequently for DY production [167], where the results agree with the
predictions of the aforementioned physical evolution kernel approach.1

Threshold resummation at LP is known to be a consequence of the universal factorisation of
soft and collinear divergences in scattering amplitudes of gauge theories (see e.g. ref. [52]).
Over the years, this has motivated attempts to construct a factorisation formula for NLP
effects using diagrammatic techniques, as outlined in section 1.4. In chapter 2 a more
complete analysis was undertaken for QED, which revealed the importance of new functions
or factorisation ingredients (both universal and non-universal) that appear beyond LP in the
emitted gluon momentum. The aim of this study is to show how resummation of LL NLP
effects can be achieved building on the diagrammatic approach developed in refs. [41,83],

1Since the publication of the study on which this chapter is based (ref. [2]), other NLP LL resummation efforts
have been undertaken using SCET, e.g. refs. [103,121,168–171].
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and is in fact analogous to the original LP resummations of refs. [38–40, 48, 49]. We will
see that many of the new functions that contribute in NLP factorisation formulae are in
fact irrelevant for discussing the highest power of the NLP logarithm at any given order
in perturbation theory, consistent with what was noted in the SCET approach of ref. [167]
and in the diagrammatic studies of refs. [79, 81, 85] and chapters 2 and 3. This makes the
resummation of LL NLP contributions remarkably straightforward. Importantly, our method
is sufficiently simple and universal that it can be directly applied to any hadronic cross
section with colour-singlet final states; we explicitly discuss applications to Higgs boson
production in the gluon fusion channel, and the formalism can readily be generalised to
multi-boson final states. It is valuable to obtain a resummation prescription independent of
the SCET approach, as a comparison of different techniques to describe equivalent physics
may lead to new insights. Furthermore, our result provides an alternative starting point for
generalising the NLP resummation formalism beyond LL accuracy.

The structure of this chapter is as follows. In section 4.1, we review the resummation of LP
threshold contributions, and relate our calculation to the path-integral methods of ref. [41],
which provide a particularly elegant proof of exponentiation. In section 4.2, we show how
the picture can be naturally extended to NLP level, using existing results. We will argue in
detail that potential additional contributions to NLP behaviour, including hard collinear ef-
fects, non-universal behaviour and phase-space correlations between gluons, can be ignored
at LL accuracy. Armed with this knowledge, we will then perform an explicit calculation that
resums the LL NLP terms in DY and compare to results in the literature [146,157–160]. We
will then comment on the general applicability of our framework to the production of an
arbitrary number of colour-singlet particles, before examining Higgs production in the large
top mass limit as a further example. We conclude in section 4.6.

4.1 Threshold resummation at LP

In this section, we review the resummation of terms at LP in the threshold variable, using
factorisation methods. Given that our aim is to sum only LL terms at NLP, here we will
mostly work at the same logarithmic accuracy. Furthermore, we will phrase our discussion
in terms of methods and notation that allow a straightforward generalisation to subleading
power in the threshold expansion. While our discussion applies to general colour-singlet
final states, we will first explicitly consider the DY production of a massive or off-shell vector
boson. We will not consider here the quark-gluon production channel, which in fact also
starts to contribute at NLP. The gluon-gluon channel for DY gives rise to terms that are
further suppressed (NNLP), and is also left out of our analysis.

We write the invariant mass distribution in the qq̄-channel as

dσ
dτ
= σ0(Q

2, S)

∫ 1

0

dz d x1 d x2δ(τ−x1 x2z)q(x1,µ2
F) q̄(x2,µ2

F)∆

�

z,αs(µ
2
R),
µ2

F

Q2
,
µ2

R

Q2

�

, (4.1)
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where we assume a single quark flavour for simplicity (and thus restrict the vector boson
to be an off-shell photon or a Z boson). Here σ0(Q2) is the LO total partonic cross section,
whose precise value will depend on the nature of the vector boson.2 Furthermore, αs(µ2

R) is
the strong coupling at the renormalisation scale µR, q(x ,µ2

F) is a quark distribution function
with longitudinal momentum fraction x and factorisation scale µF , while q̄ is the equivalent
for an antiquark. We choose to identify the factorisation and renormalisation scales, and
denote these collectively by µ = µF = µR. Given that scale choice effects contribute to only
subleading logarithms (see e.g. ref. [49]), we will set µ = Q from now on, and simplify
notation accordingly. In eq. (4.1) we defined τ=Q2/S, which is the hadronic equivalent of
the by now familiar variable z =Q2/s. At LO this must be unity, so that one has

∆(0) (z) = δ(1− z) . (4.2)

In certain instances we use the term partonic cross section for quantities such as that of
eq. (4.2), which are strictly speaking partonic coefficient functions, given that they have a
LO Q2-dependent expression factored out.

The invariant mass distribution in eq. (4.1) is a convolution in z, and can be diagonalised
by taking the Mellin moment with respect to τ

∫ 1

0

dττN−1 dσ
dτ
= σ0(Q

2, S)q(N ,Q2) q̄(N ,Q2)∆(N ,Q2) , (4.3)

as the right hand side is now factorised into direct product of Mellin transformed PDFs

q(N ,Q2) =

∫ 1

0

d x1 xN−1
1 q(x1,Q2) and q̄(N ,Q2) =

∫ 1

0

d x2 xN−1
2 q̄(x2,Q2) , (4.4)

and the Mellin moment of the partonic coefficient function

∆(N ,Q2) =

∫ 1

0

dz zN−1∆(z,Q2) . (4.5)

We note that functions and their Mellin transforms are distinguished only by their argu-
ments. Beyond LO, the partonic coefficient function in eq. (4.5) receives potentially large
threshold corrections. In momentum space, the LP threshold logarithms take the form of
plus distributions Dm(z) = [logm (1− z)/(1− z)]+, defined in eq. (3.42), where the highest
power of the logarithm is m= 2n−1 at O (αn

s ), as seen in eq. (1.22). In Mellin space, these
contributions take the form

αn
s logm N for m = 0, . . . , 2n . (4.6)

In this chapter we shall mostly work with bare partonic quantities, before renormalisation

2We note that also for the production of an off-shell photon the definition of σ0(Q2) differs from the LO cross
section in eq. (3.1), due to absorption of a factor of τz , which arises from expressing the convolution with
the PDFs in the form of eq. (4.1). See eq. (5.66) in appendix 5.B for the fine details of this normalisation.
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of the coupling αs, and before the absorption of residual collinear divergences in the PDFs
(know as mass factorisation). As usual, we will be regulating UV and IR divergences using
dimensional regularisation in d = 4 − 2ε. For clarity, we will denote this bare partonic
coefficient function with Ò∆(z,Q2,ε) in momentum space, and with Ò∆(N ,Q2,ε) in Mellin
space. Mass factorisation is understood to be performed in the MS scheme.

For any QCD process where a colour-singlet final state is produced near threshold, the bare
partonic cross section Ò∆ admits a factorised form and can be written as [48,54]

Ò∆
�

N ,Q2,ε
�

=
�

�H
�

Q2
��

�

2
S
�

N ,Q2,ε
�

∏

i

ψi

�

N ,Q2,ε
�

ψE, i (N ,Q2,ε)
, (4.7)

where H
�

Q2
�

is an amplitude-level finite hard function containing off-shell virtual contri-
butions, S(N ,Q2,ε) is a soft function collecting all soft enhancements associated with (real
or virtual) soft radiation, and ψi(N ,Q2,ε) is a perturbative (anti-)quark distribution func-
tion, collecting collinear singularities associated with initial parton i. We stress that the
latter two function are defined at the cross section level, contrary to the soft and collinear
functions discussed so far in this thesis. Given that infrared enhancements of both soft and
collinear origin are included twice (both in the soft and quark distribution functions), one
may remove the double counting by dividing each quark distribution by its own eikonal
approximationψE, i(N ,Q2,ε). Formal definitions of the (eikonal) quark distributions and of
the soft function are given, for example, in ref. [54].

The eikonal quark distributions are sometimes absorbed into the soft function to build the
so-called reduced soft function, which then describes strictly wide-angle soft radiation. Al-
ternatively, one may consider the factor

ψhardcol., i(N ,Q2,ε) =
ψi(N ,Q2,ε)
ψE, i(N ,Q2,ε)

, (4.8)

for each initial parton line. This has the effect of removing the soft physics from each quark
distribution, leaving hard collinear behaviour only. This arrangement is particularly con-
venient if one wishes to focus only on leading logarithms: at any fixed order in αs, LLs at
LP arise only when the maximum number of singular integrations is performed, yielding
the highest inverse power of ε. Thus, the factor ψhardcol.,i(N ,Q2,ε) contributes only at sub-
leading logarithmic accuracy, and can be put equal to unity at LL. We are then left with the
simple result

Ò∆LL

�

N ,Q2,ε
�

=
�

�H
�

Q2
��

�

2
S
�

N ,Q2,ε
�

, (4.9)

implying that LLs at LP in the DY cross section, at any order in perturbation theory, are
governed purely by the soft function [48, 49, 51]. We shall thus focus on this function in
what follows.

For any QCD process with a colour-singlet final state, the soft function has a formal defini-
tion as a vacuum expectation value of Wilson line operators associated with the colliding
partons. Defining the dimensionless four-vectors βi via pµi =

p

s/2βµi , one may write the
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soft function (in momentum space) as

S(z,Q2,ε) =
1
Nc

∑

n

Tr
�

D

0
�

�

�Φ
†
β1
Φβ2

�

�

�n
ED

n
�

�

�Φ
†
β2
Φβ1

�

�

�0
E

�

δ

�

z −
Q2

s

�

. (4.10)

Here the trace is over colour indices and the Wilson line operators are defined as

Φβi
= P exp

�

i gsT
a

∫ 0

−∞
dλβi · Aa(λβi)

�

, (4.11)

where Ta is a colour generator in the fundamental representation. The path-ordering op-
erator P would order these non-commutative matrices upon expansion of the Wilson line
in a perturbative calculation, according to the point of emission of the gauge field along βi.
We note that eq. (4.10) includes a sum over final states containing n partons generated by
the Wilson lines, including the appropriate phase space integration, and subject to the con-
straint that the total energy radiated in the final state equals (1− z) s. Finally, the division
by the number of colours Nc corrects for the fact that this factor has already been included
in the LO cross section σ0 in eq. (4.9).

Introducing the momentum space gauge field Ãµ(k), the Wilson line exponent reads

i gsTa

∫

dd k
(2π)d

βi · Ãa(k)

∫ 0

−∞
dλ eiλβi ·k =

∫

dd k
(2π)d

Ãa
µ
(k)

�

gsTa

β
µ

i

βi · k− iε

�

, (4.12)

where the square-bracketed factor on the right constitutes the momentum-space factor asso-
ciated to the emission of a gluon from the Wilson line. We recognise this as the well-known
eikonal Feynman rule for a soft gluon emission, so that finding the soft function amounts
to calculating the cross section for the incoming partons in the eikonal approximation. This
cross section is known to exponentiate, which relies on two properties. Firstly, vacuum ex-
pectation values of Wilson lines exponentiate before any phase space integrations are car-
ried out, which may be shown diagrammatically [38–40], or using renormalisation group
arguments, themselves relying on the multiplicative renormalisability of Wilson line opera-
tors [172–177]. Secondly, the phase space for the emission of n soft partons factorises into
n decoupled one-parton phase space integrals, given that momentum conservation can be
ignored at LP in the threshold expansion.

The cross section level soft function in eq. (4.9) thus has an exponential form, and the
exponent can be directly computed in terms of a special class of Feynman diagrams known
as webs [38–40]. These results have been reinterpreted more recently using a path integral
approach [41], which incorporated statistical physics methods (the replica trick) to provide
a particularly streamlined proof of diagrammatic exponentiation. These methods have in
turn allowed the web language to be generalised to multiparton scattering [42, 43] (see
refs. [178–186] for related work and ref. [187] for a pedagogical review on webs). We
review the replica trick here in appendix 4.A, as it can also be used to demonstrate directly
the exponentiation of a large class of contributions at NLP in the threshold expansion.
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Chapter 4. Diagrammatic resummation of leading-logarithmic threshold effects at NLP

We point out that the pattern of exponentiation of soft and collinear singularities is non-
trivial, in that the exponent is single-logarithmic (containing terms of the form αn

s logm N
with m ≤ n+ 1), while the cross section is double-logarithmic, as noted in eq. (4.6). This
implies that the LP LLs in the partonic coefficient function are completely determined by
a one-loop evaluation of the soft function or, equivalently, a one-loop evaluation of the K-
factor in the eikonal limit. We will review this calculation below.

The soft function in momentum space, up to NLO, can be written as3

S
�

z,Q2,ε
�

=
�

1+ S(1)V (Q
2,ε)
�

δ(1− z) + S(1)R (z,Q2,ε) +O
�

α2
s

�

. (4.13)

Note that the we have calculated the real emission contribution before in section 1.3 using
a different regularisation method. The contribution is obtained from the graphs of fig. 1.4
using eikonal Feynman rules. One finds

S(1)R (z,Q2,ε) = µ2εg2
s CF

∫

dd k
(2π)d−1

2p1 · p2

p1 · k p2 · k
δ+(k

2)δ
�

1− z −
2k · (p1 + p2)

s

�

. (4.14)

The phase space integral is easily evaluated using the familiar Sudakov decomposition

kµ = k · β2β
µ
1 + k · β1β

µ
2 + kµ⊥ ≡ k+βµ1 + k−βµ2 + kµ⊥ , (4.15)

with k⊥ ·β1 = k⊥ ·β2 = 0 and β1 ·β2 = 1, while the integration measure in eq. (4.14) becomes

∫

dd k =
1
2

∫

dk+ dk− dk2
⊥ dΩd−2

�

k2
⊥

�(d−4)/2
. (4.16)

Integration over the d − 2 dimensional orthogonal momentum space, yields

S(1)R (z,Q2,ε) = 2g2
s CF

µ2εΩd−2

(2π)d−1

∫ ∞

0

dk+
∫ ∞

0

dk−
�

2k+k−
�

d−6
2 δ

�

1− z −
k+ + k−
p

s/2

�

, (4.17)

where we used the on shell condition for the soft gluon, and with Ωd−2 as defined in
eq. (3.35). We then introduce the reparameterisation

k+ =
Æ

s/2 x y and k− =
Æ

s/2 x (1− y) , (4.18)

to carry out the remaining integrals in eq. (4.17). We obtain

S(1)R (z,Q2,ε) = g2
s CF s

d−4
2
µ2εΩd−2

(2π)d−1

∫ 1

0

d y [y (1− y)]
d−6

2

∫ ∞

0

d x x d−5δ (1− z − x)

=
αsCF

π

�

µ̄2

Q2

�ε
eεγE Γ 2(−ε)

Γ (1− ε) Γ (−2ε)
(1− z)−1−2ε [1− ε (1− z) + . . .] , (4.19)

where we have restored the Q dependence via s = Q2/z, since this is the external variable

3Our presentation is motivated by that of ref. [49].
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4.1. Threshold resummation at LP

of interest: the DY cross section is measured at a particular invariant mass Q2, while s is an
internal variable governed by the momentum fraction carried by the colliding partons. We
subsequently expanded around threshold and we will drop the term proportional to ε in the
square brackets in the following, given that we focus on LL corrections which originate from
the highest inverse power of ε. This can be seen explicitly in eq. (3.41), used to regulate
the z→ 1 divergence of eq. (4.19), where each power of log(1− z) in the plus-distributions
is associated with a power of ε.

The virtual contribution at O (αs) can be obtained by direct calculation, or by imposing the
soft gluon unitarity requirement [49]

∫ 1

0

dz S
�

z,Q2,ε
�

= 1 , (4.20)

reflecting the requirement soft divergences from the virtual and real contributions must
cancel, and the fact that Wilson line correlators are pure counterterms in dimensional reg-
ularisation. This requirement implies

S(1)V (Q
2,ε) = −
∫ 1

0

dz S(1)R (z,Q2,ε) , (4.21)

which applied to eq. (4.19) immediately gives

S(1)V (Q
2,ε) =

αsCF

π

�

µ̄2

Q2

�ε eεγE Γ 2(−ε)
Γ (1− ε) Γ (−2ε)

�

1
2ε
+ . . .
�

. (4.22)

Summing the real and virtual correction as in eq. (4.13) we obtain the NLO soft function

S(1)(z,Q2,ε) =
αsCF

π

�

µ̄2

Q2

�ε eεγE Γ 2(−ε)
Γ (1− ε) Γ (−2ε)

§

(1− z)−1−2ε +
1
2ε
δ(1− z)
ª

, (4.23)

so that application of eq. (3.41) reveals indeed the cancellation of the non-integrable soft
divergence at threshold between the real and virtual counterparts. At this point we can take
the Mellin transform, which gives

S(1)(N ,Q2,ε) =

∫ 1

0

dz zN−1 S(1)(z,Q2,ε)

=
αsCF

π

�

µ̄2

Q2

�ε
eεγE Γ 2(−ε)

Γ (1− ε) Γ (−2ε)

�

Γ (−2ε) Γ (N)
Γ (−2ε+ N)

+
1
2ε

�

. (4.24)

Expanding in ε one finds

S(1)(N ,Q2,ε) =

�

µ̄2

Q2

�ε
αs

π
CF

�

2
ε

�

ψ(0)(N) + γE

�

+
6ψ(0)(N)
�

ψ(0)(N) + 2γE

�

− 6ψ(1)(N) +π2 + 6γ2
E

3

�

, (4.25)
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where ψ(n−1)(z) = dn

dzn log Γ (z), i.e. it denotes the n-th derivative of the logarithm of the Γ
function. Keeping the dominant behaviour as N →∞ one finds the simple result

S(1)(N ,Q2,ε)
�

�

LL =

�

µ̄2

Q2

�ε
2αs

π
CF

�

log N
ε
+ log2 N
�

, (4.26)

where we kept the leading power of the logarithm separately for the divergent and for the
finite contributions. As discussed above, we may exponentiate this result to obtain the LL
behaviour at all orders. Upon doing so, we may absorb the residual collinear poles into
the parton distributions, using the MS scheme. This amounts to defining renormalised and
resummed PDFs for initial state partons via

qLL(N ,Q2) = q(N ,Q2) exp
�

αs

π
CF

log N
ε

�

, (4.27)

and similarly for the antiquark, so that eq. (4.3) becomes

∫ 1

0

dττN−1 dσDY

dτ

�

�

�

�

�

LL

= σ0(Q
2, S)qLL(N ,Q2) q̄LL(N ,Q2) exp

�

2αs

π
CF log2N
�

. (4.28)

This formula explicitly sums up to LP LL in N to all orders. It can easily be verified that
eq. (4.28) reproduces the well-known results of earlier studies, see for example refs. [48,
49,146], both in Mellin space and in momentum space.

We note that in our analysis that scale µ appears only through the factor µ̄2ε, as must be the
case on dimensional grounds. Given that µ is identified with the renormalisation and fac-
torisation scales, it follows that logarithms of these scales are suppressed by a single power
of ε for general choices of µ, and thus do not contribute to leading-logarithmic behaviour
in the threshold variable, as mentioned earlier. As a final remark, we note that we will have
to keep track of subleading terms in eq. (4.25) once we go beyond LP. Also retaining LLs
for the divergent and finite parts at NLP, one finds

S(1)(N ,Q2,ε) =

�

µ̄2

Q2

�ε
2αsCF

π

�

1
ε

�

log N −
1

2N

�

+ log2 N −
log N

N

�

. (4.29)

4.2 The origin of leading logarithms at NLP

In the previous section, we reviewed the exponentiation of LP LL contributions to the DY
cross section. We now discuss how to extend this procedure to NLP, and we will keep
our remarks general enough to apply to both quark and gluon-initiated processes, and for
general colour-singlet final states. Recall that LP resummation at LL accuracy relied on two
facts: the exponentiation of the soft function before integration over phase space (at squared
matrix element level), and the factorisation of phase space for m parton emissions into
m decoupled single-parton phase space integrals. This motivates the following schematic
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4.2. The origin of leading logarithms at NLP

decomposition of the partonic cross section up to NLP, as presented before in ref. [83]

σ̂ =
1
2s

�∫

dΦLP |M|
2
LP +

∫

dΦLP |M|
2
NLP +

∫

dΦNLP |M|
2
LP + . . .

�

. (4.30)

The first term on the right-hand side of eq. (4.30) gives the LP result of section 4.1, integrat-
ing the LP squared matrix element with LP phase space, i.e. neglecting correlations between
radiated partons. The second term consists of the NLP contribution to the squared matrix
element, integrated with LP phase space. The third term consists of the LP matrix element,
but where the phase space includes the effect of parton correlations at NLP. Finally, the el-
lipsis denotes terms which are NNLP and beyond in the threshold expansion. Based on this
classification, the task of determining whether LL NLP terms can be resummed amounts to
elucidating the relevant structure of the NLP matrix element, as well as considering whether
NLP corrections to the LP phase space are important. We consider each of these issues in
turn.

4.2.1 Structure of the NLP squared matrix element

We first describe the structure of squared matrix elements at NLP when the hard emitters
are massive, so that collinear loop effects play no role, following refs. [41, 83] (themselves
building on refs. [76,77]). We discussed in section 1.4 that emissions are then considered to
be external or internal to a hard interaction, as shown in fig. 1.5a and fig. 1.5b respectively.

As shown for the first time in ref. [41], external emissions can be described by generalised
Wilson lines, which extend the definition given in eq. (4.11) to NLP in the soft expansion.
Along the lines of eq. (4.12), we may write this operator in momentum space as [81]

F(p) = P exp

�

gsT
a

∫

dd k
(2π)d

Ãa
µ
(k)
�

pµ

p · k
−

kµ

2p · k
+ k2 pµ

2(p · k)2
+ ikν

Sνµ

p · k

�

+ . . .

�

(4.31)

for a generalised semi-infinite straight Wilson in the direction of four-momentum p. Here Ta

is a colour generator in the appropriate representation, and Sµν is the generator of Lorentz
transformations for the parton under consideration, which vanishes for scalar fields and
is given for spin one-half and spin one particles in eq. (1.11). The first term in eq. (4.31)
corresponds to the eikonal Feynman rule of eq. (4.12), and the remaining terms (suppressed
by one power of the gluon momentum k) correspond to effective next-to-eikonal Feynman
rules, describing the emission of a next-to-soft gauge bosons [41], as discussed in section 1.2.

The ellipsis in eq. (4.31) refers to terms involving the emission of a pair of gluons through
an effective vertex. These vertices start contributing to the cross section at NNLO, therefore
they cannot contribute at leading-logarithmic accuracy at NLP, as was the case at LP. This
follows from the fact that the proposed resummation rests upon an amplitude-level factori-
sation theorem [78,79,81], which implies the existence of evolution equations of operator
matrix elements. The solution to such equations always leads to a particular pattern of ex-
ponentiation, with single logarithms in the exponent generating double logarithms in the
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Chapter 4. Diagrammatic resummation of leading-logarithmic threshold effects at NLP

cross section. This implies that all LLs are generated by the one-loop exponent, also at NLP.
A test of this argument is provided by ref. [162], where the exponentiation of LLs at NLP
was explicitly tested at NNLO. As a further check, we verify in appendix 4.C that next-to-soft
Feynman rules for double radiation in eq. (4.31) do no contribute to LLs in the case of DY
production at two loops.

Let us now consider the contribution of internal emissions. When massive external particles
are being considered, the hard interaction is analytic in the total momentum K of the emitted
radiation, and can safely be expanded about the soft limit Kµ → 0. One may then show,
using Ward identities, that the effect of a single internal emission is given by derivatives of
the non-radiative amplitude with respect to its external momenta. As has been noted in the
context of next-to-soft theorems for gravity amplitudes [188,189], these derivatives can be
organised in terms of the orbital angular momentum operator associated with each external
leg, which has the form

Lνµ(i) = i

�

pνi
∂

∂ piµ
− pµi

∂

∂ piν

�

. (4.32)

These contributions are depicted in fig. 1.5b and appear as the second term in the factorisa-
tion formula of eq. (1.25). Using the definition of the G-polarisation in eq. (1.26), we can
readily see that it takes indeed the form of eq. (4.32):

Gνµi

∂

∂ pνi
=
�

ηνµ −
(2pi − k)µkν

2pi · k
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∂

∂ pνi

=
kν
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pνi
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∂ piµ
− pµi

∂

∂ piν

�

+O (k) = −
ikν

pi · k
Lνµ(i) +O (k) , (4.33)

suppressing the NNLP term in the second identity. On each hard leg, this combines with
the spin angular momentum contribution to construct the total angular momentum oper-
ator Sνµ + Lνµ ≡ Jνµ. In ref. [41], the orbital angular momentum contribution was not
included in the generalised Wilson line operator of eq. (4.31). Given that the total angular
momentum is associated to rotational invariance, it might make sense to do so. For practical
purposes, however, it remains convenient to keep the orbital angular momentum separate,
given that it involves derivatives which have yet to act on the hard interaction.

Armed with the operator defined in eq. (4.31), we may construct the next-to-soft function

eS
�

z,Q2,ε
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=
1
Nc

∑

n |LP

Tr
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0
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�F †(p1) F(p2)
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�n
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�F †(p2) F(p1)
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�0
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δ

�

z −
Q2

s

�

. (4.34)

Here we have replaced the Wilson line operators in the LP soft function of eq. (4.10) by their
NLP counterparts. The subscript in the sum over final states indicates that all phase space
integrals are to be carried out with LP phase space only (i.e. with a measure of integration
consisting of a product of single-gluon phase space integrals). Corrections to this will be
considered in section 4.2.2. As was the case at LP, the next-to-soft function in eq. (4.34)
can be shown to exponentiate using replica trick arguments (see appendix 4.A). However,
we must carefully disentangle what this means, given that the generalised Wilson line of
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H H†

F
†
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†
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α1 α1
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ᾱ1ᾱ1

ᾱ2 ᾱ2

β̄2

Figure 4.1: Labelling of spin indices for the squared amplitude, where H is the hard func-
tion, and Fi a generalised Wilson line.

eq. (4.31) is matrix-valued in the spin space of the external hard particles. As an example,
consider the spin one-half case, and let us write the non-radiative amplitude for an incoming
fermion and antifermion with explicit spin indices {α,β}, as

M = v̄α(p2)M
αβ uβ(p1) , (4.35)

so that the spin matrix Mαβ is defined by stripping off the initial state wave functions from
the full amplitude. It factorises into a product of hard and next-to-soft factors, so that the
integrated squared matrix element, dressed by arbitrary amounts of radiation from the next-
to-soft function, can be written as
∫

dΦ(n+1) |M|2 = eS α1α2ᾱ1ᾱ2

β1β2β̄1β̄2
(z,Q2,ε)

∫

dΦ(1)
�

v̄β2(p2)Hα2α1
uβ1(p1)
��

ūβ̄1(p1)H
†
ᾱ1ᾱ2

vβ̄2(p2)
�

,

(4.36)
where the next-to-soft function of eq. (4.34) is now explicitly written as a spin operator
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(4.37)
The ordering of spinor indices is depicted in fig. 4.1. In eq. (4.36), dΦ(m) denotes the m-
particle Lorentz-invariant phase space measure. We have singled out the integration over
the phase space of the heavy vector boson, relying upon the factorisation of the n-body
phase space at LP. Note that eq. (4.36) also applies to the case of incoming particles of spin
one, if the spinor wave functions are replaced with polarisation vectors, and spinor indices
by vector indices.

The discussion so far applies strictly only to the case of massive external particles. When
massless particles are involved, it is no longer true that the hard function H is analytic in the
momentum carried by soft radiation: it develops logarithmic singularities due to the pres-
ence of collinear divergences, which are described by radiative jet functions as discussed in
section 1.4 and chapter 2. However, ref. [122] and previous chapters in this thesis provide
suggestive evidence that these functions contribute only at sub-leading-logarithmic accu-
racy, while all LL contributions can be traced to the (next-to-)soft function, if the results are
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Chapter 4. Diagrammatic resummation of leading-logarithmic threshold effects at NLP

recast in the present framework. In addition, such hard collinear contributions have also
been argued to be subleading in various SCET approaches [96,98,167,190]. We will argue
below that LLs at NLP can indeed only arise from momentum regions of integration that are
already fully accounted for by the next-to-soft function introduced in eq. (4.31).

To illustrate this point, let us consider first the well-understood situation at LP for com-
parison. In that case, threshold singularities are directly related to IR singularities of the
amplitude. These arise from integrations of the relevant momentum components, the so-
called normal variables, near singular surfaces in momentum space, which can be com-
pletely characterised to all orders in perturbation theory by means of Landau equations and
power-counting techniques [191]. For massless theories, it can be shown in general that IR
singularities arise only from soft and collinear momentum configurations. At LP one finds
that at n loops there are precisely 2n normal variables that must be integrated with a log-
arithmic measure. In a suitable frame, these can be taken to be n parton energies Ei, with
a LP integration measure dEi/Ei, and n transverse momenta with respect to the directions
defined by external particles, ki⊥, with a LP integration measure dki⊥/ki⊥. Threshold log-
arithms in general arise when different combinations of normal variables become small at
different rates, but LLs arise only with a very specific scaling, when all energies and trans-
verse momenta are strongly ordered, say E1� . . .� En and k1⊥� . . .� kn⊥.4 In that limit,
the 2n logarithmic integrations yield contributions of the form ln2n−1(1− z)/(1− z), since
the last logarithmic integration is not performed when computing dσ̂/dz.

If either the phase-space measure or the squared matrix element provides a single power of
one of the normal variables, only 2n−1 momentum components are integrated with a log-
arithmic measure. Once again, the most divergent contributions will arise from the config-
uration where the remaining normal variables are strongly ordered. Now, two possibilities
arise. On the one hand, the normal variable whose integration has become non-singular
can be a transverse momentum, in which case the corresponding parton is soft, but not
strictly collinear. This would lead to a subleading logarithmic contribution at LP, such as
log2n−2(1 − z)/(1 − z). This configuration is in fact accounted for by the LP soft function,
which also describes wide-angle soft gluons. On the other hand, the suppressed variable can
be an energy, while all transverse momenta are still strongly ordered. Such next-to-soft,
collinear configurations are accounted for by the next-to-soft function defined in eq. (4.34)
and give the NLP LL contribution log2n−1(1−z), where the remaining integration over z will
not introduce a further singularity.

Notice that radiative jet functions such as the one computed in ref. [79] also contain the
next-to-soft, collinear configuration: this, however, contributes to a double counting that
must be explicitly subtracted, either by introducing eikonal jets, as done in eq. (4.7), or
by defining an appropriate counterterm, as done for example in ref. [81]. The subtracted

4This property is not special to threshold resummation, but underlies the understanding of leading-
logarithmic singularities in variety of kinematical situations: classic applications involve the ladder-based
derivation of the DDT formula for the resummed DY transverse momentum distribution [192], the resum-
mation of leading collinear logarithms in ref. [193], the ladder resummation of Sudakov behaviour in [29]
and the treatment of leading high-energy logarithms (see e.g. the pedagogical discussion in ref. [194]).
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radiative jet function then contains only hard collinear configurations for all virtual partons
as well as (next-to-)soft real emissions, and cannot contribute at leading-logarithmic accu-
racy. An explicit example and test of the above discussion is provided in ref. [81], where the
non-abelian radiative jet function for quarks was computed at one-loop order, and the over-
lap between (next-to-)soft and collinear emissions was explicitly identified. Furthermore,
a large class of (N)LP threshold effects has been calculated in DY production at NNLO in
ref. [122] and N3LO in chapter 3, where hard collinear effects are indeed found to be asso-
ciated with NLL terms and beyond. Notice that, as discussed above, upon exponentiation
LLs at NLP must be generated by one-loop contributions: the results of refs. [1, 81, 122]
therefore provide a complete test of our argument for the DY process.

To summarise, NLP contributions to squared matrix elements can be categorised into two
main types, as follows:

(i) Next-to-soft emissions. These are captured by the next-to-soft function, defined in
terms of generalised Wilson lines in eq. (4.34), together with the orbital angular mo-
mentum contributions associated with internal emissions as depicted in fig. 1.5b. The
next-to-soft function exponentiates (see appendix 4.A), as did the LP soft function.

(ii) Collinear contributions. These originate from collinearly enhanced regions, as shown
in fig. 1.5c, and are described by radiative jet functions, which overlap with the next-
to-soft function. Upon removing the double counting, the remaining collinear effects
do not contribute at LL accuracy.

In this section, we have discussed the second term on the right-hand side of eq. (4.30), and
argued that the next-to-soft emissions are the only contributions to the NLP matrix element
that can result in LL terms in the cross section. We must also check whether or not LL
terms can arise from the phase space integration of the LP matrix element, once correlations
between radiated gluons are included. This is the subject of the following section.

4.2.2 NLP phase space correction

The third term in eq. (4.30) consists of the LP matrix element integrated over the NLP phase
space. To see whether or not this term can give LL contributions at NLP, it is sufficient to
take the LL contribution to the LP matrix element at each order, and then evaluate the
phase space integral up to NLP. The LL contributions to the matrix element have already
been discussed in section 4.1, and involve exponentiating the NLO eikonal squared matrix
element. This generates terms with n≥ 1 gluon emissions, and, according to eq. (4.10), one
must then integrate each such term over the n-gluon phase space. Considering all possible
contributions to an n-gluon final state yields a squared matrix element of the form

|M|2LP,n = f
�

αs,ε,µ
2
�

n
∏

i=1

p1 · p2

p1 · ki p2 · ki
, (4.38)
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where the prefactor f (αs,ε,µ
2) collects coupling dependence, possible poles in ε due to

the integration over loop momenta, and final state combinatorial factors. The explicit form
of this function is irrelevant for what follows. We must now integrate eq. (4.38) over the
(n+ 1)-body phase space, consisting of n gluons, as well as the electroweak vector boson
that defines the final state at LO. We note that a similar phase space integral is carried out
in great detail in appendix 3.B, for a two-gluon final state. The integration measure reads

dΦ(n+1) =

� n
∏

i=1

∫

dd ki

(2π)d−1
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2
i )
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(2π)δ
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i−1
∑

j=1

2ki ·k j

��

, (4.39)

where the integration of the vector boson momentum has already been carried out, using
the overall momentum conservation delta function. In order to compute the integral, it is
particularly convenient to use the Sudakov decomposition of eq. (4.15) for each momentum
ki. One finds
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. (4.40)

In order to proceed, we represent the delta function in the second line of eq. (4.40) using

δ(x) =

∫ i∞

−i∞

dω
2πi

eωx . (4.41)

We may then rewrite eq. (4.40) as

∫

dΦ(n+1) |M|2LP,n = f (αs,ε,µ
2)

2π
s
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−i∞

dω
2πi
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× e
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n; i−1
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i, j=1

k+i k−j + k−i k+j −ki⊥ ·k j⊥ +O
�

k4
�

�

, (4.42)

where in the second line we Taylor-expanded the term in the exponent that is quadratic in
soft momentum, anticipating that higher order contributions will correspond to subleading
powers of (1 − z) in the final result. The term proportional to ω corresponds to a phase
space correlation between pairs of gluons that is absent at LP. Thus, this term constitutes
the “NLP phase space” correction referred to in eq. (4.30). The term involving the transverse
momenta leads to an odd integrand in each ki⊥ in eq. (4.42), and will therefore give a
vanishing contribution to the final result. We can then carry out the remaining transverse
momentum integrals, and subsequently make the transformation k̃±i =

ω
p

s/2
k±i , to obtain

∫

dΦ(n+1) |M|2LP,n = f (αs,ε,µ
2)

2π
s

∫ i∞

−i∞

dω
2πi

eω (1−z)

� n
∏

i=1

Ωd−2

(2π)d−1

s
d−4

2

2
1
ωd−4
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×
∫ ∞
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dk+i e−k̃+i (k̃+i )
d−6

2

∫ ∞

0

dk−i e−k̃−i (k̃−i )
d−6

2

�

�

1+
1
ω

n; i−1
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. (4.43)

Next, the ki± integrals can be straightforwardly carried out to give

∫

dΦ(n+1)|M|2LP,n = f (αs,ε,µ
2)
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d−2 sn (d−4)
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�
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�
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1
ωn(d−4)+2

�
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. (4.44)

The integral in ω is recognisable as an inverse Laplace transform (see eq. (3.59)), which
yields the result

∫

dΦ(n+1)|M|2LP,n = f (αs,ε,µ
2)
Ωn

d−2 sn d−4
2 −1

2nd−1πn(d−1)−1

Γ 2n[(d − 4)/2]
Γ [n(d − 4)]

(1− z)n(d−4)−1

×
�

1+
(n− 1)(d − 4)(1− z)

4
+O
�

(1− z)2
�

�

. (4.45)

Note that the termsO (k4)we have neglected in expanding the exponential factor in eq. (4.42)
give indeed subleading power corrections in (1 − z), justifying the approximation made
above. Eq. (4.45) is the final result of integrating the LP contribution to the matrix element
responsible for LL terms, with the multigluon phase-space measure expanded to NLP. The
second term in the last line of eq. (4.45) is the desired NLP correction, as it is suppressed
by a single power of (1 − z). Furthermore, it contains an explicit factor of d − 4 = −2ε,
which directly implies that the phase space correction does not affect LL terms, which are
associated with the most singular poles in ε.

In summary, we have shown that the third term in eq. (4.30), consisting of the LP matrix
element dressed with NLP phase space corrections, does not contribute to LL terms at NLP.
It can thus be neglected for the purposes of this chapter. Combining this observation with
the results of the previous section, we now have everything we need to perform an explicit
resummation of LL NLP threshold logarithms in DY production. We turn to this task in the
next section.

4.3 Resummation of NLP LL terms in Drell-Yan

production

In the previous sections, we have seen that LL contributions at NLP are governed by next-
to-soft radiation. This in turn is captured by the next-to-soft function defined in eq. (4.34),
possibly complemented by contributions involving the orbital angular momentum of each
incoming parton. In this section, we apply these ideas to resum LL NLP terms in DY produc-
tion. While very interesting in its own right, this example also serves as a useful warm-up
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case for two reasons. Firstly, it will allow us to make contact with the LP treatment of sec-
tion 4.1. Secondly, in this case the hard interaction is particularly simple at leading order,
as there is no dependence on the external momenta. Thus, we do not have to worry about
orbital angular momentum contributions at LL accuracy, and it is sufficient to calculate the
next-to-soft function. Once this has been calculated for single radiation, it may be exponen-
tiated (as at LP), yielding the resummation formula that we are seeking.

For the first steps of our derivation, we do not need to specify the final-state particle con-
tent of the process we are studying. Rather, we will consider a general hard interaction H
connecting to an incoming qq̄ pair, such that the LO amplitude is given by eq. (4.35). Rep-
resentative diagrams contributing to the squared amplitude arising from the next-to-soft
function at NLO, eq. (4.36), are shown in figure 4.2. We may directly evaluate them using
the Feynman rules arising from eq. (4.31). First, we may note that contributions involv-
ing k2 vanish, since the radiated gluon is on shell. Next, it is convenient to combine the
scalar-like and spin-dependent emission vertices as

kµ

2pi · k
− ikν

Σνµ

pi · k
=
6kγµ

2pi · k
. (4.46)

Then, the diagrams of figure 4.2 yield a NLP contribution

|M|2NLP, (a)+(b) = 2g2
s CF

�

pµ1
p1 · k
−

pµ2
p2 · k

�

Tr

�

6p2H

�

6kγµ
2p1 · k

�

6p1H†

�

= −
g2

s CF

p1 · k p2 · k
Tr
�

6p2H 6k 6p2 6p1H†
�

, (4.47)

where a factor of two is included to account for the complex conjugate diagrams. Note
that the contribution from fig. 4.2b is no longer present in the second line because of the
resulting factor /p1/p1 = 0 in the trace. In order to extract the LO squared amplitude, we may
use an argument similar to one presented recently in ref. [84]. In the spirit of eq. (4.15),
we decompose /k in terms of /p1 and /p2 in the following way

6k =
p2 · k
p1 · p2

6p1 +
p1 · k
p1 · p2

6p2+ 6k⊥ . (4.48)

Substitution into eq. (4.47) reveals that the term involving transverse momentum occurs
linearly in the squared matrix element, leading to an odd integrand which vanishes upon
integrating over k⊥. This contribution can thus be ignored, leading effectively to the expres-
sion

|M|2NLP, (a)+(b) = −
2g2

s CF

p1 · k
Tr
�

6p2H 6p1H†
�

. (4.49)

We now see that the LO squared matrix element is factored out in eq. (4.49). Combining
this with diagrams obtained from those in figure 4.2 by interchanging p1 with p2, summing
over spins and colours, and dividing out the LO partonic cross section one easily obtains
an expression for the real emission contribution to the one-loop next-to-soft function. We
emphasise that at NLP singularities as z → 1 are integrable, such that there is no need to
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p1
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H†

k

H H†H

(a)
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H†

k

H H†H

(b)

Figure 4.2: Diagrams contributing to a squared amplitude with a qq̄ initial state, arising
from the next-to-soft function S̃ acting on the LO hard interaction H, as in
eq. (4.36). NE vertices are indicated with a dot. Further diagrams are obtained
by reflection about the final state cut, and/or by interchanging p1↔ p2.

include virtual corrections in order to generate LL contributions. The NLP soft function we
require is thus given by

S(1)NLP

�

z,Q2,ε
�

= −2µ2εg2
s CF

∫

dd k
(2π)d−1

δ+(k
2)δ
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��

1
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1
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2αsCF

π

�

µ̄2
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eεγE Γ 2(−ε)

Γ (1− ε) Γ (−2ε)
(1− z)−2ε . (4.50)

where the phase space integral is carried out straightforwardly using the Sudakov decompo-
sition of eq. (4.15), and the subsequent change of variables in eq. (4.18). Taking the Mellin
transform we find

S(1)NLP

�

N ,Q2,ε
�

= −
2αsCF

π

�

µ̄2

Q2

�ε
eεγEΓ (−ε)Γ (N)
Γ (1− 2ε+ N)

=
2αsCF

π

�

µ̄2

Q2

�ε
1
N

�

1
ε
+ 2ψ(0)(N + 1) + 2γE

�

+O (ε) . (4.51)

The leading behaviour as N →∞ is

S(1)NLP

�

N ,Q2,ε
�

=
2αsCF

π

�

µ̄2

Q2

�ε �
1
ε

1
N
+

2 log N
N

+ . . .
�

, (4.52)

where the ellipsis denotes terms which are non-singular in ε and non-logarithmic in N , as
well as terms suppressed by further powers of N . We see that the NLP soft function generates
contributions which are suppressed by (at least) a single power of N compared to LP, as
expected. We must now combine eq. (4.52) with the LP soft function given in eq. (4.29),
which itself includes subleading terms in N -space arising from the Mellin transformation
from z-space. The result is

SLP+NLP

�

N ,Q2,ε
�

=
2αsCF

π

�

µ̄2

Q2

�ε �
1
ε

�

log N +
1

2N

�

+ log2 N +
log N

N

�

. (4.53)

As explained above, we may directly exponentiate eq. (4.53) and combine it with the LO
cross section to resum the leading-logarithmic terms at LP and NLP. We subsequently absorb
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the residual collinear pole in the PDFs, generalising eq. (4.27), by defining

qLL,NLP

�

N ,Q2
�

= q(N ,Q2)exp
�

αsCF

π

1
ε

�

log N +
1

2N

��

, (4.54)

and similarly for the antiquark. The resummed cross section up to NLP in the threshold
expansion and at LL accuracy then becomes

∫ 1

0

dττN−1 dσDY

dτ

�

�

�

�

�

LL,NLP

= σ0(Q
2)qLL,NLP

�

N ,Q2
�

q̄LL,NLP

�

N ,Q2
�

× exp
�

2αsCF

π

�

log2N +
log N

N

��

. (4.55)

Upon expanding the exponential factor in powers of αs, we may perform the inverse Mellin
transform of the partonic cross section order by order, using the results of appendix 4.B, to
get

∆LL
LP+NLP(z) =

∞
∑

m=1

�

2αsCF

π

�m 1
(m− 1)!

�

2

�

log2m−1(1− z)
1− z

�

+

− 2 log2m−1(1− z)

�

. (4.56)

This is in complete agreement with the result of ref. [146], which argued (consistent with
previous observations in refs. [155, 162]) that the LL NLP terms at any order have a coef-
ficient which is always the negative of that of the corresponding leading-logarithmic plus
distribution. Our result provides independent proof thereof. The origin of this phenomenon
can be traced to the coefficient of the ε pole in eq. (4.52). Given that this pole represents
a collinear singularity that must be absorbed in the parton distributions, it has to emerge
from the NLP contribution to the LO DGLAP splitting kernel that governs such terms. More
specifically, the collinear poles in the NLO DY cross section have the form −2 P(0)qq /ε (see
e.g. ref. [195]), where the factor of two arises from having collinear singularities associated
with either of the incoming partons. The splitting function can be expanded near threshold
as

P(0)qq (z) =
αs

2π
CF

�

2
(1− z)+

− 2+ . . .
�

. (4.57)

where the second term gives the NLP contribution in z-space, whose Mellin transform is

∫ 1

0

dzzN−1 P(0)qq (z)
�

�

�

NLP
= −

αsCF

π

1
N

. (4.58)

We thus expect the collinear pole of the NLP contribution to the next-to-soft function in
Mellin space to be given by

2αs CF

π

1
N

1
ε

, (4.59)

which is indeed observed in eq. (4.52), and in momentum space in eq. (4.50). We see
that the next-to-soft function correctly generates the NLP correction to the splitting kernel.
This in turn dictates the LL behaviour in the finite part: in z-space, this contribution arises
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completely from an overall ε-dependent power of (1 − z), dressing the pole term. Thus,
ensuring that the NLP behaviour of the pole term is correct is sufficient to describe the finite
part as well.

Equation (4.55) resums the leading-logarithmic behaviour of the DY cross section at LP
and NLP in the threshold expansion: it completely agrees with expectations from the lit-
erature [146, 162], as well as with the recent SCET analysis of ref. [167]. We emphasise
that, of course, at LP there is no need to limit the resummation to LLs. This was done in
eq. (4.55) only for simplicity, and to underline the close connection between LL terms at LP
and NLP. Because of the link discussed above between NLP LLs and the DGLAP kernels, it
is straightforward to incorporate our results in the standard LP resummation formalism: it
is sufficient to include NLP terms in the quark splitting function. This was argued to be ap-
propriate in refs. [146,155,162], and, with the mild assumptions discussed in section 4.2.1,
it is now proven. For completeness, we include here the general resummation ansatz in-
troduced in ref. [162], which implements this change in the classic threshold resummation
formula of refs. [48,49,196], together with other proposed modifications that have effects
on subleading NLP logarithms. In Mellin space, the result of ref. [162] for the DY process
can be written as

ln
�

∆(N ,Q2)
�

= FDY

�

αs(Q
2)
�

+

∫ 1

0

dz zN−1

�

1
1− z

D
�

αs

�

(1− z)2Q2

z

��

+ 2

∫ (1−z)2Q2/z

Q2

dq2

q2
P LP+NLP

qq

�

z,αs(q
2)
�

�

+

. (4.60)

In eq. (4.60), D(αs) is the well-known LP wide-angle soft function for DY, which has been
computed up to three loops [59, 197–199], FDY(αs) resums N -independent contributions
following ref. [200], and P LP+NLP

qq (z,αs) is the soft expansion of the DGLAP splitting function
up to NLP, order by order in perturbation theory, which was derived in ref. [162] starting
from the results of ref. [201]. Furthermore, the overall plus prescription is defined to apply
only to LP contributions, that are singular as z→ 1. Leading NLP logarithms in eq. (4.60) are
generated by the one-loop NLP contribution to P LP+NLP

qq , as discussed in this section. Higher
order terms in the NLP splitting function will contribute to, but not exhaust, subleading
NLP logarithms. For example, the phase space boundary and argument of the coupling in
eq. (4.60), which correspond to an exact rather than a LP definition of the soft scale of the
process, also contribute to subleading logarithms at NLP. Yet other subleading logarithmic
contributions at NLP would come from the radiative jet functions.

In ref. [162], the accuracy of eq. (4.60) was tested by comparing its expansion to NNLO with
existing exact results. As expected from our discussion, NLP LLs are exactly predicted. Fur-
thermore, they observed that next-to-leading NLP logarithms are predicted quite accurately,
and they mostly arise from the NLO contribution to the NLP splitting function. The small
discrepancy arising at this level of accuracy (NLL at NLP) between the resummation and
the finite order result shows the need to include radiative jet functions at NLP. Although
accounting for such effects in a resummation formula would be the ultimate goal of our
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NLP studies we will apply the current framework first, and shall use eq. (4.60) to study the
numerical effects of LL resummation at NLP in chapter 5.

4.4 NLP LL resummation for general quark-initiated

colour-singlet production

In section 4.3 we have seen how to resum the highest power of threshold logarithms at NLP,
for the specific case of DY production. In fact, the result can be generalised to the production
of N colour-singlet particles (of which the LO cross section may be loop-induced), with a
qq̄ initial state. Crucial to our arguments throughout this chapter is the exponentiation of
the soft function (up to NLP) in terms of webs [41,83], which implies that the next-to-soft
function has the schematic form5

SNLP = exp

�

∑

i

W (i)
LP +
∑

j

W ( j)
NLP

�

, (4.61)

where the first sum is over LP webs, composed entirely with eikonal Feynman rules, and
the second sum is over NLP webs with at most one NE vertex. However, one should realise
that if we are only interested in NLP terms in the final result for the cross section, we do
not have to exponentiate the NLP webs, as expanding eq. (4.61) in powers of the coupling
will generate quadratic and higher powers of the NLP term, which contribute at NNLP and
beyond. Thus up to NLP, we may replace eq. (4.61) with

SNLP = exp

�

∑

i

W (i)
LP

��

1+
∑

j

W ( j)
NLP

�

. (4.62)

This expression shows us that, in order to generate a contribution to the highest power of
the NLP logarithm at any given order, we must take the leading-logarithmic behaviour from
the NLP web term, namely the contribution proportional to αs log(N)/N , and dress this
with the LLs coming from the LP soft function. Note in particular that the webs W (i)

NLP do not
contain terms of the type αp

s log2p−1(N)/N , such terms will arise in the cross section only
through the expansion of the exponential in eq. (4.61), precisely through the interference
between LP and NLP webs. We can see this directly in eq. (4.55) for DY production: upon
Taylor-expanding in αs, the leading logarithm at NLP comes from a single instance of the
leading NLP log at O (αs), dressed by arbitrary powers of the LL at LP. The insight that we
need the NLP contribution just once will be key in what follows.
For arbitrary processes, we must include an additional next-to-soft contribution, associated
with the orbital angular momentum of incoming particles. To this end, let us consider

5In previous sections our phrasing has been somewhat inexact, in that we talked about the exponentiation of
the NLO (N)LP soft function itself. Given that at LL accuracy the required webs coincide with the diagrams
that contribute to the NLO (N)LP soft function, this is in fact equivalent. In general, however, webs are
particular (next-to-)soft diagrams that enter the exponent with modified colour factors (see appendix 4.A).
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Figure 4.3: Production of N colour-singlet particles with either a qq̄ or gg initial state.

the effect of a single emission from the non-radiative amplitude. This has been examined
recently in ref. [84], and we will present a short summary of that discussion here, before
commenting on the consequences for the present study. We label momenta as shown in
fig. 4.3a, and we write the LO non-radiative amplitude for a qq̄-initiated process as

M (qq̄)
LO

�

{pi}
�

= v̄(p2)M
(qq̄)
LO

�

{pi}
�

u(p1) = v̄(p2)H
(qq̄)
LO

�

{pi}
�

u(p1) . (4.63)

where {pi} are the incoming and outgoing momenta of, respectively, the initial state partons
and the those particles that define the LO final state. We also point out that the LO hard
function HLO coincides with the LO stripped matrix element M (qq̄)

LO . Let us now consider the
radiative amplitude with external wave functions removed, which we denote by M (qq̄g)

σ
. As

shown in ref. [84], this amplitude can be decomposed (up to NLP) as

M (qq̄g)σ
NLP = M (qq̄g)σ

scal. +M (qq̄g)σ
spin +M (qq̄g)σ

orb. , (4.64)

where the first (second) term on the right-hand side originates from the spin-independent
(spin-dependent) part of the next-to-soft function, while the third term corresponds to the
orbital angular momentum contribution discussed in section 4.2.1. The squared single emis-
sion amplitude, summed over colours and spins, is then given by

�

�M (qq̄g)
NLP

�

�

2�
p1, p2, k
�

= −
∑

colours

Tr
�

6p2 M (qq̄g)σ
NLP 6p1 M (qq̄g)†

NLP,σ

�

, (4.65)

where we conveniently summed over physical and non-physical polarisations alike, using
∑

λ

ε(λ)
σ
(k)ε(λ)∗

τ
(k) = −ηστ , (4.66)

requiring one to include diagrams with final state ghost to subtract the latter. Such diagrams
contribute to the squared amplitude only at NNLP and beyond, as the ghost emission vertices
are proportional to the soft momentum, and can be omitted in practice. Likewise, we neglect
NNLP terms that arise from squaring NLP contributions in eq. (4.65).

The various contributions to eq. (4.64) have been calculated explicitly in ref. [84], and it
was shown that one can express eq. (4.65), at NLP accuracy, as

�

�M (qq̄g)
NLP

�

�

2
(p1, p2, k) = g2

s CF
s

p1 · k p2 · k

�

�M (qq̄)
LO

�

�

2�
p1 +δp1, p2 +δp2

�

, (4.67)
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where initial state momenta in the LO matrix element have been shifted according to

δp1 = −
1
2

�

p2 · k
p1 · p2

pα1 −
p1 · k
p1 · p2

pα2 + kα
�

, δp2 = −
1
2

�

p1 · k
p1 · p2

pα2 −
p2 · k
p1 · p2

pα1 + kα
�

. (4.68)

The NLP squared amplitude for single real emission (summed over colours and spins) thus
consists of an overall eikonal factor dressing the LO squared amplitude, whose incoming
momenta are shifted according to eq. (4.68). Note that the shifts of eq. (4.68) include
more physics than is captured solely by the next-to-soft function: they also contain the
orbital angular momentum contributions of eq. (4.64). In fact, for a gg-induced process
the derivation of this result is quite straightforward, given that no spin part is present (see
ref. [84]). In that case the interference term between the M (qq̄g)

orb. and M (qq̄g)
scal. is the sole

NLP contribution, and the orbital angular momentum operator is easily recognised as a first
order term in the Taylor expansion of eq. (4.67) aboutM (qq̄)

LO (p1, p2). As a result the partonic
Mandelstam invariant s is rescaled according to

s = (p1 + p2)
2 −→ (p1 +δp1 + p2 +δp2)

2 = (p1 + p2 − k)2 = zs , (4.69)

where, in the case of an N particle final state, the threshold variable z is defined by

z =
P2

s
for Pµ =

N+2
∑

i=3

pµi , (4.70)

satisfying the momentum conservation condition pµ1 + pµ2 = Pµ + kµ. Crucially for what
follows, all NLP effects in the matrix element are absorbed in the momentum shift, so that
the prefactor in eq. (4.67) simply dresses the shifted matrix element with a LP soft emission.

To illustrate the workings of eq. (4.67), we apply the procedure to DY production. In that
case the shift in the LO matrix element amounts to

|M qq̄
DY;LO|

2(p1, p2) = (4πα) e
2
q Nc (1− ε) s

−→ |M qq̄
DY;LO|

2(p1 +δp1
, p2 +δp2

) = (4πα) e2
q Nc (1− ε) (zs) , (4.71)

thus generating an overall factor of z, which we can express as z = 1− (1− z). This shows
immediately that the NLP coefficient in eq. (4.67) at O (αs) is equal but of opposite sign as
the LP terms, consistent with the result in eq. (4.56).

We may obtain the partonic cross section for the single real emission contribution by in-
tegrating over the phase space and including flux and spin/colour averaging factors. The
phase space for the (N + 1)-body final state may be written in factorised form as
∫

dΦN+1 (P + k; p3, . . . , pN+2, k) =

∫

dP2

2π

∫

dΦ2 (P + k; P, k)

∫

dΦN (P; p3, . . . , pN+2) , (4.72)

namely as the convolution of a two-body phase space for the gluon momentum k and the
total momentum P carried by colour-singlet particles, with the subsequent decay of the latter
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4.4. NLP LL resummation for general quark-initiated colour-singlet production

into the individual momenta {pi} for i = {1, N + 2}. We may now recognise the integral of
eq. (4.67) over the two-body phase space as the real part of the LP soft function calculated
in section 4.1. Then, the NLP partonic cross section for the radiative qq̄-initiated process be
expressed as

σ̂
(qq̄)
NLP(z,ε) = z S(1)LP;R(z,ε) σ̂(qq̄)

LO (zs) . (4.73)

Note that we include an explicit factor z in eq. (4.73), so that we can introduce a shifted flux
factor to express the LO partonic cross section with shifted kinematics entirely. It is given
by

σ̂
(qq̄)
LO (zs) =

1
2(zs)

1
4N 2

c

∫

dΦ(z)N

�

�M (qq̄)
LO

�

�

2
(p1 +δp1, p2 +δp2) , (4.74)

where dΦ(z)N denotes the phase space measure for the N colour-singlet particles, but with
kinematics shifted according to eq. (4.69). If these integrals are evaluated in the center of
mass frame of the LO final state particles, no explicit k dependence arises from the kinematic
shift, and the effect of the shift is governed entirely by setting P2 = zs. This allows one to
carry out the soft gluon’s phase space integral independently, as done in eq. (4.73).

The generalisation of eq. (4.73) to all orders is obtained by dressing the single-emission cross
section with a further arbitrary number of LP soft gluon emissions: after all we argued that
we needed to include the NLP effects just once. In eq. (4.67), this has the effect of replacing
the real part of the NLO soft function with the all-order LP soft function. Furthermore, the
(N +m)-body phase space for the emission of N colour-singlet particles and m additional
gluons, with momenta {pi} and {k j} respectively, factorises as in eq. (4.72), and one may
write
∫

dΦN+m

�

P+
m
∑

j=1

k j; {pi}, {k j}
�

=

∫

dP2

2π

∫

dΦm+1

�

P+
m
∑

j=1

k j; P, {k j}
�

∫

dΦN

�

P; {pi}
�

, (4.75)

so that eq. (4.73) can be straightforwardly replaced with

σ̂
(qq̄)
NLP; res.(z,ε) = z SLP(z,ε) σ̂(qq̄)

LO (zs) = z SLP(z,ε) σ̂(qq̄)
LO

�

Q2
�

. (4.76)

In the second equality we emphasise that the LO partonic cross section with shifted kine-
matics becomes a function of Q2, which is the physically measured invariant mass that must
be kept fixed. The factor ∆̂(qq̄)

LO can thus be treated as being independent of z. Taking the
Mellin transform we find

∫ 1

0

dz zN−1σ̂
(qq̄)
NLP; res.(z,ε) = SLP(N + 1,ε) σ̂(qq̄)

LO

�

Q2
�

. (4.77)

Since the LP soft function is insensitive to the details of the hard process, we can directly use
eq. (4.29) for the soft factor, provided we exponentiate the expression to obtain the all-order
result. Note that the soft function is evaluated at N + 1 rather than N , so we re-expand in
the large N limit to obtain the correct leading behaviour in N at O (1/N). We subsequently
absorb the residual collinear poles in ε in the (anti)quark distribution functions, and finally
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Chapter 4. Diagrammatic resummation of leading-logarithmic threshold effects at NLP

expand the 1/N corrections to first order, since our formula is accurate up to NLP. One finds

∫ 1

0

dz zN−1σ̂
(qq̄)
NLP; res.(z) = σ̂

(qq̄)
LO (Q

2)exp
�

2αsCF

π
log2(N)
��

1+
2αsCF

π

log N
N

�

. (4.78)

This simple result resums LLs in Mellin space at both LP and NLP, in the partonic cross
section, for a general quark-induced colour-singlet production process. A comparison with
the DY result of eq. (4.55) shows that the expressions are equivalent up to NLP, thus pro-
viding an important cross-check of eq. (4.78). Recall that in eq. (4.55), we were able to
exponentiate the NLP term due to the known exponentiation properties of the next-to-soft
function. In the general case, the NLP term contains additional physics that is not captured
by the next-to-soft function, but arises from orbital angular momentum effects of which the
exponentiation is not manifest.

Given that eq. (4.78) is (up to NLP) equivalent to eq. (4.55), we find that even for qq̄-
initiated processes with a more involved final state, one may extend the result to include
the complete resummation of subleading logarithms at LP. The orbital angular momentum
contribution that was trivial for the DY cross section (due to its point like interaction at LO)
will result in a shift of the center-of-mass energy s, which must be applied to the Born cross
section, with consequences that will depend on the particular process and observable being
considered. The Sudakov exponent, on the other hand, is still governed by the radiation
from the initial state partons so that eq. (4.60) will still apply.

4.5 NLP LL resummation for general gluon-initiated

colour-singlet production

In section 4.4 we considered the production of a generic colour-singlet final state in quark-
antiquark scattering, and showed how LLs may be resummed at LP and NLP. For gluon-
initiated processes as shown in fig. 4.3b a similar analysis can be made: one may obtain
leading-logarithmic NLP contributions by combining the next-to-soft function with orbital
angular momentum contributions. As for the quark case of section 4.4, we can then dress the
effect of a single gluon emission at NLP with an arbitrary number of LP soft gluon emissions.
The case of single emission has been studied alongside the quark case in ref. [84], leading
to a result identical in form to eq. (4.67) for the squared amplitude. Indeed one finds

�

�M (g g g)
NLP

�

�

2
(p1, p2, k) = g2

s CA
s

p1 · k p2 · k

�

�M (g g)
LO

�

�

2
(p1 +δp1, p2 +δp2) . (4.79)

As in the quark case, this takes the form of the LO non-radiative transition probability, with
kinematics shifted according to eq. (4.68), dressed by a single LP soft emission. The colour
factor in this case reflects that the emitter is an initial-state gluon rather than an initial-state
(anti)-quark. The factorisation of phase space will be identical to the previous section, given
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4.5. NLP LL resummation for general gluon-initiated colour-singlet production

p1

p2

ph

Figure 4.4: Higgs boson production via gluon-fusion. The dot denotes the effective coupling
that results from integrating out the top-quark in the infinite top-mass limit.

that this is independent of the particle species. One then obtains the resummed result

σ̂
(g g)
NLP; res.(z,ε) = z SLP(z,ε) σ̂(g g)

LO (zs) , (4.80)

where the soft function on the right-hand side is defined in terms of Wilson lines in the ad-
joint representation. One may then follow similar arguments to those leading to eq. (4.78),
yielding

∫ 1

0

dz zN−1σ̂
(g g)
NLP; res.(z) = σ̂

(g g)
LO (Q

2) exp
�

2αsCA

π
log2(N)
��

1+
2αsCA

π

log N
N

�

. (4.81)

We will verify the results of this section by applying the outlined technique to the case of
Higgs boson production, and compare to known LP and conjectured NLP results in the large
top mass limit [159]. As is well-known, the LO process consists of an effective coupling
between the Higgs boson and a pair of gluons, as shown in figure 4.4. The squared matrix
element corresponds to

�

�M (g g)
LO

�

�

2
(p1, p2) =

s2

8(N 2
c − 1)

C2(µ2)
v2

, C(µ2) = −
αs(µ2)

3π

�

1+ 11
αs(µ2)

4π
+O
�

α2
s

�

�

, (4.82)

where v denotes the vacuum expectation value of the Higgs field. Note that Wilson coef-
ficient C(µ2) contains higher order corrections to the effective vertex as well, which may
be neglected for a LL result. Applying the kinematic shift to the LO matrix element thus
generates two powers of z, such that we the resummed partonic cross section reads

σ̂
(g g)
NLP; res.(z,ε) = z2 SLP(z,ε)

α2
s (µ

2)

72π v2

1
N 2

c − 1
δ

�

z −
Q2

s

�

. (4.83)

As mentioned before, this may be related to the resummed partonic coefficient function
∆
(g g)
NLP;res.(z) by the matching relation of eq. (5.66). We obtain

Ò∆
(g g)
NLP; res.(z,ε) = z SLP(z,ε)

1

σh
0(S, m2

h)

α2
s

72π v2

1
N 2

c − 1
τδ

�

z −
Q2

s

�

= z SLP(z,ε)δ

�

z −
m2

h

s

�

, (4.84)
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Chapter 4. Diagrammatic resummation of leading-logarithmic threshold effects at NLP

by using τ = m2
h/S, with the Higgs boson mass mh, and dividing out the LO cross section,

which is typically expressed as in eq. (5.2). Factorising the residual singularities into the
gluon distributions, and re-expressing the factor of z results in

∆
(g g)
NLP; res.(z) = [1− (1− z)] SLP; fin.(z)δ

�

z −
m2

h

s

�

. (4.85)

Again, this implies that the coefficient of the LL NLP term in the partonic coefficient at any
order in αs is related to the LL LP term by a minus sign. Furthermore, both sets of terms are
related to their counterparts in DY production by the simple replacement CF → CA, given
that the LP soft functions in both cases obey Casimir scaling to the relevant order.6 We
thus reproduce the results of ref. [159] for the resummation of LL NLP logarithms in single
Higgs production in the large top mass limit. Note that eq. (4.85) is also valid away from
the infinite top mass limit where Ò∆(g g)

LO (zs) = F
�

m2
H/(4m2

t )
�

δ
�

1−m2
h/s
�

, so where we not
explicitly take F

�

m2
H/(4m2

t )
�

→ 1, while the main result of this section (eq. (4.81)) applies
to other gluon-induced processes in a similar fashion.

Also for gluon-initiated processes, we note that subleading LP logarithms can be included,
and the result will take the general form of eq. (4.60). In this case, the gluon DGLAP splitting
functions will be involved, while the soft function for gluon annihilation can be obtained
from the quark case by Casimir scaling, at least up to three loops.

4.6 Conclusions

In this study, we have developed a formalism for resumming leading-logarithmic threshold
contributions to perturbative hadronic cross sections, at NLP in the threshold variable. This
generalises previous approaches at LP, and applies to the production of an arbitrary colour-
singlet final state at LO. Our method builds upon the previous work of refs. [41,83] (and sub-
sequent studies [79,81]), which describes leading NLP effects in terms of a next-to-soft func-
tion, which can be shown to exponentiate at the diagram level, so that the logarithm of the
next-to-soft function can be directly expressed in terms of Feynman diagrams dubbed next-
to-soft webs. In general processes, the next-to-soft function must then be supplemented by
terms involving derivatives acting on the non-radiative amplitude, which can be interpreted
in terms of the orbital angular momentum of the colliding partons. Leading-logarithmic
accuracy can then be achieved by dressing the effect of a single emission, computed up to
NLP, with the LP soft function.

We have explicitly reproduced previously conjectured results for both DY production [146]
and Higgs boson production in the large top mass limit [159]. In particular, we have verified
the observation that the LL NLP contribution at a given order in perturbation theory is

6This universality between DY and Higgs production for the leading-logarithmic terms at LP and NLP provides
an additional hint that the orbital angular momentum contributions, which are important for the latter
process, may exponentiate as well. A recent SCET study of NLP LL resummation in Higgs production
indeed found that all relevant NLP terms exponentiate [168].
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4.6. Conclusions

generated by including a subleading term in the DGLAP kernels that accompany the leading
pole in ε in the unsubtracted cross section. Our reasoning provides a proof of one of the
ingredients building up the resummation ansatz proposed in ref. [162], which was partly
based on the idea of exponentiating NLP contributions to DGLAP splitting functions. We
note that it might be natural, in this context, to also exponentiate NLP contributions to
the splitting functions beyond LO in perturbation theory: this step is strongly suggested by
the arguments in ref. [201], which were based on the idea of reciprocity between time-like
and space-like splitting kernels. Reference [162] verified that the inclusion in the Sudakov
exponent of NLP terms in the NLO DGLAP kernel is responsible for the bulk of NLLs at NLP
in the DY and DIS cross sections.

There are many directions for further work. First, of course, is the extension of the present
results to subleading logarithmic accuracy at NLP. This will require a proper treatment of
non-factorising phase-space effects for real emission contributions, and a thorough study of
the radiative jet functions of chapter 2. The latter have yet to be fully classified in QCD, while
considerable progress was recently achieved in SCET [87]. A second direction for further
studies is the inclusion of processes with final state partons at LO: in these cases, additional
threshold contributions associated with hard collinear real radiation are expected, as hap-
pens at LP in the threshold variable. An analysis of processes of this kind was performed
recently in refs. [82,202].

In order to move towards phenomenological applications of this formalism, a required step
is the inclusion of threshold contributions from different partonic channels. For example, in
DY production the quark-gluon channel enters at NLO, and generates Sudakov logarithms
suppressed by an overall power of the threshold variable, because of the required radia-
tion of a final state fermion. The inclusion of such contributions is necessary for consistent
treatment of (resummed) NLP threshold effects. To further improve the phenomenological
relevance of NLP resummation, also various effects beyond O (1/N) accuracy should studied
carefully. The NLP terms in the Sudakov exponent will generate a large set of contributions
at NNLP and beyond upon expanding the exponential to any finite order, while genuine
NNLP effects for a single emission are not included. One might therefore be inclined to de-
vise some method to limit the resummation strictly to NLP terms, for example by expanding
the NLP part of the Sudakov exponent to fixed order. However, one should keep in mind
that Mellin transformed expressions in the exponent are typically expanded in the large
N limit and truncated, before the inverse Mellin transform is performed numerically. This
procedure also limits the accuracy of the resummation procedure, as subleading terms in
N originating from a (N)LP expression in z-space are discarded. For the NLP resummation
proposed here, this truncation effect is also of O (1/N 2). Finally, the possible exponentia-
tion of NLP terms originating from the orbital angular momentum affects the accuracy of
the resummed cross section at the same order in N . Due the above mentioned inability to
resum LLs at NLP in the off-diagonal channel, our study of NLP effects presented in chap-
ter 5 is more of a exploratory than phenomenological nature. We shall therefore also take
a less conservative approach regarding the exponentiation of NLP terms and leave a careful
analysis of the various O (1/N 2) effects to future work.
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Chapter 4. Diagrammatic resummation of leading-logarithmic threshold effects at NLP

4.A Exponentiation via the replica trick

In this appendix, we review the methods of ref. [41], that provide a convenient shortcut
for proving that the soft function exponentiates at the diagrammatic level. For simplicity,
let us first focus on QED rather than QCD, and consider a single vacuum expectation value
of n Wilson line operators, as would be appropriate for contributions to the soft function
involving virtual radiation. We take a number of semi-infinite Wilson lines emanating from
a common vertex, and write

Sn = 〈0|
n
∏

i=1

Φi |0〉 , (4.86)

where

Φi = exp

�

ie

∫

d xµi Aµ(x i)

�

. (4.87)

In path-integral language, this matrix element may be expressed as

Sn =

∫

DAµ

n
∏

i=1

Φie
i S
�

Aµ,ψ̄,ψ
�

=

∫

DAµ exp

�

n
∑

i=1

ie

∫

d xµi Aµ(x i) + i S
�

Aµ, ψ̄,ψ
�

�

. (4.88)

where S
�

Aµ, ψ̄,ψ
�

is the QED action. Carrying out the path integral generates Feynman
diagrams in which multiple Wilson lines are connected by subdiagrams consisting of photons
and fermion loops, as shown for example in fig. 4.5a. Now let us generate N independent
copies or replicas of the gauge and fermion fields, labelled by {A( j)

µ
} and {ψ( j)}, such that

particle species with different replica number j never interact. The soft function in such a
theory is given by

Sn,R =

∫

DA(1)
µ

. . .

∫

DA(N)
µ

exp

�

ie
N
∑

j=1

n
∑

i=1

∫

d xµi A( j)
µ
+

N
∑

j=1

S
�

A( j)
µ

, ψ̄( j),ψ( j)
�

�

. (4.89)

Note that the sum in the Wilson line term in eq. (4.89) is over both the replica numbers and
the external lines, since all replicated gauge fields may interact with any given Wilson line.
Furthermore, the fact that the action for the replicated theory is just the sum of the actions of
individual replicas follows from the fact that replicas are non-interacting. Carrying out the
path integral in the replicated theory amounts to generating Feynman diagrams such as that
shown in fig. 4.5b. Any such diagram must be built of connected subdiagrams, such as G
and H in the figure, and each individual connected subdiagram must contain only a single
replica number, given that the replicated gauge fields only interact with their respective
replicated fermions, and with the Wilson lines.

The replicated soft function in eq. (4.88) is therefore related to the original soft function
simply by

Sn,R = SN
n , (4.90)
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which can be expanded in powers of N to obtain

Sn,R = 1+ N log (Sn) +O (N 2) . (4.91)

It follows that one may write

Sn = exp

�

∑

i

Wi

�

, (4.92)

where the sum is over diagrams Wi that are precisely O (N) in the replicated theory. To
find these, note that mutual independence of the replicated fields implies that a diagram
containing m connected subdiagrams must be O (N m), given that there is a choice of N
possible replicas for each subdiagram. Thus, the logarithm of the soft function in QED
must contain only connected subdiagrams. This result was originally derived using detailed
combinatorial arguments [36], which are conveniently circumvented using the replica trick.

G

H

(a)

G

H

(b)

Figure 4.5: (a) Example diagram generated by the path integral in eq. (4.88), with four
semi-infinite Wilson lines containing three subdiagrams. (b) Example diagram
in the replicated theory, with subdiagrams G and H consisting of distinct repli-
cas.

In QCD, the exponentiation is complicated by the non-commuting nature of the emission
vertices coupling gluons to the Wilson lines. In that case, a replica ordering operator R
can be introduced which orders the sequence of colour matrices, so that a product of path
ordered exponentials, each for a different replica, can be expressed as a single exponential
factor containing the sum over the replicas. With this modification, the replica argument
works just as well [41] and leads to the conclusion that the logarithm of the soft func-
tion, for processes involving only two partons, is built with subdiagrams that are two-line
irreducible, which were dubbed webs in the pioneering work of refs. [38–40]. Due to the
replica ordering, which explicitly interchanges colour matrices so as to make the replica
number increase from left to right, the colour structure of webs involving multiple copies
is changed. These webs contribute to the logarithm of the soft function with a so-called
modified colour factor, which is calculable in a straightforward way (see e.g. ref. [187]).
Similar methods apply to the case of three partons, but when more than three coloured
particles are involved the nature of webs becomes more complicated, due to the multiple
possible colour flows contributing to the amplitude. Again, however, the replica trick can be
used to reconstruct the logarithm of the soft function [42]. In the multi-parton case, webs
turn out to be sets of diagrams related to each other by permutations of gluon attachments

125



Chapter 4. Diagrammatic resummation of leading-logarithmic threshold effects at NLP

to the Wilson lines [42,178]. Multi-parton webs are governed by interesting mathematical
objects known as web mixing matrices, whose combinatorial properties are continuing to be
explored [181,182,185].

The arguments just discussed apply directly only to the case of virtual contributions to the
soft function, which arise from a single vacuum expectation value of Wilson lines. Includ-
ing also real emissions, we must define the soft function according to eq. (4.10), which
contains two expectation values involving non-trivial external states, as well as integrals
over the multi-gluon phase space. This does not prevent us from using the replica trick: the
arguments of this appendix can be used to straightforwardly show exponentiation at cross
section level, provided real radiations associated with different replica numbers are mutu-
ally independent. The latter requirement is fulfilled if the phase space integral for n gluon
emissions factorises into n decoupled single-gluon phase space integrals. This condition is
satisfied at LL accuracy, as discussed in section 4.1.

In this brief summary, we have only explicitly discussed LP soft effects, where the soft func-
tion is defined in terms of vacuum expectation values of conventional Wilson lines, as in
eq. (4.10). The argument, however, readily generalises to the next-to-soft function defined
in eq. (4.34), which involves the generalised Wilson lines of eq. (4.31). Crucial in the defi-
nition of eq. (4.34) is that the sum over final states involves only LP (and therefore uncorre-
lated) phase space integrals for n gluon emissions. Thus, the replica trick is not invalidated,
given that emissions of different gluon replicas remain independent, even at the next-to-soft
level.

4.B Mellin transforms of NLP contributions

In this appendix, we collect results concerning the Mellin transforms of logarithmic thresh-
old contributions to hadronic cross sections, both at LP and NLP. The relevant integrals
that need to be performed in order to compute the Sudakov exponent at LP and NLP can be
written as

Dp(N) =

∫ 1

0

dz
zN−1 − 1

1− z
lnp(1− z) , Jp(N) =

∫ 1

0

dz zN−1 lnp(1− z) . (4.93)

These integrals were computed to the required accuracy (that is, up to corrections sup-
pressed by N−2 at large N) in ref. [162], which is a generalisation of the LP (N 0) calcula-
tion carried out in ref. [58]. For completeness, we review the calculation here, following a
slightly different approach. We may introduce generating functions

GD(N ,η) =

∫ 1

0

dz
�

zN−1 − 1
�

(1− z)η−1 =
Γ (N) Γ (η)
Γ (N +η)

−
1
η

, (4.94a)

GJ (N ,η) =

∫ 1

0

dz zN−1(1− z)η =
Γ (N) Γ (η+ 1)
Γ (N +η+ 1)

, (4.94b)
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such that the integrals of eq. (4.93) are derived from these functions via

Dp(N) =
d p

dηp
GD(N ,η)

�

�

�

�

η=0

and Jp(N) =
d p

dηp
GJ (N ,η)

�

�

�

�

η=0

. (4.95)

Expanding eq. (4.94) in the limit N →∞ gives up to O (1/N 2) corrections

GD(N ,η) = −
1
η
+

1
η

Γ (η+ 1)
Nη

�

1+
η(1−η)

2N

�

, (4.96a)

GJ (N ,η) =
Γ (η+ 1)

N 1+η
, (4.96b)

Focusing on the D-terms, we subsequently perform a Taylor expansion around η= 0

GD(N ,η) = −
1
η
+
∞
∑

n=0

1
n!

dn

dηn

�

Γ (η+ 1)
�

1+
η(1−η)

2N

�

exp(−η ln N)
�

η=0
ηn−1 , (4.97)

where we have expressed 1/Nη = exp(−η ln N). Using the general Leibniz rule we find

GD(N ,η) = −
1
η
+
∞
∑

n=0

1
n!

n
∑

k=0

�

n
k

�

d(k)(N) (− ln N)n−k ηn−1

=
∞
∑

n=1

n
∑

k=0

1
k!(n− k)!

d(k)(N) (− ln N)n−k ηn−1 , (4.98)

having cancelled the n= 0 term in the second line, and where

d(k)(N) =
dk

dηk

�

Γ (η+ 1)
�

1+
η(1−η)

2N

��

η=0
. (4.99)

The result for Dp(N) is now easily obtained from eq. (4.95), by noting that n = p + 1
constitutes the only non-vanishing contribution to the sum over n. We obtain

Dp(N) =
1

p+ 1

p+1
∑

k=0

�

p+ 1
k

�

d(k)(N) (− ln N)p−k+1 +O
�

lnm N
N 2

�

. (4.100)

Analogously we find for eq. (4.96b)

GJ (N ,η) =
1
N

∞
∑

n=0

n
∑

k=0

1
k!(n− k)!

Γ (k)(1) (− ln N)n−k ηn , (4.101)

where Γ (k)(z) is the k-th derivative of the Γ (z) function. With eq. (4.95) now enforcing
n= p, the result for the Mellin transform of the NLP threshold logarithms in z-space is

Jp(N) =
1
N

p
∑

k=0

�

p
k

�

Γ (k)(1) (− ln N)p−k +O
�

lnm N
N 2

�

. (4.102)
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Keeping only LLs at both LP and NLP, one finds

Dp(N) = (−1)p+1
�

1
p+ 1

logp+1 N −
logp N

2N

�

+ . . . , (4.103a)

Jp(N) =
(− log N)p

N
+ . . . . (4.103b)

Considering now the application of these results to eq. (4.55), we note that the partonic
coefficient function for the qq̄-channel of the resummed DY cross section at LL accuracy, in
Mellin space at O (αm

s ), takes the form

∆NLP(N)
�

�

O
�

αm
s

� =
�

2αsCF

π

�m 1
m!

�

log2 N +
log N

N

�m

=
�

2αsCF

π

�m 1
(m− 1)!

�

2

�

log2m N
2m

−
log2m−1 N

2N

�

+
2 log2m−1 N

N

�

, (4.104)

where we have rewritten the result in the second line to explicitly recognise the LL con-
tributions to the integrals D2m−1 and J2m−1, given in eq. (4.103a) and in eq. (4.103b),
respectively. One finds then

∆NLP(N)
�

�

O
�

αm
s

� =
�

2αsCF

π

�m 2
(m− 1)!

�

D2m−1(N)−J2m−1(N)
�

, (4.105)

which leads immediately to eq. (4.56).

4.C Two gluon emission from the generalised Wilson

line

In section 4.2.1, we defined a next-to-soft function in terms of generalised Wilson lines,
which have been introduced and discussed extensively in refs. [41, 83]. These operators
generate effective Feynman rules for the emission of (next-to-)soft gluons from a given hard
particle, and the one-gluon emission terms required for describing radiation at O (αs) are
shown in eq. (4.31). However, the Feynman rules also involve effective vertices describing
the emission of a gluon pair. These are neglected in the analysis of this chapter, for reasons
discussed in section 4.2.1. Below, we check explicitly that such vertices cannot contribute
to NLP LL terms at higher orders in perturbation theory, using a simple example.

The two-gluon emission vertex from ref. [41] is given in eq. (3.47), where pi denotes the
hard momentum of the emitting particle, and (k1, k2) are the soft momenta of the emitted
gluons. The latter may also be sums of individual gluon momenta, which will not affect
the following. We consider a process with two incoming massless partons carrying four-
momenta p1 and p2. Without loss of generality, let us consider the two-gluon emission
vertex as occurring on the leg with momentum p1. Then, as we have argued in section 4.2.1,
leading logarithmic effects can only come from radiation that is maximally (next-to) soft,
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4.3. Two gluon emission from the generalised Wilson line

as well as collinear. This in turn means that k1 and k2 must be proportional to either p1

or p2. From eq. (3.47), it is straightforward to see that R(p1; k1, k2) vanishes if kµ1 ∼ pµ1 or
if kµ2 ∼ pµ1 . Thus, for a non-zero contribution, both k1 and k2 must be proportional to p2.
Introducing proportionality constants αi such that kµi = αi pµ2 , we obtain

Rµν(p1;α1p2,α2p2) =
α1α2

2(α1 +α2)

�

p1 · p2η
µν −
�

pµ1 pν2 + pν1 pµ2
��

. (4.106)

In a squared matrix element summed over final state gluon polarisations, the Lorentz indices
µ and νmust ultimately be contracted with one of the external momenta p1 or p2, or with a
further soft momentum k3. However, the combination in the square brackets in eq. (4.106)
acts as a projection tensor that removes the component of any four-momentum that is col-
linear with either p1 or p2, which k3 must be given that leading logarithmic behaviour arises
only from soft gluon emissions that are maximally (next-to) soft and collinear. We thus find
that the two-gluon emission vertex is irrelevant at LL accuracy.

The above discussion applies to next-to-soft emissions from a scalar particle, as well as
to emissions from a spin particle in an abelian gauge theory. For gluon emissions from a
fermion, an extra contribution to the two-gluon emission vertex is present, that involves the
spin generator of the emitting particle. This term, like the one but term last in eq. (3.47),
is a local vertex (or seagull vertex) that describes the emission of two-gluons from a single
point along the generalised Wilson line.7 However, since such local vertices are obtained
by the contraction of the propagator that would separate the two emissions in standard
Feynman diagrams, they involve one fewer propagator than contributions involving two
separate gluon emissions. This means that two fewer integrations are performed with a
logarithmic measure, which results in (at most) NLLs at NLP, as argued in section 4.2.1. We
therefore conclude that, also in the case of spinning hard particles, the two-gluon next-to-
soft emission vertex can be neglected at LL accuracy.

7The remaining terms in eq. (3.47) are associated to correlated emissions from different positions along the
generalised Wilson line.
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Chapter 5

Numerical effects of NLP terms in finite- and

all-order cross sections

Despite the long-standing interest in the formal aspects of NLP contributions (see refer-
ences in previous chapters, as well as ref. [203]), their numerical/phenomenological con-
sequences have received less attention in the literature. Notable contributions include the
early numerical studies on the threshold approximation in the DY production process in
refs. [204,205], which already advocated the importance of subleading-power logarithms.
Later, threshold expansions of the Higgs coefficient functions at NNLO and N3LO were
studied in refs. [31, 137, 206], showing that the convergence of this series is slow and
subleading-power corrections are thus important. In a resummation context, NLP contribu-
tions were first taken into account and shown to contribute significantly in ref. [155], while
refs. [207–211] studied the subtleties of how to handle NLP contributions and pointed out
the phenomenological relevance for both DY and Higgs.1 Lastly, refs. [202, 212] studied
numerical effects of subleading powers corrections in prompt photon production. All these
studies suggest that, although not as divergent as the LP contributions, NLP terms can have
sizeable numerical effects.

In this chapter, we will perform a rather extensive study of the numerical effects of NLP
threshold logarithms on partonic and hadronic cross sections, at both fixed order and at
all-orders in perturbation theory. In section 5.1 we provide a detailed analysis of the con-
vergence of the threshold expansion for DY and Higgs production. For the former process
this has, to the best of our knowledge, not been shown earlier (neither for the diagonal
nor off-diagonal production channels), while for the latter we confirm results that have ap-
peared earlier in refs. [137,156] (for the dominant production channel). In section 5.2 we
review and slightly improve LP and NLP resummation for these processes, building upon
the results of chapter 4, and derive the resummation exponent (eq. (5.44)) that is used to
asses the numerical effects of resumming NLP threshold logarithms at LL accuracy. Results
are presented in section 5.3, where we show the impact of the NLP LL resummation on top
of the LP NNLL(′) resummed and matched DY and Higgs cross sections, and compare to the

1We will compare these results to our work in section 5.3.4.
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effects of subleading logarithmic corrections at LP. In addition, we comment on the numer-
ical importance for off-diagonal emissions, for which no resummation has been achieved
yet.2 Finally, we show the effect of NLP LL resummation in other colour-singlet production
processes, to wit di-Higgs and di-vector boson (W+W− or Z Z) production. We conclude in
section 5.4.

5.1 Threshold expansions at fixed order

In this section we study the convergence of the threshold expansion in fixed order calcula-
tions for the single Higgs and the DY processes, first at the parton level, and subsequently
for the hadronic cross section. The partonic flux plays an important role in the threshold
expansion of the latter. As mentioned above, partonic and/or hadronic threshold expan-
sions for these processes have been performed before, but results are scattered. Here, we
provide an extended analysis tailored to study NLP corrections. As such it also serves as an
introduction to the numerical study of NLP effects in resummed cross sections in section 5.3.

5.1.1 The partonic coefficients for single Higgs production

We start with the study of the behaviour of the partonic coefficient functions for single Higgs
production at NLO [131,213,214] and NNLO [132,133,215]. First we review some relevant
quantities and variables. The hadronic cross section for this process is given by

σpp→h+X (m
2
h, S) = σh

0

∑

i, j

∫ 1

0

d x1 fi(x1,µ)

∫ 1

0

d x2 f j(x2,µ)

∫ 1

0

dz∆h, i j(z, m2
h/µ

2)δ (x1 x2z −τ) .

(5.1)
Recall that τ = m2

h/S, with mh the Higgs boson mass and S the hadronic center-of-mass
(CM) energy squared, while fi(x ,µ) denote the PDFs and ∆h,i j(z, m2

h/µ
2) is the partonic

coefficient function. Note that the LO partonic cross section σh
0 is factored out. In the

infinite top mass limit3 it reads (see e.g. ref. [132])

σh
0 =

p
2 GF

72(N 2
c − 1)

α2
s

π

m2
h

S
, (5.2)

in units of GeV−2. The strong coupling is denoted by αs ≡ αs(µ), Nc is the number of colours,
and Fermi’s constant GF has the value 1.16639× 10−5 GeV−2. Throughout this chapter we
employ the central member of the PDF4LHC15 NNLO 100 PDF set [216] for proton-proton
collisions with

p
S = 13 TeV, corresponding to αs(M2

Z) = 0.118 with the Z-boson mass
MZ = 91.18 GeV. In practice we use a polynomial fit of these PDFs (see appendix 5.A),

2Although important progress has been made, see e.g. [104,121,160].
3In this limit, the effect of the top quark mass is contained in a Wilson coefficient, whose lowest-order

contribution is −αs/(3πv) with v2 = 1/(
p

2GF ). We include this coefficient (squared) in eq. (5.2).
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5.1. Threshold expansions at fixed order

which is particularly convenient for obtaining the resummed results presented in section 5.3.
We choose the renormalisation and factorisation scale equal and denote both as µ. The
threshold variable is 1− z = 1−m2

h/s, with
p

s the partonic CM energy. The hadronic cross
section can also be expressed in terms of the parton flux as

σpp→h+X (m
2
h, S) = σh

0

∑

i, j

∫ 1

τ

dz
z
Li j

�τ

z

�

∆h,i j(z) , with (5.3a)

Li j

�τ

z

�

=

∫ 1

τ/z

d x
x

fi(x ,µ) f j

�

τ/z
x

,µ
�

. (5.3b)

Here we have suppressed scale dependence in both the flux and coefficient functions. The
perturbative expansion of the partonic coefficient functions ∆h,i j(z) reads

∆h,i j(z) =∆
(0)
h,i j(z) +∆

(1)
h,i j(z) +∆

(2)
h,i j(z) + . . . , (5.4)

where ∆(n)h,i j(z) includes αn
s . The definition in eq. (5.3a) implies that ∆(0)h,i j(z) is normalised

as
∆
(0)
h,i j(z) = δi gδ j gδ(1− z) , (5.5)

since the Born-level process involves the gluon-gluon fusion channel.

Near z = 1 the function ∆h,i j(z) can be expanded as

∆h,i j(z) =
∞
∑

n=0

�αs

π

�n
�

c(δ)i j, nδ(1− z) +
2n−1
∑

m=0

�

c(−1)
i j, nm

�

lnm(1− z)
1− z

�

+
+ c(0)i j, nm lnm(1− z)

+ c(1)i j, nm(1− z) lnm(1− z) + . . .

��

. (5.6)

The c(−1)
i j, nm are the coefficients of the LP contributions (as in eq. (1.22), but with a slightly

different normalisation), which contain a factor of (1 − z)−1, while NLP contributions at
O ((1 − z)0) have coefficients c(0)i j, nm; in general NkLP contributions contain a factor (1 −
z)k−1. Explicit forms of the NLO and NNLO coefficients∆(1)h,i j and∆(2)h,i j are obtained from the
functions η(n)i j (z) in eq. (45)-(51) of ref. [132]. We note that the factor of 1/z appearing in
eq. (15) of that reference is included in our partonic coefficient functions, i.e. we have4

∆
(n)
h,i j(z) =
�αs

π

�n
η
(n)
i j (z)/z . (5.7)

In our threshold expansion the factor 1/z is expanded too, an approach also taken in
ref. [133], following ref. [217]. One may choose to keep that factor unexpanded. This
would lead to somewhat different results, a consequence of truncating the expansion in
eq. (5.6). Let us comment here further on the role of the extra factor of 1/z. In general, one

4We refer to appendix 5.B for the origin of the additional factor of 1/z with respect to the DY case discussed
in section 5.1.2.
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may define the partonic coefficient functions to contain additional powers of 1/z, provided
a compensating factor is introduced. For some power p we would find instead

σpp→h+X (m
2
h, S) = σh

0

∑

i, j

∫ 1

τ

dz zp−1 Li j

�τ

z

�

�

∆h,i j(z)

zp

�

. (5.8)

If one expands the term in square brackets around threshold and truncate that series at
some power in (1−z), the above result is no longer equal to eq. (5.3a), and is thus sensitive
to the p additional inverse powers of z that are expanded

1
zp

�

ln(1− z)
1− z

�

+
=
�

ln(1− z)
1− z

�

+
+ p ln(1− z) +

1
2

p(1+ p)(1− z) ln(1− z) + . . . . (5.9)

This makes results of threshold expansions somewhat ambiguous, an aspect also discussed
at length in ref. [156] (see in particular the caption of fig. 2 in that reference). In our case we
fix the power of 1/z by requiring the universality of LL NLP terms in the dominant channel
of colour-singlet production processes, as shown in refs. [82, 84] at fixed order, as well as
in chapter 4 in a resummation context. In both DY and Higgs production the coefficients
of the highest power of ln(1− z) at LP and NLP are, at each order in αs, identical but with
opposite sign. This follows from both terms resulting from multiplying the same residual
collinear singularity with an overall ε-dependent power of (1−z). This singularity, which is
absorbed in the PDF by mass factorisation, is associated to the lowest-order splitting kernel,
such that the logarithms in the finite part are indirectly generated by the splitting kernel too.
Expansion of the lowest order splitting function, P(1)qq and P(1)gg for DY and Higgs respectively,
reveals that they indeed obey this relation between the LP and NLP terms

P(1)qq = CF

�

2
�

1
1− z

�

+
− 2+O (1− z)
�

, P(1)gg = CA

�

2
�

1
1− z

�

+
− 2+O (1− z)
�

. (5.10)

The definition of the (partonic) cross section in eq. (5.3a) satisfies the condition, as we
show explicitly for the NLO coefficient function∆(1)h,i j(z) below. The full one-loop coefficient
reads [132]

π

αs
∆
(1)
h,gg(z) =

1
z

�

�

11
2
+ 6ζ2

�

δ (1− z) + 12
�

ln(1− z)
1− z

�

+
− 12 z(2− z + z2) ln(1− z)

−
6(z2 − z + 1)2

1− z
ln(z)−

11
2
(1− z)3
�

= 12
�

ln(1− z)
1− z

�

+
+
�

11
2
+ 6ζ2

�

δ (1− z)− 12 ln(1− z) + 6+O (1− z) , (5.11)

where we have expanded around threshold in the last line, and where we observe the ad-
vertised relation between the coefficient of the LL at LP and NLP.

We now examine how well the partonic coefficient functions are approximated by the thresh-
old expansion at NLO and NNLO, for each partonic channel. Our default scale choice is
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Figure 5.1: Threshold expansions of the NLO and NNLO coefficients for single Higgs pro-
duction. The bottom panes show the difference between the truncated and un-
expanded expressions. The vertical-axis range of these difference plots is fixed
at one fifth of the range of ∆(1)h shown in the upper panes, for a uniformised
comparison. Note that we have included the (trivial) LP approximation of the
qg-channels, which vanishes, as these channels start contributing at NLP.

µ= mh. In figs. 5.1a and 5.1b we show the threshold expansion of the two NLO coefficients
∆
(1)
h,gg and ∆(1)h,qg . The third partonic NLO channel (qq̄) only contributes at N4LP, hence we

leave it out of our discussion.5 We show the results without the δ(1 − z) term, which is
present in the gg-channel. In figs. 5.1c and 5.1d the corresponding NNLO results are shown.
Considering the gg-initiated channel first (fig. 5.1a and fig. 5.1c), we observe that the LP
threshold expansion of∆(1)h,gg deviates considerably from the unexpanded result in the z→ 1

limit, which might be surprising at first sight. This is caused by the NLP terms: lni(1− z)
terms do not vanish as z→ 1, and are not captured by the LP truncation of the matrix ele-
ment. Although subdominant to the LP contribution, they are not altogether negligible as
z → 1. The unexpanded NLO result is, however, well-described by the NLP approximation
for z ¦ 0.2. None of the truncations captures the behaviour below z ® 0.2 well, due to the
factor of 1/z in the partonic coefficient function. The threshold expansion of the NNLO co-
efficient function ∆(2)h,gg performs worse (fig. 5.1c) than that of the NLO coefficient function:

5The channel contributes via the process qq̄ → g → gh, which is proportional to u2+t2

s . Parametrising the
Mandelstam variables t = −s(1 − z)v and u = −s(1 − z)(1 − v), this leads to a factor (1 − z)2 from the
matrix element. An extra factor of (1− z) follows from the phase space measure.
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the LP approximation underestimates the unexpanded result in the large-z domain, while
the NLP approximation overestimates it. Convergence is seemingly only obtained at NNLP.

Turning to the qg-channel (fig. 5.1b), whose LP approximation vanishes, we see that the NLP
approximation overestimates the unexpanded result in the large-z domain. Also here the
small-z domain is poorly described by the z → 1 expansion of the full partonic coefficient
function due to a 1/z factor. The NNLO contribution in the qg-channel (fig. 5.1d) shows
similar behaviour.

5.1.2 The partonic coefficients for DY

Next we perform the same studies for the DY process. The distribution in the squared in-
variant mass Q2 is given by

dσDY

dQ2
= σDY

0

∑

i, j

∫ 1

τ

dz
z
Li j

�τ

z

�

∆DY,i j(z) , (5.12)

with z = Q2/s. The αs expansion of ∆DY,i j(z) is similar to eq. (5.4), and the threshold
expansion of ∆DY,i j(z) is as in eq. (5.6). The LO coefficient ∆(0)DY,i j(z) = δiqδ jq̄δ(1 − z) is
obtained by extracting the prefactor6

σDY
0 =

4πα2
EM

3Q2S
1
Nc

, (5.13)

where αEM = 1/127.94 is the electromagnetic fine-structure constant at the scale MZ . See
appendix 5.B for a careful derivation of this normalisation. To compare directly with single
Higgs production we set µ=Q = mh for the discussion in this subsection.

In figs. 5.2a and 5.2c, we show the threshold expansions truncated up to NNLP of the NLO
and NNLO qq̄-channel, whose exact expressions are obtained from ref. [129]. Both pertur-
bative orders are well described by the NLP approximation for a large range of z-values. The
convergence of the threshold expansions of the qg-channel, shown in figs. 5.2b and 5.2d,
is worse than for the dominant qq̄-channel. In contrast to the Higgs case, the NLP approxi-
mation underestimates the ∆(1)DY,qg and ∆(2)DY,qg coefficients near z = 1. The NNLP expansion
behaves slightly better, although convergence is again slow for this channel. As for the Higgs
case, the partonic channels (qq and gg) that open up at NNLO do not contribute at NLP, as
these channels require the emission of two soft quarks.

Recapitulating, for both single Higgs and DY production we have seen that the partonic
threshold expansion works best for the dominant production channel. The NLP truncation

6The cross section in eq. (5.12) describes the entire DY process, including the production of a lepton pair
through the intermediate off-shell photon. Since the leptonic interaction receives no QCD corrections, it is
captured entirely byσDY

0 . The partonic coefficient thus coincides with that for the production of an off-shell
photon as LO final state.
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Figure 5.2: Expansions of the NLO and NNLO partonic coefficients for the DY production
of an off-shell photon. Presentation is the same as in fig. 5.1.

overestimates the coefficient functions for intermediate and large values of z in these domi-
nant channels, but convergence is reached at NNLP. In the qg-channels, the NLP expansion
overestimates the exact result for Higgs production for z → 1, while it underestimates it
for DY. At NNLP no substantial improvement is obtained in this channel. The contribution
in the z → 0 region, corresponding to the high-energy limit, is for Higgs production more
pronounced than for DY, for both production channels. This is due to the factor of 1/z that
is part of the partonic coefficient function of the former process, which magnifies small-z
contributions. To what extent the various differences manifest themselves in hadronic cross
sections depends of course on the parton flux. This question is addressed in the next sub-
section.

5.1.3 Threshold behaviour in luminosity weighted cross sections

In the previous subsection it became clear that the Higgs partonic coefficient functions have
a more pronounced small-z contribution than those of DY. In the hadronic cross sections,
these coefficient functions are weighted by the parton flux as in eqs. (5.3a) and (5.12),
which possibly affects the quality of the threshold expansion for the hadronic cross section.
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Figure 5.3: The derivative of the parton luminosity (dashed) and its point-by-point multipli-
cation with the integrated LP partonic coefficient function up to NNLO (solid),
for both DY (dark blue) and single Higgs (light blue) production at Q = µ= 125
GeV. All curves are normalised according to eq. (5.15).

For non-singular terms in the partonic coefficient functions (those that do not contain plus-
distributions), the convolutions in eqs. (5.3a) and (5.12) correspond to a point-by-point
multiplication with the parton luminosity function. The product, which is the integrand for
the inclusive cross section at fixed τ, is a function of z only. This weight distribution shows
which parts of the coefficient functions are enhanced or suppressed by the parton flux, and
thus gives much information about how well the threshold expansion can approximate the
exact result. We emphasise that for understanding the quality of the threshold expansion,
only the shape of the weight distribution for the non-singular contributions matters: the
plus-distributions cannot be expanded any further in the threshold limit. For completeness,
we nevertheless review the weight distributions for these LP terms briefly, as these notably
involve the derivative of the parton flux, as well as the separately integrated partonic coef-
ficient function (see appendix 5.C). For brevity we denote the latter by

I (n)DY/h, i j(z)≡ −
∫ z

0

dz′ ∆(n)DY/h, i j(z
′)
�

�

�

LP
. (5.14)

In fig. 5.3 we plot the resulting weight distribution for DY and Higgs production, up to NNLO
and for Q = µ = mh. To aid comparison we normalise the plotted functions, generically
denoted by f (z), as

N [ f (z)] =
f (z)
�

�

�

∫ 1

τ
dz f (z)
�

�

�

, (5.15)

such that the absolute area under each curve equals unity. The qq̄ parton luminosity is
defined as a charge weighted sum of symmetrised parton flux contributions from the five
lightest quark flavours:

Lqq̄

�τ

z

�

=
∑

q∈{u,d,c,s,b}

e2
q

∫ 1

τ/z

d x
x

�

fq(x ,µ) fq̄

�

τ/z
x

,µ
�

+ fq̄(x ,µ) fq

�

τ/z
x

,µ
��

, (5.16)

with eq the fractional charge of the quark, normalised to the electromagnetic charge e. The
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Figure 5.4: The luminosity function (dashed) and its point-by-point multiplication with the
non-singular part of the coefficient functions up to NNLO (solid), for the dom-
inant channel in both DY (qq̄, dark blue) and single Higgs (gg, light blue) pro-
duction. All curves are normalised according to eq. (5.15).

differentiated qq̄-flux highlights the small-z region more than the differentiated gg-flux, as
shown by the dashed lines, but since the LP terms of the partonic coefficient functions for
DY are small in that regime (see figs. 5.2a and 5.2c), this affects their product with the
coefficient functions (solid lines) only little. The product diverges (integrably so) for both
channels for z → 1, as one would expect for the LP terms. Overall, the LP behaviour of
both processes is very similar. Around z ∼ 0.8 a small difference appears, caused by the
stronger decrease of the derivative of the qq̄-flux. This results in a slightly more spread-out
(i.e. less threshold-centered) weight distribution for DY, but as we mentioned above, this
cannot affect the quality of the threshold expansion. We point out that, somewhat counter-
intuitively, the LP terms make up only a modest fraction of the total cross section, for both
processes (we shall quantify this in figs. 5.8 and 5.9).

In fig. 5.4 we show the normalised non-singular part of the partonic coefficient functions
up to NNLO, weighted by the respective parton luminosity (solid lines).7 We focus on the
dominant production channel for each process and show the z-dependence of the parton
fluxes themselves as well (dashed lines). In addition to the natural comparison scale for
on-shell Higgs production of Q = µ = 125 GeV (fig. 5.4a), we also consider one off-shell
Higgs-production scenario with Q = µ= 500 GeV (fig. 5.4b). In both cases we see that the
product of the parton luminosities and the coefficient functions are suppressed in the small-z
regime, as a result of the small parton flux. This, in turn, is due to the momentum fractions
x1 and x2 being large when z→ τ since x1 x2 =

τ
z . The individual sea quark and gluon PDFs

are small in the large x domain, suppressing the luminosity.8 Larger values of µ in the flux

7Some contributions to the DY NNLO partonic coefficient in the qq̄-channel ought to be summed over the
quark flavours without charge weighing (see appendix A of ref. [129]). We have explicitly verified that
these terms contribute only from N6LP onwards and that these contributions are numerically negligible.
Therefore, the overall point-by-point multiplication with the parton luminosity function in eq. (5.16) is
deemed to be valid approximation.

8The valence quark contributions to the parton luminosity defined in eq. (5.16) cause it to fall off less steeply
with x than for sea-quarks (or gluons) alone. This is reflected in the stronger small-z suppression of the
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Figure 5.5: Exact (solid lines) as well as truncated expressions at NLP (dotted) and NNLP
(dashed) for the non-singular part of the coefficient functions up to NNLO,
weighted with the parton luminosity, for the dominant channel of DY (qq̄, dark
blue) and single Higgs (gg, light blue) production. All curves are normalised
according to eq. (5.15).

strengthen this suppression. Therefore, the singular behaviour of the coefficient functions
for single Higgs production near z = 0 is more suppressed by the parton luminosity as µ
increases. Thus at Q = µ= 125 GeV a notable peak is present in the small-z region (it is more
pronounced at smaller µ values). It disappears due to the above-mentioned suppression for
larger µ values, as seen in fig. 5.4b for Q = 500 GeV. However, at Q = 125 GeV this
feature should still affect the quality of the threshold expansion for the hadronic Higgs
cross section. As the DY partonic coefficient function does not show singular behaviour in
the small-z regime, the µ-dependent suppression of the parton luminosity has less impact
and we expect the quality of the threshold expansion to be mostly Q-independent. Based
on these considerations we therefore expect that, especially for small Q values, the quality
of the threshold expansion of the dominant channel for DY is better than that for Higgs
production.

To test this expectation, we compare the parton-luminosity-weighted NLP and NNLP ap-
proximations of the partonic coefficient functions to the unexpanded NLO+NNLO result.
This product, being the (approximated) integrand of the non-singular (NS) contribution to
the hadronic cross section, is denoted by

σ
(1+2)
i j (τ, z)
�

�

�

unexp./NLP/NNLP

NS
=
Li j(τ/z)

z

�

∆
(1)
i j (z) +∆

(2)
i j (z)
�

�

�

�

unexp./NLP/NNLP

NS
. (5.17)

Fig. 5.5 shows normalised plots of these quantities. We see that the weight distribution
for DY production is approximated well, for both Q values, by the NLP truncation over
the full range of z. At NNLP the agreement with the exact result is excellent. For Higgs
production at Q = 125 GeV, we again observe that the expansion does not capture the

parton luminosity for gg compared to qq̄.
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5.1. Threshold expansions at fixed order

small-z region well, neither at NLP nor at NNLP. The stronger parton luminosity suppression
at Q = 500 GeV does aid the convergence, with a NNLP truncation that is almost as good as
for DY. Therefore, these plots confirm the expectation that the threshold expansions works
better for the dominant production channel of DY than for Higgs production.

In figs. 5.6 and 5.7 we show similar plots for the qg-channels of both processes. In particular,
fig. 5.6 shows that the z-dependence of the qg-flux is not qualitatively different from the qq̄-
and gg-flux.9 Just as for the gg-channel, the parton luminosity suppresses the small-z do-
main, such that the enhancement in that region from the factor of 1/z in the Higgs partonic
coefficient function is tempered. From fig. 5.7 we see that the power expansions approx-
imate the full result less well for this channel than for the dominant production channels.
Moreover, while the NLP and NNLP approximations for the Higgs qg-channel get signifi-
cantly better for higher Q values, those for the DY qg-channel do not, and the threshold
expansion for Higgs outperforms the one for DY at Q = 500 GeV. Again this is due to the
parton luminosity suppression in the small-z region. For Higgs production the truncated
expression deviates most from the exact (N)NLO coefficient function in this region, as seen
in fig. 5.1, while for DY (fig. 5.2) this deviation is more spread out and therefore benefits
less from going to large Q values.
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Figure 5.6: The luminosity function (grey dashed) and its point-by-point multiplication
with the coefficient functions up to NNLO (solid), for the qg-channel of DY
(dark blue) and single Higgs (light blue) production. All curves are normalised
according to eq. (5.15).

We note that the results presented in this subsection contain a level of detail that is of course
lost upon integration over z. As such, the integration over z may lead to a seemingly contra-
dictory result: cancellations between under- and overestimations of the exact result across
the z domain may cause crude approximations to look more favourable than expected. This
is what we observe in the next subsection, where we consider the quality of the threshold
expansion of the integrated hadronic cross section. For example, for Q = 125 GeV the in-
tegrated NLP truncation approximates the exact NLO+NNLO result for the qg-channel in

9We note that the parton luminosity shown is summed over the five lightest (anti)quark flavours. For DY this
luminosity function is weighted with the quark charge as well, but since this does not alter the line shape
significantly, we do not show it separately to improve readability.
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Figure 5.7: Exact and truncated expressions of the coefficient functions up to NNLO,
weighted with the parton luminosity, for the qg-channel of DY and single Higgs
production. Labelling is the same as for fig. 5.5. All curves are normalised
according to eq. (5.15).

Higgs production better than the NNLP one, as will be seen in fig. 5.8, since the more severe
overshoot for z ¦ 0.3 provides a better cancellation for the undershoot at small z.

5.1.4 Convergence of the threshold expansion in integrated

hadronic cross sections

We now turn our attention to the behaviour of the threshold expansions of the total hadronic
cross section, starting with single Higgs production. We show the expansions up to Np+1LP,
which follows from

σ
(i j), p
pp→h+X =

2
∑

n=1

σh
0

�αs

π

�n
∫ 1

τ

dz
z
Li j

�τ

z

�

�

2n−1
∑

m=0

p
∑

k=−1

(1− z)k c(k)i j, nm lnm(1− z)

�

. (5.18)

As a possible δ-contribution cannot be expanded around z = 1, we show this term separately
if its coefficient is non-zero. As in the previous subsection, we add the NLO and NNLO
contributions in eq. (5.18), and we restrict our discussion to those partonic channels that
contribute at NLP.

The truncated cross sections can be seen in fig. 5.8, where the power expansions are shown
up to N20LP. Results for the gg-channel for Q = 125 GeV are presented in fig. 5.8a. The
LP expansion severely underestimates the unexpanded part of the hadronic cross section
(without the δ-contribution), while the NLP expansion overestimates it by a much smaller
amount. After including the NNLP term, the expansion stabilises.10 Note that even at high
orders in the expansion a small part of the cross section is still unaccounted for. This missing

10This is consistent with ref. [156], eq. (3) when we pick g(z) = 1.
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Figure 5.8: Power expansions of the NLO+NNLO hadronic cross sections for single Higgs
production for Q = 125 GeV. The results are shown in a cumulative way: in
the expansion up to power p, all O
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terms for k≤ p are included. The
δ(1− z) contribution in the dominant production channel is shown separately,
and the LO contribution is not included.

contribution can can be traced to the peak in the small-z regime in fig. 5.4a, which the
threshold expansion fails to capture. We also observe a significant δ-contribution, as is well
known for this process.

For the qg-channel in fig. 5.8b, we observe that the NLP truncation exactly produces the un-
expanded cross section. This is however somewhat of a coincidence: the (N)NLO NLP trun-
cation underestimates (overestimates) the magnitude of the negative unexpanded (N)NLO
contribution by a similar amount. When added together, these under- and overestimates
cancel. The NNLP truncation for the integrated cross section performs much worse, consis-
tent with what we predicted based on fig. 5.7a. An overestimation of the negative contri-
bution from this channel perseveres for higher-power truncations, and the expansion con-
verges only very slowly to the full result. Again, this is due to the NLO and NNLO coefficients
having a negative contribution at z → 1, compensated by a large positive contribution for
z→ 0, which is however only slowly reconstructed in a 1− z expansion.

Also for DY production at Q = 125 GeV, the LP expansion of dominant channel is not a
good approximation of the exact cross section, as seen in fig. 5.9a. The NLP expansion shows
moderate overestimation, consistent with what is reported in fig. 5.5a, but performs signifi-
cantly better already. In general the power expansion converges quickly. For the qg-channel,
shown in fig. 5.9b, we see that the NLP (NNLP) expansion overestimates (underestimates)
the absolute value of the unexpanded NLO+NNLO coefficient, consistent with the devia-
tions observed in fig. 5.7a. Contrary to the Higgs qg-channel, the threshold expansion does
converge after including the N4LP contribution.

Before we conclude this section, we comment on the behaviour of the threshold expansions
for other values of Q. For the gg-channel in single Higgs production, the convergence of the
threshold expansion happens faster for higher values of Q, which is a direct consequence of
the stronger 1/z suppression of the gg-luminosity function. Also for the Higgs qg-channel
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Figure 5.9: Same as fig. 5.8, but for the total cross section of the DY production of an off-
shell photon with Q = 125 GeV.

the threshold expansion converges more slowly for small Q values than for larger ones, for
the same reason. On the other hand, the behaviour of the threshold expansion of the qq̄- and
qg-channels in DY marginally improves at higher Q values. We conclude that the threshold
expansion for NNLO cross sections is in general more reliable for DY than for single Higgs
production for both the dominant (qq̄/gg) and subleading qg production channels.

5.2 NLP resummation in QCD

Having exhibited the effect and quality of NLP approximations in fixed order cross sections,
we now turn to consider NLP effects for resummed cross sections. This section discusses
analytical aspects of NLP resummation, building on the results established in chapter 4,
whereas numerical results are shown in section 5.3. We concentrate on the dominant chan-
nels, and address LP and NLP resummation at the same time.

5.2.1 From LP to NLP resummation

Resummation in QCD is customarily performed in Mellin-moment (N) space, where the
cross section is a product of N -space functions. Thus, for the gluon-fusion contribution to
Higgs production in eq. (5.1) one obtains

σ
(g g)
pp→h+X (N)≡
∫ 1

0

dττN−1σpp→h+X (τ) = σ
h
0 fg(N ,µ) fg(N ,µ)∆gg(N ,Q2/µ2) , (5.19)

and similarly for the DY production (with g → q(q̄) and σh
0→ σ

DY
0 ). To perform the resum-

mation in N -space, one uses the resummed perturbative coefficient∆aa(N). The resummed
hadronic cross section in momentum space is obtained after taking the inverse Mellin trans-
form

σ
(g g)
pp→h+X (τ) =

1
2πi

∫ c+i∞

c−i∞
dN τ−Nσ

(g g)
pp→h+X (N) , (5.20)
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where we choose the Minimal Prescription [53] for the N integration contour. This corre-
sponds to choosing c = CMP to left of the large-N branch-cut (starting for us at the branch-
point N̄ = exp [1/(2αs b0)]) originating from the Landau pole, but to the right of all other
singularities. We note that this approach works for both LP and NLP terms, as the branch
cut is identical for both terms. To minimise numerical instabilities, the integration contour
is usually bent towards the negative real axis. We include analytic N -space PDFs in our
inverse Mellin transform, for which we use a fitted form of the PDFs (see the discussion
around eq. (5.61)).

In chapter 4 we derived a resummed partonic coefficient for colour-singlet production pro-
cesses that incorporates the LL NLP contributions for the dominant channel (eq. (4.60)).
Here we repeat the formula and express it in a slightly different form to connect to the stan-
dard notation for LP resummation. Subsequently, we will discuss the various components,
highlighting to what perturbative order they are required for our purposes. The resummed
NLP partonic coefficient is given by

∆LP+NLP
aa (N ,Q2/µ2) = g0(αs)exp

�∫ 1

0

dz zN−1

�

1
1− z

Daa

�

αs

�

(1− z)2Q2

z

��

+ 2

∫ (1−z)2Q2/z

µ2

dk2
T

k2
T

PLP+NLP
aa

�

z,αs(k
2
T )
�

�

+

�

≡ g0(αs)exp
�

DLP+NLP
aa (N) + 2ELP+NLP

a (N)
�

, (5.21)

where the overall +-subscript denotes that the plus-prescription needs to be applied to all
LP contributions. The exponent ELP+NLP

a contains the diagonal DGLAP splitting function Paa

expanded up to NLP in the threshold variable, which may be expressed as

PLP+NLP
aa

�

z,αs(k
2
T )
�

=
∞
∑

n=1

P(n)LP+NLP
aa (z)

�

αs(k2
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π
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2
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1
1− z

�

+
− 1
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, (5.22)

where

Aa

�

αs(k
2
T )
�

≡
∞
∑

n=1

A(n)a

�

αs(k2
T )

π

�n

. (5.23)

The coefficients A(n)a are known up to fourth order [218], but for NNLL accurary we need
them only up to third order [219,220]. We list these in appendix 5.D. Note that the factor
of two associated to this term in eq. (5.21) reflects an initial state consisting of identical
partons (either gg or qq̄). The soft wide-angle contributions are collected in Daa(αs), which
enjoys the perturbative expansion

Daa(αs) = D(1)aa

αs

π
+ D(2)aa

�αs

π

�2
+ . . . . (5.24)

In fact, this function starts at the two-loop level since D(1)aa = 0. For a resummation at NNLL(′)
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accuracy we then only need the coefficient D(2)aa (see appendix 5.D). Both the DLP+NLP
aa and

ELP+NLP
a terms are process-independent to the extent that they only depend on the colour

structure of the underlying hard-scattering process. After the Mellin transform has been
carried out, these terms contain all logarithmic N dependence at LP and leading-logarithmic
N dependence at NLP. In fact, also some contributions that are beyond NLP LL accuracy
are included here: both the argument of αs in the function Daa and the 1/z-dependence of
the upper limit of the kT integral generate such terms, as we will see. Finally, there is the
process-dependent function g0(αs) that collects the N -independent contributions. For an
NkLL resummation, we need this function only up to O (αk−1

s ), but if available we include
the O (αk

s ) terms as well, which upgrades NkLL to NkLL′ resummation.

If we substitute eq. (5.22) into eq. (5.21), we may compare the resummed NLP partonic
coefficient with its LP counterpart [48,49]

∆LP
aa(N ,Q2/µ2) = g0(αs)exp

�∫ 1

0

dz
zN−1 − 1

1− z
Daa

�

αs

�

(1− z)2Q2
��

(5.25)

+ 2

∫ 1

0

dz
zN−1 − 1

1− z

∫ (1−z)2Q2

µ2

dk2
T

k2
T

Aa

�

αs(k
2
T )
�

�

,

where the plus-prescription is already applied. We highlight two changes with respect to
(5.21). The first is that the splitting function is approximated to LP accuracy instead, re-
moving the additional −1 term of eq. (5.22). The second is that the upper limit of the kT

integration on the second line, reflecting the exact phase-space constraint on the soft emis-
sion, has been replaced by its LP approximation. The same replacement has been made
in the argument of αs in Daa on the first line. How to calculate the integrals in eq. (5.25)
is outlined in refs. [49, 57, 58], and extended to accommodate NLP contributions to the
splitting function in ref. [162]. However, the latter reference did not implement the exact
phase-space constraint. If one does, a simpler formula can be derived that obtains the NLP
contribution directly from the LP exponent using a derivative with respect to the Mellin
moment N , which we show in the next subsection.

5.2.2 The NLP exponent as a differential operator

To this end, we calculate ELP+NLP
a explicitly at LL accuracy:

ELP+NLP,LL
a (N) =

A(1)a

π

∫ 1

0
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�
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1
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− 1
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T
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2
T )

�

+

, (5.26)

where we only need A(1)a . The integral over kT may be evaluated using the QCD β-function,
for which we only need the one-loop coefficient b0 (see appendix 5.D), and write

∫ (1−z)2Q2/z

µ2

dk2
T

k2
T

αs(k
2
T ) = −

1
b0

∫ αs
�

(1−z)2Q2/z
�

αs

dαs

αs
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=
1
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ln
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αs

αs ((1− z)2Q2/z)

�

, (5.27)

where we use αs ≡ αs(µ2). Using the running of αs as described by the one-loop solution to
the β-function

αs((1− z)2Q2/z) =
αs

1+αs b0 ln
�

(1−z)2Q2/z
µ2

� , (5.28)

we find
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where we have separated the scale-dependent logarithms from those with z-dependence.
Since we wish to resum the highest power of the threshold logarithms at each order in αs,
we select the pure lnk((1− z)2/z) term from the above expression, discarding the explicit
scale logarithms that only contribute at NLL accuracy and beyond.11 Expanding this term
up to NLP gives

lnk
�

(1− z)2

z

�

= 2k lnk(1− z) + k (1− z)2k−1 lnk−1(1− z) +O
�

(1− z)2
�

, (5.30)

such that eq. (5.26) becomes

ELP+NLP,LL
a (N) = −

A(1)a

πb0

∫ 1

0

dz
∞
∑

k=1

(−2αs b0)k

k

�

zN−1 − 1
1− z

lnk(1− z)− zN−1 lnk(1− z)

+
k
2

zN−1 lnk−1(1− z)

�

≡ −
A(1)a

πb0

∞
∑

k=1

(−2αs b0)k

k

�

Dk −Jk +
1
2
J ′k

�

. (5.31)

In the second line we introduced shorthand notation for the Mellin integrals, which are
evaluated through their generating functions GF .12 We define for F = {D,J ,J ′}

Fk(N) =
dk

dηk
GF (N ,η)

�

�

�

�

η=0

, (5.32)

with

GD(N ,η) =

∫ 1

0

dz
�

zN−1 − 1
�

(1− z)η−1 =
Γ (N)Γ (η)
Γ (N +η)

−
1
η

, (5.33a)

11One obtains the same result by replacing µ2→Q2 in the lower integration boundary of eq. (5.26).
12While J ′ constitutes a new contribution, results for D and J were already presented in appendix 4.B. We

repeat the definitions for the latter two (eq. (4.94)) below for convenience.
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GJ (N ,η) =

∫ 1

0

dz zN−1(1− z)η =
Γ (N)Γ (1+η)
Γ (1+ N +η)

, (5.33b)

GJ ′(N ,η) = ηGJ (N ,η) . (5.33c)

This method was proposed in ref. [58] for the LP contributions Dk and generalised to the
NLP integrals Jk in ref. [162]. The terms labelled by J ′k were not included before. Al-
though of sub-leading logarithmic accuracy, they are important for our final result. Expand-
ing eq. (5.33) around the limit N →∞ yields, up to O (1/N 2) corrections

GD(N ,η) =
1
η

�

Γ (1+η)
Nη

�

1+
η (1−η)

2N

�

− 1
�

, (5.34a)

GJ (N ,η) =
Γ (1+η)

N 1+η
, (5.34b)

GJ ′(N ,η) =
η Γ (1+η)

N 1+η
. (5.34c)

We see that pure LP contributions in z-space, as contained in Dk, give NLP contributions in
Mellin space (i.e. terms proportional to 1/N). Given that the resummation is done in Mellin
space, NLP refers to all terms proportional to 1/N in the remainder of this chapter. We now
observe that all O (1/N) terms can be generated from the LP contributions in N -space by
means of a derivative with respect to N

GD(N ,η)− GJ (N ,η) +
1
2

GJ ′(N ,η) =
1
η

h

Γ (1+η)
�

1−
η

2N

�

N−η − 1
i

=
�

1+
1
2
∂

∂ N

�

1
η
[Γ (1+η)exp [−η ln N]− 1] . (5.35)

Note that this only holds when including J ′, as it cancels the η2 term in the square brackets
of eq. (5.34a). Taylor expansion of the LP contribution (i.e. the term in eq. (5.35) without
the derivative) around η= 0 yields

1
η

�

Γ (1+η)N−η − 1
�

=
1
η

� ∞
∑

m=0

m
∑

n=0

1
n! (m− n)!

×
�

∂ n

∂ ηn
Γ (1+η)

∂ m−n

∂ ηm−n
exp [−η ln N]
�

η=0
ηm − 1

�

=
∞
∑

m=1

m
∑

n=0

(−1)m−n

n! (m− n)!
Γ (n)(1) lnm−n N ηm−1 , (5.36)

with Γ (n) denoting the n-th derivative of the gamma function, i.e.

Γ (n)(1) =
dn

dηn
Γ (1+η)
�

�

�

η→0
. (5.37)

In this way, we have isolated the η behaviour in one simple factor, such that the derivative
of eq. (5.32) amounts to the relation dkηm−1

dηk

�

�

η=0 = k!δk,m−1. Rewriting eq. (5.35) using
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eq. (5.36) we obtain, via eq. (5.32):

ELP+NLP,LL
a (N) =

A(1)a

πb0

�

1+
1
2
∂

∂ N

� ∞
∑

k=1

(2αs b0)k

k (k+ 1)

k+1
∑

n=0

�

k+ 1
n

�

(−1)n Γ (n)(1) lnk+1−n N , (5.38)

Terms in the sum with n> 0 are sub-leading logarithmic terms in N , but some of those are
easily included by redefining N to N̄ = exp [γE]N . To illustrate this, we note that

(−1)n Γ (n)(1) = γn
E +
ζ(2)

2
n (n− 1)γn−2

E + . . . , (5.39)

where the ellipsis denotes terms involving lower powers of γE as well as constants of higher
transcendental weight (ζ(n) for n≥ 3). Using eq. (5.39) and shifting the summation index
n → n′ + 2 for the second term in eq. (5.39) (where n = 0 and n = 1 do not contribute)
yields

ELP+NLP, LL
a (N) =

A(1)a

πb0

�

1+
1
2
∂

∂ N

� ∞
∑

k=1

(2αs b0)
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�

1
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k+1
∑
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�

k+ 1
n

�

γn
E lnk+1−n N +

ζ(2)
2
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∑
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�

k− 1
n′

�

γn′

E lnk−1−n′ N

�

=
A(1)a

πb0

�

1+
1
2
∂

∂ N

� ∞
∑

k=1

(2αs b0)
k

�

lnk+1(N̄)
k (k+ 1)

+
ζ(2)

2
lnk−1(N̄)

�

, (5.40)

having recognised the binomial series for (ln N + γE)k±1 ≡ lnk±1 N̄ in the last line. We see
that the ζ(2) term in eq. (5.39) contributes only at NNLL accuracy. Defining λ = b0αs ln N̄
and performing the summation over k, this NNLL term results in

ELP+NLP,NNLL
a (N) =αs

A(1)a

π

�

1+
1
2
∂

∂ N

�

ζ(2)
1− 2λ

=αsζ(2)
A(1)a

π

�

1+
1
2
∂

∂ N

��

2λ
1− 2λ

+ 1
�

. (5.41)

The +1 contribution in the last line is included in the O (αs) contribution of g0. The first
term in the square brackets is instead included in the NNLL contribution to the resummed
exponent (see eq. (5.79c) of appendix 5.D). Finally, we find for the LL term

ELP+NLP,LL
a (N) =

A(1)a

2πb2
0 αs

�

1+
1
2
∂

∂ N

�

[2λ+ (1− 2λ) ln(1− 2λ)]

=
A(1)a

2πb2
0 αs
[2λ+ (1− 2λ) ln(1− 2λ)]−

A(1)a

2πb0

ln(1− 2λ)
N

≡
1
αs

g(1)a (λ) + h(1)a (λ, N) =
1
αs

�

1+
1
2
∂

∂ N

�

g(1)a (λ) , (5.42)

where the LL NLP resummation function h(1)a is obtained from the LL LP function g(1)a by
taking the derivative towards N .
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We stress that the logarithmic accuracy of the generated NLP terms is limited by that of the
LP function on which it acts. By using the full A(αs) function for ELP+NLP

a one can in principle
extend the result to higher logarithmic accuracy, generating a partial NiLL NLP exponent
through the derivative of the relevant LP resummation functions with respect to N :

ELP+NLP
a (N) =
�

1+
1
2
∂

∂ N

�

∫ 1

0

dz
zN−1 − 1

1− z

∫ αs((1−z)2Q2)

αs

dαs

β(αs)
Aa(αs) , (5.43)

while a similar result can be obtained for the wide-angle contribution DLP+NLP
aa in eq. (5.21).

Given our focus on the resummation of NLP LL contributions, we shall only use the function
h(1)a in eq. (5.42) for the numerical studies in section 5.3. Our final form of the resummation
exponent, at LP NNLL′ and NLP LL accuracy, thus reads

∆LP+NLP
aa (N ,Q2/µ2) = g0(αs)exp

�

2
αs

g(1)a (λ) + 2g(2)a

�

λ,Q2/µ2
�

+ 2αs g
(3)
a

�

λ,Q2/µ2
�

+ 2h(1)a (λ, N)
�

, (5.44)

where the wide-angle contribution is contained entirely in g(3)a . Explicit expressions for
these resummation exponents are collected in appendix 5.D.

5.3 Numerical effects of NLP LL resummation

Having set-up the framework for threshold resummation at LP NNLL′ and NLP LL accuracy,
we turn to the numerical study of its effects on various colour-singlet production processes,
in the context of LHC collisions at

p
S = 13 TeV. We use fitted PDFs that allow for an

analytical evaluation of the Mellin transform, as explained in appendix 5.A. For DY and
single Higgs production we will show resummed observables that are matched to the fixed-
order result at NNLO. The matching is defined by

σ(matched) = σLP+NLP −σLP+NLP
�

�

(fixed order) +σ
(fixed order). (5.45)

Note that σ(fixed order) denotes the full fixed-order result, including contributions from the
sub-dominant production channels. The second term on the right hand side is the expanded
resummed observable. We calculate this term by Taylor-expanding the resummed coefficient
function in N -space

∆LP+NLP
aa (N ,Q2/µ2)

�

�

�

(fixed order)
=

n
∑

j=0

α j
s

j!

�

∂ j

∂ α
j
s

∆LP+NLP
aa (N ,Q2/µ2)

�

αs=0

, (5.46)

where we only need the terms up to O (αn
s ) for matching with an NnLO fixed-order cal-

culation. The result is substituted into eq. (5.19), after which the Mellin-space inversion is
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5.3. Numerical effects of NLP LL resummation

handled via eq. (5.20). The expansion of (5.46) will create terms that are further suppressed
than O (1/N). They are kept in the matching and thus subtracted from the resummed re-
sult as they are also contained in the complete fixed-order expression. We perform the LP
resummation at NNLL′ accuracy, where NNLL′ resummation offers an improvement over
NNLL by the inclusion of the exact N -independent terms at NNLO (i.e. we include g0 up
to O (α2

s )). This is not strictly necessary for NNLL resummation, but it is relevant in case
of large virtual corrections at the two-loop level, such as for single Higgs production. We
stress again that we only resum the channels that contribute at LP. To examine the impact
of NLP resummation on colour-singlet processes other than DY or single Higgs production,
we also show at the end of this section results for di-boson and di-Higgs production, which
we include at LP NLL accuracy and do not match to fixed higher-order results.

5.3.1 Single Higgs production

To obtain the total resummed Higgs cross section in N -space, we start from eq. (5.19)

σpp→h+X (N) = σ
h
0 fg(N ,µ) fg(N ,µ)∆LP+NLP

gg (N ,Q2/µ2) , (5.47)

with σh
0 as given in eq. (5.2), and the resummed coefficient function of eq. (5.44) for a= g

and g0 up to O (α2
s ). We vary Q(= mh) with the aim of exploring the resummation effects

more widely than only for the physical scale Q = 125 GeV.

The results are shown in fig. 5.10, where all lines have been normalised either to LO (a)
or NNLO (b). All resummed results are matched to the NNLO fixed-order result. The large
enhancement due to the NNLL′matched resummation with respect to the LO result is caused
by the sizable δ(1− z) contribution to both the NLO and NNLO fixed-order cross sections,
which enter the resummed distribution via g0(αs). The enhancement of the LP NNLL′+ NLP
LL resummed result, with respect to the LO distribution (usingµ=Q), is roughly 300−360%
in the considered Q range, the strongest increase occurring for smaller Q values.

When compared to the matched LP NNLL′ resummed cross section, we find an NLP enhance-
ment between 4.3−6.3%, with larger effects for smaller Q values, as shown in fig. 5.11a. We
contrast this increase with the effect of upgrading the LP accuracy to N3LL. To obtain this
we need to include only the g(4)a (λ,Q2/µ2) function in the resummation exponent, which
we extract from the publicly available TROLL code [209], given that g0(αs) is already in-
cluded up to O (α2

s ) for NNLL′ accuracy. Only a modest (negative) N3LL correction to the
NNLL′ resummed cross section is found: between −(0.3− 0.5)%. We have verified that the
NLP corrections are competitive with the numerical increase from NLL to NNLL, and we
show explicitly in figs. 5.10b and 5.11a that they dominate over the increase from NNLL′ to
N3LL.13

13One could also compare to the N3LL′ results, where the O (α3
s ) contribution to g0(αs) is included. Here

we choose not to do so, in order to directly compare the numerical contribution of terms that are of
O (αk

s lnk−2(N̄)) with those that are of O (αk
s ln(N̄)k/N) (where k runs from 1 to∞). If we would compare

at LP N3LL′ instead, the O (αk
s lnk−2(N̄)) terms in the exponent would be multiplied by a different hard
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Figure 5.10: Cross section for the production of a single Higgs boson in the infinite top
mass limit as a function of its mass Q (with Q = 125 GeV corresponding to
the physical Higgs mass), normalised to fixed-order results. The scale uncer-
tainty, obtained by varying µ between µ = Q/2 and µ = 2Q, is indicated by
the coloured bands. (a) The LO, NLO and NNLO results are shown in black,
light-blue and dark-blue dashed lines respectively. The LP NNLL′ (+NLP LL)
resummed result matched to NNLO is indicated by the orange solid (red dash-
dotted) line. (b) Here we also show the LP N 3 LL resummed result, indicated
by the black dotted line. The scale-uncertainty band for the N 3 LL distribution
is not shown, as it coincides with the one obtained for the NNLL′ distribution.

Furthermore, we note that scale uncertainty increases somewhat after including the NLP
resummation. For the LP NNLL′ resummed result, the scale uncertainty is between −0.03%
and +6.2%, whereas the NLP resummed result shows a scale uncertainty between −2.9%
and +8.3% (we expect that the inclusion NLP NLL terms would reduce this scale uncer-
tainty). We also point out that the central value for the LP NNLL′ + NLP LL resummed
result lies outside the uncertainty band of the LP NNLL′ resummed result, over the entire
range of Q values considered here. Finally, we report below on the Higgs cross sections at
Q = 125 GeV, corresponding to the physical Higgs mass:

σ(NNLO)
pp→h+X (mh) = 39.80+9.7%

−9.0% pb ,

σ(LP NNLL′)
pp→h+X (mh) = 42.76+5.6%

−0.3% pb ,

σ(LP N3LL)
pp→h+X (mh) = 42.64+5.8%

−0.1% pb ,

σ(LP NNLL′ + NLP LL)
pp→h+X (mh) = 45.32+7.5%

−2.8% pb . (5.48)

We thus find a notable NLP LL contribution in the diagonal channel.

function than the LP NNLL′ + NLP LL result, which pollutes the comparison with a (possibly sizeable)
constant contribution.
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Figure 5.11: Ratio plots for the Higgs total cross section (a) and DY invariant mass distribu-
tion (b), both normalised to the LP NNLL′ + NNLO result. The colour coding
for the LP NNLL′ (+NLP LL) and LP N 3 LL results is the same as in fig. 5.10b.
The result obtained by adding the N 3 LO NLP LL qg contribution is shown by
the dotted light-blue line.

Of course, the resummation of the qg-channel is missing, which would also result in NLP LL
enhanced terms (see fig. 5.8), and may potentially alter the observed NLP effect. To estimate
the size of such contributions we include the NLP LL contribution from the qg-channel at
N3LO, the order at which we expect the largest contribution from a potential resummation
in that channel. The full N3LO result for the Higgs total cross section is available in the
infinite top mass limit [32], and can be inferred from the iHixs2 code [221]. We find that
the qg-induced NLP LL contribution reads

∆h, qg

�

�

α3
s
(N) = −
�αs

π

�3 CF(115C2
A + 50CACF + 27C2

F )

96
ln5 N̄

N
, (5.49)

which coincides with the prediction of ref. [160]. This qg-contribution results in a correction
of the NLP LL resummation effect of−0.5% (−3%) for small (large) Q values (see fig. 5.11a).

The O (α3
s ) contribution of the qg-channel thus gives a negligible contribution to the NLP

LLs. Adding the terms of eq. (5.49) does not lead to a noticeable reduction of the scale
uncertainty (not shown in the figure). Note that the smallness of the qg-initiated result is
not caused by the partonic flux: the qg-flux exceeds the gg-flux at µ = 125 GeV. Instead,
this contribution is relatively small because, in contrast to the NLP LL contribution from
the gg-channel, the qg-contribution is not proportional to the sizable higher-order constant
terms of the LP gg-channel contained in the O (αs) and O (α2

s ) contributions to the hard
function g0(αs). A similar hard function is not included for the qg-channel, as we cannot
use an exponentiated form for the qg contribution, nor know what the hard function in
that case would be. We expect that the qg-channel will play a larger role in the DY process,
where the g1

0 and g2
0 coefficients are comparatively small.
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5.3.2 The DY process

For the computation of the N -space resummed DY invariant mass distribution we use

dσpp→γ∗+X (N)

dQ2
= σDY

0

∑

q

e2
q fq(N ,µ) fq̄(N ,µ)∆LP+NLP

qq̄ (N ,Q2/µ2), (5.50)

with σDY
0 given in eq. (5.13) and ∆LP+NLP

qq̄ (N ,Q2/µ2) in eq. (5.44), and where the sum runs
over the quarks q ∈ {u, d, c, s, b} that are considered to be massless. We show the ratio plots
with respect to the LO and NNLO result in fig. 5.12. The various resummed distributions are
plotted in fig. 5.11b, normalised to the LP NNLL′ result. As in the Higgs case, all resummed
results are matched to the NNLO result.

Figure 5.12a shows that the LP NNLL′ + NLP LL resummation enhances the LO distribution
(using µ=Q) by 15−34%, with increasing effect for larger Q values. The NLP contribution
provides an increase with respect to the LP NNLL′+NNLO resummed (and matched) distri-
bution of only 0.35− 1.15%, as can be read off from fig. 5.11b. Larger NLP enhancements
are found for very small values of Q, where one moves further away from threshold. Note
that also the effect of LP resummation is smaller than for Higgs production, as can be seen
in fig. 5.12b, as a result of the quicker (asymptotic) convergence of the perturbative series
for DY. As for the Higgs production case, the NLP increase dominates over the N3LL effect,
which deviates by −(0.1−0.3)% from the LP NNLL′ distribution, where the larger deviation
is only found for small values of Q (as best seen in fig. 5.11b). The larger size of the NLP
LL with respect to the N3LL is not as pronounced as in the Higgs production case.

The scale uncertainty of the NNLL′ resummed result lies between −4.4% and +5.4% for
the range of Q values shown in fig. 5.12, while that of the NLP resummed result is between
−4.8% and +5.8%. Therefore, by including the NLP LL contribution, we find a modest
increase in the scale uncertainty of the resummed result, which would expect to decrease
if NLL resummation at NLP were available. Note that for large Q values (Q > 1 TeV), the
central value of the NLP result lies outside the uncertainty band of the LP distribution.

As in the Higgs production case, the NLP LL resummation is not complete, since the qg-
channel is missing (see fig. 5.9). Using the results of ref. [160], we may obtain the N3LO
NLP LL contribution stemming from the qg-channel, resulting in

∆DY, qg

�

�

α3
s
(N) = −
�αs

π

�3
TF

27C2
A + 50CACF + 115C2

F

96
ln5 N̄

N
. (5.51)

As already anticipated, in contrast to what was observed for single Higgs production, we
see that the addition of this result to the resummed qq̄-channel significantly alters the NLP
effect (fig. 5.11b). The qg-contribution gives a −54% correction to the NLP effect of the
dominant channel for small Q values, while for larger Q values it gives a −44% correction.
As for Higgs production, we find that the scale uncertainties do not decrease after adding
the qg NLP LL contribution at O (α3

s ). This is perhaps not surprising: for both the Higgs and
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Figure 5.12: Ratio plots for the DY invariant mass distribution, normalised to fixed order
results. The colour coding and scale variation is the same as in fig. 5.10.

DY processes we introduce additional scale-dependence via αs in either the NLP LL function
h(1)a for the leading channel, or via eq. (5.50)/(5.51) for the off-diagonal channel. This scale
dependence is not balanced at LL, but could (for both channels) be balanced at NLP NLL
via the introduction of a scale term proportional to ln(Q2/µ2). However, since we have no
control over any other contribution that might appear at NLP NLL, we refrain from adding
such contributions.

5.3.3 Other colour-singlet production processes

Based on the considerations of chapter 4 we may apply our NLP resummation prescription
also to gg- or qq̄-induced processes with N colour-singlet particles in the LO final state. In
this section we will therefore consider di-Higgs and di-boson production, as key examples of
such processes. As it is not our aim to provide a precise phenomenological prediction, but
rather analyse the numerical effects of NLP LL resummation, we consider the (unmatched)
resummation of these processes up to LP NLL+NLP LL, and include only the LO contribution
to g0(αs).

We start with the di-Higgs production process, which is also dominated by gluon fusion.
Threshold resummation has been achieved first up to NLL in the SCET framework in the
heavy top mass limit, including form factors dependent on the top-quark mass to partially
correct for this approximation [222]. This study has been extended to NNLL in ref. [223],
and the inclusion of the full top mass effects was studied up to NLL+NLO in ref. [224].
With full top mass dependence, the lowest-order expression for the hadronic differential
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distribution is given by [225]

dσpp→hh

dQ
=

2Q
S

∫ 1

τ

d x
x

fg (x ,µ) fg

�τ

x
,µ
�

σg g→hh(Q
2) , (5.52)

with τ=Q2/S and

σg g→hh(Q
2) =

G2
Fα

2
s

256 (2π)3

∫ t+

t−

d t
�
�

�C∆F∆ + C�F�
�

�

2
+
�

�C�G�
�

�

2
�

. (5.53)

where the integration variable t =−1
2

�

Q2 − 2m2
h −Q2
Æ

1− 4m2
h/Q

2 cosθ
�

, while the inte-
gration limits are obtained by setting cosθ = ±1. The exact expressions of ref. [225] are
used for C∆, C�, F∆, F� and G�, where no approximation on the mass ratio between the
top-quark and the Higgs boson has been applied.

For the resummation of this process, it suffices to follow the same procedure as before. That
is, we Mellin transform eq. (5.52) with respect to the hadronic threshold variable τ. Then
we replace the partonic LO coefficient by its resummed version

σg g→hh(Q
2) −→ σg g→hh(Q

2)∆LP+NLP
gg

�

N ,Q2/µ2
�

. (5.54)

This replacement is valid at LP (see ref. [226]). We exploit the universal structure of NLP
resummation for colour-singlet processes, as discussed in chapter 4, to justify the same
substitution at NLP. The resummed expression then reads

dσpp→hh+X

dQ
= σg g→hh(Q

2)
2Q
S

∫

dN
2πi

τ−N fg(N ,µ) fg(N ,µ)∆LP+NLP
gg

�

N ,Q2/µ2
�

. (5.55)

Since we work at NLL accuracy at LP, we use the resummed partonic coefficient of eq. (5.44)
with g0(αs) = 1 and neglect the g(3) contribution in the exponent.

The results are shown in fig. 5.13, where we used a factorisation/renormalisation scale µ=
Q/2, which is the scale for which higher-order corrections are smallest [227]. We see that
the LP NLL result gives a correction to the LO distribution of −3.2% to 4.7%, while the NLP
LL terms cancel the partially negative LP correction, leading to a substantial enhancement
of the LO distribution of 12.6 − 17.8%. Larger corrections are found for higher values of
Q. The increase of the NLP LL + LP NLL result with respect to the LP NLL result is between
12.5% and 16.3%. As for the DY and single Higgs production processes, we find again that
the NLP LL effect is sizeable. For comparison, the increase of going from LP LL (not shown
here) to LP NLL is of the same order.

We now move on to W+W− and Z Z production. Threshold resummation up to NNLL was
considered in the traditional QCD framework in ref. [228], and using the SCET framework
in refs. [229, 230]. Transverse-momentum resummation for both processes has also been
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Figure 5.13: Differential cross section for di-Higgs production showing the LO (black dot-
ted), LP NLL (dashed light-blue), and NLP LL + LP NLL (solid dark-blue) re-
sults. The scale µ is set to Q/2. The bottom pannel shows the ratio with
respect to the LO distribution.

performed in ref. [231]. We use the LO expressions from refs. [232,233].14 We may write,
similarly to eq. (5.52)

dσpp→V V

dQ
=

2Q
S

∑

i={q,q̄}

∫ 1

τ

d x
x

fi (x ,µ) f̄i

�τ

x
,µ
�

σqi q̄i→V V (Q
2) , (5.56)

with the LO partonic cross sections given by

σqi q̄i→W+W−(Q
2) =

1
64πCAQ4

�

c t t
i Fi(Q

2)− c ts
i (Q

2)Ji(Q
2) + css

i (Q
2)Ki(Q

2)
�

, (5.57)

σqi q̄i→Z Z(Q
2) =

g4
V,i + g4

A,i + 6
�

gV,i gA,i

�2

4πCAQ2

�1+ 4m4
Z/Q

4

1− 2m2
Z/Q2

log
�

1+ βZ

1− βZ

�

− βZ

�

, (5.58)

where βZ =
Æ

1− 4m2
Z/Q2. The expressions for the coefficients c t t

i , c ts
i , and css

i , and the
functions Fi, Ji and Ki may be found in ref. [232]. Note that the partonic cross sections
σqi q̄i→V V depend on the left- and right-handed couplings of the quarks with the Z-boson,
which are of course different for up-type quarks and down-type quarks. Following the same
procedure as for the di-Higgs results, we obtain a resummed expression for both cases that
reads

dσpp→V V+X

dQ
= σqq̄→V V (Q

2)
2Q
S

∫

dN
2πi

τ−N fq(N ,µ) fq̄(N ,µ)∆LP+NLP
qq̄

�

N ,Q2/µ2
�

. (5.59)

The results are shown in fig. 5.14. The two processes are identical from a resummation

14Note that in ref. [232], there is a misprint in the LO integrated coefficients (eq. (3.12)). The second terms
in the expressions for Fi(s) and Ji(s) need to be multiplied by a factor of 16.
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Figure 5.14: Differential cross section for W+W− production (a) and Z Z production (b),
with the scale µ set to Q. Presentation is the same as in fig. 5.13.

perspective, therefore, we find an LP NLL increase of the LO distribution between 12.2 −
20.8% for both processes, whereas the NLP LL + LP NLL increases the LO distributions by
19.2− 26.2%. As for the other processes, larger enhancements are found for higher values
of Q. The increase induced by the NLP LL contributions with respect to the LP NLL result
is between 4.5 − 6.8%, which is smaller than the correction that was found for di-Higgs
production. This is not surprising: it is well known that gluon-initiated processes receive
larger LL threshold corrections due to CA > CF . However, the difference between LP LL
and LP NLL resummation for the V V production processes is only around 1%, once again
underlining the importance of the NLP LL contribution.

5.3.4 A brief comparison of numerical NLP LL resummation

studies

In this section we have explored the numerical effects of the NLP contribution h(1)a to the
resummed partonic coefficient function in eq. (5.44) on a selection of colour-singlet pro-
duction processes. For all processes we reach a similar conclusion: NLP LL resummation
has a non-negligible numerical effect. Here, we briefly comment on the relation between
the work on NLP resummation presented in this study and in refs. [209, 234] for single
Higgs production. The methods employed in this chapter may best be compared to their
ψ−soft2 prescription without exponentiation of the constant contributions.15 Theψ−soft2

prescription consists of replacing λ in the resummation exponents g(i)(λ) by the combina-
tion of di-gamma functions λ= αs b0(2ψ0(N)− 3ψ0(N + 1) + 2ψ0(N + 2)). Denoting their

15Another prescription, A− soft2 in ref. [209] uses the Borel prescription [235,236] to handle the asymptotic
summation of the perturbative expansion. Numerical differences between A−soft2 andψ−soft2 are shown
to be small there.
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resummation exponent at LP NLL with ∆ψ−soft2
aa , the difference with our LP NLL + NLP LL

resummation exponent (i.e. eq. (5.44) without g(3)a and with g0(αs) = 1) may be evaluated
at O (αs), where we obtain

∆ψ−soft2
aa (N)−∆LP+NLP

aa (N) =
αs

π

�

− A(1)a

�

2γ2
E − 2γE ln

Q2

µ2

�

−
A(1)a

N
ln

Q2

µ2
+O
�

1
N 2

��

. (5.60)

The difference at LP is of NNLL accuracy and is due to the resummation of log N rather than
log N̄ terms in theψ−soft2 prescription. At NLP, the difference appears at NLL, such that the
approaches are equivalent at the guaranteed accuracy. Note that the discrepancy continues
beyond NLP, given that di-gamma functions generate power corrections to all orders in N
at NLO, while our prescription, gives rise to at most O (1/N n) terms at O (αn

s ). They observe
that the correction on the fixed-order single Higgs production cross section is increased
with respect to standard resummation by making theψ−soft2 replacement, consistent with
our observations on the effect of NLP LL resummation. No soft-quark contribution was
considered in their work. To the best of our knowledge, a similar analysis for DY has not
been performed.

5.4 Conclusions

In this chapter we studied the role and impact of NLP corrections in colour-singlet produc-
tion processes, with a particular focus on DY and single Higgs production. In section 5.1
we assessed the quality of the threshold expansion for Higgs and DY, for both the dominant
(qq̄ and gg) and the subdominant (qg) partonic channels. The threshold expansion of the
dominant Higgs production channel is less well-behaved than that of DY, due to a substan-
tial part of the Higgs partonic cross section arising from the small-z region. The quality of
the threshold expansion depends only marginally on the boson mass Q for DY, while the
convergence for Higgs noticeably improves as Q increases. The threshold expansion of the
off-diagonal qg-channel in Higgs production convergences only very slowly, whereas for DY
convergence is already obtained after including the N4LP contribution.

We subsequently reviewed the resummation of leading-logarithmic NLP corrections in QCD
in section 5.2, and derived a slightly improved resummed expression involving a derivative
with respect to the Mellin moment. We applied our resummation approach to a selection
of colour-singlet production processes, revealing that the resummation of NLP LLs has a
noticeable effect. Indeed, for single Higgs-production the central value of the LP NNLL′

+ NLP LL resummed cross section lies outside the uncertainty band for the LP resummed
(and matched) result. For the DY processes this is observed for Q > 1 TeV. Both processes
show that the numerical effect of resumming the NLP LL terms exceeds that of improving
LP resummation to N3LL accuracy. Scale uncertainties seem to slightly increase after the
NLP LL result is included, and we expect that the scale uncertainty can be reduced only
after the inclusion of the (unavailable) NLP NLL contributions. For di-boson production the
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numerical enhancement of upgrading a LP NLL calculation to NLP LL rivals (in the case of
di-Higgs) or exceeds (for W+W−/Z Z) that of going from LP LL to LP NLL, for central scale
choices. In general, NLP LL effects originating from next-to-soft-gluon emissions are found
to be larger for gg-induced processes than for qq̄-induced processes. Lastly, we found that
the DY process was (relatively) more sensitive to NLP LL contributions from the off-diagonal
qg-channel than the Higgs process, owing to large NLO and NNLO contributions to g0(αs)
for the latter process.

Our study of the numerical effects of NLP corrections in hadronic collisions is, we believe, a
valuable addition to an area where most effort has so far been on the analytical side. It more-
over validates these efforts by showing that NLP threshold corrections can have a notable
impact, and should motivate further development of the understanding of NLP corrections.

160



5.B. Fitted parton distribution functions

5.A Fitted parton distribution functions

In this paper we rely on PDFs obtained from the LHAPDF library [237] and use the central
member of the PDF4LHC15_NNLO_100 PDF set [216]. For our purposes these PDFs need to
be converted to N -space to perform the resummation. To this end, we expand the PDFs on
a basis of polynomials whose Mellin transforms may be computed directly. The functional
form of the PDFs that we use is inspired by that used by the MMHT [238] collaboration,
and reads

x f (x) = A(1− x)a1 x a2 (1+ b y + c (2y2 − 1)) + B (1− x)a3 x a4 (1+ C x a5) ,

y = 1− 2
p

x , (5.61)

with 10 (real) fit parameters. We require that the fitted function lies within the 1σ error
as given by the LHAPDF grid implementation of the PDFs in the entire domain. We have
checked our set by comparing the fixed-order results obtained with the x-space form of
the fitted PDFs with those obtained using the grid directly, and found that differences are
smaller than the numerical integration error. A tabulated form in C++ format of the resulting
fit parameters is available at [239].

5.B Normalisation of the partonic cross section

In this appendix we discuss the normalisation of the partonic cross section ∆i j(z), with the
particular aim to highlight the origin of the additional factor of 1/z appearing in Higgs
production relative to DY. We start from the definition of the invariant mass distribution

dσ
dQ2

=
∑

i, j

∫ 1

0

d x1

∫ 1

0

d x2 fi(x1) f j(x2) σ̂i j

�

Q2

x1 x2S

�

, (5.62)

where σ̂i j(Q2/(x1 x2S)) is the partonic cross section, and we drop the renormalisation/fac-
torisation scale dependence for conciseness. For Higgs production an analogous equation
holds, with the invariant mass distribution replaced by the total cross section.

We first rewrite the partonic cross section in terms of z = Q2/(x1 x2S) = Q2/s. This can be
done by inserting

1=

∫ 1

0

dzδ
�

z −
τ

x1 x2

�

=

∫ 1

0

dz x1 x2δ (τ− x1 x2z) =

∫ 1

0

dz
τ

z
δ (τ− x1 x2z) , (5.63)

where we recall that τ=Q2/S. With this, eq. (5.62) becomes

dσ
dQ2

=
∑

i, j

∫ 1

0

dz

∫ 1

0

d x1

∫ 1

0

d x2 fi(x1) f j(x2)δ (τ− x1 x2z)
τ

z
σ̂i j(z) . (5.64)
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This equation is then matched to eq. (5.12), which we repeat here

dσ
dQ2

= σ0(Q
2)
∑

i, j

∫ 1

0

dz

∫ 1

0

d x1

∫ 1

0

d x2 fi(x1) f j(x2)δ (τ− x1 x2z)∆i j(z) . (5.65)

The matching equation
τ

z
σ̂i j(z) = σ0(Q

2)∆i j(z) , (5.66)

is defined such that σ0(Q2) contains the terms of the tree-level cross section which are z-
independent, while ∆ab(z) contains the z-dependent terms.

We are now in a position to perform the matching in eq. (5.66) for the DY and Higgs tree-
level cross section. We start from the matrix element squared for the two processes, summed
(averaged) over the final (initial) state partons

|M (0)
DY |

2 =
4α2

EM

3Q2

s
Nc

, |M (0)
h |

2 =
�

αs

3πv

�2 s2

8(N 2
c − 1)

. (5.67)

The factor of s2 in the Higgs matrix element squared is due to the derivative squared con-
tained in the Ga

µν
Ga,µνH term of the effective Lagrangian. Given the one-particle phase space

with the flux factor of 1/2s

1
2s

dΦ1 =

∫

d4q 2πδ(4)(p1 + p2 − q)δ+
�

q2 −Q2
�

=
π

s2
δ(1− z) , (5.68)

the partonic cross section for the two processes reads

σ̂
(0)
DY(z) =

4πα2
EM

3Q2

1
Nc

z
Q2
δ(1− z) , σ̂

(0)
h (z) =

α2
s

72πv2

1
N 2

c − 1
δ(1− z) . (5.69)

We see that the DY cross section has an additional factor of z compared to Higgs produc-
tion, whose origin is ultimately related to the dimensionful effective g gH vertex versus the
elementary qq̄γ vertex. The coefficient ∆(0)aa (z) is now obtained from eq. (5.66), where σh

0

and σDY
0 are taken as in eqs. (5.2) and (5.13), which implies

∆
(0)
DY,qq̄ = δ(1− z) , ∆

(0)
h,gg =

1
z
δ(1− z) . (5.70)

At tree level the additional factor of 1/z is of course harmless, given the overall δ(1− z).
However, this factor is general, and it is present also at higher orders in perturbation theory,
explaining the origin of the factor 1/z in eq. (5.7) (see also eq. (5.11)).
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5.C Singular contributions at threshold

In order to asses how the parton flux weighs the partonic cross section, it is useful to con-
sider the point-by-point multiplication of the partonic cross section and the parton lumi-
nosity factor Li j(τ/z)/z. For non-singular terms beyond LP this is trivial, but the singular
contributions at LP consist of plus-distributions which have the non-local definition

∫ 1

0

dz [g(z)]+ f (z) =

∫ 1

0

dz g(z) ( f (z)− f (1)) . (5.71)

In this appendix we show explicitly how one obtains an equivalent point-by-point multipli-
cation for the LP terms. Starting from the hadronic cross section

dσi j

dτ
=

∫ 1

τ

dz
Li j(τ/z)

z

dσ̂i j(z)

dz
, (5.72)

we express the partonic cross section, differential in z, as

dσ̂(z)
dz

= −
∂

∂ z

∫ 1

z

dz′
dσ̂(z′)

dz′
. (5.73)

Upon integration by parts we find
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= −
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�

�
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∂
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z

�

×
�

−
∫ z

0

dz′
dσ̂i j(z′)

dz′

�

. (5.74)

The boundary term in the first line vanishes at z = 1 by a vanishing domain for the integral
over z′, as well as at the lower boundary since limz→τLi j(τ/z) = 0. The plus-distributions
in the remaining term on the first line of eq. (5.74) are now separately integrated, with the
trivial test function f (z′) = 1, such that we could use

∫ 1

z

dz′ [g(z′)]+ =
�
���

����*0
∫ 1

0

dz′ [g(z′)]+ −
∫ z

0

dz′ g(z′) . (5.75)

to obtain the second line of eq. (5.74). Thus, the integrand of eq. (5.74) is indeed a point-by-
point multiplication, consisting of the integrated plus-distributions weighted by the deriva-
tive of the parton luminosity function.
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5.D Resummation coefficients

To evaluate the running of αs we use the β-function as defined by

dαs(µ2)
d ln(µ2)

≡ β(αs(µ
2)) = −α2

s

∑

n=0

bnα
n
s . (5.76)

With this definition, we have the one- [21, 22], two- [240–242] and three-loop [243, 244]
coefficients
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12π
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and TR = 1/2, CA = 3 and CF =
4
3 . The number of active flavours is denoted by n f and is set

equal to 5 in this study. At O (α2
s ), the solution to the β-function reads
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The initial state exponents for the LP LL (g(1)a ), NLL (g(2)a ) and NNLL resummations (g(3)a )
are given by [57,245]
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where λ= b0αs ln N̄ and αs ≡ αs(µ2
R). The N3LL function g(4)a (λ,Q2/µ2

F ,Q2/µ2
R) is extracted

from the TROLL code [209]. The function h(1), which is added to account for the NLP LL
terms, reads

h(1)a (λ, N) = −
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2πb0
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N

. (5.80)

The coefficients A(n)a are given by [49,219,220]
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The first order coefficient D(1)aa = 0, while the second order coefficient reads [246,247]
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with Cq = CF and Cg = CA. The hard function g0(αs) is given by

g0(αs) = σ0

�

1+αs g
1
0 +α

2
s g2

0 +O
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α3
s

��

, (5.83)

where the various coefficients g i
0 are of course process dependent. We extract these from

the TROLL code [209], but give their explicit form below for convenience. For DY one has

σ0 =σ
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, (5.84)
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+ n f
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,

with σDY given in eq. (5.13). For single Higgs production the coefficients read
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,

where σh
0 is given in eq. (5.2), and we have used the infinite top mass limit for the effective

ggh-coupling.
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Conclusions

In this thesis we studied various aspect of NLP threshold effects to improve our description
of physics in this regime. By accounting for subleading effects in this kinematic limit, we
hope to improve predictions for observables sensitive to soft radiation at (future) particle
colliders in a systematic way. To this end, we studied the singular structure of scattering
amplitudes and classified sources of NLP threshold logarithms, and made the first steps in
extending the resummation of such terms from LP to NLP using diagrammatic techniques.

In chapter 2 we provided a systematic analysis of the all-order factorisation structure of
non-radiative amplitudes in QED for massive and massless fermions. By means of power-
counting techniques, inspired by a similar analysis for Yukawa theory [85], we constructed
a factorisation formula involving new contributions with respect to earlier gauge-theory re-
sults at NLP [78,79,81]. While this formula also contains interactions between soft and hard
or soft and collinear subdiagrams, we focused on new types of jet functions describing the ex-
change of multiple particles between a collinear blob and the hard scattering amplitude. We
performed an explicit calculation of the so-called f γ- and f ∂γ-jet functions, which are the
first non-trivial functions of this type. Subsequently, we performed one- and two-loop checks
of the proposed factorisation formula by comparing the result of this particular contribution
with a method of regions calculation of the relevant region. This analysis was carried out for
non-radiative amplitudes in the case of fermions with a parametrically small but non-zero
mass, and subsequently repeated for single-radiative amplitudes in the massless theory. In
the latter case, we thus evaluated and tested one-loop radiative f γ- and f ∂γ-jet functions,
allowing for direct comparison with factorisation in terms of the “standard” radiative jet
function as discussed in refs. [78, 79], which has a more simplified factorisation structure
with respect to our result, in that the ingredients factorise into a direct product rather than
convolutions. However, a careful analysis of the one-loop amplitude reveals that the f γ- and
f ∂γ-jet functions do capture all terms appearing in the collinear region, while the simplified
factorisation approach does not. The difference, however, disappears upon contraction with
the conjugate amplitude, such that the factorisation formulae of refs. [78,79,81] suffice to
predict the NLP contributions to the cross section at this particular loop order. Our analysis
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nevertheless reveals that one should expect additional NLP effects, and the systematic clas-
sification of contributions outlined in chapter 2 may provide a valuable starting point for
the development of a general factorisation and resummation framework for NLP threshold
logarithms at subleading logarithmic accuracy in QED. The subsequent generalisation of
these results to QCD will be another interesting direction for future work, with potentially
interesting phenomenological applications.

In chapter 3, we turned to the study of amplitudes involving multiple soft emissions in the
presence of a single virtual loop. To gather detailed data to test future factorisation efforts
for such corrections we computed the abelian-like 2R1V contribution to the DY K-factor, up
to NLP in the threshold variable, by performing a full method of regions analysis [108–111].
We shed light on a particularly interesting contribution that may be overlooked if the regions
expansion is applied too bluntly. It can be interpreted as one of the soft collinear interactions
classified in chapter 2, as it arises in the limit that the two soft gluons are emitted from a
soft quark line. Given that the associated energy scale is set by the invariant mass of the
two-gluon system, and that a loop correction is required to generate the non-analytical
dependence on this scale that allows one to identify it as a specific region, this is the first
perturbative order at which such a contribution can be found. The correlation of these
emissions at NLP led to rather involved phase space integrals, which could not be solved
in closed form and required the application of Mellin-Barnes techniques. However, their
eventual contribution to the N3LO K-factor turned out to be highly suppressed, giving at
most a N4LL at NLP. The collinear region contributes at NLL, also strictly at NLP, consistent
with what was found in a similar analysis of the 1R1V part of the K-factor in ref. [122].
Parts of the result in the collinear region could be related to lower order information by
dressing the 1R1V result, which is understood to be described entirely in terms of one-loop
radiative jet function of ref. [79], with an eikonal emission. However, the remaining terms
appeared to be generated by a doubly-radiative jet function in a factorisation approach,
possibly affecting the resummation of such collinear contributions. Lastly, we noted that
the hard function was solely responsible for the LLs at LP and NLP. These contributions are
obtained from lower order information and have a clear interpretation in terms of the LBK
theorem. This, together with earlier insights in the exponentiation properties of certain NLP
contributions, inspired the resummation of NLP terms at LL accuracy as studied in chapter 4.
Despite the calculation of the complete DY cross section at N3LO [33] since the publication
of our study, we think a similar analysis of the 2R1V part of the K-factor would be valuable to
further test the factorisation proposed in chapter 2, as (at least) contributions from the f f f -
and f γγ-jet functions are expected at this perturbative order. In addition, one may think
of extending the analysis presented in chapter 3 to include all colour structures that may
arise in QCD, thereby providing data for the development of NLP factorisation formulae in
non-abelian gauge theories.

In chapter 4 we studied the resummation of NLP threshold logarithms at LL accuracy, using
diagrammatic methods. We argued that collinear contributions that are described by radia-
tive jet functions (be it the traditional f -jet type or new functions such as the f γ-jet) give
rise to at most NLLs at NLP and can be neglected for the purpose of LL resummation. In
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addition, we showed that the NLP corrections that arise from correlations between the soft
gluons in the final state phase space are of subleading logarithmic order as well. Therefore,
all LLs at NLP arise from next-to-soft emissions, which are either described by the so-called
next-to-soft function or associated to the orbital angular momentum of the initial state par-
tons and thus expressed as derivative operators acting on the hard function. For the DY
process, no derivative contribution is present due to the point-like structure of the DY am-
plitude at LO. Resummation of LLs at NLP then followed by the exponentiation of a NLP soft
function in terms of next-to-soft webs [41,83], confirming the conjecture of ref. [146] and
the recent SCET result of ref. [167]. The LLs at both LP and NLP are found to be governed
by the DGLAP splitting kernel, which dictates that the coefficients of the latter are identical
but of opposite sign as those of the former. The NLP LL effects are then easily included in
the standard framework for LP resummation at higher logarithmic accuracy, as proposed
in ref. [162]. For general qq̄-initiated colour-singlet production processes one should also
account for the orbital angular momentum contribution. We did so by building on the fixed
order result of ref. [84], which showed that a single next-to-soft emission is described by
applying a kinematic shift to the squared matrix element, while dressing it with an eikonal
emission factor. Since at NLP accuracy the NLP effects needs to be included only once, the
replacement of the eikonal emission factor with the exponentiated LP soft function proved
to be sufficient to obtain a general resummed result at NLP LL accuracy. This was subse-
quently generalised to gg-initiated processes, and applied to single Higgs production in the
infinite top mass limit where we confirmed the conjecture of ref. [159] that the coefficients
of the LP and NLP terms in the partonic coefficient follow from those for DY by Casimir
scaling. This universality encourages us to take a less conservative approach in chapter 5,
and assume that the NLP effects that stem from the orbital angular momentum operator
may be exponentiated as well.

Chapter 5 focused on the numerical effects NLP contributions, both for fixed order and re-
summed results. We started by exploring the threshold behaviour of the partonic coefficient
functions for single Higgs production and DY up to NNLO. We noted a better convergence
of the threshold expansion in the DY process, due to the fact that the Higgs partonic coef-
ficient function receives a sizeable contribution from the small z regime, which is not well
described by the threshold expansion. This observation holds for both the dominant (gg/qq̄)
and off-diagonal (qg) partonic channels, while for each process the convergence is best in
the dominant channel. We also found that the NLP correction in the dominant channel of
either processes is sizeable and gives a small overestimation of the exact cross section, while
the LP approximation recovers only a small part of it. Turning to the study of NLP effects in
resummed cross sections, we briefly reviewed LP resummation and described how the NLP
LL contribution h(1)a to the resummation exponent can be expressed in terms of a derivative
with respect to the Mellin moment acting on the LP LL function g(1)a . We applied our re-
summation prescription to DY and Higgs cross sections, yielding NLP LL + LP NNLL′ results,
matched to NNLO. For the diagonal channel in either process we found that the NLP LL re-
summation has a notable numerical impact on the NNLL′ resummed result, especially when
compared to the effect of the N3LL correction. In addition, we explored off-diagonal qg NLP
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LL contributions, by including the corresponding terms at N3LO from refs. [160,221]. This
implied that off-diagonal contributions are more important for DY than for single-Higgs pro-
duction given the large δ(1−z) contributions in the latter process at NLO and NNLO, which
enter the resummation formula via the matching coefficient g0 and inflate the resummation
effects in the Higgs diagonal channel. Lastly, we performed similar numerical studies for
di-Higgs and di-vector boson production, albeit at lower logarithmic accuracy, once again
showing the importance of NLP LL contributions. We point out that in this study we kept
all NLP LL effects in the exponent, thereby generating terms of O (1/N n) upon expansion
of the resummed coefficient function to order αn

s , yielding a partial NnLP result. Likewise,
one would generate subleading logarithmic terms at NLP by the interplay of h(1)a with the LP
coefficients. Such terms beyond the guaranteed accuracy of the resummation formula are a
mere byproduct but may require more careful handling for phenomenological applications.

To pursue these, understanding the resummation of NLP LLs in the off-diagonal channel
remains, however, the highest priority (see e.g. refs. [104, 121, 160]). Once this is fully
understood NLP LL resummation will provide a new versatile tool to account for all-order
corrections for a range of Standard Model and BSM processes at the LHC and future col-
liders. Incorporating also (genuine) subleading logarithmic effects at NLP in resummation
formulae, through knowledge about the rich structure of the amplitude at NLP, would pro-
vide an additional step towards the mastery of precision high-energy phenomenology. The
results presented in this thesis should meaningfully contribute to this endeavour.
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Summary

In this summary I will explain the topic of this thesis for a broader audience, trying to convey
the essence of the research I conducted in the past years without too much technical detail.

The work presented in this thesis is a theoretical study in the field of particle physics, the
realm of physics that describes the fundamental building blocks of nature and their inter-
actions. From our everyday perspective, this quantum world at length scales much, much
smaller than the size of molecules and even atoms may seem very remote. However, using
advanced machinery such as the Large Hadron Collider (LHC) at CERN, we can study the
properties and behaviour of these particles nonetheless. This is primarily done by carefully
analysing the remnants of highly energetic collisions between protons that move at nearly
the speed of light. While protons and neutrons are the constituents of atomic nuclei, they
are comprised of yet smaller particles themselves: the up- and down quarks. Together with
the electron and an associated neutral particle that barely interacts (the neutrino), these
are what we call the fundamental particles of matter.1 They are supplemented by four force
carriers that govern their interactions, of which the photon is most familiar: the particle
interpretation of light. The final link is the Higgs field, which determines the masses of the
other particles. The Higgs boson is the observable excitation of this field and was discovered
in 2012 in the ATLAS and CMS experiments at the LHC, which completed the so-called Stan-
dard Model (SM) of particle physics. The properties of these particles and their interactions
are being tested extensively in many experiments and so far the SM agrees very well with
the data.

Even though the SM provides an extremely accurate description of that quantum world in
many aspects, some phenomena cannot be explained in this framework. A notable example
is the apparent existence of a type of matter in the universe that we cannot see with our
present detectors: dark matter. We observe, for example, a higher than expected speed at
which stars orbit the centre of their galaxy. This is best explained by the presence of matter

1In fact there are two additional, more exotic copies of this set of particles containing heavier siblings. More-
over, there exists for almost all particles an antiparticle which has opposite charges, e.g. an electron with
a positive electric charge that is aptly called the positron.
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that has gravitational pull but barely interacts otherwise. In almost all models that try to
explain such puzzling observations, newly proposed particles are the ideal candidate. This
is what is often called new physics or Beyond the Standard Model (BSM) physics. While
new particles with a small mass might show up in experiments as a clear signal, heavier
particles would only give rise to very subtle effects in measured quantities that are domi-
nated by familiar SM processes. The discovery of such a particle thus hinges on excellent
experimental precision, as well as on an equally good understanding of what contribution is
expected from SM physics alone. To this end, theorists try to make very precise predictions
of the latter. Discovery of new physics then happens if the discrepancy between the SM
prediction and the measured value of some observable is significant.

Such predictions are made by calculating probabilities (called cross sections) that certain
particles are created in the scattering process of the initial state particles. We do so by
diagrammatically representing the scattering, as in fig. S.1a, and accounting for increasingly
complex interactions that give rise to the same reaction product or final state. To each of
the lines drawn in such Feynman diagrams, certain mathematical expressions are associated.
Together, upon evaluation, they give the quantum mechanical scattering amplitude, from
which the cross section follows. In fig. S.1a we “calculate” the probability that a quark
(denoted by q) from one proton, and an anti-quark (q̄) from a proton in the opposite beam
collide and produce an electron (e−) and a positron (its antiparticle, e+). In this process
the quark and antiquark cancel one another due to their exact opposite properties (called
annihilation), leaving only a large amount of energy in the form of a photon (indicated
by γ∗). The energy stored in this photon renders it unstable, such that it subsequently
decays into the electron-positron pair. This relatively simple interaction is called the Drell-
Yan process and is denoted by q + q̄ → e− + e+. We often use it in this thesis as a testing
ground for the development of new theoretical tools.
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Figure S.1: Contributions to the Drell-Yan process at the lowest order in perturbation theory
(a), at the one-loop level (b) and at the two-loop level (c). Time progresses
from left to right.

An additional contribution to this process is given by fig. S.1b, where the colliding quark
and antiquark exchange a gluon (g) first, meaning that they perceive each others presence
prior to their annihilation, as magnets that are brought together. Such an additional contri-
bution is what we call a loop-correction, and is already quite a bit harder to calculate since
the closed loop requires one to sum (or in fact, integrate) over the various ways in which en-
ergy may now flow through the particles that are part of that loop. Typically, one shall find
that the contribution to the cross section from such a loop-correction is smaller than that
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from the leading-order approximation of fig. S.1a. This is due to the fact that the coupling
of the gluon to the quark is rather weak for such a collision, such that each coupling sup-
presses the probability even further. We would find that the one-loop diagram in fig. S.1b
contributes about one tenth of the leading-order cross section in fig. S.1a, while the even
more complicated interaction involving two loops in fig. S.1c gives an enhancement of the
total probability at the percent level. One can thus improve a prediction step-by-step, by
calculating more and more involved diagrams that yield increasingly smaller corrections.
This approach is called perturbation theory. At the same time the number of diagrams that
contribute at a particular order grows enormously. For both the Drell-Yan process and Higgs
production, the state-of-the-art calculation is at an impressive three-loop order, requiring
the computation of millions of diagrams.

A complication is that, in addition to the loop effects we just discussed, these cross sec-
tions also receive corrections from the emission of gluons that end up in the final state, as
shown in fig. S.2. If this gluon is low-energetic, or as we say soft, it is not identified by the
detector, such that this event is also regarded as electron-positron production, rather than
electron-positron-gluon production. One might expect these contributions to get smaller
with increasing number of emissions, given that there is again powers of the coupling in-
volved. In spite of this effect, such corrections turn out to be large at every order in the
coupling (so approximately the same size for one, two, three, etc. soft emissions) because
they give rise to logarithms in the energy (ζ) carried by the emitted gluon(s), which be-
come large if the gluons are soft. Given that this occurs if the original final state particles
(in this case the electron-positron pair) are produced near threshold, that is when the collid-
ing quark-antiquark pair has just a little bit more energy than needed to produce them, we
often speak of threshold effects in the context of soft emissions. In this case perturbation
theory is of little help, and good predictions are only obtained by summing these threshold
logarithms to all orders in the coupling, effectively accounting for the possibility of a single
gluon up to an infinite amount of such soft emissions. This is what we call resummation. In
order to make such bold statements about the all-order cross section, we must make some
approximations to simplify the calculational rules.
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q

γ∗

g

e−

e+q̄

q

γ∗

g

Figure S.2: Correction to the Drell-Yan process involving an emitted gluon.

Such threshold corrections are historically studied in the leading power (LP) soft limit, which
is the simplest approximation one can make for soft emissions. In that case, all subsequent
emissions are largely independent of one another and the resummation is easily obtained.
Despite the crude nature of the approximation, the resummation of resulting LP threshold
logarithms has proven to be very valuable for many theory predictions. As an improvement,
one may retain the effect of the first subleading term in this soft expansion. These are what
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we call next-to-leading power (NLP) threshold corrections, in which important physical
effects such as recoil and spin (a quantum number associated to each particle) are included
for the first time, thus retaining more information of the soft gluon and the particle that
emits it. Describing scattering processes at this level of accuracy should therefore improve
predictions based on resummation even further.

In this thesis, we study various aspects of such NLP threshold corrections. In chapter 2
we focus on the NLP factorisation structure of scattering amplitudes up to arbitrary loop
orders in case a single soft photon is emitted.2 Factorisation means the division of scattering
processes into sub-amplitudes, that contain particles that behave similarly (e.g. all moving
in the same direction, or all being soft). Such a categorisation aids in deriving resummation
since it allows one to systematically organise the various sources of the threshold logarithms.
In this chapter we give a first exhaustive classification at NLP in a diagrammatic way for
Quantum Electrodynamics (QED), revealing interesting new contributions. We calculate
some of these new ingredients and test part of the factorisation formula at one- and two-
loop order, explicitly showing how it accounts for nontrivial effects. In chapter 3 we explore
the NLP effects for the Drell-Yan process, in case of a single loop correction and in presence
of two soft gluon emissions. We come across a new contribution, which is understood to
originate from a term in the factorisation formula presented in chapter 2. This study, aimed
to provide detailed theoretical data to test future multi-emission factorisation approaches,
thereby underlines the rich structure of scattering amplitudes at NLP. Only part of terms
are directly relatable to lower order factorisation ingredients, however, the most important
threshold contributions at NLP (the highest power of the threshold logarithm) are fully
understood. We then show in chapter 4 how these leading logarithms can be resummed
at the NLP level, for various processes. Finally, we study the numerical impact of NLP
terms in chapter 5, on both fixed-order and resummed cross sections for Drell-Yan and Higgs
production.3 We observe that the resummation of NLP leading logarithms has a clear effect
on the overall result, especially compared to further upgrading the logarithmic accuracy
of LP resummation, which has been the primary way of improving resummed predictions
historically. We thus conclude that NLP effects of soft emissions are sizeable, justifying the
current interest in this field, and motivating further study.

It is my hope that the advances presented in this thesis may contribute to future theory
predictions for collider experiments, and thereby help to further shape our understanding
of nature.

2In addition, we study the structure of non-radiative amplitudes in case the mass of matter particles is kept
small but non-zero.

3We also study resummation effects for the production of two Higgs bosons or two force carriers (Z Z and
W+W−), albeit in less detail.
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Samenvatting

In deze samenvatting zal ik het onderwerp van dit proefschrift uitleggen voor een breder
publiek en proberen de essentie van het onderzoek dat ik in de afgelopen jaren heb uitge-
voerd over te brengen zonder al te veel technische aspecten te bespreken.

Het werk dat in dit proefschrift wordt beschreven is een theoretische studie in het veld
van de deeltjesfysica, het deelgebied van de natuurkunde dat de fundamentele bouwste-
nen van de natuur en hun interacties beschrijft. Vanuit ons alledaagse perspectief lijkt deze
quantum wereld, op lengteschalen heel veel kleiner dan het formaat van moleculen en zelfs
atomen, wellicht erg ver weg. Desalniettemin kunnen we met geavanceerde apparatuur
zoals de deeltjesversneller bij CERN, de Large Hadron Collider (LHC), de eigenschappen en
het gedrag van deze deeltjes bestuderen. Dit wordt voornamelijk gedaan door het aan-
dachtig analyseren van de restanten van hoog energetische botsingen tussen protonen die
haast met de lichtsnelheid bewegen. Terwijl protonen en neutronen de onderdelen zijn
van atoomkernen, bestaan zij zelf uit nog kleinere deeltjes: de up- en down-quarks. Teza-
men met het elektron en een bijbehorend neutraal deeltje dat nauwelijks interacteert (het
neutrino), vormen zij de fundamentele materiedeeltjes.4 Zij worden aangevuld met vier
krachtdeeltjes die hun interacties bepalen, waarvan het foton als lichtdeeltje het bekendste
is. De laatste schakel is het Higgs veld, welke de massa van alle andere deeltjes bepaalt. Het
Higgs deeltje is de waarneembare excitatie van dit veld en is in 2012 ontdekt in de ATLAS
en CMS experimenten bij de LHC, die het zogeheten Standaard Model (SM) van de deelt-
jesfysica completeert. De eigenschappen en interacties van deze deeltjes worden uitgebreid
getest in tal van experimenten en vooralsnog komt het SM uitstekend overeen met de data.

Ondanks dat het SM veel aspecten van deze quantum wereld uitstekend beschrijft, zijn
er fenomenen die niet verklaard kunnen worden middels dit kader. Een noemenswaardig
voorbeeld is het klaarblijkelijke bestaan van een soort materie in het universum die we

4Er zijn in feite nog twee, meer exotische kopieën van deze set deeltjes die zwaardere varianten bevatten.
Bovendien bestaat er voor bijna elk deeltje een antideeltje met tegenovergestelde ladingen, bijvoorbeeld
een elektron met positieve elektrische lading welke de toepasselijke naam positron draagt.
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niet kunnen zien met onze huidige detectoren: donkere materie. We observeren bijvoor-
beeld een hoger dan verwachte snelheid waarmee sterren om het centrum van hun ster-
renstelsel cirkelen. Dit kan het beste verklaard worden door de aanwezigheid van ma-
terie die wel zwaartekrachtswerking heeft, maar verder nauwelijks interacties ondergaat.
In bijna alle modellen die zulke raadselachtige observaties proberen te verklaren zijn nieuw
geïntroduceerde deeltjes de beste kandidaat. Dit is wat nieuwe fysica genoemd wordt of
natuurkunde voorbij het Standaard Model. Terwijl lichte nieuwe deeltjes eventueel in ex-
perimenten kunnen verschijnen als een duidelijk signaal, zouden zwaardere deeltjes enkel
een subtiel effect geven op meetbare grootheden die gedomineerd worden door bekende
processen uit het SM. De ontdekking van een nieuw deeltje hangt dus af van uitstekende
experimentele precisie én een evengoed begrip van welke bijdrage verwacht kan worden op
basis van SM fysica. Daarom proberen theoretici hier zo precies mogelijke voorspellingen
van te maken. De ontdekking van nieuwe fysica volgt dan indien de discrepantie tussen de
SM voorspelling en de gemeten waarde van een relevante observabele significant is.

Deze voorspellingen worden gemaakt door het berekenen van kansen (ofwel botsingsdoor-
sneden) dat bepaalde deeltjes gecreëerd worden in het verstrooiingsproces van de deeltjes
in de initiële toestand. Dat doen we door het diagrammatisch weergeven van de verstrooi-
ing zoals in fig. S.1a, en het meenemen van steeds ingewikkeldere interacties die leiden
tot dezelfde uiteindelijke toestand (het reactie product). Aan elk van de getekende lijnen
in zulke Feynman diagrammen zijn wiskundige uitdrukkingen verbonden. Wanneer deze
tezamen geëvalueerd worden geeft dat de quantum mechanische verstrooiingsamplitude,
waaruit de botsingsdoorsnede voortkomt. In fig. S.1a “berekenen” we de kans dat een quark
(weergegeven als q) uit het ene proton botst met een antiquark (q̄) uit een tegemoetkomend
proton, en samen een elektron (e−) en een positron (zijn antideeltje, e+) produceren. In dit
proces heffen het quark en het antiquark elkaar op vanwege hun tegengestelde eigenschap-
pen (annihilatie genoemd) en blijft enkel een grote hoeveelheid energie achter in de vorm
van een foton (aangegeven met γ∗). De opgeslagen energie maakt het foton instabiel, zo-
dat het vervolgens vervalt in het elektron-positron paar. Deze relatief eenvoudige interactie
heet het Drell-Yan proces en wordt weergegeven als q + q̄→ e− + e+. We gebruiken het in
dit proefschrift regelmatig als een proeftuin voor de ontwikkeling van nieuwe theoretische
inzichten en rekenkundige technieken.

Een extra bijdrage aan dit proces is weergegeven in fig. S.1b, waar het botsende quark en
antiquark eerst een gluon (g) uitwisselen. Dit betekent dat zij elkaars aanwezigheid voelen
alvorens zij annihileren, als magneten die samen gebracht worden. Deze extra bijdrage is
wat we een lus-correctie noemen en is al een stuk lastiger om uit te rekenen, doordat de
gesloten lus impliceert dat we moeten sommeren (in feite integreren) over alle mogelijke
manieren waarop de energie door de deeltjes in die lus kan vloeien. Doorgaans zal men
vinden dat de bijdrage aan de botsingsdoorsnede van een dergelijke lus-correctie kleiner is
dan die van de laagste-orde benadering in fig. S.1a. Dit komt doordat de koppeling van het
gluon aan het quark relatief zwak is voor een typische botsing, zodat iedere extra koppeling
de kans verder drukt. We zouden vinden dat het één-lus diagram in fig. S.1b ongeveer
een tiende bijdraagt van de laagste-orde botsingsdoorsnede uit fig. S.1a, terwijl de nog
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ingewikkeldere interactie met twee lussen in fig. S.1c een bijdrage geeft aan de totale kans
op het procent niveau. Men kan voorspellingen zodoende stap voor stap verbeteren, door
steeds ingewikkeldere diagrammen uit te rekenen die steeds kleinere correcties geven. Deze
aanpak heet storingstheorie. Tegelijkertijd groeit het aantal diagrammen dat bijdraagt op
een bepaalde orde enorm. Voor zowel het Drell-Yan proces als voor Higgs productie is de
meest geavanceerde berekening op een indrukwekkend drie-lus niveau, wat het uitrekenen
van miljoenen diagrammen vereist.

e−

e+q̄

q

γ∗

g

e−

e+q̄

q

γ∗

g

(a)

e−

e+q̄

q

γ∗

g

e−

e+q̄

q

γ∗

g

(b)

e−

e+q̄

q

γ∗

g

e−

e+q̄

q

γ∗

g

(c)

Figuur S.1: Bijdragen aan het Drell-Yan proces op de laagste orde in storingstheorie (a), op
het één-lus niveau (b) en op het twee-lus niveau (c). De tijd verstrijkt van links
naar rechts.

Een complicatie is dat, bovenop de lus-effecten die we zojuist besproken hebben, de bot-
singsdoorsneden ook bijdragen ontvangen van de emissie van gluonen die onderdeel wor-
den van de uiteindelijke toestand, zoals weergegeven in fig. S.2. Wanneer dit gluon laag
energetisch is, of zacht, wordt het niet geïdentificeerd in de detector, met als resultaat dat
dit proces ook als elektron-positron productie wordt geoormerkt in plaats van als elektron-
positron-gluon productie. Men zou wellicht verwachten dat deze bijdragen ook kleiner wor-
den met toenemend aantal emissies, gegeven dat er wederom machten van de koppeling in
het spel zijn. Desondanks blijken zulke correcties groot te zijn op iedere orde in de koppel-
ing (dus ongeveer even groot voor één, twee, drie, etc. zachte emissies), omdat ze leiden
tot logaritmen in de energie (ζ) van de geëmitteerde gluonen, welke groot worden indien
de gluonen zacht zijn. Dit gebeurt wanneer het botsende quark-antiquark paar net meer
energie heeft dan de drempelwaarde: de minimale energie die nodig is om de deeltjes in de
uiteindelijke toestand op laagste orde (in dit geval het elektron-positron paar) te produc-
eren. Zodoende spreken we vaak van drempel-effecten als het gaat over zachte emissies. In
dit geval is storingstheorie niet goed toepasbaar en kunnen goede voorspellingen alleen wor-
den verkregen door deze drempel-logaritmen tot op alle ordes in de koppeling te sommeren,
daarmee tegelijkertijd rekening houdend met de mogelijkheid van één tot een oneindige
hoeveelheid van dergelijke zachte emissies. Dit wordt hersommatie genoemd. Om zulke
gewaagde uitspraken te kunnen doen over de botsingsdoorsnede tot op alle ordes moeten
we wel wat benaderingen maken om de rekenregels te versimpelen.

Van oudsher werden deze drempel-correcties bestudeerd in de leidende-macht (leading
power, LP) zachte limiet, hetgeen de simpelste benadering is die men kan maken voor zachte
emissies. In dat geval zijn alle opeenvolgende emissies grotendeels onafhankelijk van elkaar
en volgt hersommatie gemakkelijk. Ondanks de ruwe aard van deze benadering heeft de
hersommatie van de bijpassende LP drempel-logaritmen bewezen van groot belang te zijn
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Figuur S.2: Bijdrage aan het Drell-Yan proces met een enkele gluon-emissie.

voor vele theoretische voorspellingen. Als verbetering kan men het effect van de eerste sub-
dominante term in deze zachte benadering behouden. Dit is wat we op-één-na-leidende
macht (next-to-leading power, NLP) drempel-correcties noemen, waarin belangrijke fysische
effecten zoals terugslag en spin (een quantum getal dat ieder deeltje draagt) voor de eerste
keer worden meegenomen en zodoende meer informatie over het zachte gluon en het deeltje
dat het emitteert behouden blijft. Het beschrijven van verstrooiingsprocessen met deze pre-
cisie zou daarom op hersommatie gebaseerde voorspellingen verder moeten verbeteren.

In dit proefschrift bestuderen we verschillende aspecten van deze NLP drempel-correcties.
In hoofdstuk 2 focussen we op de NLP factorisatie-structuur van verstrooiingsamplitudes
met een willekeurig aantal lussen in het geval een enkel zacht foton wordt geëmitteerd.5

Factorisatie betekent het opdelen van een verstrooiingsproces in sub-amplitudes die enkel
deeltjes bevatten die gelijk gedrag vertonen (bijvoorbeeld allemaal in dezelfde richting be-
wegend, of allemaal zacht zijn). Deze categorisatie helpt in het afleiden van hersommatie
aangezien het de mogelijkheid biedt om op systematische wijze de verschillende bronnen
van drempel-logaritmen te organiseren. In dit hoofdstuk geven we voor het eerst een uitput-
tende diagrammatische classificatie op NLP niveau voor Quantum Elektrodynamica (QED),
en leggen we interessante nieuwe bijdragen bloot. We berekenen enkele van deze nieuwe
ingrediënten en testen een deel van de factorisatie-formule op één- en twee-lus niveau, wat
laat zien dat de factorisatie niet-triviale effecten correct beschrijft. In hoofdstuk 3 verkennen
we de NLP effecten voor het Drell-Yan proces, in het geval van een enkele lus-correctie en
met twee zachte gluon-emissies. We vinden hier een nieuwe bijdrage, waarvan we de oor-
sprong kunnen toeschrijven aan een term in onze factorisatie-formule uit hoofdstuk 2. Deze
studie, bedoeld om gedetailleerde theoretische data te produceren waarmee een toekom-
stige factorisatie-aanpak voor multi-emissie amplitudes getest kan worden, onderstreept
daarmee de rijke structuur van verstrooiingsamplitudes op NLP niveau. Enkel een gedeelte
van het resultaat is direct te relateren aan lagere-orde factorisatie-ingrediënten, maar de
belangrijkste drempel-bijdragen op NLP (de hoogste macht van het drempel-logaritme) zijn
volledig begrepen. We laten vervolgens in hoofdstuk 4 zien hoe deze leidende logaritmen
gehersommeerd kunnen worden op het NLP niveau, voor diverse processen. Tot slot be-
studeren we de numerieke impact van NLP termen in hoofdstuk 5, op zowel eindige-orde
als gehersommeerde botsingsdoorsneden voor Drell-Yan en Higgs productie.6 We vinden

5Daarnaast bestuderen we de structuur van amplitudes zonder extra emissie in het geval de massa van
materie deeltjes klein, maar niet nul, gekozen wordt.

6We beschouwen ook hersommatie effecten voor de productie van twee Higgs deeltjes of twee krachtdeeltjes
(Z Z en W+W−), zij het in minder detail.
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dat de hersommatie van de leidende logaritmen op NLP een duidelijk effect heeft op het
totale resultaat, in het bijzonder vergeleken met het verhogen van de logaritmische precisie
van de LP hersommatie, wat van oudsher de voornaamste manier is om gehersommeerde
voorspellingen te verbeteren. We concluderen dat NLP effecten van zachte emissies om-
vangrijk zijn, hetgeen de huidige interesse in dit veld verantwoordt en motivatie biedt voor
vervolgstudies.

Het is mijn hoop dat de in dit proefschrift gepresenteerde bevindingen zullen bijdragen
aan toekomstige theoretische voorspellingen voor deeltjesfysica experimenten, en daarmee
helpen om ons begrip van de wereld om ons heen verder vorm te geven.
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