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Abstract: Phase drift extremely limits the secure key rate and secure transmission distance, which is
non-negligible in local oscillation continuous variable quantum key distribution (LLO CV-QKD). In
order to eliminate the impact caused by phase drift, we analyze the phase noise of the system and
propose a phase compensation method based on convolutional neural network (CNN). Moreover, the
compensation is performed on the signal according to the estimated value of phase drift before coher-
ent detection. In numerical simulation, we compare the performance of phase compensation methods
based on CNN and Kalman filter (KF), and the results show that CNN-based phase compensation
has higher accuracy and stability.

Keywords: phase compensation; phase drift; local local oscillation continuous variable quantum key
distribution; convolution neural network

1. Introduction

Quantum key distribution (QKD) can establish a common secure key between two
authenticated users over a public channel, and its unconditional security is guaranteed
by the fundamental laws of quantum mechanics [1]. Continuous-variable quantum key
distribution (CV-QKD) loads the key information on the quadrature of the optical field,
which has the technical advantages of high key rate [2,3], convenient source preparation [4],
high detection efficiency [5], and easy compatibility with existing fiber optic communication
networks [6], and has attracted wide interest in the field of quantum information.

For Gaussian-modulated coherent state CV-QKD system, signal light and local os-
cillator (LO) light are generated by the transmitter and sent to the receiver through the
same fiber channel. However, this experimental scheme has two problems in the actual
system. In the actual optical fiber channel, the power of the optical pulse decreases with
the transmission distance, so it is difficult to meet the detection requirements of coherent
state in long-distance QKD. Additionally, eavesdropper can attack CV-QKD by controlling
LO, such as the reported calibration attack [7], saturation attack [8,9], local oscillator jitter
attack [10,11], which poses a threat to the security of communication systems. A feasible
method is that the signal light and LO light in the system are generated by two independent
lasers [12,13], and thus the security loopholes caused by LO transmission in public channel
can be avoided. The subsequent problem is the phase drift caused by the frequency offset
and phase jitter of the separated lasers [14].

P. Huang established a noise model of the CV-QKD system in 2015, and proposed
a cross-correlation method [15] to compensate the phase of system. However, it is not
applicable in LLO CV-QKD for the frequency offset between separated lasers, which causes
the system phase drift quickly. To eliminate the impact of the fluctuation of LO’s power on
system stability, W. Liu proposed a support vector regression method [16] in 2018, aiming
at compensating the LO’s power through feedback control, and the power was finally
controlled within a stable range. This is the first time that machine learning algorithms
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have been applied to the CV-QKD system. In 2019, Y. Su proposed a phase compensation
method based on Kalman filter (KF) [17], and the simulation showed that it effectively
reduced the impact of phase noise on the system, which was then verified by experiments
in 2021 [18].

The application of machine learning in CV-QKD is still in the preliminary stage, mainly
focusing on the compensation of the non-ideal characteristics of the device [11,19,20] and
the identification of attacks [21–23] in the CV-QKD system. Most studies only involve the
traditional machine learning algorithm, and its effectiveness has been verified. In this paper,
a compensation method based on convolutional neural network is proposed to compensate
the phase drift in actual LLO CV-QKD system. Simulation results show that the CNN-
based compensation method is more accurate and stable than KF-based. With the decrease
of signal-to-noise ratio (SNR) in system, the performance of the KF-based method drops
significantly while the CNN-based method can still maintain a relatively ideal performance.

2. Materials and Methods
2.1. Description of LLO CV-QKD

For the classical CV-QKD system, signal light and LO light are generated by the laser at
the transmitter and transmitted to the receiver through time multiplexing and polarization
multiplexing. In this process, attackers can obtain the secret key information by controlling
LO, which threatens the security of system. By contrast, LLO CV-QKD is a more secure
experimental scheme. The transmitter and receiver are equipped with separated lasers
with the same central frequency. LO light is no longer transmitted through the fiber, which
avoids the loopholes caused by its transmission in public channel.

Figure 1 shows the scheme of the LLO CV-QKD system based on pilot polarization
multiplexing [24,25]. At the transmitter, Alice first transforms the continuous-wave light
generated by laser into the optical pulse sequence with a time period of Ts. And then the
optical pulse sequence is divided into signal pulse and reference pulse by BS. For signal
light, Alice loads the Gaussian random number pairs (XA, PA) on the amplitude and phase
of the signal pulse through AM and PM. After electro-optic modulation, the amplitude

and phase of signal pulse are modulated to
√

X2
A + P2

A and arctan(PA/XA), respectively.
Subsequently, the power attenuation of the signal pulse is carried out by OA to obtain
the coherent state sequence |XA + iPA〉. Another optical pulse signal output by BS will
be used as a reference pulse to provide phase information at the receiver. The reference
pulse first delays Ts/2 to ensure that it is separated from the signal pulse in time, and then
the reference pulse sequence with fixed amplitude is obtained through AM. Generally,
the power of the reference pulse is larger than two orders of magnitude of the signal pulse,
which avoids photon leakage while ensuring the SNR of the reference pulse. Then, PBC
combines the signal pulse with the reference pulse and sends it to the receiver through the
quantum channel.

At the receiver, Bob first demultiplexes the received optical pulse signal through
PBS. The laser at the receiver will generate LO pulse sequence with a same time period
of Ts, which is then divided into LO1 and LO2 by BS. LO1 is first delayed by Ts/2 to
ensure that it is aligned with the reference pulse in time. Then, the heterodyne detection
of LO1 and reference pulse is carried out after passing through the 90◦ mixer to obtain
the measured values XR and PR, which is the quadrature component of reference pulse.
The phase drift between LO and reference pulse is estimated based on this, and then
the phase compensation of LO2 can be performed with estimated value of phase drift.
After compensation, LO2 is used to measure the quadrature component of signal optical
pulse with homodyne detection.

After that, Alice and Bob announce the partial raw key data over the public chan-
nel to estimate the key parameters of CV-QKD system, including excess noise, channel
transmittance and modulation variance, and then evaluate the secure state of the system
according to the estimated parameters. Follow-up processing occurs when the secure key
rate exceeds the threshold, otherwise all key data will be discarded and the next round of
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key distribution will be performed. In subsequent processing, Alice and Bob extract the
final security secret key through the Reverse Negotiation and the Privacy Amplification to
distribute the secret key between authorized users.
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Figure 1. Illustration of LLO CV-QKD system based on pilot polarization multiplexing. BS—Beam
Splitter; AM—Amplitude Modulator; PM—Phase Modulator; DL—Delay Line; OA—Optical At-
tenuator; PBC—Polarization Beam Combiner; PBS—Polarized Beam Splitter; LO—Local Oscillator;
HD—Homodyne Detector; PE—Phase Estimation.

2.2. Analysis of Phase Noise

For LLO CV-QKD system, signal pulses and reference pulses have the same initial
phase ϕA

0 because they are generated by the same laser. Then the amplitude and phase of
signal pulse are modulated to load the key information, assuming that the corresponding
modulation phase in the pulse sequence is ϕmod. At the same time, in order to meet
the requirements of time multiplexing, reference pulse is delayed Ts/2 at the transmitter
and the corresponding phase delay is denoted as ϕA

delay. At the receiver, LO1 and LO2

also have the same initial phase ϕB
0 . In order to extract the phase reference information

of the reference pulse, it is necessary to use LO1 to perform coherent detection of the
reference pulse, so as to obtain the measured values of the quadrature component XR
and PR. Therefore, the pulse sequence of LO1 must also be delayed Ts/2 to align with
the reference pulse sequence, and the corresponding phase delay is ϕB

delay. Therefore,
the relative phase difference between the reference pulse and LO1 is:

∆ϕ1 = ϕA
0 − ϕB

0 + (ϕB
delay − ϕA

delay) (1)

The relative phase difference between signal pulse and LO2 is:

∆ϕ2 = ϕA
0 − ϕB

0 (2)

Ideally, the reference pulse and LO1 are delayed by Ts/2 in time, and the correspond-
ing phase delay ϕB

delay are equal to ϕA
delay. In experiment, the delay time error of the

reference pulse and LO1 can be controlled in a small range by adjusting the length of delay
line at the transmitter and receiver. Therefore, it can be considered that the relative phase
difference ∆ϕ1 is equal to the relative phase difference ∆ϕ2 between the signal pulse and
LO2. Under this condition, the relative phase difference ∆ϕ1 can be estimated with mea-
sured value of quadrature component of the reference pulse, and the phase compensation
of LO2 can be performed before the detection of signal pulse.

For CV-QKD experimental system, the phase of optical pulse will change with time
for the non-ideal characteristics of device, which is called the phase drift. In LLO CV-QKD
system, how to effectively compensate the drift is the key factor to system performance.
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Since LO and signal light are generated by separated lasers, although the central frequencies
of the laser at transmitter and receiver are the same, considering the frequency offset and
phase jitter of the laser under actual conditions, there will be phase drift between signal
light and LO light, which is called fast drift [17] (≥100 ms). Moreover, the signal light
and the LO transmission path have a fixed asymmetric structure, which is very sensitive
to the instability of the system and can also cause phase drift, known as slow drift [26]
(<100 ms). In pilot polarization multiplexing system, the relative phase difference between
signal pulse and LO2 is:

∆ϕ
′
2 = ϕ f ast + ϕslow (3)

In order to compensate the phase drift of the signal pulse, it is necessary to detect the
homologous reference pulse to extract phase reference information. However, the prepa-
ration, transmission and detection of the reference pulse are affected by the system noise,
including the excess noise introduced by the eavesdropper and the electrical noise of the
detector. Therefore, the measurement value of the relative phase difference between the
reference pulse and LO1 is:

∆ϕ
′
1 = ϕ f ast + ϕslow + ϕnoise (4)

where ϕnoise is the phase noise of the actual system.
Due to the impact of phase noise, there is a deviation between the compensated phase

drift value and real value of LO2, which will affect the detection of the quadrature compo-
nent of coherent state. The phase noise of actual CV-QKD system is denoted as ∆θ, which
is shown in Figure 2. The non-ideal phase compensation process is equivalent to adding a
phase shift operation U(∆θ) = exp

(
i∆θa†a

)
to the coherent state. The measurement value

of coherent state quadrature component obtained by homodyne difference detection at the
receiver is [27]:(

X′B
P′B

)
=
√

ηT
[(

cos ∆θ sin ∆θ
− sin ∆θ cos ∆θ

)(
XA
PA

)
+

(
XN
PN

)]
+

(
Xel
Pel

)
(5)

where η is the detection efficiency of the detector; T is the transmittance of the fiber channel;
XN and PN are additive noise components caused by the excess noise of the system;
Xel and Pel are the noise components introduced by the electrical noise of the detector.
The two noise components obey the Gaussian distribution with the variance of ε0 and vel,
respectively. In parameter estimation, we need to calculate the covariance Cov

(
XA, X′B

)
of

the quadrature component sequences of Alice and Bob, where the quadrature component
X is taken as an example.

Cov
(
XA, X′B

)
= E

(
XA · X′B

)
= E

{[√
ηT(cos(∆θ)XA + sin(∆θ)PA) + N

]
· XA

}
=
√

ηTE[cos(∆θ)]VA

(6)

where VA is the modulation variance of Alice; N is the noise component introduced by
excess noise and electrical noise. Since N is an independent noise component, there
is E(N · XA) = 0. Additionally, the two regular components of the coherent state are
independent of each other, so E(XA · PA) = 0.
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Figure 2. Diagram of influence of phase noise on quadrature component.

The estimated transmittance of optical fiber channel is given as:

t̂ =
Cov

(
XA, X′B

)
Var(XA)

T′ = t̂2/η = κT
(7)

where κ = E[cos(∆θ)]2. According to the reference [28], when ∆θ is less than 5◦,
κ ≈ (1− 1

2 Vnoise)
2, where Vnoise is the variance of phase noise. The estimated value of

excess noise is calculated according to the estimated value of channel transmittance T′.

σ̂2 = E
[(

X′B − t̂XA
)2
]

= ηT[(1− κ)VA + ε0] + 1 + vel

ε′ = (σ̂2 − 1− vel)/t̂2

= [ε0 + (1− κ)VA]/κ

(8)

According to above equation, the excess noise caused by the non-ideal phase com-
pensation process is εphase = ( 1

κ − 1)(VA + ε0). Considering that κ < 1, if phase noise
∆θ → 90◦, the excess noise εphase → ∞, and the excess noise of system already exceeds the
secure threshold.

For the presence of phase noise, the covariance matrix of coherent states shared by
Alice and Bob becomes:

γ(∆θ) =

[
VI

√
T′(V2 − 1)σZ√

T′(V2 − 1)σZ T′
(

V + 1−T′
T′ + ε′

)
I

]
(9)

where V = VA + 1, I is a second order unit matrix, σZ =

[
1 0
0 −1

]
; T′ and ε′ are the

transmittance and excess noise under consideration of the phase noise in system.
Figure 3 shows the secure key rate of CV-QKD system under different phase noise

levels. Parameters of system are from the experiment in reference [15]. The impact of phase
noise on channel transmission and excess noise of system can be measured by parameter
κ. The smaller κ value indicates the greater phase noise. κ = 1 indicates that the phase
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difference between the signal light pulse and LO2 is perfectly compensated. When the
phase noise is zero, the secure key rate at 15 km is 0.082 bit/pulse. Additionally, when the
phase noise is 4◦, it decreases to 0.019 bit/pulse. The results show that the phase noise can
significantly affect the secure key rate and transmission distance of the system.
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Figure 3. Secure key rate of CV-QKD system with different phase noise.

2.3. Phase Compensation Based on CNN

For LLO CV-QKD system, there is a deviation between the compensated phase drift
value and the real value of LO2 caused by phase noise, which affect the detection of the
quadrature component of coherent state and the extraction of final key. There are few phase
compensation methods for LLO CV-QKD nowadays, and the performance of most methods
are not ideal. In initial LLO CV-QKD experiment [29], averaged phase measurement values
of continuous N reference pulses are used as phase drift estimation of signal pulses. Later,
some researchers proposed some phase estimation methods based on Bayesian estimation
and KF [17,30,31]. The phase drift of LLO CV-QKD system is modeled as a stationary
random process in traditional phase compensation methods, but actual noise cannnot
be strictly described by mathematical model. Machine learning does not based on this
assumption, but the data itself, which provides a new approach.

2.3.1. CNN Model

In recent years, deep learning, as one of the most rapidly developed and widely used
sub-fields in machine learning, shows the data processing ability that human beings cannot
reach. Deep learning can use multi-layer neural network to extract the features of input
data by different layers, and realize the learning of mapping relationship between input and
output data. As a typical neural network model, CNN is widely used in various tasks such
as image processing [32–34], pattern recognition [35,36] and language processing [37–39].

Generally, there is an input layer, convolutional layer, pooling layer and full-connection
layer in CNN.
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Before the convolution operation of input data, the data is usually standardized by the
input layer, which is beneficial to improve the convergence speed and final performance of
training in CNN.

In the convolution layer, the convolution kernel will perform a convolution operation
on the output of the upper layer, and finally the activation function will perform nonlinear
activation of the output feature vectors. The output of each convolution layer is the
convolution of multiple input feature vectors, which is mathematically described as [40]:

yl+1
i (j) = Kl

i ∗ X l(j) + bl
i (10)

where Kl
i is weight matrix of the i-th convolution kernel of the l-th convolution layer;

bl
i is the bias vector of convolution kernel; X l(j) is the j-th convolution field of the l-th

convolution layer; the symbol ∗ represents dot product for convolution kernels and convo-
lution fields.

After convolution, the activation function performs nonlinear operation on the output
data of each convolution kernel. The nonlinear activation function is beneficial to increase
the nonlinearity of the neural network model, which increases the robustness of the neural
network, so as to establish a complex nonlinear mapping relationship between input data
and output data. ReLU(x) = max{x, 0} is a classical activation function. When the input
data is greater than 0, the derivative of the activation function is constant to 1, which is
beneficial to overcome the gradient dispersion problem in the reverse propagation process.
It can be expressed as:

al+1
i (j) = f

(
yl+1

i (j)
)
= max

{
0, yl+1

i (j)
}

(11)

where yl+1
i (j) is the output of convolution kernel; al+1

i (j) is the nonlinear activation value
of yl+1

i (j).
The pooling layer is designed to prevent the overfitting of model and reduce the

amount of computation in forward propagation. The pooling layer will downsample the
feature vector output from convolution layer to further extract the main information and
reduce the vector dimension. In practical applications, maximum pooling, average pooling
and overlapping pooling are three commonly used pooling layers. Considering the data
characteristics in phase drift, the average pooling is used to downsample the feature vector,
and the average value in the sensing domain is used as the output. The average pooling
process can be described as:

Pl+1
i (j) =

1
W

jW

∑
t=(j−1)W

ql
i(t) (12)

where ql
i(t) is the value of the t-th component in the i-th feature vector of the l-th layer,

t ∈ [(j− 1)W + 1, jW], and W is width of the pooling layer sensing field.
The feature vector output by the last pooling layer will be expanded to a one-dimensional

vector by the flatten layer, and then the predicted value of phase drift will be output by the
full-connection layer. The full-connection layer can aggregate the local information of the
input data extracted by the convolution layer and the pooling layer, and then output the
final information.

2.3.2. Phase Compensation

For LLO CV-QKD system, the compensation of phase contains two steps. First, a
phase estimation algorithm is used to estimate the value of phase drift between LO1 and
reference pulse, and then the estimated value of the phase drift is used to recover the phase
of LO2. The LO2 after recovery will be used to measure the quadrature component of the
signal optical pulse. The proposed CNN-based phase compensation method will directly
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process the measured value of the quadrature component of the reference pulse to output
the estimated value of the phase drift, as shown in Figure 4.

The CNN model proposed in this paper consists of an input layer, two convolution
layers, two mean pooling layers and two full-connection layers. Convolution layer C1
includes 128 convolution kernels for extracting local information from input data, the size
of which is 5× 2. Then, the feature vector output by convolution layer C1 is down-sampled
through mean pooling layer P1, and the information in the feature vector is further refined.
The convolution layer C2 includes 128 convolution kernels, and the convolution kernel
size is 3× 2, which is then connected to the pooling layer P2. The feature vector output
by the pooling layer P2 will be extended to one-dimensional vector by the flatten layer,
and then the two full-connection layers aggregate the main local information extracted by
the convolution layer to output the final phase drift estimation. The number of neurons in
the full-connection layers are 64 and 1, respectively.

Phase 
estimation 

based on CNN

Heterodyne
detection

Phase 
deviation

Phase 
modulation

Homodyne 
detection

Reference 
pulse

Signal 
impulse
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Pooling 
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Convolution 
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Output 

layer

Convolution 

kernel Pooling 

kernel

Figure 4. Phase compensation based on CNN.

The mean square error (MSE) loss function is used to evaluate the performance of
training, which is defined as:

MSE =
1
N

N

∑
i=1

(
θi − θ̂i

)2
(13)

where N is the value of batch size, which is set to 600 in simulation. The above training is
performed a total of 1000 epochs. The initial learning rate is set to 0.01, which decrease to one
tenth of the original after 500 epochs. Figure 5 shows the change of the loss function value
in training process of CNN-based phase compensation method. The loss of the training set
and the verification set decreases rapidly, and tends to be stable after 500 epochs.
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Figure 5. Loss in training of phase compensation based on CNN.

3. Results and Analysis

For LLO CV-QKD system, the compensation of phase drift consists of phase estimation
and phase recovery, and the accuracy of phase estimation is the key factor to performance
of compensation. According to this, we compare the results of phase estimation based
on KF and CNN. The accuracy of phase estimation of KF-based method and CNN-based
method are shown in Figure 6. The black scatter, measurement value of phase drift in
reference pulse, uniformly distribute near the ideal phase drift curve.
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Figure 6. The prediction of phase drift based on KF and CNN.

It can be seen that the phase drift of LLO CV-QKD is a stationary random process,
and the relative phase difference between LO light and signal light gradually increase with
time. The excess noise caused by phase drift will exceed the safety threshold of CV-QKD
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system in a period of time without effective phase compensation, and then Alice and Bob
cannot extract the safe key. It can be concluded that both the phase estimation method based
on KF and CNN can track the phase drift of the system, but the phase drift curve predicted
by CNN is closer to the ideal phase drift curve, and the phase drift curve predicted by KF
has large fluctuations in some time periods, resulting in greater phase noise than the phase
estimation method based on CNN.

In order to compare the performance of the two methods under different SNR, sim-
ulation experiments are carried out under different phase noise levels. The SNR of LLO
CV-QKD system reference pulse is defined as:

σ2
v =

χtol + 1
E2

R
(14)

SNR =
VA

χtol + 1
=

VA

σ2
v E2

R
(15)

where σ2
v is the variance of phase noise in the system; ER = |αR| is the amplitude of the

reference pulse; χtol is the total noise of system, including channel noise χtol and detector
noise χh. χtol = χline + χh/T. And χline = 1/T − 1 + ε0 is additive noise introduced by
quantum channels and χh = [(1− η) + vel ]/η is the noise introduced by the detector.

The variance of noise σ2
v is 0.005 and 0.001, respectively, as shown in Figure 7a,b, and the

MSE of KF-based and CNN-based phase compensation approaches is approximately stable
after 150 reference pulses. In Figure 7a, the MSE of the CNN-based phase compensation
method converges to 2.3× 10−4 and the phase noise is reduced by 77%, while the MSE of
the KF-based method converges to 3.894× 10−4 and the phase noise is reduced by 61%. It
can be seen from the comparison of the results that the accuracy of the CNN-based phase
compensation method is better than that of the KF-based method under different SNR.
Moreover, as the SNR of the system decreases, the performance of the KF-based method
decreases significantly, and the CNN-based phase compensation method can still obtain
ideal performance. In Figure 7b, The MSE of CNN-based method finally converges to
5.1× 10−4, and the phase noise is reduced by 89.8%, while the MSE of the method based
on KF finally converges to 9.22× 10−4, and the phase noise is reduced by 81%.
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Figure 7. The performance of phase compensation based on KF and CNN under different variance of
phase noise.
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4. Conclusions

In this paper, a CNN-based method is proposed to compensate the phase drift in
LLO CV-QKD system. We first analyze the phase noise in the system. According to the
phase noise model, when the phase difference between the LO light and the signal light
exceeds the threshold, the system will no longer generate the security key. In simulation,
the phase compensation based on CNN is compared with that based on Kalman filter (KF).
The results of the simulation show that the CNN-based phase compensation method has
higher accuracy and stability. When the variance of phase noise is 0.001, the CNN-based
phase compensation method can reduce the phase noise by 77%. When the phase noise
variance is 0.005, the phase compensation method based on CNN can reduce the phase
noise by 89.8%.

The analysis is based on Gaussian modulation CV-QKD protocol in this paper, and it
is assumed that the coherent state sequence is transmitted in the optical fiber channel.
However, in the current research on CV-QKD system, many works focus on discrete modu-
lation CV-QKD protocols, such as four-state protocol [41,42] and eight-state protocol [43,44].
In addition, a large number of studies focus on the performance of CV-QKD in free space
or underwater channels. For atmospheric and underwater channels, the communication
environment is more complex and changeable, resulting in more serious nonlinear distor-
tion effect and phase drift. More work is needed to apply the proposed machine learning
based method in different environments and modulation modes.
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