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Abstract

The field of long-baseline neutrino oscillation physics is entering a precision era. Upcoming experiments such

as Hyper-Kamiokande (HK) and the Deep Underground Neutrino Experiment (DUNE), both dominated by

systematic uncertainties, aim to begin data-taking in the coming years. A primary goal of these experiments

is the discovery of CP violation in the lepton sector, provided it is sufficiently large. Reducing systematic

uncertainties—particularly those related to neutrino interactions and detector response—is therefore critical.

The Water Cherenkov Test Experiment (WCTE) and the Tokai-to-Kamioka (T2K) experiment are actively

contributing to this effort. This thesis describes the methods developed by WCTE to identify particles and

measure their momenta before they enter a water Cherenkov detector, which provide essential truth-level inputs

for validating detector response and simulation models. It also presents the first characterisation of CERN’s

T09 beamline in the sub-GeV momentum range, which was crucial in optimising WCTE’s data-taking strategy.

This work also contains the first inclusive measurement of muon scattering on carbon in the 200 MeV/c to 4.5

GeV/c momentum range, using data from the T2K near detector ND280. The analysis is based on nearly one

million negatively charged muons identified with over 98% purity. Comparisons with the Geant4 Bertini model

reveal that it underestimates the total scattering cross section by (2.90 ± 0.03)%. Discrepancies are also found

in differential distributions: the model under-predicts scattering in regions associated with correlated nucleon

pairs by 10–20% and over-predicts single pion production by about 15%. Comparisons with an experimental

version of the NEUT generator, adapted for muon scattering, also show poor agreement as expected. This work

demonstrates the feasibility and value of further charged particle scattering measurements at T2K to constrain

systematic uncertainties in future neutrino oscillation experiments.
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Chapter 1

Neutrinos

According to the Standard Model of Particle Physics (SM), neutrinos are the most abundant massive particles

in the cosmos. They barely interact with matter and their properties are less well measured than those of most

particles [1]. We know that neutrinos are massive, but we only have upper limits on the value of their mass

and no widely accepted theory of mass production. Furthermore, recent measurements of neutrino oscillation

parameters [2] have shown hints that neutrinos and anti-neutrinos could be propagating differently through

space-time, which could contribute to explaining the matter-antimatter asymmetry observed in our Universe

[3].

At the time of writing, the field is a few years away from the turn-on of next-generation neutrino oscilla-

tion experiments: Hyper-Kamiokande (HK) [4], the Deep Underground Neutrino Experiment (DUNE) [5] and

the Jianmen Underground Neutrino Observatory (JUNO) [6], which will measure neutrino oscillation with an

unprecedented accuracy, moving the field of oscillation physics away from being dominated by statistical un-

certainties into being systematics-dominated. For these experiments to reach their physics goals, it is critical

to reduce systematic uncertainties. This is achieved through improving our modelling of the incoming neutrino

flux, our understanding of the detector response and our modelling of neutrino interactions with matter.

The work presented in this thesis contributes to two out of these three main challenges using the data collected

by two current-generation experiments: the Water Cherenkov Test Experiment (WCTE) [7] and the Tokai to

Kamioka (T2K) experiment [8]. After presenting the history, status and prospect of neutrino oscillation physics

in the remaining part of this chapter, this thesis discusses the physics of lepton interactions in Chapter 2.

Chapter 3 presents the WCTE detector and its physics program, working towards improving our understanding

of the HK detectors and of neutrino scattering. Chapter 4 presents the first characterisation of the CERN T09

particle beam used by WCTE, whose entire physics program relies on having an accurate understanding of the

incoming particles [7]. Chapter 5 moves on to describe the T2K long baseline neutrino experiment, and Chapter

1



2 Chapter 1. Neutrinos

6 presents the first measurement of muon scattering on hydrocarbon, made using the T2K near detector ND280,

and discusses how it can contribute to improving our understanding of neutrino interactions in matter. Chapter

7 concludes this thesis.

1.1 A brief history of neutrino physics

The study of Particle Physics began at the turn of the twentieth century, with the discovery of radioactivity by

Becquerel in 1896 [9]. The years that followed saw the first measurements of the energy spectrum of electrons

(called beta particles at the time) produced in radioactive decays. Experiments by Meitner and Hanh [10],

Danysz [11] and Chadwick [12] in the early 1910s showed that the electrons were produced with a continuous

energy spectrum, contrary to the mono-energetic signature that is expected for a two-body n → p + e− decay

[13].

A few years later, in 1930, Pauli proposed a solution to this problem, namely that a third particle, electrically

neutral, was produced in these radioactive decays but not detected. This particle would carry away part of the

momentum [14], thus satisfying the energy conservation principle. He called this particle the neutron, later to

be renamed neutrino.

Reines and Cowan’s was the first experiment to directly verify the existence of the neutrino in 1956 [15, 16].

Their experiment aimed to measure the inverse beta decay ν̄e + p → n + e+ process, using the nearby Savannah

River nuclear reactor as a source of electron anti-neutrinos. The experiment was composed of two tanks of

CdCl2-doped water, sandwiched between layers of scintillation counters, made out of liquid scintillator and read

out by photo-multiplier tubes (PMTs). Any anti-neutrino interacting with a proton in the water would produce

a positron and a neutron, the former rapidly annihilating with an electron, producing a characteristic pair of

0.511 MeV photons and the latter being absorbed a few microseconds later by a Cadmium atom, emitting a

photon. The prompt and delayed photons were observed in the scintillator and the delay between them reduced

when the Cadmium concentration was doubled. The experiment took data with the nuclear reactor on and off,

and thus proved the existence of the neutrino.

Following the discovery of the neutrino, Goldhaber et. al. went on to measure the neutrino helicity (i.e. relative

orientation of their spin compared to their direction of travel) by studying the decay via electron capture of

152Eu atoms to 152Sm* which de-excite to the ground state via the emission of a photon whose direction and

polarity is directly related to the neutrino helicity [17]. This experiment measured that the neutrino has a

purely negative chirality (i.e. left-handed, spin is anti-parallel to the direction of propagation). This result

directly confirmed Sudarshan, Markshak, Feynman and Gell-Mann’s theory (now part of the SM) [18, 19] that

the weak interaction has a vector-axial structure, in agreement with the 1957 measurement by Wu et. al. [20]
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that parity is violated by the weak force which couples exclusively to left-handed particles and to right-handed

anti-particles.

Since the discovery of the muon in 1937 [21], limits on its decay rate to an electron-photon pair (µ → eγ) have

shown that the lepton flavour seemed to be a conserved quantity in physical reactions [22, 23]. This meant that

neutrinos produced by the decay of pions to muons would not produce an electron when interacting with matter,

but instead a muon. This hypothesis was tested by Lederman, Schwartz and Steinberger in 1962 with the first

accelerator-based neutrino experiment at Brookhaven National Laboratory [24]. In this experiment, a beam of

15 GeV protons was used to produce a pion-enriched beam that decays to a muon-neutrino pair. The majority

of muons were stopped by a thick iron shielding block placed before the detector. Any electron produced in the

aluminium spark chamber detector located behind the shielding block would shower and rapidly get absorbed.

On the contrary, muons would travel a large distance. The experiment measured a significant excess of muons

compared electrons, disproving the one-neutrino-only hypothesis and concluding the existence of a second kind

of neutrino, the muon neutrino. It was only much later, in 2001, that the third flavour of neutrino, namely the

tau neutrino, was discovered by the DONUT experiment [25]. They were produced in the interaction of 800

GeV/c protons with a beam dump and detected using emulsion targets. High precision measurements of the Z

boson width indicate that there are 2.9840 ± 0.0082 flavours of active neutrinos [26].

Ray Davis’ Homestake experiment [27], operating from 1967 to 1992 aimed at measuring the rate of neutrinos

coming from the Sun through νe+37Cl → e−+37Ar interactions. Interestingly, the measured (electron) neutrino

spectrum was two to three times smaller than predicted by models of nuclear reactions in the Sun [28]. This

so-called solar neutrino problem was further investigated by the Sudbury Solar Observatory (SNO). In its 2001

measurement of the νe and total neutrino flux [29], SNO confirmed both the results of Davis et. al. and the solar

flux predictions. These seemingly disagreeing results could be well explained by Pontecorvo’s theory [30, 31]

which postulated that neutrinos change flavour as they propagate, similarly to mesons, i.e. neutrino oscillations.

In 1998, the Super-Kamiokande experiment, followed by SNO in 2009 [32], directly observed neutrino oscillations

in the comparison of the atmospheric neutrino flux composition as a function of the zenith angle [33], confirming

Pontecorvo’s theory.

1.2 Neutrino oscillation

The theory of neutrino oscillations describes the three neutrino flavour (also called weak) eigenstates νe, νµ and

ντ as linear superpositions of three mass eigenstates ν1, ν2 and ν3. The mass eigenstates ψ are stationary states

of the free particle Hamiltonian Ĥ:

Ĥψ = i
∂ψ

∂t
= Eψ (1.1)
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where E is the energy of the particle. All particles travel in space as mass eigenstates, which propagate as

plane waves with the following time dependence:

ψi (x, t) = ϕi (x) e−iEit = ϕi(0)ei(pi·x−Eit), (1.2)

where pi and Ei are the three-momentum and energy of the mass eigenstate. After it has travelled a distance

L in a time T, the mass eigenstate has picked up a phase pi · x = piL − EiT .

The weak force interacts with flavour eigenstates (νe, νµ or ντ ) which are a superposition of mass eigenstates

(ν1, ν2 or ν3) and described as follows:

να =
3
�

i

Uαiνi (1.3)

where Uαi is a 3 complex and unitary matrix which is often expressed using the Pontecorvo-Maki-Nakagawa-

Sakata (PMNS) parametrisation [30, 31, 34]. In this parametrisation, Uαi is a combination of three real

parameters (θ12, θ13 and θ23) and a single phase parameter (δCP).1 The PMNS matrix is often presented as

follows:

U =













1 0 0

0 c23 s23

0 −s23 c23

























c13 0 s13e−iδCP

0 1 0

−s13eiδCP 0 c13

























c12 s12 0

−s12 c12 0

0 0 1













(1.4)

where cij = cos θij and sij = sin θij .

If the three mass eigenstates νi where i = 1, 2, 3 have different masses mi, they will propagate with a different

phase. This means that a neutrino initially produced with a flavour α and energy E has a probability P (να → νβ)

to be detected as a β-flavour neutrino after travelling a distance L in vacuum. This probability is given by:

P (να → νβ) =
�

i,j

UαiU
∗
βiU

∗
αjUβj exp

�

−i
Δm2

ji

2

L

E

�

(1.5)

where Δm2
ji = m2

j − m2
i , is commonly referred to as mass squared splitting.

When neutrinos travel through matter instead of a vacuum, they also experience matter effects, which cause

1For Majorana neutrinos there are two additional “Majorana phases” which do not affect neutrino oscillations but impact
the conservation of lepton flavour, e.g. permitting neutrino-less double beta decay. See [35] for more details.
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Figure 1.1: Presentation of the approximate composition of the three neutrino mass eigenstates in terms of the
flavour eigenstates for the two possible mass orderings. Figure reproduced from [39].

the electrons neutrinos to behave differently from muon and tau neutrinos [36, 37]. These account for the fact

that electron neutrinos can undergo an additional weak interaction with electrons in matter, causing them to

experience a potential modified compared to the potential experienced by the other flavours by:

ΔV = ±2
√

2GF Ne (1.6)

where GF is the Fermi constant and Ne is the electron number density and the positive and negative signs affect

neutrinos and anti-neutrinos, respectively [38]. The matter effects strongly dependent on the ordering of the

neutrino masses, which is currently unknown: either the normal ordering (NO): m1 < m2 < m3 or the inverted

mass ordering (IO): m3 < m1 < m2. Figure 1.1 presents the ordering of the neutrino masses and approximate

compositions of each of the neutrino flavours.

Because energies and distances travelled by neutrinos coming from different sources are different, they can be

used to probe different parameters of the PMNS matrix. Solar neutrino experiments are primarily sensitive to

θ12 and Δm2
21 parameters, atmospheric neutrino experiments mainly probe θ23, Δm2

32, and δCP and reactor

neutrino experiments are sensitive to δCP parameters and reactor experiments to θ13 and Δm2
31. Depending on

the channel(s) studied (disappearance
(—)
νµ → (—)

νµ or appearance
(—)
νµ → (—)

νe ), accelerator based long baseline

experiments are sensitive to Δm2
32, θ23 and δCP and to mass ordering [40]. Table 1.1 summarises the current

best fit value (bfv) and uncertainty on the parameters of the PMNS matrix obtained from global fits to solar,

atmospheric, reactor and accelerator neutrino data available as of September 2024 [41].
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Parameter Normal Ordering (bfv ±1σ) Inverted Ordering (bfv ±1σ)

sin2 θ12 0.308+0.012
−0.011 0.308 ± 0.011

θ12 (◦) 33.68+0.73
−0.70 33.68+0.73

−0.70

sin2 θ23 0.470+0.017
−0.013 0.550+0.012

−0.015

θ23 (◦) 43.3+1.0
−0.8 47.9+0.9

−0.9

sin2 θ13 0.02215+0.00056
−0.00058 0.02231 ± 0.00056

θ13 (◦) 8.56 ± 0.11 8.59 ± 0.11
δCP (◦) 212+26

−41 274+22
−25

Δm2
21 (10−5 eV2) 7.49+0.19

−0.19 7.49+0.19
−0.19

Δm2
3ℓ (10−3 eV2) +2.513+0.021

−0.019 −2.484 ± 0.020

Table 1.1: Current best fit values and uncertainty on the neutrino oscillation parameters from NuFIT 6.0
with SK atmospheric data, assuming NO (left) or IO (right). Note that l = 1 for NO and l = 2 for IO.
When the SK atmospheric data is included a weak statistical preference for normal mass ordering is observed
(Δχ2 = χ2

IO − χ2
NO ≈ 6.1), corresponding to about 2.5σ. When the SK atmospheric data is not included no

preference for either mass ordering is observed. Values reproduced from [41].

1.3 Future prospects

From Table 1.1 we can see that our current picture of neutrino oscillations is only partially complete. Indeed,

we do not yet know the neutrino mass ordering, experiments only slightly favouring NO [41]. Knowing the

mass ordering is necessary to constrain models of neutrino masses [42–46] and is one of the main objectives

of JUNO a multi-purpose next generation neutrino experiment currently under construction in China [6]. The

JUNO experiment benefits from a high flux of neutrinos originating from multiple reactors, a very good detector

energy resolution (3%/
√

E) and an accompanying satellite experiment, the Taishan Antineutrino Observatory

(TAO), which will directly measure the reactor antineutrino spectrum [47]. The JUNO experiment is expected

to determine the neutrino mass ordering at the ∼ 3σ level within about 7 years of data taking [48] as well as

measuring sin2 θ12 and Δm2
21 to sub-percent precision [6, 48].

We can see from Table 1.1 that existing limits on the the CP-violating phase δCP, made by the T2K and NuMI

Off-axis νe Appearance (NoνA) experiments, have a very large uncertainty. This parameter is currently the

least well-known parameter of the PMNS matrix. Depending on the true value of δCP, the two next-generation

long baseline neutrino experiments HK and DUNE will be able to exclude the CP-conserving hypothesis in the

neutrino sector (δCP = 0◦ or 180◦) within a few years of data taking [49–51]. HK and DUNE will directly

measure the value of δCP and be able to test the validity of various Beyond the Standard Model theories [4, 6,

52].

Both of these experiments are also expected to measure sin2 θ23, which governs how much νµ and ντ couple

to ν3, and identify in which octant θ23 is, i.e. if θ23 > 45◦ or θ23 < 45◦. The maximally mixing value of

θ23 = 45◦ would indicate a fundamental µ − τ symmetry and constrain models of neutrino mass generation

and quark-lepton unification. Both experiments will also be sensitive to neutrino mass ordering and be able to

measure neutrinos from supernovae [4, 52]. Finally, JUNO, HK and DUNE all search for physics beyond the

standard model, including searches for proton decay, non-standard neutrino interactions and sterile neutrinos
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as well as testing the unitarity of the PMNS matrix [4, 6, 53]. The current systematic uncertainties have to

be reduced to cope with the increased statistics of next generation experiments and allow them to reach their

physics goals.



Chapter 2

Lepton scattering

One of the main sources of systematic uncertainties in neutrino oscillation measurements is linked to the

modelling of neutrino interactions [54]. Neutrino oscillation measurements rely on comparing the neutrino

interaction rates as a function of the neutrino flavour and energy before and after they have oscillated. T2K’s

most recent oscillation analysis (OA) reported uncertainties of about 3% on the interaction model, which was

the leading or sub-leading source of uncertainty in all samples considered [2], as presented in Table 2.1. These

uncertainties affect both the reconstruction of the neutrino’s energy and the absolute and relative (
(—)
νe to

(—)
νµ )

cross-section rates.

The cross-section systematics are constrained by fitting the data at the near detector. As an additional step,

the T2K collaboration also employs simulated data studies, which test whether the uncertainty model is flexible

enough to accommodate variations in the underlying neutrino cross-section model. In these studies, simulated

datasets are generated using alternative models and parameter tunes for neutrino-nucleus interactions, which

can significantly increase or decrease the predicted number of events in both near and far detectors. Their

effects is added in quadrature to previous estimation of the systematic uncertainties. While the overall impact

of these simulated data studies on the estimation of sin2 θ23 and δCP was found to be small compared to

existing systematic and statistical uncertainties [2], they provide valuable insight into the impact of cross-section

modelling in oscillation parameter measurements for next-generation neutrino experiments.

In long baseline neutrino experiments, the near detector(s) provide dedicated measurement of the unoscillated

neutrino flux and interaction cross-section, which reduces the uncertainty on the measurement of the oscillation

parameters. However, some cross-section parameters cannot be measured in the near detectors. For HK these

are expected to represent a systematic uncertainty between 0.5% and 1.5% (depending on the channel studied),

which is significant compared to the total systematic budget of about 3% [51].

The neutrino cross-section uncertainties impact the oscillation measurements in multiple ways. The muon

8
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Sample Flux (%) Interaction (%) FD + SI + PN (%) Flux⊗Interaction (%) Total (%)
1Rµ ν 2.9 3.1 2.1 2.2 3.0
1Rµ ν̄ 2.8 3.0 1.9 3.4 4.0
1Re ν 2.8 3.2 3.1 3.6 4.7
1Re ν̄ 2.9 3.1 3.9 4.3 5.9

1Re1De ν 2.8 4.2 13.4 5.0 14.3

Table 2.1: Uncertainties on the number of events in each far detector sample after the fit to the near detector
data in the 2023 T2K neutrino oscillation analysis [2]. FD + SI + PN represent the joint error on the far
detector response, the modelling of secondary interactions and photo-nuclear effects. The samples correspond
to one muon-like ring (1Rµ), one electron like ring (1Re) and one electron-like ring with a Michel electron
(1Re1De).

scattering measurement presented in Chapter 6 can contribute to reducing the uncertainty on the ratio of

electron neutrino to muon neutrino cross-section ratio, which is a critical source of uncertainty on oscillation

measurements as it mimics an oscillation signal (i.e. if electron neutrinos have a cross-section higher than the

models the resulting neutrino oscillation probability measured by the experiment will be overestimated) [54,

55]. Additionally, this measurement is a first step towards measuring the radiation of a real photon by a muon

which, if collinear with the muon’s direction, can lead to misidentification of a muon neutrino as an electron

neutrino at the far detector[56]. Furthermore, the accuracy of the neutrino energy reconstruction strongly relies

on our models of the initial nuclear state, of final state interactions and secondary interactions taking place

within and outside of the struck nucleon [57] which can also be studied using muon scattering data. A more

comprehensive discussion of the impact of cross-section uncertainties in T2K can be found in [2].

This chapter presents the different neutrino scattering processes in Section 2.1 followed by a discussion of how

charged lepton scattering can contribute to reducing the uncertainty on neutrino-nucleus cross-section models in

Section 2.2.1. Section 2.2.2 presents a brief description of the NEUT event generator and the Geant4 simulation

tools used in the muon scattering analysis of Chapter 6.

2.1 Neutrino scattering

Neutrinos are detected through their interactions with nuclei, which produce secondary particles, some of them

measured by our detectors. Take a simple case of a neutrino with initial four momentum k = (E, k) scattering

off a nucleus A at rest, producing an outgoing lepton with four momentum k′ = (E′, k′). The energy transferred

in the scatter is q0 = E − E′ and the momentum transfer is q3 = k − k′. The squared four-momentum transfer

Q2, is given by:

Q2 = −q2
0 + ♣q3♣2. (2.1)

The four-momentum transfer is related to the de Broglie wavelength which determines the scale of the system
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that the neutrino interacts with. When Q2 ≈ 1 GeV2, which is typically the size of a nucleon, the incoming

particle interacts with a single nucleon inside the nucleus, ejecting it from the nucleus alongside a charged lepton

or a neutrino of the same flavour, in so-called charge current (CC) and neutral current (NC) quasi-elastic (QE)

interactions respectively. These interactions are the dominant interaction modes at T2K and HK as shown on

Figure 2.1.
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Figure 2.1: NEUT prediction of the cross-section for each of the scattering modes presented in the text overlayed
onto the T2K muon neutrino flux. The HK neutrino flux is very similar to T2K’s [4]. Figure reproduced from
[58].

In this Q2 ≈ 1 GeV2 region, it can also happen that the nucleon that the neutrino interacts with is correlated

with another nucleon inside the nucleus. In this case, both nucleons are ejected from the nucleus. These are

referred to as 2p-2h (and more generally np-nh) interactions, and are described in Section 2.1.2. At higher

energy, the neutrino transfers enough energy to produce one (see Section 2.1.3) or more (see section 2.1.4)

hadrons, typically pions. Finally, at very high Q2 the neutrino is energetic enough to interact with constituent

quarks within a nucleon, causing it to break apart and undergo hadronisation. This regime, briefly presented in

Section 2.1.4, is called deep inelastic scattering (DIS) and is a subdominant process in T2K/HK. At values of

MeV2 < Q2 < GeV2, the neutrino can excite the nucleus in collective vibrations, a fundamental excitation mode

called giant resonances, challenging to model where both NC and CC interactions are possible. At even lower

Q2, the neutrino interacts coherently with the whole nucleus. This neutral current interaction has a relatively

large cross-section and is mostly forward peaked [59, 60] but is typically not observable in long baseline neutrino
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experiments. Figure 2.2 presents results from inclusive and semi-inclusive measurements of the neutrino and

anti-neutrino cross-section, which have contributed to building our models of neutrino interactions.
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Figure 2.2: Inclusive and semi-inclusive cross-section per nucleon divided by energy. The data points represent
results from experiments up to 2011 and solid lines correspond to theoretical predictions. Reproduced from
[61].

2.1.1 Charged Current Quasi-Elastic interactions

Charged current and neutral current quasi-elastic interactions shown in Figure 2.3 dominate in the T2K and

Hyper-K energy regime. To accurately predict the cross-section rate and kinematics of the outgoing particles,

one needs to model exactly the initial nuclear state, the interaction vertex, and correctly model the behaviour

of produced leptons and hadrons as they escape the nucleus. Instead of trying to treat all of these aspects

simultaneously, many frameworks, including event generators like NEUT [58] and GENIE [62] used in neutrino

oscillation measurements, use the impulse approximation (IA) and spectral functions (SF) to simplify these

calculations following the scheme presented in [63, 64].

νµ
µ−

pn

W+

νµ
νµ

p/np/n

Z0

Figure 2.3: Feynman diagram of CCQE (left) and NCQE (right) muon neutrino scattering.
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In the IA, the lepton is taken as scattering off a free nucleon, exchanging a single boson (following the Born

approximation [65, 66]). The remaining A − 1 nucleons in the nucleus are only spectators of the interaction.

Most event generators use the plane wave impulse approximation (PWIA) which ignores the distortion of the

nucleon wave function caused by the nuclear potential, treating it as a plane wave instead [67]. The SF encodes

all the information on the nuclear initial state and structure, which is assumed to be independent of Q2. Figure

2.4 shows the two-dimensional probability density function for the oxygen SF used by NEUT, which represents

the probability of finding an initial state nucleon with a given momentum and removal energy Ermv which is the

the energy required to remove the nucleon from the nuclear potential. The removal energy is directly related

to the nuclear binding energy EB by [68, 69]:

EB = Ermv + EN − mN (2.2)

where EN is the initial nucleon energy and mN its mass.

Figure 2.4: Probability for a nucleon in an oxygen nucleus to have a given momentum and removal energy as
given by the spectral function [63] in NEUT. The shell structure is clearly visible. Figure reproduced from [2].

The inclusive double differential cross-section for the scattering of a neutrino off a nuclear target A at rest is

given by:

�

dσ

dE′dΩ′

�

νl/ν̄l

=
G2

4π2
k′E′LµνRµν (2.3)

Here, k = (E, k) and k′ = (E′, k′) denote the four-momenta of the incoming and outgoing leptons, and Ω′ is
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the solid angle of the outgoing lepton. The coupling constant is G = GF for NC processes and G = GF cos θC

for CC interactions, where cos θC = 0.97425 [70] and GF = 1.1803 × 10−5 GeV−2 is the Fermi constant.

The leptonic tensor Lµν is entirely determined by lepton kinematics. The hadronic tensor Rµν , however, encodes

the nuclear response and depends on the transition between initial and final nuclear states via the nuclear

current operator Jµ(q3, q0). This operator generally includes both one-body (single nucleon) and two-body

(meson exchange or multi-nucleon) contributions.

If we restrict ourselves to the case of scattering off a free nucleon — i.e., neglecting nuclear effects — then the

hadronic tensor can be described using the Llewellyn-Smith formalism [71], which expresses the CCQE cross

section in terms of four nucleon form factors: two vector form factors F1(Q2) and F2(Q2), the axial-vector form

factor FA(Q2), and the pseudo-scalar form factor FP (Q2). The vector form factors are constrained by electron

scattering data [72], while the axial-vector form factor is typically modeled with a dipole form:

FA(Q2) =
FA(0)

(1 + Q2/M2
A)

2 (2.4)

Here, FA(0) is the axial coupling constant, determined from beta decay experiments [73], and MA is the axial

mass, tuned using neutrino–deuterium data [74–76]. The pseudo-scalar form factor FP (Q2) is related to FA(Q2)

through the PCAC hypothesis [77].

In the more realistic case of a nuclear target like 12C, the situation is more complex: nucleons are bound in the

nuclear medium, and one must account for nuclear effects such as Fermi motion, binding energy, Pauli blocking,

multi-nucleon (2p2h) correlations, and final-state interactions (FSI). These effects modify both the shape and

normalization of the cross section, and are incorporated in modern event generators like NEUT. Nonetheless,

the form factor structure from the single-nucleon picture still forms the foundation upon which these nuclear

effects are added.

In the case of CCQE interactions, the neutrino energy Eν is directly measured from the kinematics of the

outgoing charged lepton k′ = (E′, k′). For a lepton emitted at an angle θl with respect to the neutrino, the

reconstructed neutrino energy is:

Erec
ν =

2mN EB + 2mN E′ − m2
l

2(mn − E′ + ♣k′♣ cos θl)
(2.5)

where ml and mN are the lepton and nucleon masses respectively and EB is the binding energy defined in

Equation 2.2. In NEUT, EB is obtained from the SF removal energy distribution, which reflects the shell

structure of the nucleus [2].
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2.1.2 Two-Particles-Two-Holes interactions

Nucleons can be correlated with one another in the nucleus, either via short range correlations (SRC) or meson

exchange currents (MEC), where a meson, typically a pion is exchanged between the two nucleons, as shown in

Figure 2.5. When the neutrino interacts with a nucleon in such correlated pair, both nucleons are ejected from

the nucleus as shown on Figure 2.6. Alternatively, nucleons can be correlated via long-range correlation which

also impact the total cross-section but are much weaker than SRC and MEC contributions. These interactions

do not typically produce two nucleons in the final state.

MEC at one-pion-exchange level

Pion-in-flight Contact

Intermediate nucleon Δ-MEC

�

�

��

� �

� �

Δ

Figure 2.5: Possible meson exchange currents at the one-pion
exchange level. Figure based on [78], reproduced from [79].

νµ
µ−

p

p

W +

correlated

np pair p

n

Figure 2.6: Muon neutrino interacting with a
pair of correlated nucleons.

The IA presented in Section 2.1.1 does not appropriately deal with correlated nucleon pairs. The importance

of multi-nucleon correlations was demonstrated by MiniBooNE’s measurement of CCQE neutrino interactions

on carbon [80]. This measurement presented significant disagreement with theoretical models, leading to an

estimation of the axial mass significantly different from the world’s average. This so-called MiniBooNE puzzle

was resolved by the inclusion of interactions from correlated nucleons in the model [81]. Since then, many

different theoretical models of 2p2h interactions have been developed, the most commonly used are by Martini

et. al. [82], Nieves et. al. (the Valencia model, used in NEUT) [81, 83] and the SuSav2 model [84, 85]).

Their predictions vary significantly, indicative that this process is not well understood.

Nucleon-nucleon correlations are a purely nuclear phenomenon and are also observed in electron scattering

data [78]. Studies of electron scattering on carbon [86] have been able to measure the fraction of pn, pp and

nn correlated pairs by detecting both nucleons in the final state. Ref [86] shows that about 20% of the 12C
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nucleons were involved in SRC. This study measured that out of the SRC correlated pairs, 90 ± 10% of them

were pn pairs, 5 ± 1.5% were pp pairs, and 5 ± 1.5% were nn pairs.

Unless pions are detected in the final state, the T2K neutrino energy estimator assumes that the interaction

is CCQE, using equation 2.5 to estimate the neutrino energy from the kinematics of the outgoing charged

lepton. In the case of a 2p2h interaction, this introduces a bias in the reconstructed neutrino energy, directly

impacting the oscillation analysis. The relative contribution of 2p2h interactions and the energy bias they cause

to the reconstructed neutrino energy needs to be correctly modelled in order to correctly measure the neutrino

oscillation parameters [54]. Section 2.2.1 will discuss how charged lepton scattering measurements can be used

to improve this modelling.

2.1.3 Single pion production

At higher Q2, the neutrino can transfer enough energy to excite the nucleon to a baryon resonance which then

decays back to the ground state, producing additional particles, typically pions as shown on Figure 2.7. This is

referred to as resonant pion production (RES). The prediction of RES single pion production (SPP) in NEUT

and most neutrino event generators follows the Rein-Sehgal model [87] with improvements to the nucleon axial

form factors [88, 89] and inclusion of the non-zero lepton mass [90, 91]. Because of phase-space limitations, the

different lepton mass causes a sizeable difference in the electron and muon neutrino cross-sections, especially at

low Q2. The various models of RES SPP predict different cross-section ratios σνe
/σνµ

, which is a systematic

uncertainty in oscillation analysis [54]. Charged lepton scattering data can also test SPP models, as described

in Section 2.2.1.

νµ µ−

n

π+/π0

n/p

W+

Δ
+

νµ µ−

p

π+

p

W+

Δ
++

Figure 2.7: Charged current resonant pion production via an intermediate Δ resonance.

The RES SPP model used in NEUT includes 18 baryonic resonances with masses up to 2 GeV and the inter-

ference between them. The Δ(1232) resonance is the dominant contributor to the resonant pion production
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cross-section. Accounting for the initial nucleon kinematics, the minimum amount of transferred energy required

to excite a Δ is q0 ≈ 200 MeV. The modelling of resonant pion production is a very active area of research with

models like the DCC[92, 93] HNV [94] and MK[95] making their way into event generators.

At Q2 lower than about 0.05 GeV2, the neutrino can also produce pions by coherently scattering off the

whole nucleus without breaking it apart. In NEUT, this is modelled using the Berger-Seghal model [96]. The

experimental signatures of resonant and coherent pion productions are extremely similar, making it in principle

a background in Cherenkov detectors [54]. At T2K and HK energies, the coherent pion production has a very

small cross-section and is actually negligible.

2.1.4 Multi-pion production and deep inelastic scattering

At four momentum transfer larger than about 1(GeV/c)2, the neutrino can excite higher mass resonances

which can decay to multiple pion states. At still higher energy, the neutrino resolves and interacts with single

constituent quarks within the nucleon, which breaks apart and hadronises. Both of these processes produce

multiple hadrons in the final state. The region between the single pion production and DIS is sometimes

referred to as shallow inelastic scattering (SIS) and is very challenging to model. NEUT, like most other event

generators, uses a custom interpolation between the SPP and DIS regions [97] based notably on the Bodek-

Yang modifications which extend the DIS models to (relatively) low values of Q2 ≤ 1.5(GeV/c)2 [98, 99]. The

hadronic side of DIS is typically modelled using the PYTHIA generator [100], built for modelling much higher

energy interactions (e.g. in proton-proton collision experiments). In T2K oscillation analyses, the multi-π and

DIS are subdominant processes due to the relatively low neutrino energy and the selection at the far detector.

2.1.5 Nuclear effects

2.1.5.1 Initial nuclear state

As mentioned throughout Section 2.1, nuclei with more than a few nucleons are highly complex systems and

the quality of the neutrino cross-section modelling strongly depends on the accuracy and precision with which

we understand the nuclear medium. Because nucleons are fermions, they obey the Pauli exclusion principle,

which states that two fermions cannot occupy the same momentum-spin state in the nucleus.

The available nuclear quantum states are filled from the ground state up. The momentum of the highest

occupied state is the Fermi momentum pF , meaning that no uncorrelated nucleon can have a momentum larger

than pF . Nucleons have a random Fermi motion in the nucleus. In carbon, this momentum is about 100 MeV/c.

The initial Fermi motion of nucleons typically smears the distribution of energy transferred in neutrino-nucleus

and electron-nucleus scatterings, due to the nucleons having themselves some initial energy.
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Because all the available bound energy states in the carbon nucleus are filled, the struck nucleon needs to have

enough energy to escape nucleus; this effect is referred to as Pauli blocking and suppresses CCQE interactions

at low Q2. NEUT uses pF = 209 MeV/c for carbon, which approximately corresponds to a binding energy of

23 MeV/c [58]. Interestingly, models which do not use the plane-wave approximation calculate that the binding

energy is linearly dependent on the transferred three-momentum [101, 102]. This is in line with results obtained

using electron scattering data modelled with the NEUT event generator [103]. Refs [103] and [101] show that

applying momentum-dependent corrections to EB obtained from electron scattering data improves the accuracy

of the neutrino energy reconstruction.

Correlated nucleons, discussed in Section 2.1.2, can individually have pcorr > pF because their momenta are

approximately equal and opposite, resulting in a small combined momentum in the centre-of-mass frame. Cor-

related nucleons represent the high-momentum tail of the spectral function.

2.1.5.2 Final state interactions

Hadrons produced by the interaction of a neutrino inside the nucleus can undergo final-state interactions (FSI)

inside the nuclear medium. These FSIs typically alter the kinematics, multiplicity and/or nature of the outgoing

hadrons [104]. This can occur through elastic and inelastic scattering, absorption, charge exchange and/or new

hadron production, as shown on Figure 2.8. FSIs can charge the multiplicity and type of particles that exit the

nucleus, causing different primary interactions to have the same experimental signatures. They represent an

important source of uncertainty in neutrino oscillation analyses.

Figure 2.8: Diagram of the final state interactions that a pion can undergo before leaving the nucleus. Figure
reproduced from [54].
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Event generators typically model final-state interactions by stepping the outgoing hadron(s) through the nucleus,

calculating at each step a probability for it to re-interact. This procedure is often referred to as internuclear

cascade. NEUT uses the pion and nucleon internuclear cascades presented in Ref [58] and Refs [105, 106],

respectively. The probabilities for each interaction to occur are based on external pion scattering data [107].

Any secondary hadron produced in the cascade is also propagated through the nucleus until it escapes.

After they have left the nucleus, outgoing particles can interact with other atoms in the detector, in so-called

secondary interactions (SI). These affect the reconstruction of the event topology and neutrino energy. In

particular, the scattering of pions and muons in Cherenkov detectors can lead in the case of hard scatter to the

identification of a second ring from the scattered particle. Small-angle scatters, typically in the case of pions,

can blur the Cherenkov ring, making it look like an electron, as will be discussed in Section 5.4. In T2K’s 2020

OA [2], the total uncertainty associated with the far detector, secondary interactions and photonuclear effects is

between 1.9% and 13.4%, depending on the sample considered, as shown in Table 2.1. The WCTE experiment

is working towards reducing the uncertainty from these three sources, as discussed further in Chapter 3.

Unlike hadrons, outgoing leptons do not interact via the strong force. They are, however, affected by the nuclear

Coulomb field. To first order, this field effectively shifts the energy of the (outgoing) charged lepton, increasing

(decreasing) the energy of the incoming lepton (anti-lepton). The size of this shift is determined from electron

and positron scattering data [75]. NEUT uses a value of 3.1 MeV for the optical potential of the carbon nucleus

[103]. This Coulomb correction is applied to both the incoming and outgoing lepton in the case of e± − A and

µ± − A interactions.

2.1.6 Radiative corrections

In the electromagnetic field of the nucleus, charged leptons can absorb and emit both virtual and real photons

— processes collectively known as radiative corrections [108]. These effects alter the kinematics of the outgoing

lepton and must be carefully incorporated into theoretical models of neutrino-nucleus interactions, especially

when aiming for high-precision measurements. In particular, the probability for radiating a soft (i.e., low-energy)

photon depends strongly on the lepton mass, leading to notable differences between muons and electrons.

Theoretical calculations estimate that the probability of soft photon emission differs by approximately 10%

between muons and electrons [109, 110]. This mass-dependent difference directly affects the νµ/νe cross-section

ratio, which is a critical quantity for long-baseline oscillation experiments aiming to measure CP violation.

To account for this, a 2% systematic uncertainty is applied on this ratio in the official T2K oscillation analysis

[111]. This uncertainty propagates into the predicted event rates at the far detector, particularly in appearance

channels sensitive to νe interactions. Further studies comparing different implementations of charged-current

quasi-elastic (CCQE) models — including those with and without radiative effects — have shown that the
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uncertainty on the νe/νµ and ν̄e/ν̄µ cross-section ratios remains at a similar level (about 2%) across the T2K

and Hyper-Kamiokande energy range [55]. These corrections are therefore essential for ensuring that any

observed difference in appearance rates is not misinterpreted as a genuine oscillation signal.

2.2 Charged lepton scattering

2.2.1 Motivation

We have seen throughout Section 2.1 how electron-nucleus scattering data was used for building our understand-

ing of the initial nuclear state, an essential block in our models of neutrino interactions used in the measurement

of neutrino oscillations.

Aside from providing external information about the nuclear state, charged lepton scattering data can also be

used to directly test the neutrino event generators (e.g. NEUT, GENIE), because of the similarities between

the two interactions. The inclusive double differential cross-section for the scattering of a charged lepton off a

nucleon, exchanging a virtual photon, is:

�

dσ

dE′dΩ′

�

e

=
α2

Q4

E′

E
LµνRµν (2.6)

where α ≃ 1/137 is the fine structure constant. We can see that the charged lepton scattering cross-section is

very similar to the neutrino one presented in Equation 2.3 with the notable addition of a 1/Q4 factor in the

electron cross-section originating from the fact that the photon, unlike the weak bosons, is massless. Figure 2.9

shows the similarities between the electron and neutrino CCQE-like cross-sections. Just as in the neutrino case,

the charged lepton form factor Lµν is fully determined by the kinematics and mass of the lepton (ml), in this

case:

Lµν = 2
�

kµk′
ν + kµkν −

�

k · k′ − m2
l

��

. (2.7)

The hadronic tensor Rµν is a function of the electric and magnetic vector form factors already mentioned in

Section 2.1.1.

Recently, the neutrino interaction community has been looking at adapting neutrino event generators to simulate

electron scattering events (NEUT [103], GENIE [62], GiBUU [112], NuWro[113]). These use the same nuclear

models and cascade treatment of the FSI used in neutrino scattering, with some simple modifications to the

hadronic form factors and coupling constants. The predictions made by these generators can then be directly
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tested against high precision and high statistics electron scattering data [103, 114], pointing out the weaknesses

of the different models used. Muons are typically harder to produce and measure than electrons, which explains

the low availability of muon scattering datasets, especially at low energy [115]. Having a good understanding

of the scattering of low-momentum muons could however help reduce the uncertainty on the ratio of νµ to νe

cross-section as it would directly validate our estimates for the radiative corrections in muons. It is also essential

for achieving muon cooling which is a necessary step towards a future muon collider [116, 117].

In the scope of neutrino physics, a high-statistic, high-precision sample of muon scatters could be used to directly

test lepton scattering models, similar to what is achieved with electron scattering data, reaching new regions of

parameter space. Inclusive µ + A → µ + A and exclusive µ + A → µ + A + γ cross-section measurements would

give precious validation of the muon radiation correction calculations and help quantify the νµ +A → µ+γ +X

contamination in the νe sample in the far detector.

Other exclusive measurements, in particular those with nucleons and/or pions in the final state, would yield

very useful information about the relative contribution of the different interaction modes and FSI presented in

Section 2.1.

2.2.2 Modelling

Chapter 6 presents a selection of muon scattering events on carbon using the T2K near detector, and goes on to

compare the data with predictions made by the Geant4 version 9.4 Monte-Carlo (MC) simulation tool [118] and

a version of NEUT 5.9.0 adapted to generate muon scattering events. The basic algorithm followed by NEUT

to generate CC neutrino and charged lepton scattering events is [58]:

1. Select an initial lepton energy Ei based on templates of the incoming lepton flux and pre-calculated

cross-section tables, accounting for the Coulomb correction in case of a charged lepton.

2. Randomly select a nucleon of initial momentum and removal energy according to the SF.

3. Calculate the centre of mass energy ECOM for the lepton-nucleon pair, and check that it is sufficient to

produce a charged lepton of the corresponding flavour. If not go back to step 2.

4. Generate a random outgoing direction (in the COM frame) for the outgoing lepton and nucleon, respecting

energy and momentum conservation.

5. Apply Pauli blocking, i.e. verify that the nucleon momentum in the lab frame is greater than pF , if not,

go back to step 2.
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6. Calculate the transferred four-momentum and calculate an event weight based on the total cross-section

formulae (obtained from integrating over energy and solid angle the double differential cross-sections

presented in equations 2.3 and 2.6, for neutrino and charged lepton scattering, respectively).

7. Verify that the event weight is smaller than the maximum cross-section at Ei if not, go back to step 2.

8. Verify if the nucleon selected is in the correlated tail of the spectral function; if yes, produce a second

nucleon with equal and opposite momentum

9. Propagate the outgoing hadrons through the nucleus using the intranuclear cascade model.

10. Apply Coulomb correction to the outgoing lepton energy.

The muon scattering analysis presented in Chapter 6 uses a version of the NEUT 5.9.0 originally built for

electron scattering [103]. The only modification made was exchanging me for mµ. Figure 2.10 presents the total

quasi-elastic electron and muon cross-sections on carbon as calculated by NEUT. The cross-sections are identical

at high energy with a slightly different turning-on point at low energy due to the mass difference. Only the quasi-

elastic interaction mode is currently available for muon scattering; the inclusion of elastic scattering, nucleon

correlation, radiative corrections, single pion production and DIS, necessary for a more complete description

of the data, is not yet available. These effects, except for the nucleon correlations, are included in the Geant4

model of low momentum muon scattering [118, 119].
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Figure 2.9: Comparison of CCQE-like semi-exclusive
lepton-carbon scattering cross-section as modelled by
GENIE. Both curves are area normalised, and the num-
ber of electron events has been weighted by Q4. Figure
reproduced from [120].
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Figure 2.10: Total quasi-elastic scattering cross-section
for electrons and muons as calculated by the NEUT
event generator.

After particles have been generated by NEUT, they are propagated through the detector using the Geant4

Monte-Carlo simulation tool. The version used in this analysis uses the QGSP_BERT physics list which models

the nuclear interactions using the Bertini cascade model [118]. It uses the standard GEANT4 electromagnetic

physics as built by the G4EmStandardPhysics. The scattering of electrons (above 100 MeV) and muons follows
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the Wentzel IV model [121]. This model has been validated and muon scattering data with relatively good

agreement, especially at low scattering angles [122].
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The Water Cherenkov Test Experiment

The Water Cherenkov Test Experiment (WCTE) was installed in the CERN T09 (East Area) beamline in

the Autumn of 2024. It comprises a small-scale cylindrical water Cherenkov detector and a suite of beam

monitoring apparatus. It receives a beam of protons, muons, electrons, pions and photons of energy between

200 and 1200 MeV. This Chapter presents the WCTE experiment, starting with a discussion of the motivations

for this experiment in Section 3.1. It goes on to describe the CERN T09 beamline used by WCTE in Section

3.2 and the detector itself in Section 3.3.

3.1 Motivation for the WCTE

3.1.1 Hardware motivation

The WCTE experimentis a technology demonstrator for small-scale water Cherenkov detectors and in particular

Hyper-Kamiokande’s Intermediate Water Cherenkov Detector (IWCD) [4]. All of the multi-PMTs (mPMTs)

and some of the designs (e.g. of the central deployment system (CDS), calibration sources) and methods (e.g.

particle identification, event reconstruction, etc.) will be directly re-used in IWCD and HK. The WCTE is also

testing four mPMTs built by the Hyper-Kamiokande collaboration for its far detector.

Furthermore, the WCTE collaboration is developing novel techniques for sub-GeV particle identification (PID)

and tagged photon production, presented in Chapter 4 and Section 3.4 respectively. The WCTE has demon-

strated how these novel tools can be used to build a small-scale multi-purpose sub-GeV beam monitoring facility

which can easily be adapted to other beamlines to provide good PID and high-rate production of quasi-mono-

energetic photons.

23
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3.1.2 Physics motivation

Alongside its role as a technological test-bed, the WCTE also has a broad physics program which will contribute

to reducing the uncertainty of long-baseline neutrino experiments. Thanks to its unique combination of water

Cherenkov technology, high incoming particle rate and comprehensive beam monitoring apparatus, WCTE can

study the response of Cherenkov water detectors to control samples of particles of known type and momentum

[7]. In particular, WCTE will measure the rates of hadronic (p/n/π) secondary scattering in water, which

are essential benchmarking tools for the modelling of secondary interactions [123]. Additionally, data from

WCTE can be used to improve the energy reconstruction of particles in water Cherenkov detectors since the

incoming momentum of each particle is measured by the beam apparatus before it reaches the tank. It is also

improving the calibration of water Cherenkov detectors using new techniques and upgraded hardware. Both of

these will help reduce the uncertainty on the energy scale, which is currently a 4% systematic error in Super-

Kamiokande [124]. The WCTE data will be used to validate the existing FitQun algorithm [125] and novel

ML-based WatchMaL framework [126]. These reconstruction and particle identification tools are to be used by

the IWCD. The WCTE will be competitive with existing measurements of electron [127], pion [128] and muon

[115] scattering on Oxygen. Measurements of charged lepton scattering can be used to validate the vector

part of the lepton-nucleus interaction model [114], as introduced in Section 2.2.1. WCTE’s electron and muon

scattering sample will also be used to validate the radiative correction calculation [108].

Thanks to its tagged photon production capabilities, the WCTE is also an ideal environment to study the

electron/photon separation capability of water Cherenkov detectors. This is essential to improve the sensitivity

to νe appearance and reduce the risk of misidentifying neutral current events (e.g. NCπ0) as charged current

νe events. This background represents the second largest systematic error on Super-Kamiokande’s single-ring

atmospheric νe sample [129] and is the dominant background in νe detection for CP violation measurement

[130].

Following the first period of data taking, where the detector is filled with ultra-pure water, the WCTE will op-

erate with Gadolinium(Gd)-doped water, allowing it to tag neutrons using the 2.2MeV photon that is emitted

when a Gd atom absorbs a free neutron. In particular, the π−p → π0n interaction provides a control sample of

tagged π0 which can be used to validate Super-Kamiokande’s π0 background rejection method [131]. Further-

more, the Gd-doping allows a study of photonuclear reactions and the production of single photons through the

Δ → nγ decay.

All of the Physics studies planned for WCTE rely on the accurate estimation of the incoming particle type and

energy and on having an excellent understanding of the detector.
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3.2 The T09 beamline at CERN

The WCTE has been approved for a total of 127 days of beam time, between Autumn 2024 (42 days) and

Spring 2025 (85 days) in the CERN’s East Area T09 beamline. This beamline has undergone a complete

renovation during the second long shutdown including the upgrade of its beamline magnets, a renovation of the

experimental hall and the addition of new targets [132]. A diagram of the East Area beamlines is shown in

Figure 3.1.

Figure 3.1: Layout of the CERN East Area Experimental Hall where the T09 beamline is located. The primary
protons come directly from the PS. Reproduced with permission from [132].

The primary 24 GeV protons are diverted from the Proton Synchrotron (PS) and collide with a target chosen

by the T09 user out of five available ones, producing a large number of hadrons, typically protons and pions

and leptons, electrons and muons (mostly through the decay of pions). Figure 3.2 presents the T09 secondary

beamline. The WCTE uses a 200mm Aluminium (Al) target when running in charged particle mode to benefit

from the hadron production rate (and therefore muon production rate). In the tagged gamma configuration,

WCTE uses a 200 mm Beryllium target coupled to a 3 mm Tungsten radiator (Be+W target) sheet, which

favours electron production. Users can set the power of the bending magnets to change the momentum of the

beam and adjust the width of the collimator slit opening to modify the momentum spread of the beam (from 3%

down to 1%) and correspondingly increase or decrease the particle rate. Following the renovation, the range of

momenta available in the T09 beamline is 0.2 to 15 GeV/c which fits very well with WCTE’s need for sub-GeV

particles to match the T2K and Hyper-Kamiokande energy range.
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Figure 3.2: Diagram of the T09 secondary beamline. Figure made by A. Fiorentini.

3.3 The Water Cherenkov detector

3.3.1 Mechanical design

The WCTE is contained within a cylindrical stainless steel outer tank of 3.76m (diameter) by 3.52m (height),

which acts as a light shield and a container for the ultra-pure water (total volume: 30±3m3). Its inner structure

is an assembly of three mPMT support grids: a cylindrical barrel and two flat endcaps. Pictures of the tank

and support structure pieces before and during assembly are presented in Figure 3.3.

A central deployment system (CDS) is fitted to the top end cap of WCTE as shown on Figures 3.4 and 3.5.

This system enables the user to position a load with a precision of a few centimetres within the tank. This load

can be a calibration source, a sampling device or a light source, depending on the specific needs. Additionally,

a white lamp is fitted on each of the end caps, providing light to the eight photogrammetry cameras used to

monitor the detector when the mPMTs are off. The last structural element of the water Cherenkov detector

is the beam window, which is fitted onto the tank, at beam level and is crossed by particles when entering the

detector. The beam window is visible on the outer tank in Figure 3.3c.
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(a) Picture of the barrel arriving at CERN (b) Picture of the bottom end cap with five mPMTs already in-
stalled

(c) Outer tank and its lid on the floor of
the East Area Experimental Hall

(d) The assembled inner structure (right) filled with mPMTs and fitted
with the CDS arm next to the tank (left)

Figure 3.3: Pictures of the WCTE inner structure and outer tank at different stages of the assembly process.
Picture credit: WCTE collaboration.

3.3.2 mPMTs

In smaller water Cherenkov detectors like IWCD and WCTE, Cherenkov rings produced by particles have less

space to expand compared to larger detectors like Super-Kamiokande and Hyper-Kamiokande. To obtain the

same amount of information about these smaller rings, one needs sensors with a higher granularity, i.e. a larger

amount of smaller detectors. The mPMTs, designed for IWCD and Hyper-Kamiokande [4, 133], inspired by the

KM3NeT design [134, 135] and used in WCTE are examples of such high-granularity photodetectors. In the

IWCD and Hyper-Kamiokande designs, the mPMTs are made up of 19 3-inch R14373 Hamamatsu Photonics
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Figure 3.4: Picture of the CDS arm attached to the
support structure’s top endcap. Picture credit: WCTE
collaboration.

Figure 3.5: Technical drawing of the WCTE de-
tector showing the mPMTs, CDS, photogramme-
try cameras (white) and laser diffuser made by O.
Jeremy. Empty mPMT slots are shown in orange.

PMTs 1 sharing the same housing and electronics. The 3-inch PMTs have been chosen for their good timing

resolution, reduced dark rate and weaker sensitivity to the Earth’s magnetic field compared to larger PMTs

[133]. A picture of the IWCD-style mPMTs is presented in Figure 3.6a alongside a view of the WCTE barrel

with all mPMTs installed in Figure 3.6b.

These PMTs are fitted with a reflective collar to increase their field of view and are arranged in a flower-like

manner on a 3D-printed support matrix. They are coated with optical gel before being enclosed in a water-tight

housing made of a PVC outer cylinder covered with a transparent acrylic dome. Two different methods have

been used for applying optical gel within an mPMT, either the ex-situ or in-situ methods shown in Figure

3.7 a) and b) respectively. For WCTE, a total of 100 mPMTs have been produced, of which 64 and 36 have

been produced with the ex-situ (each PMT is coved with optical gel individually) and in-situ (the optical gel

is directly poured inside the acrylic dome) methods, respectively. A detailed summary of the WCTE mPMT

assembly procedure is available in [136].

1Hamamatsu Photonics: https://www.hamamatsu.com/jp/en/product/optical-sensors/pmt.html
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(a) Picture of WCTE mPMTs made with the in-situ (left) and ex-situ (right)
gelling techniques.

(b) All mPMT and some of the black
sheet in place in the barrel.

Figure 3.6: Pictures of the WCTE mPMTs. Picture credit: WCTE collaboration.

(a) Ex-situ style mPMT (b) In-situ style mPMT

Figure 3.7: Diagram of the two IWCD mPMT designs. The mPMT LEDs are not indicated in the diagram but
are fixed on the printed matrix between the PMTs and visible in Figure 3.6a. Figure reproduced from [136].
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3.3.3 Black Sheet

Because of the relatively small size of the detector, the amount of light reflection from its wall has to be

reduced as much as possible. Indeed, depending on the travelling distance, the reflected light can reach the

mPMTs so soon after the prompt Cherenkov light that it can be difficult to distinguish from it, which biases

the reconstruction.

The mPMT support structure is fitted with black PVC sheet to help limit the amount of reflected light.

These sheets come in pre-cut standardised superposable pieces which maximise the coverage and simplify the

installation. They are visible in Figure 3.4 and 3.6b.

3.3.4 Water System

Ultra-pure water is the target material in which particles Cherenkov light and potentially interact. It makes up

most of the weight of the detector, and it is highly important to ensure that the WCTE water quality, level and

transparency are well understood. The height, pressure and temperature of the water are constantly monitored

by an ultrasonic level sensor on the top of the tank and a submerged pressure sensor which also measures the

temperature and conductivity of the water. All of the hardware components that are expected to be in contact

with the water have passed a soak test prior to installation to ensure that they do not reduce the water purity.

3.3.4.1 Ultra-pure water

The WCTE water purification system filters and chills the de-ionised water supplied by CERN ensuring good

transparency. The purification system includes a set of filters, an ultra-violet sterilizer, an ultra-filter (which

removes particles and micro-organisms larger than about 0.01µm) and a Total Organic Carbon (TOC) reduction

unit which reduces the concentration of organic carbon in the water. The temperature of the water is maintained

around 12◦ to limit bacterial growth.

3.3.4.2 Gadolinium-doped water

A portion of the 2025 beam time is dedicated to running with Gadolinium-doped water. About 60kg of

Gd2 (SO4)3 will be dissolved in the WCTE water thus reaching a 0.21% concentration, which is just over

twice the final target concentration in the Super-Kamiokande detector’s Gd-phase operation [137]. A 0.033%

Gd concentration in Super-Kamiokande corresponds to a 75% probability of neutron capture [137]. WCTE

expects more than 85% neutron tagging efficiency thanks to its higher Gd concentration. A dedicated 2m3

mixing tank will be used to dissolve the Gd2 (SO4)3 powder in batches of 8kg.
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Figure 3.8: Diagram of the WCTE water monitoring system. Figure made by S. Taghayor.

3.3.5 Calibration Systems

3.3.5.1 Water monitoring system

The transparency of the water is continuously monitored using a 10 m long pipe coupled at one end to seven

different wavelength LEDs and silicon photomultiplier light sensors at both ends, as shown in Figure 3.8. The

light is measured both before and after travelling through the pipe filled with WCTE tank water or a pure water

sample, which is produced using a built-in miniature purification system. Specific sources of contamination like

fine dust, bacteria, and ions, absorb (and in some cases emit) light differently, revealing their presence in the

water.

3.3.5.2 mPMT LED

Each of the mPMTs is fitted with two sets of LEDs, one set of three pulsed LEDs used for timing and optical

calibration and one set of six continuous LEDs which serves as a target for the photogrammetry system. The

pulsed LEDs are fitted between the central PMT and the first ring of PMTs in the mPMT, the continuous ones

are located between the first and second ring. The pulsed LEDs have wavelengths of either 365 nm, 405 nm

or 470 nm and have pulse widths smaller than 1ns. The mPMT LEDs are visible in Figure 3.6a, some of the

LEDs are fitted with an additional plastic diffuser cap such that their light reaches more mPMTs.

3.3.5.3 Photogrammetry

The water Cherenkov tank is fitted with eight photogrammetry cameras, of which seven are operational. These

cameras are equipped with a fisheye lens and kept in water-tight enclosures across the detector’s top and bottom

endcaps. These cameras are used to measure the relative position of the mPMTs within the tank and verify the

position of calibration sources as they are deployed within the tank. They also monitor the tank water filling

and emptying procedures. Photogrammetry pictures taken with the white lamps and the mPMT continuous
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LEDs are presented in Figure 3.9.

(a) Photogrammetry pictures taken with the white lamps showing the CDS on the top endcap.

(b) Picture of the cameras and their enclosures before assembly. (c) Photogrammetry image with some of the
mPMT slow LED used as light sources

Figure 3.9: The WCTE photogrammetry cameras and pictures. Picture credit: WCTE collaboration.

3.3.5.4 The laser diffuser

One of the calibration devices that can be deployed in the water tank using the CDS is the laser diffuser,

pictured in Figures 3.10a and 3.10b. The WCTE’s laser diffuser is similar in design to what was used by the

SNO and SNO+ collaborations [138, 139] and shows similar performance. This optical calibration device is

made up of a mixture of glass microspheres suspended in optical gel within a transparent acrylic sphere. An

optical fibre connected to a 401.9 nm laser is embedded within the gel such that the laser light is diffused and

as uniform as possible. Figure 3.10c shows that the WCTE laser diffuser light non-uniformity is about 10%.

Flashing the laser with the diffuser sphere placed at various positions within the tank permits the calibration

of the mPMT timing and an additional measurement of the water quality properties using the relative amount
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of light seen by each PMT as a function of its distance to the light source.

(a) Technical draw-
ing of the WCTE
laser diffuser made
by O. Jeremy.

(b) Laser diffuser ready to be de-
ployed in the tank by the CDS.
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(c) Characterisation of the laser diffuser showing a ∼ 10%
light uniformity across the surface. Figure by K. Joseph.

Figure 3.10: Design, picture and light uniformity of the WCTE laser diffusers.

The variation in the time taken by photons to escape the laser diffuser is 0.33 ± 0.03 ns across the entire

surface, which is much shorter than the PMTs’ response time. They therefore see the light from the diffuser

as an instantaneous burst. Simulation work has shown that the attenuation length of light in water can be

measured with a 15% accuracy using the laser ball, despite the small size of the detector. All of the calibration

techniques and hardware designs that are developed for WCTE will be re-used for the IWCD detector.

3.3.5.5 UKLI diffuser for Hyper-Kamiokande

WCTE is also used to test the diffuse light injector (UKLI diffuser) prototype produced for Hyper-Kamiokande.

A picture of it in WCTE is shown in Figure 3.11. The UKLI is mounted on the support structure in the CDS

home slot position. It was successfully operated in 2024, and its light was seen by the bottom endcap mPMTs

as expected. Further analysis is underway in preparation for the Hyper-Kamiokande assembly.

3.3.5.6 Radioactive sources

The last item in the WCTE calibration suite is a pair of radioactive sources. Figure 3.12a shows the Nickel-

Californium (NiCf) calibration source, which is made up of a 10 µCi (0.037MBq) 252Cf radioactive source

encapsulated in a brass rod, which is embedded in a 13.5cm diameter Nickel ball. This ball is made up of a

mixture of Nickel oxide (NiO) (42%), epoxy (36%) and high-density polyethylene (22%). The design of this

source is greatly inspired by work done by the Super-Kamiokande calibration group [124]. Californium-252

can undergo spontaneous fission, which emits a lot of neutrons. Those thermal neutrons are captured by 58Ni
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Figure 3.11: Picture of the UKLI diffuser in WCTE (left) during assembly, (centre) after installation of the
black sheet and (right) from above the support structure. Picture credit: WCTE collaboration.

atoms to form an excited 59Ni atom, which decays back to its ground state by emitting a photon of about 9

MeV, which emits Cherenkov light in WCTE. This calibration source is used to study the single photoelectron

response of the individual PMTs and measure their relative efficiencies.

(a) Picture of the Ni-Cf calibration source
about to be lowered into the tank by the CDS.
Picture credit: WCTE collaboration.

(b) Technical drawing of the AmBe calibration source
made by O. Jeremy. The BGO crystals are shown as
a grey cylinder inside the water-tight enclosure.

Figure 3.12: The two radioactive calibration sources used in the WCTE.

The second radioactive calibration is an Americium-Beryllium (AmBe) source used to test the neutron detection

capabilities of WCTE. The AmBe calibration device is composed of a 100 µCi AmBe encapsulated source of

α-particles fitted inside a block of scintillator Bismuth Germanate (BGO) crystal. The Americium decays

predominantly through the emission of an α-particle which can be absorbed by a Beryllium atom to produce

an excited Carbon-12 nucleus and a free neutron. The Carbon rapidly decays to its ground state by emitting a

4.4 MeV photon, which causes scintillation in the BGO crystal and acts as a tag for the neutron emission. The

neutron thermalises in the Gd-doped water (with a capture time of 204.8 ± 0.4 µs) [137], producing a 2.2 MeV

photon which rapidly pair-produces into an electron and a positron which emit Cherenkov light detected by the

mPMTs.



3.4. The beamline monitoring system 35

Figure 3.13: Top and side view of the two-story beam monitoring set-up used in 2024 and 2025, which re-uses
detectors and expands on the 2022 and 2023 beam tests set-ups. Adapted by the author from a figure made by
A. Konaka.

3.4 The beamline monitoring system

Upstream of the WCTE tank lives a suite of detectors which is designed to identify the incoming particle type

and provide a measurement of its momentum. The WCTE beam apparatus used in 2024 and 2025 is divided

into two systems on two separate levels: the charged particle set-up on the bottom and the tagged photon set-up

on the top, as shown in Figure 3.13. Most of the components making up this beam apparatus are re-used from

two test beams in 2022 and in 2023, and are presented in detail in Chapter 4 dedicated to the 2023 charged

particle beam test.

Two sets of detectors are newly introduced for the 2024 and 2025 WCTE operation: a pair of scintillator slabs

placed behind the water tank to tag any through-going muon and the new time of flight (TOF) detectors, which

are thin scintillator slabs coupled to 16 ultra-fast MPPCs. The new TOF system provides a better timing

resolution than the trigger scintillators (T1 and T0) used in 2023.

The tagged-photon setup is a novel compact facility for producing tagged photons of known energy using a

low-momentum, high-intensity electron beam. This set-up uses a compact (16×24×24 cm) hollow 0.23 Tm

permanent magnet made up of 16 Neodymium (N52) permanent magnets arranged in a Halbach array config-

uration, which was originally built for the EMPHATIC experiment [140]. The charged particles are deflected

away from the calorimeter by the magnetic field. If electrons radiate one or more Bremsstrahlung photons while

traversing the beamline, they lose energy and are bent more strongly by the magnetic field, causing them to

strike a different scintillator bar among the 15 that make up the off-axis hodoscope. The position of the bar
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can be directly related to the energy of the emitted photon, knowing the initial electron energy and assuming

that a single photon was produced. The method is summarised in Figure 3.14.

Halbach 
permanent 
magnet

TOF1

Hole
Counter

TOF0
e Radiated photon 

Aerogel
n=1.006

Hodoscope

Aerogel
n=1.15

Lead glass 
calorimeter

Figure 3.14: Diagram of the method used to produce tagged photons, the calorimeter is used for energy
calibration and the other detectors for vetoing.

This method was successfully demonstrated in 2023, where a calorimeter was used in place of the water

Cherenkov detector to measure the photon energy. Figure 3.15 shows a linear relationship between the ex-

pected photon energy (calculated from the electron bending radius and its initial energy) and the coincident

charge measured by the calorimeter. Section 4.5.3 describes the energy calibration method that was devised

during the 2023 beam test to convert the measured lead glass charge to photon energy. Most of the 2023 beam

data analysis methods are reused for WCTE operation.

Figure 3.15: Charge deposited by photons in the calorimeter against their energy as measured by the hodoscope
during the 2023 beam test. Figure made by J. Renner.
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PID and characterisation of the CERN

T09 beam

4.1 Motivation

Physics studies made by WCTE require that the particle type and momentum is measured with high accuracy

and precision upstream of the WCTE detector. Table 4.1 summarises the purity that the beam line PID has to

reach for each WCTE Physics analysis, which are very high and require a dedicated and robust PID analysis.

This Chapter describes the experimental set-up in Section 4.2 and the methods developed to analyse the data

collected during the 2023 beam test in Sections 4.2-4.5. It also presents in Section 4.6 the first characterisation of

the T09 beam since its renovation in 2019-2021, which is critical for planning the WCTE data taking campaign

and relevant for other users of the beam line. At the time of writing, no characterisation of the T09 beam in

the sub-GeV region has been published.

Running Mode Analysis Name Particle Purity Required Statistics Required

Pure water

Muon/electron separation µ and e ≥99.99% 400 mis-IDed muons
Muon scattering µ ≥99.99% 104 scattered muons
Pion scattering π ≥99% 104 scattered pion

Photon/electron separation γ and e > 80% ≥ 2000 photons

Gd-doped
Neutron production π > 90% 104 pions
Photo-nuclear effects γ - 2 × 105 photons

Table 4.1: Summary of the sample purity and statistics that need to be reached by the beam line apparatus for
a sub-set of the WCTE Physics studies.

37
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4.2 Experimental set-up for the 2023 operation

The WCTE beam monitoring system is composed of nine detectors aligned along the beam direction as presented

in Figure 4.1.

Figure 4.1: Diagram of the experimental setup that was used to identify charged particles and measure their
momentum during the July 2023 beam test at CERN.

4.2.1 ACTs

In the 2023 charge beam set-up, there are four Aerogel Cherenkov Threshold detectors (ACTs), which were

developed by the WCTE collaboration. A technical drawing and pictures of the ACT detector can be seen in

Figure 4.2.

Each of the four ACT boxes holds a block of silica aerogel Cherenkov radiator of a given refractive index,

produced for WCTE by the Aerogel Factory1 in Japan. The aerogel blocks used during the 2023 beam test are

presented in Table 4.2. A charged particle of mass m is above Cherenkov threshold, and produces Cherenkov

light when crossing a material with refractive index n, if its momentum is:

p ≥ m√
n2 − 1

. (4.1)

The two upstream ACT detectors, ACT0 and ACT1, have n = 1.006, which means that for particles with

momenta below 1 GeV/c, only electrons are above the Cherenkov threshold of the aerogel. These detectors

provide online and offline electron veto capabilities as described by Sections 4.2.5 and 4.4.2.2, respectively. The

two downstream ACTs boxes, ACT2 and ACT3, are chosen out of the available boxes presented in Table 4.2 such

that muons are above the Cherenkov threshold and pions below. Figure 4.3 shows how the available aerogels

are used to cover the momentum range 220-1200 MeV/c. The two downstream boxes have the same refractive

index and are swapped in and out of the beamline depending on the momentum range under investigation.

1Makoto Tabata, Aerogel Factory Co., Ltd, https://aerogel-factory.jp/
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(a) Technical drawing by S. Yousefnejad of the ACT detectors
showing the PMTs (2) and the reflective film frame (6) mounted
inside the 3D printed box (1). (b) Picture of an aerogel block in its holder.

(c) Picture of the assembled ACT detector.

Figure 4.2: Presentation of the ACT detectors used and developed by the WCTE collaboration. Picture credits:
WCTE collaboration.

Threshold momenta (MeV/c)
n Thickness (cm) µ π

1.006 8+8 962 1258
1.01 6+6 744 973
1.015 6+6 607 803
1.02 6+6 525 687
1.03 4+6 427 559
1.047 8+8 340 445
1.06 4+6 300 393
1.11 2+2 219 286
1.13 2+2 200 262
1.15 2+2 185 243

Table 4.2: WCTE 2023 beam test Aerogel Cherenkov detectors. The electron is above Cherenkov threshold in
all of the aerogels.
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Figure 4.3: Presentation of the aerogels used as a function of the beam momentum.

4.2.2 Trigger scintillators

As they leave the beam pipe, particles cross first a pair of scintillator trigger counters, labelled TS0 and TS1,

separated by a distance L = 3.49 ± 0.01 m. Each trigger scintillator detector is composed of a 9 × 9 × 0.635 cm

slab of plastic scintillator, optically coupled to two 1-inch Hamamatsu R6427 fast PMTs on either side (four in

total). The TS detectors are used to measure the time of flight (TOF) of each particle, as described in Section

4.5.1.

4.2.3 Lead-Glass calorimeter

An electromagnetic Lead-Glass calorimeter (shown in orange on Figure 4.1) is located at the end of the beam

line. The 10 × 12 × 36 cm lead-doped crystal of glass is optically coupled to a PMT and wrapped in a reflective

Mylar sheet to contain the light produced by particles inside it. Pictures of the Lead-Glass crystal and the

assembled calorimeter before it is light shielded are shown in Figure 4.4. In the 2024 and 2025 set-up the

lead-glass calorimeter is situated on a height-adjustable table in front of the water Cherenkov detector so it can

be placed in the beamline to perform calibration (e.g. for the tagged photon set-up) and lowered out of the

way, letting the particles reach the tank, otherwise.

4.2.4 Hole counters

A pair of scintillator bars with a circular hole in their centres, shown in dark green on Figure 4.1 is used to veto

particles travelling in the halo surrounding the beam. These particles are expected to have different properties

from those of particles belonging to the core of the beam [141]. A disk of 45 mm and 60 mm in diameter

has been cut out of the upstream (HC0) and downstream (HC1) scintillators, respectively. The width of these

hollowed out portions corresponds to the beam width at the position of the two hole counters. Each scintillator

slab is coupled to a PMT R10233-100 Hamamatsu PMT and completely light shielded. A picture of the hole



4.2. Experimental set-up for the 2023 operation 41

Figure 4.4: Picture of the Lead-doped glass crystal (left) and of the assembled calorimeter prior to it being light
shielded with black adhesive tape (right). Pictures by M. Mansoor.

Figure 4.5: Picture of one of the hole counters composed of a hollow scintillator slab (right) coupled to a PMT
(left). Picture by D. Divecha.

counters is shown in Figure 4.5. Any particle producing light in the hole counters crossed the scintillator slab

instead of travelling through the hole, meaning it was not part of the beam centre. The DAQ system vetoes

these particles.

4.2.5 Data acquisition and trigger logic

During the 2023 beam test, the WCTE team used four CAEN DT5730 500MSPS digitisers to collect data from

the nineteen PMTs present in the setup. Each digitiser has eight channels and each channel is connected to at

most one of the PMTs. Out of the nineteen PMTs used in the setup, all except the ACT0 ones were coupled

to custom-made pre-amplifiers, which scaled the amplitude of the signal up by a factor of ten. The two ACT0

PMTs were connected to VT120 200× pre-amplifiers.

The eight PMTs of TS0 and TS1 were connected to the same digitiser. The eight PMTs of the ACT detectors

were connected to the second digitiser, leaving the lead-glass calorimeter and HC PMTs connected to the third

digitiser. Unfortunately, the clocks on the three digitisers could not be phase locked during the data-taking,

which caused some discrepancies in time between the different detectors. Section 4.3.2.2 discusses how this issue

was fixed in the data analysis pipeline.
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Twelve out of the 19 PMTs are used to trigger the data acquisition (DAQ). These are the ones coupled to

TS0, TS1, ACT0, HC0 and HC1. For these PMTs, the output of the amplifier is sent first to a splitter which

sends 20% of the amplitude to the digitiser and the remaining 80% to a discriminator. The threshold of the

discriminators is set approximately 3σ away from the mean pedestal value of each PMT. The pedestal of a PMT

is the voltage it records when no photo-electrons (PEs) are detected. It is the discriminators’ output that is

used in the trigger logic. The amplified signal corresponding to the seven PMTs that are not used in the trigger

is directly sent to the digitisers. When the digitisers receive a trigger, they write to disk the 540 ns of data

surrounding the arrival time of the trigger.

We designed the trigger to accept only real particles crossing the beam line, which are not part of the beam

halo and (ideally) not electrons, which make up the overwhelming majority of particles in the beam. Dedicated

electron-rich samples were taken without the electron veto for studying the beam structure. The pair of trigger

scintillators, TS0 and TS1, ensures that a real particle is going through by requiring loose coincidence between

all eight of their PMTs. Since only electrons are expected to emit Cherenkov light in ACT0 and ACT1,

whose refractive index is n = 1.006, we require that the signal from neither of the ACT0 PMTs exceeds the

discriminator threshold within a 40 ns-long window opened by the coincident detection of a signal in the four

TS0 PMTs. Only ACT0 is used as part of the online electron veto; ACT1 is used offline to tag electrons and

study the performance of the online vetoing made with ACT0. Finally, the two hole counters ensure that the

particle is not part of the beam halo by requiring that neither of the two PMTs is above threshold within the

same 40 ns window. This ensures that the particle went through the hollowed-out part of both detectors and,

therefore, that it is part of the beam core. The hole counters were also used to align the beam.

4.3 Data pre-processing

After the data is collected, it needs to be pre-processed before it can be analysed. The pre-processing code

applies some preliminary calibrations to the data and removes unusable events.

4.3.1 Peak finding algorithm

Firstly, a simple peak finding algorithm is applied to the data to count and flag the peaks in the waveform.

The peaks are defined with respect to the pedestal of the PMT. The mean value and standard deviation of

the pedestal are calculated using a portion of the waveform where no signal is expected. Depending on the

PMT, this portion is located either before or after the expected signal. Figure 4.6 shows an example of a

digitised waveform presenting a peak at 38ns. The periodic fluctuations in the pedestal value are caused by the

pre-amplifier.
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Figure 4.6: Example of a waveform that is saved for one of the ACT PMTs with a clear peak above the noisy
pedestal. In this case, the portion of the waveform after 200 ns is used to measure the pedestal.

The peak finding algorithm identifies as part of a peak any portion of the waveform whose amplitude is greater

than either three times the pedestal’s standard deviation or 20% of the largest amplitude recorded in the

waveform, whichever is highest. This ensures that no pedestal fluctuations are flagged as peaks. The hit time

associated with a peak corresponds to the middle of the 2 ns-wide time bin where the peak reaches 40% of its

maximum amplitude.

Something worth highlighting is that multiple particles are sometimes expected to cross the beam line within

the 540 ns of the stored waveform. We know from studies discussed in section 4.6.4 that the delay between

two consecutive beam bunches is about 330 ns and that each bunch can contain more than one particle.

We observed that the minimal delay between two consecutive peaks in the same waveform decreases as the

momentum increases until it plateaus at about 20 ns. From this and looking at individual waveforms, we

conclude that the peak finding algorithm cannot resolve peaks that are less than 20 ns apart. Section 4.3.5

discusses how we remove events with two (or more) particles.

4.3.2 Preliminary calibrations

4.3.2.1 Voltage conversion to photoelectron

The digitisers store charges in ADC units, which we convert to volts using a fixed factor. To make meaningful

comparisons across detectors, which is particularly important for the ACT detectors, we have to convert the

voltage to units of photo-electrons (PE). This conversion factor is called the gain. To perform the gain calibra-

tion, a few datasets were recorded using a random trigger whilst the beam was off. Since no particle was going

through the beam line, these datasets represent the intrinsic noise of the PMTs. The noise comes from a wide
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Figure 4.7: Charge spectrum of one of the ACT3 PMTs taken during beam off time. The 1PE peak is fitted
with a Gaussian distribution. The units shown here are an arbitrary conversion of ADC to the number of PE
before gain calibration; the blue dashed line indicates the 1 PE mark. Figure by J. Kvita.

range of sources, including but not limited to, the thermal production of an electron inside the PMT, charge

deposition by a cosmic ray crossing the PMT, radioactivity within and outside it and leakage current [142].

The sources of noise which produce a physical photon or electron appear as a clear peak in the PMT spectrum

over the exponentially decaying background corresponding to other processes. Additionally, a pedestal peak,

corresponding to the baseline signal when no photon is detected serves as a reference point. The calibration

procedure fits a Gaussian distribution to the single photoelectron (PE) peak, which is well-separated from the

pedestal, to extract the gain of the PMT. The gain is unique to each PMT and depends on the supplied voltage.

This calibration process is illustrated in Figure 4.7.

4.3.2.2 Timing calibration across detectors

As will become apparent in the following sections, the timing recorded by the trigger scintillators is an essential

tool when doing PID with the WCTE beam set-up. The pre-processing performs a preliminary timing calibration

of these detectors.

Relative offsets in the timing of PMTs belonging to the same detector (mainly due to differences in cable lengths)

are removed first. We then use a sample of electron-like events (as identified by the calorimeter) to perform

inter-detector calibration. There, we ensure that the difference between the mean arrival time of electrons

between the two trigger scintillators was equal to L/c, the expected electron arrival time. This preliminary

calibration adds fixed values to the recorded hit times for a coarse agreement between detectors. The finer

run-dependent inter-detector timing calibration is presented in Section 4.5.1.

Additionally, the absolute hit times recorded by the three digitisers had to be synchronised since they are not

phase-locked and did not all start at the same time. The clock of each digitiser has its own frequency, ticks

every 8 ns approximately and reads data out every other tick of the clock (i.e. every 16 ns). This means that
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for a trigger arriving at the same time in two digitisers, the corresponding recorded trigger times can differ by

as much as 16 ns between the two digitisers.

The difference in digitiser periods (Ti where i = 0, 1, 2 for the three digitisers) can be measured by fitting the

linear relationship that exists between t0 and Δti = t0 − ti where ti is the time at which the global trigger is

recorded by digitiser i. Because of the slightly different clock periods, the width of the time bins is not exactly

8 ns for all digitisers, causing the position of the global trigger to drift relative to the reference digitiser as time

goes by.

We assume for simplicity that the period of one of the digitisers, used as a reference, is T0 = 8 ns. Using this

method, we measure that the two other digitisers are offset from T0 by +1.63 × 10−5 ns and −4.69 × 10−6 ns

respectively. Based on these differences in period, for each event we correct the width of time bins recorded by

these two digitisers such that they match the time domain of the reference digitiser, allowing us to compare

timing information across detectors connected to different digitisers.

4.3.3 Coincidence requirements

It is essential to correctly identify the arrival time of a particle in the two trigger scintillators (TS) to accurately

measure its TOF. Furthermore, it is important to flag any accidental hits which would otherwise bias the TOF.

To do that, the pre-processing code requires coincidence of hits within and across trigger scintillators. Hits in

two PMTs from the same TS are in coincidence if they are no more than 3σTS from each other where σTS = 0.368

ns is the standard deviation of the Gaussian distribution fitted to the delays between hits in any two PMTs

belonging to the same detector.

The mean of the coincidence-matched times tTS in the two PMTs is used as the arrival time of the particle

in this TS, which slightly improves the timing resolution by removing offsets caused by the photon travelling

within the scintillator.

Once a coincidence has been found between a pair of PMTs in each of the TS, these pairs of hits are matched

if they are in loose coincidence with each other, that is:

tTS0 +
L

c
− 7 ns ≤ tTS1 ≤ tTS0 +

L

c
+ 45 ns (4.2)

where the upper bound accounts for the difference in TOF expected for heavier particles. In case two hits

satisfy the above condition, we select the earliest one. A preliminary version of the analysis required that there

be exactly one peak in all eight of the trigger scintillator PMTs. At 1 GeV/c, that selection accepted 75% of

events [143], whereas the coincidence-based selection described above finds that 95.07% of events have exactly
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one particle going through the beamline within a given window. Two and three coincidences are found in 3.24%

and 0.05% of events, respectively, bringing to 98.35% the total fraction of events for which at least one particle

is found to cross the beamline.

4.3.4 Integration window

One of the main challenges of this analysis is to correctly match signals that correspond to the same particle

across the beamline detectors. Only considering the peaks found by the peak finding algorithm is not sufficient

for two reasons:

1. Some particles are not expected to produce any light in some of the ACTs (e.g. pions), meaning that

any accidental peak in the ACTs reduces the PID capabilities.

2. The signal produced by the ACT and lead glass detectors tends to be reconstructed as multiple peaks

despite having been produced by the same particle, because the light reflects and scatters within the

detector.

To overcome both of these challenges, the pre-processing code integrates the waveform over a window centred

around the expected arrival time of the particle. The duration of the integration window depends on the detector.

It maximises the amount of charge collected for a single particle whilst minimising the window overlap in case

multiple particles are present in the waveform. For the ACTs, the optimal window was found to be 61 ns-long,

starting 16 ns before the expected time of the particle as presented in [143].

The expected arrival time of the particle in detector x is:

td = tT S0 + (tT S1 − tT S0)
Dx

DT S1
(4.3)

where (tT S1 − tT S0) is the time of flight of the particle between TS0 and TS1 and Dx is the distance between

detector x and TS0. The distance between each detector and TS0 is presented in Table 4.3.

Detector TS1 HC0 ACT0 ACT1 ACT2 ACT3 HC1 Lead-Glass
Dx (cm) 349 ± 1 354 ± 5 362 ± 5 377 ± 5 392 ± 5 407 ± 5 417 ± 5 457 ± 10

Table 4.3: Distance between each detector and the upstream trigger scintillator, used to estimate the arrival
time of the particle in each detector.
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Figure 4.8: Plot of the charge in the trigger scintillators against the charge in the lead glass calorimeter for a
run at 1GeV before applying the coincidence requirement described in Section 4.3.3. The cut is only applied to
light (electron, muons, pions) particles.

4.3.5 Removal of multiple particle events

After the timing offsets have been calibrated and the correct portion of the waveform has been integrated, the

last thing that the pre-processing code has to handle is the case where two particles arrive so soon after one

another that they are treated as a single one, as discussed at the end of section 4.3.1.

These events, where two (or more) particles are coincidental, are identified by looking at the energy deposited

in the trigger scintillators. In the sub-GeV range, we expect from the Bethe-Bloch equation that protons and

deuterium nuclei will deposit significantly more energy in the TS than electrons, muons and pions. The latter

two are minimally ionising particles (MIPs), which will produce a roughly constant amount of light in the TS.

The pre-processing algorithm identifies “light” particles (electrons, muons and pions) based on their TOF and

removes any of those events for which the total charge collected in TS0 and TS1 is more than 700 PE. Figure

4.8 shows the amount of charge produced by particles in the trigger scintillators against the charge measured

by the calorimeter. Events with a short TOF and with TS charge greater than about 700 PE tend to have more

than one peak in coincidence, whereas the overwhelming majority of other events have only one, confirming the

validity of this method in removing events where more than one particle arrives within the same window.



48 Chapter 4. PID and characterisation of the CERN T09 beam

4.3.6 Removal of noise events

The pre-processing code also removes all events which deposit less than 1 PE in total in ACT2 and ACT3.

These events were identified as noise, where either the online triggering or the offline coincidence check failed.

Discarding this population increases the purity of the selection without significantly reducing its efficiency since

only about 2% of triggers are below this noise threshold.

4.4 Particle identification

4.4.1 Proton and deuteron identification using time of flight

Using the Lead-Glass calorimeter to select electrons, we can test the performance of the TOF detectors. We

measured that the standard deviation of the TOF of the electron-like population is at most σTOF
e = 0.35 ns

[143]. Figure 4.9 shows the nominal difference in time of flight for different particles. From this, we see that the

TOF measured using the TS can be used to separate protons from pions and deuterium nuclei.

An event is identified as proton-like if its TOF is within 3 ns of the nominal proton TOF and no less than

3σTOF
e (i.e. 1.15 ns) away from the nominal pion TOF. This ensures that no pions or deuterium particles are

misidentified as protons.
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Figure 4.9: Expected difference in the time taken by various particles to travel a 349 cm distance. The experimental
resolution on the TOF is about 0.35 ns, which is sufficient to separate protons from pions and deuterium nuclei but
not electrons from muons or muons from pions in the 200-1200 MeV/c momentum range.



4.4. Particle identification 49

��� ��� ��� ��� ���� ����

�����������������������������

��

��

��

��

���

�
��

�
��
��
��
��
�
��
��

�
�

����������������������������
���������������������������������������������������

���������������������������

������������������

������������������������������

���������������������

Figure 4.10: Plot of the TOF bounds used to select proton-like and deuterium-like events overlaid onto the
calculated TOF for these particles (dashed line) as a function of their momentum.

Events are flagged as deuterium-like if their TOF is within −5 ns and +3 ns of the nominal deuterium TOF

and greater than the mean TOF between a deuteron and a proton. The selection bounds for identifying protons

and deuteron-like events are presented in Figure 4.10. An example of TOF distribution in data is shown later

in Section 4.5.1.

4.4.2 Electron identification

Electron removal is the most difficult part of the PID procedure as they make up the majority of the beam and

can contaminate both the muon and pion samples. To remove them we use the calorimeter to provide a tag for

the particles (either electron or non-electron) and use this tag to determine the optimal ACT cuts for rejecting

electrons.

4.4.2.1 Electron tagging using the lead-glass calorimeter

The Lead-Glass calorimeter is used to perform a preliminary electron tagging. Figure 4.11 shows the charge

deposited in the calorimeter by all fast particles (i.e. not protons nor deuterium nuclei) for a 1000 MeV/c beam.

A Gaussian distribution G(ALG
x , µLG

x , σLG
x ) where x = ¶e, µ♢ is fitted to the two peaks in the lead glass charge

spectrum. The peak that is at about 16 a.u. corresponds to electrons depositing all of their energy in the

form of an electromagnetic shower, whilst the peak at 4 a.u. corresponds mainly to minimally ionising muons.
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Because pions are hadrons, their energy deposition in the electromagnetic calorimeter is much more complex

than that of leptons, depositing between very little and all of their energy in the form of visible electromagnetic

showers, depending on their interactions within the lead glass (e.g. absorption, charge exchange...) [144]. Pions

make up the majority of the events on the left of and above the muon peak in Figure 4.11. An approximate

selection of electron- and muon-like events based on the charge deposited in the ACTs provides prior values for

the parameters of the Gaussian fit.

The cuts applied to the calorimeter charge to tag light particles as electron or non-electron-like depend on the

separation between the muon and electron populations (and therefore on the beam momentum):

1. If the electrons and muons peaks are 5σe + 3σµ away from each other or more, the cut lines are:

LGnon-e
max = µµ + 3σµ (4.4)

and:

LGe
min = µe − 5σe. (4.5)

where LGx
min/max is the minimal/maximal charge that a particle can deposit in the calorimeter and still

be tagged as x = e, non-e.

2. If the electron and muon peaks are less than 5σe + 3σµ away from each other, the cut line is calculated

based on a weighted average between the two populations:

LGnon-e
max = LGe

min =
(µLG

µ + σLG
µ ) × ALG

e + (µLG
e − σLG

e ) × ALG
µ

ALG
e + ALG

µ

. (4.6)

The cut lines presented in Equations 4.4 to 4.6 maximise the product of the sample’s purity and efficiency for

events tagged as non-electrons, which are used in most of the WCTE Physics analyses. Figures 4.11 and 4.12

show the fitted lead glass charge distribution and the cuts used for tagging non-electron and electron-like events

in runs at 1000 MeV/c and 460 MeV/c, respectively.

The purity and efficiency of the electron-like tag are:

pe
tag =

N e true
e tag

Ne tag
= 1 −

Nnon-e true
e tag

Ne tag
and ϵe

tag =
N e true

e tag

N e true
(4.7)

where Nx true
y tag is the total number of true particles of type x tagged as y with x, y = ¶e, non-e♢, Nx tag is

the total number of events tagged as type x and Nα true =
� +inf

- inf
G(Aα, µα, σα)dx is the total number of true

α = ¶e, µ♢ particles.
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Figure 4.11: Lead glass charge spectrum collected for all light particles in a 1000 MeV/c run, showing the
Gaussian distributions fitted to the electron and muon peaks as well as the cut lines applied to tag electron and
non-electron-like events.

The contamination of true non-electrons in the electron sample N non-e true
e tag is estimated by scaling the muon

contamination in the electron-like sample (N µ true
e tag ) up by a factor C = Nnon-e tag/Nµ true to account for the

pion contribution to the contamination:

Nnon-e true
e tag =

Nnon-e tag

Nµ true
× Nµ true

e tag =
Nnon-e tag

� + inf

− inf
G(Aµ, µµ, σµ)dx

×
� + inf

LGe
min

G(Aµ, µµ, σµ)dx. (4.8)

Equation 4.8 is a conservative overestimate of the non-electron event contamination in the electron sample. It

assumes that pions are just as likely as muons to be mis-tagged as electrons. Pions typically deposit less charge

in the lead glass than muons (that is, if they are minimally ionising and don’t interact with the nuclei in the

calorimeter). They are therefore less likely to contaminate the electron sample.

Similarly, the purity and efficiency of the non-electron-like tag are:

pnon-e
tag =

Nnon-e true
non-e tag

Nnon-e tag
= 1 −

N e true
non-e tag

Nnon-e tag
and ϵnon-e

tag =
Nnon-e true

non-e tag

Nnon-e true
=

pnon-e
tag × Nnon-e tag

Nnon-e true
non-e tag + Nnon-e true

e tag

(4.9)

where we have used Nnon-e true = Nnon-e true
non-e tag + Nnon-e true

e tag which is exactly true when LGnon-e
max = LGe

min and

approximately true when LGnon-e
max ̸= LGe

min which is the case where the electron and muon populations are more

than 3σ away from each other and the purity and efficiency of both selections are almost 100%.
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Figure 4.12: Lead glass charge spectrum collected for all light particles in a 460 MeV/c run. Contrary to the
high momentum case shown in Figure 4.11, the selections have some inefficiencies and impurities.

4.4.2.2 Electron rejection using the ACTs

During WCTE operation, the lead-glass calorimeter will not be in the beam line, and we must rely on the other

detectors to identify the particles. The 2023 beam test aimed to develop and validate a PID method based

exclusively on the ACT and TS detectors.

As discussed in Section 4.2.1, in the sub-GeV regime, only electrons are expected to produce light in all ACT

detectors. The charge deposited in ACT1 and the two downstream ACTs (later referred to as ACT23) by

particles tagged by the calorimeter as electrons (non-electrons) is shown in Figure 4.13a (Figure 4.13b). The

small number of events that are incorrectly tagged by the calorimeter is visible in those figures with the non-

electrons producing less than about 75 PE in ACT23 and less than about 5 PE in ACT1, and the electrons

producing more charge in both.

Figure 4.14 shows the fraction of light particles that are tagged as electrons by the calorimeter and presents

an example of a cut line that can be applied to the ACT distributions to separate the electrons from the

non-electrons. In this example of a run at 460 MeV/c, there is clear separation between the electrons and

non-electron-dominated regions in the ACTs; the separation worsens at higher and lower momenta, as shown in

Figure 4.15. From these we see that the position of the cut line is highly run-dependent and cannot be drawn

by hand easily. Instead, we automatically scan over a wide range of cut lines, trying to optimise the electron

rejection. The ACT selection identifies any light particle as an electron if it satisfies:
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(a) Events tagged as electron-like.
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(b) Events tagged as non-electron-like.

Figure 4.13: Charge deposited in the ACTs by particles tagged as electrons (a) and non-electrons (b) for a
460 MeV/c run. The minority of events which has been incorrectly tagged by the calorimeter can be seen by
comparing the two figures.

CACT23 >















a × CACT1 + b, if a × CACT1 + b < c

c, otherwise

(4.10)

where CACT1 and CACT23 is the charge collected in ACT1 and ACT2 and ACT3 detectors respectively and

the a, b, and c parameters are determined by the scan. The 2023 campaign aimed to identify as many of the

particles as possible, we therefore identify as non-electrons all light particles that do not satisfy Equation 4.10.
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Figure 4.14: Fraction of light particles which are tagged as electrons by the Lead-Glass calorimeter for a run at
460 MeV/c.

The parameter scan maximises the following figure of merit (FOM):

FOM = pnon-e
sel × pnon-e

sel × ϵnon-e
sel (4.11)

where:

pnon-e
sel =

Number of selected non-e events tagged as non-e by the calorimeter

Total number of selected non-e events
(4.12)

and

ϵnon-e
sel =

Number of selected non-e events tagged as non-e by the calorimeter

Total number of tagged non-e events
(4.13)

are the purity and efficiency of the non-electron selection based on the calorimeter tag. The FOM presented in

Equation 4.11 ensures that the non-electron selection has a very high purity and a relatively high efficiency.

The parameter scan starts with a coarse scan, which tests seven candidate values for each of the three cut

parameters a, b and c. These values correspond to ±50%, ±33.3%, ±16.6% and +0% of the prior values

manually estimated. This coarse scan returns a′, b′ and c′, the optimal combination of parameters out of the

343 (7 × 7 × 7) combinations tested. This coarse scan is followed by a finer scan which tests another 343

configurations corresponding to ±20%, ±13.2%, ±6.6% and +0% of a′, b′ and c′. We checked the robustness of

this method by increasing the number of combination tests and modifying the prior values of a, b and c within

reasonable values. We observed no significant difference in the scan results in these cases.
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(a) Beam momentum: 220 MeV/c.
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(b) Beam momentum: 1000 MeV/c.

Figure 4.15: Fraction of events tagged as electron showing that the separation in the ACTs between the popu-
lations is worse both at higher and at lower momenta. The dashed line shows a possible cut line.

Figure 4.16 shows the different configurations tested by the coarse parameter scan for a run at 460 MeV/c, and

Figure 4.17 shows the result of the finer scan for the same run. A good way to validate the resulting selection

is to look at the charge deposited by each population in the calorimeter. This is shown in Figure 4.18 for the

same run. At the time of writing, there is no robust Monte-Carlo simulation of the WCTE beam setup, which

would typically be used to validate the purity and efficiency of the selection. Instead, this analysis optimises

the selection using the calorimeter tag as a proxy for the Monte-Carlo truth.
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Figure 4.16: Presentation of the 343 ACT selection cuts tested by the coarse parameter scan for a run at 460
MeV/c.
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Figure 4.17: Result of the fine parameter scan for a run at 460 MeV/c. The purity and efficiency indicated on
the figure are calculated based on the calorimeter tags (as per Equations 4.12 and 4.13).
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Figure 4.18: Charge deposited in the lead-glass calorimeter by events identified as non-electron (black) and
electron (green) particles using the ACT selection for a run at 460 MeV/c. The purity and efficiency of the
selection are calculated by assuming that all particles on the right (left) hand side of the lead glass cut line (red
line) at 3.7 a.u. are electrons (muons or pions).

4.4.3 Muon/pion separation using the ACTs

After the electrons have been removed using the cuts described in Section 4.4.2.2, the pions and muons can be

separated using the charge they deposit in the downstream ACTs. As presented in Section 4.2.1, the refractive

index of the ACT2 and ACT3 detectors is chosen such that pions are below the Cherenkov threshold and muons

above it.

Figure 4.19 presents the charge deposited in ACT23 by light particles, which have been identified as non-

electrons. We see two clear peaks in the distribution corresponding to the pion and muon populations. We fit

the charge distribution with a sum of Gaussians: yACT23 = G(Aµ, µµ, σµ) + G(Aπ, µπ, σπ).

The 2023 beam test campaign aims to measure the composition of the T09 beam as precisely as possible. With

this in mind, we present here the selection where the product of the pion and muon purities is maximal. The

selection cuts can be adapted for each WCTE analysis depending on the purity and efficiency requirements. A

summary of the cut lines used for each 2023 beam test sample is presented in Ref [143].

The purity of the muon/pion separation is calculated from the leakage of each of the Gaussians on either side

of the cut line, labelled ACT23µ/π
cut . We define the purity of the muon selection as:
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Figure 4.19: Charge deposited in the downstream ACTs by particles in the non-electrons selection showing two
populations identified as muon-like (blue) and pion-like (red).

pµ sel =

� +inf

ACT23
µ/π
cut

G(Aµ, µµ, σµ)dx

Nµ sel
non-e sel

, (4.14)

and its efficiency as:

ϵµ sel =

� +inf

ACT23
µ/π
cut

G(Aµ, µµ, σµ)dx
� +inf

0
G(Aµ, µµ, σµ)dx

. (4.15)

The purity and efficiency of the pion selection are calculated in the same way. It can be shown that the position

of the cut line that maximises pµ sel × pπ sel is:

ACT23µ/π
cut =

µµσ2
π + µπσ2

µ

σ2
π + σ2

µ

(4.16)

4.4.4 Scintillation light

It is interesting to note on Figure 4.19 that events identified as pions produce a significant amount (about 15

PE) of light in the two downstream ACTs despite being nominally below the Cherenkov threshold. Furthermore,

we observe in Figure 4.13b that non-electron-like particles still produce light in ACT1 (up to a few PE) despite

being well below the Cherenkov threshold in the n = 1.006 aerogel. We measured that the light produced in

ACT1 by particles below the Cherenkov threshold was delayed by about 20 ns on average compared to the light
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Figure 4.20: Total charge collected in the ACT1 detector for different particle types, fitted with a Poisson
distribution. All particles but the electron are below the Cherenkov threshold at this momentum.

emitted by electrons [143]. Figure 4.20 shows the amount of light produced in ACT1 by each particle type (as

identified using the TOF and ACT cuts presented previously) for a run at 460 MeV/c.

Figure 4.21 compares the amount of light produced in ACT1 by particles below threshold as a function of the

nominal beam momentum. We observed that heavier particles produce more light than MIPs and that the

amount of light produced reduces as the momentum increases.

The late arrival of this light, combined with its dependency on particle mass and momentum, lets us suspect

that it is scintillation light. The source of this background was later identified as the 3M™reflective film, which

is a known scintillator [145]. Following this, we modified the ACT detector design to replace the 3M™film with

a non-scintillating Mylar film.

4.5 Momentum measurement

Once all particles have been identified, we obtain their momentum from their TOF, measured by the trigger

scintillators.
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Figure 4.21: Summary of the charge collected in ACT1 (n = 1.006) for different particles below Cherenkov
threshold, showing that heavier and slower particles, which deposit more energy, produce more light, as expected
from scintillation light.

4.5.1 Momentum estimate from the time of flight

After the particles have been identified as each particle type (x = D, p, µ, π) using the methods presented

above, their time of flight is used to measure the mean momentum for each particle population. The TOF

distribution is fitted with a Gaussian distribution of mean τx and standard deviation σTOF
x . The mean particle

momentum is calculated as follows:

px = γvxmx =
vxmx

�

1 −
�

vx

c

�2
(4.17)

where mx is the mass of particle x and vx is its mean velocity:

vx =
L

τx + δe
=

L

τx + τe − L
c

(4.18)

where L = 3.49±0.01 m is the distance between the two trigger scintillators. The correction factor δe = τe − L
c is

applied to the measured mean TOF to remove any remaining timing offsets between the two trigger scintillators,

as these would cause a systematic bias in the estimate of the particle’s momentum. Only the mean momentum

of the given particle type (as opposed to individual particle momenta) is calculated using Equation 4.17 because

of the non-zero width of the TOF distributions (caused by finite detector resolution), which causes some of the

particles to have a recorded TOF shorter than L/c. This is not the case for the mean value of the TOF for any
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of the particle distributions in the datasets collected.

4.5.2 Energy loss correction and error estimation

Particles lose energy as they travel through matter. This loss is described by the Bethe-Bloch equation with

an accuracy better than 1% in the sub-GeV region [146]. We use a Geant4 simulation to compute reference

tables of the energy lost by particles along the beam line and add the momentum lost upstream of TS1 to the

estimate of the momentum calculated with Equation 4.17. Table 4.4 summarises the properties of the materials

upstream of TS1 in the beam line, the density is obtained from the Geant4 database [147]. Most of the energy

is lost in TS0 whose thickness is known with a ±7.9% uncertainty. We attribute a conservative uncertainty

of σδp
= ±15% [143] to the estimate of the total energy lost upstream of TS1 (δpx

) by particle x which also

accounts for the approximation px ≈ pnominal that we make when estimating the energy lost.

Name Material Thickness (cm) Density (g cm−3)
Beam pipe window Mylar 0.025 ± 0.001 1.39

TS0 Plastic scintillator 0.635 ± 0.05 1.032
Air Air 349 ± 1 1.204

Table 4.4: Summary of the material budget on the path of the particles before they reach TS0.

The momentum of a particle of type x right before it exits the CERN beam pipe is therefore:

pinitial
x = pat TS1

x + δpx
=

Lmx

(τx + τe − L/c) ×
�

1 −
�

L
τx+τe−L/c

�2
+ δpx

. (4.19)

The errors on each of the parameters involved in this equation are summarised in Table 4.5. A derivation of

the total error on pinitial
x is given in Appendix A.

Variable Error Comment

Particle x mean time of flight (τx) σx =
σTOF

x√
nx

σTOF
x = 0.24 − 0.70 ns

Electron mean time of flight (τe) σe =
σTOF

e√
ne

σTOF
e = 0.24 − 0.30 ns

Distance between TS0 and TS1 (L) ±1 cm Measured
Momentum upstream of TS1 (δ p lost

px
) ±15% See Section 4.5.2.

Table 4.5: Summary of the error on each of the parameters used to measure the initial mean momentum of a
given particle population. The leading sources of error are τx and τe.

Figure 4.22 shows the time of flight measured for each particle type for a run with a nominal beam momentum of

460 ± 5 MeV/c. The momentum estimate and its associated error are calculated as described in Equation 4.17

and in Appendix A. The momentum measured for the muons, pions and protons are respectively pµ = 426 ± 41

MeV/c, pπ = 457 ± 30 MeV/c and pp = 460 ± 3 MeV/c where the quoted uncertainty is the error on the mean.

These are all compatible with the nominal beam momentum at the 1σ level. The error on the muon and pion
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Figure 4.22: Distribution of the time of flight for events identified as electrons, muons, pions and protons for a
run at 460MeV/c, indicating in legend the momentum measured for each selection.

momentum is significantly larger than on the proton momentum due to the much higher speed of these particles

and contaminations from electrons and pion or muons (as discussed in Section 4.4.3) which shifts the mean

value of TOF away from the true muon TOF.

4.5.3 Momentum measurement using the Lead-Glass calorimeter

The charge deposited by electrons in an electromagnetic calorimeter is proportional to their energy. The Lead-

Glass calorimeter is more than 15 radiation lengths long, which means that electrons deposit effectively all of

their energy in it. Using this and the known energy lost by electrons upstream of the calorimeter, we can convert

the calorimeter charge to units of momentum by looking at the electron sample. This conversion is required for

the tagged photon set-up described in Section 3.4, where the calorimeter is used to validate the measurement

of the photon energy made using the hodoscope.

Figure 4.23 shows the mean charge collected in the calorimeter for the electron sample as a function of the

nominal electron momentum pe
nominal = pinitial

nominal − pe
lost where pe

lost is the total momentum lost by the electron

as it travels through the set-up (see Section 4.5.2 for more details).

We observe a linear relationship between the charge collected in the lead glass and the nominal electron mo-

mentum, both in negative and positive polarities. The linear lines of best fits are compatible with each other,

and both y-intercepts are compatible with zero at the 1σ level. The calibration of the lead glass charge can be
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Figure 4.23: Charge collected in the lead glass calorimeter for electrons (black) and positrons (red) as a function
of the nominal electron momentum at the lead glass. The error bar indicated the width of the distribution of
charge deposited in the lead glass (which increases with electron momentum), not the error on the mean
momentum.

done against the momentum calculated using the particles’ TOF instead of the nominal one, using the same

method.

4.5.4 Measurement of the T09 beam momentum

We measure the momentum of particles in the T09 beam using the method presented in Section 4.5.1 and

compare it with the nominal beam momentum in Figures 4.24 and 4.25 for the Be+W and Al secondary beam

production targets, respectively. All runs with momenta less than 450 MeV/c were taken with a momentum

spread of 3%, whilst runs at higher momenta had a 1% momentum spread.

From these figures, we see that the nominal beam momentum is in good agreement with the measured one for all

particles except muons at high momenta. There is good agreement between the momentum of particles and of

their anti-particles, as well as between the two targets. Using the more reliable proton momentum as a proxy for

the beam momentum, we observe that the line of best fit pprotons, Be+W target = (1.06±0.01)pnominal−(36.1±5.7)

MeV/c for the Be+W target and pprotons, Al target = (1.07±0.01)pnominal−(40.32±8.0) MeV/c for the Aluminium

target diverge significantly from the y = x line. If confirmed, this would mean that the beam has a slight

momentum bias with higher (lower) values than nominal at higher (lower) momenta.
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Figure 4.24: Momentum measured using the time of flight of different particles produced with the Be+W target.
The error corresponds to the error on the mean calculated as described in Section 4.5.2 and Appendix A, which
is larger as β approaches one.
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Figure 4.25: Momentum measured using the time of flight of different particles produced with the Al target.
Only one dataset made with the Al target corresponding to pnominal = (800 ± 1%) MeV/c contained deuteron
events. The mean deuterium momentum was measured to be pD = 784.1 ± 4.0 MeV/c.
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4.6 Composition of the CERN T09 beam

4.6.1 Unfolding to true particle type

4.6.1.1 Protons and deuterium

The time of flight of protons and deuterium nuclei is more than 3σTOF away from each other’s and from those

of lighter particles over the 200-1200 MeV/c momentum range, as shown in Figure 4.9. We therefore assume

that the purity and efficiency of the proton and deuteron selections are 100%.

4.6.1.2 Electrons

For runs with momenta less than about 500 MeV/c, the purity ptag and the efficiency ϵtag of the electron tag

made with the calorimeter are less than 100%. To obtain the true number of electron and non-electron particles

in each sample made using the ACT selection described in Section 4.4.2.2, we need to account for the impurity

and inefficiency of the electron tag.

The number of events in selection x that are also tagged as type x by the calorimeter (N tag x
sel x ) is related to the

number of true particles x in that selection (N true x
sel x ) by the tagging response matrix Rtag:







N tag x
sel x

N tag y
sel x






= Rtag







N true x
sel x

N true y
sel x






=







ϵtag 1 − ptag

1 − ϵtag ptag













N true x
sel x

N true y
sel x






, (4.20)

where x, y = ¶e, non-e♢. Inverting the response matrix in Equation 4.20 gives the total number of true and

background events in each selection:







N true x
sel x

N true y
sel x






= R−1

tag







N tag x
sel x

N tag y
sel x






(4.21)

From there, the true purity and efficiency of the non-electron selection made with the ACTs are:

pnon-e =
N true non-e

sel non-e

Nsel non-e
=

N true non-e
sel non-e

N true e
sel non-e + N true non-e

sel non-e

(4.22)

and

ϵnon-e =
N true non-e

sel non-e

N true non-e
=

N true non-e
sel non-e

N true non-e
sel non-e + N true non-e

sel e

(4.23)

the purity pe and efficiency ϵe of the electron selection are calculated in the same way.
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Run number Momentum N light & non-e
selected /N total Purity Efficiency

520 220 MeV/c 0.71% 86.28% 44.68%
480 420 MeV/c 2.97% 87.1% 78.8%
432 460 MeV/c 5.10% 97.8% 90.5%
412 560 MeV/c 9.27% 96.0% 89.6%
438 700 MeV/c 15.4% 94.0% 92.7%
393 1000 MeV/c 26.8% 90.9% 93.1%

Table 4.6: Summary of the performance of the electron rejection made using the ACTs calculated based on
the calorimenter tags for a few runs. The beam polarity is positive in all the runs presented, and the Be+W
radiator target is used. N total is the total number of triggers identified as single particles. The uncertainty on
the purity and efficiency is estimated to be between 2 and 5% depending on runs.

Table 4.6 gives the total purity and efficiency of the non-electron selection for a few representative runs showing

that the ACTs’ capability to reject electrons worsens at lower momenta which is due both to hardware limitations

and a low number of muons and pions in the beam compared to the number of electrons.

4.6.1.3 Muons and pions

The total number of electrons in the non-electron sample is given by Equation 4.21. To measure the number of

true electrons in the muon sample (N e true
µ sel ) selected with the ACTs we need to estimate what fraction f e true

µ sel

of the electron contamination falls into the muon selection:

f e true
µ sel =

N e true
µ sel

N e true
non-e sel

(4.24)

To estimate this fraction, we use the sample of events selected as non-electrons using the ACTs but tagged as

electrons by the lead-glass calorimeter (Ne tag, non-e sel). Some of these events will be true electrons, correctly

tagged as such (N e true
e tag, non-e sel) and the rest will be true non-electrons mis-tagged as electrons (N non-e true

e tag, non-e sel):

Ne tag, non-e sel = N e true
e tag, non-e sel + Nnon-e true

e tag, non-e sel. (4.25)

The number of true electrons correctly tagged as electrons by the calorimeter and selected as non-electrons by

the ACTs is N e true
e tag, non-e sel:

N e true
e tag, non-e sel = ϵe tag × N e true

non-e sel. (4.26)

where ϵe
tag is the efficiency of the electron tagging, defined in Section 4.4.2.1 above. We measure in the data the

fraction of events selected by the ACTs as non-electrons which are also identified as muons by the ACTs:

fnon-e sel
µ sel =

Nnon-e sel
µ sel

Nnon-e sel
(4.27)
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and assume that it is equal to the fraction of all true non-electron events that we would select as muons:

fnon-e sel
µ sel = fnon-e true

µ sel . This approximation is acceptable because of the high purity of the selection. As an

example, we see on Figure 4.19 that f non-e sel
µ sel = 1 − fnon-e sel

π sel = 32.28% for a run at 460 MeV/c.

We also measure the fraction of events that are tagged as electrons by the calorimeter and selected as muons

by the ACTs f e tag, non-e sel
µ sel :

f e tag, non-e sel
µ sel =

N e tag, non-e sel
µ sel

N e tag, non-e sel
(4.28)

Combining Equations 4.25-4.28 and rearranging for the fraction of true electron contamination identified as

muons f e true
µ sel gives:

f e true
µ sel =

�

f e tag, non-e sel
µ sel − fnon-e sel

µ sel

� Ne tag, non-e sel

N e true
e tag, non-e sel

+ fnon-e sel
µ sel (4.29)

Using the same method, we calculate the fraction of events selected as electrons which are, in fact, real muons:

fµ true
e sel =

�

fnon-e tag, e sel
µ sel − f e sel

µ sel

� Nnon-e tag, e sel

Nnon-e true
non-e tag, e sel

+ f e sel
µ sel (4.30)

where Nnon-e true
non-e tag, e sel = ϵnon-e

tag × Nnon-e true
e sel is the number of true non-electron events that are tagged by the

calorimeter as non-electron and selected by the ACTs as electrons. The fraction of true electron contamination

identified as pions is f e true
π sel = 1 − f e true

µ sel since the muon and pion selections are complementary.

We need to know the number of true electrons misidentified as pions and muons to measure the purity of the pion

and muon selections and the number of pions and muons misidentified as electrons to calculate the efficiency of

these selections. Figure 4.26 shows the charge collected in ACT23 for events selected as non-electrons and tagged

as electrons. The legend indicates the fraction of those events selected as muons (f e tag, non-e sel
µ sel = 39.74%) and

pions (f e tag, non-e sel
π sel = 60.26%). Similarly, Figure 4.27 shows the charge collected in ACT23 for events selected

as electrons and tagged as non-electrons, used to measure f non-e tag, e sel
µ sel = 97.72% and fnon-e tag, e sel

π sel = 2.28%.

We calculate the number of true non-electron events selected as pions and muons using:







Nnon-e true
µ sel

Nnon-e true
π sel






=







fnon-e sel
µ sel

fnon-e sel
π sel






Nnon-e true

non-e sel . (4.31)

where we assume again that the fraction of selected non-e events identified as muons f non-e sel
µ sel is equal to the

fraction of true non-electron events that would be identified as muons using the same selection.

From there, using the purity and efficiency of the pion/muon selection in the ACTs given by Equations 4.14-4.15,
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Figure 4.26: Charge deposited in the downstream ACTs by events tagged as electrons by the lead glass calorime-
ter and selected as non-electrons by the ACTs.
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Figure 4.27: Charge deposited in the downstream ACTs by events tagged as non-electrons by the calorimeter
and selected as electrons by the ACTs.
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e selection µ selection π selection
Fraction of true e 99.4% 5.0% 0.72%
Fraction of true µ 0.54% 90.9% 0.61%
Fraction of true π 0.01% 4.07% 98.7%

Table 4.7: Fraction of true particles in each selection for a run at 460 MeV/c. The uncertainty on the purity of
the electron sample is less than 0.5%. The uncertainty on the purity of the muon and pions samples is about
3%.

we calculate the number of true muons and pions selected as muons and pions using:







Nµ true
µ sel Nπ true

µ sel

Nπ true
µ sel Nπ true

π sel






=







pµ sel 1 − pµ sel

1 − pπ sel pπ sel







�

Nnon-e true
µ sel Nnon-e true

π sel

�

. (4.32)

Similarly, we calculate the number of true electrons selected as muons and pions:







N e true
µ sel

N e true
π sel






=







fnon-e sel, e true
µ sel

fnon-e sel, e true
π sel






N e true

non-e sel (4.33)

and the number of true muons and pions selected as electrons:







Nµ true
e sel

Nπ true
e sel






=







f e sel, non-e true
µ sel

f e sel, non-e true
π sel






Nnon-e true

e sel (4.34)

From there, we obtain the true number of muons:

Nµ true = Nµ true
µ sel + Nµ true

π sel + Nµ true
e sel , (4.35)

And the purity and efficiency of the muon selection:

pµ true =
Nµ true

µ sel

Nµ true
µ sel + N e true

µ sel + Nπ true
µ sel

and ϵµ true =
Nµ true

µ sel

Nµ true
µ sel + Nµ true

π sel + Nµ true
e sel

. (4.36)

The purity and efficiency of the pion and electron selections are calculated in the same way. Table 4.7 shows

the fraction of each true particle in the different ACT selections calculated using the above unfolding method

for a run at 460 MeV/c. We observe that the muon selection has the worst purity of 91% out of the three

populations, which is expected because the muon population lies between the other two in both the calorimeter

and ACT23 charge distributions.



4.6. Composition of the CERN T09 beam 71

4.6.2 Summary of the PID using ACTs

The total number of events falling into each selection (electron-like, muon-like, pion-like, proton-like, deuterium-

like) per beam spill is shown in Figure 4.28 for the Be+W target in positive polarity (a) and negative polarity

(b), and in Figure 4.29 for the Al target in positive polarity (a) and negative polarity (b). The apparent kink at

420 MeV/c is easily explained by the different slit opening setting (1% or 3%) discussed in Section 4.6.3. In the

data corresponding to run 432 at 460 MeV/c, which has been shown as an example in earlier sections, a total

of 1657 muons and 3476 pions were identified by the selection (see Figure 4.19) out of 107 spills corresponding

to 15.5 muons and 32.5 pions selected per spill on average, as shown on Figure 4.28a.

The 2023 beam test aimed to identify as many of the single particles going through the beam line as possible.

Some of the triggers that were collected are not accepted by any selections either because two (or more) particles

cross the beam line within the 540 ns window or because the event is identified as noise (see Section 4.3 for

more detail).

We report in Figure 4.30 the purity of the electron, muon and pion selection made using the 2023 data. During

WCTE operation, the selections presented here will be adapted to each analysis to ensure that the purity

requirements presented in Table 4.1 are met. With the 2023 set of aerogel refractive indexes, this analysis

reaches a purity for the muon selection of about 80% at momenta below 500 MeV/c and about 50% at higher

momenta. The purity of the pion selection is roughly constant at about 90%. The purity and efficiency of the

selection in positive and negative polarities are approximately equal.

Figures 4.31 show the efficiency of these selections. The efficiency of the muon selection is about 70% on average

at momenta higher than 400 MeV/c; it is lower at lower momenta, with a value of about 50%. The efficiency

of the pion selection is very high at low momenta, with values close to 100% and decreases to about 70% at

momenta higher than 700 MeV/c.

The main source of particle misidentification is the scintillation light discussed in Section 4.4.4. It reduces

both the electron rejection and the pion/muon separation capabilities. Figure 4.32 shows the amount of light

produced per cm of aerogel by particles above Cherenkov threshold in ACT23 (i.e. electrons and muons),

showing the linear relationship between the light yield and (1-n) expected from Cherenkov light. The linear fits

do not intercept the origin due to the contribution of scintillation light (about 1.5 PE per box for minimally

ionising particles, as can be seen in Figure 4.21). Using these values, we can estimate the total number of

Cherenkov photons produced per particle in the ACTs, which can be used to estimate the purity and efficiency

of the selections if the scintillating film is removed from the ACTs. For example, a muon above threshold in

the 6 cm ACT box with the lowest available refractive index of n = 1.01 produces on average 3.6 PE/ϵcollection

where ϵcollection is the light collection efficiency, which we assume to be the same for Cherenkov and scintillation

light.
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(a) Positive polarity.
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Figure 4.28: Number of triggers accepted by each selection when using the T09 Be+W target.

4.6.3 Particle rates and missed spills

All datasets with nominal beam momenta below 450 MeV/c were collected with a beam momentum spread

of 3%, whilst datasets at higher momenta had a 1% momentum spread, which is set by the opening of the
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Figure 4.29: Number of triggers accepted by each selection when using the T09 Al target.

collimator jaws. We expect the overall number of particles to increase when the momentum spread is larger.

Table 4.8 shows the number of triggers collected per beam spill and gives a rough indication of the increase in

particle rate caused by the opening of the collimator jaws. During data taking, we observed that the DAQ was

not capable of coping with more than about 1000 triggers per spill and would crash at higher rates, causing
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Figure 4.30: Purity of the electron, muon and pion selections. Both Al and Be+W targets are included since
no significant differences were observed between them.

the spill to be entirely missed by the DAQ. For example, at 700 ±21 MeV/c the DAQ misses 59% of the spills,

whereas it misses 46% of them at 700±7 MeV/c due to the DAQ dead time. We increased the built-in dead-time

to reduce the rate of DAQ failure, and modified the collimator jaws opening to maximise the data-taking rate.

4.6.4 Beam structure and composition of the CERN T09 beam

The total number of particles going through the beam line can be estimated from the number of triggers that

were identified as each particle type by the ACT selection. Many particles crossing the beam line will not

trigger the DAQ either because they are rejected by the online electron veto or because they cross the beam line

during the DAQ’s dead time of 408 µs. Tables 4.9 and 4.10 present the fraction of triggers (fe, fµ, fπ, fp and

fD) that are accepted by each selection, identified as many-particle events (f2+) or rejected as noise-like (fnoise)

for all runs that were used in this analysis. The fraction of events identified as noise reflects the limitation
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Figure 4.31: Efficiency of the electron, muon and pion selections. Both Al and Be+W targets are included since
no significant differences were observed between them.

of the WCTE beam line detectors. As the beam momentum increases, the fraction of triggers identified as

multi-particle-like increases due to the overall higher particle rate.

It is interesting to note that runs 342, 352 and 480 have a higher rate of two particle-like and noise-like triggers

than other runs at similar momenta. This is because the digitiser timing offset correction failed for these runs. In

these cases, the coincidence requirement was loosened such that the two PMTs in TS0 had to be in coincidence

with only one in TS1 instead of two. This looser coincidence requirement accepts more accidental hits, which

leads to a higher rate of multi-particle events as well as a less accurate placement of the integration window,

which causes more triggers to look like noise. These runs are reported for completeness but will not be used for

further analysis. We see, for example, that the fraction of identified electrons is lower than the expected 90%

or so seen in the Aluminium sample.

A comparison between data taken with and without the online electron veto shows that it removes 1 out of
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Figure 4.32: Number of PE collected per cm of aerogel by muons and electrons above threshold, showing a clear
linear dependency on the refractive index n. The thickness of each aerogel is given in Table 4.2.

Momentum 1% momentum spread 2% momentum spread 3% momentum spread
500 MeV/c 1336.8 - 1380.7
700 MeV/c 909.4 895.4 498.8

Table 4.8: Number of single-particle-like events selected per spill for a few runs with different collimator jaw
settings. The reduction in jaw opening width is observed to significantly reduce the number of particles.

every 7 electrons. In this version of the analysis, we treat the online electron veto as a (very small) contribution

to the overall dead time. The beam structure was studied in depth by WCTE collaborators [143], and it was

found that each beam spill lasts 0.48 ± 0.02 s during which the rate of incoming particles increases for 0.08

s and remains constant for the remaining 0.40 s after sharply dropping back to zero. Figure 4.33a shows the

number of triggers collected as a function of time, highlighting the spill structure described above.

Measuring the time delay between consecutive triggers, as shown in Figure 4.33b, shows that particles arrive in

bunches separated by 331 ns on average. The standard deviation of bunches is 26.7 ns. If we assume that each

bunch has the same probability (pbunch = P (T )) to contain (at least one) particle that triggers the DAQ, the

probability that the next trigger is n bunches away from it is [143]:

P (Tn♣T0) = (1 − pbunch)n−1pbunch. (4.37)

We measure pbunch by fitting the decaying amplitude observed in the discrete distribution of delay between

triggers. For the run at 1GeV/c during which the electron veto was disabled, the probability for a particular
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(a) Number of triggers collected per unit of 8 ns, showing the time structure of one spill.
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(b) Distribution of delays between two consecutive DAQ triggers, fitted with an exponentially decaying sine function
showing that particles arrive in fixed time intervals, so-called bunches, separated by 331 ns on average. The expo-
nentially decaying amplitude is directly related to the probability for a given bunch to contain a particle, in this case
0.05%.

Figure 4.33: Study of the triggering rate made with the beam at 1 GeV/c when the online electron veto was off
showing the beam spill length and bunched structure. The author thanks D. Karlen for providing both figures.

bunch to trigger the DAQ is p ≈ 5%. This probability reduces for lower momenta and when the electron veto

is applied. The probability pbunch for each bunch to trigger the DAQ is shown in Tables 4.9 and 4.10.

Knowing the probability p that a bunch triggers the DAQ, we can extrapolate the total number of particles of

each type x in the beam:

nx = pbunch × fx × nbunch (4.38)

where fx is the fraction of triggers identified as each true particle x = ¶e, µ, π, p, D) and nbunch is the total

number of bunches per spill:

nbunch =
duration of spill

delay between bunches
=

0.46 ± 0.03 s

331 ± 38 ns
= (1.39 ± 0.18) × 106 bunches/spill (4.39)

where the total spill duration is reduced and its error increased somewhat arbitrarily to account for the lower

particle rate at the beginning and at end of the spill.
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Run pnominal (MeV/c) nACT23 n spills n triggers pbunch (%) fe (%) fµ (%) fπ (%) fp (%) fD (%) fnoise (%) f2+ (%)

342 (+) 280 ± 3% 1.11 154 83,285 0.05 79 ± 16 1.2 ± 0.2 0.22 ± 0.04 0.00 0.00 4.23 11.62

352 (-) 280 ± 3% 1.11 124 81,622 0.06 78 ± 16 1.6 ± 0.3 0.02 ± 0.01 N/A N/A 2.51 14.1

480 (+) 420 ± 3% 1.06 82 140,142 0.07 85 ± 17 1.3 ± 0.3 1.3 ± 0.3 0.7 ± 0.1 0.00 1.75 8.70

432 (+) 460 ± 1% 1.047 107 106,515 0.23 88 ± 18 1.9 ± 0.4 3.1 ± 0.6 1.2 ± 0.1 0.00 1.99 3.34

425 (-) 460 ± 1% 1.047 108 103,827 0.21 89 ± 18 2.0 ± 0.4 3.4 ± 0.7 N/A N/A 1.78 3.14

412 (+) 560 ± 1% 1.03 101 114,547 0.40 82 ± 16 2.1 ± 0.4 7.8 ± 1.6 3.6 ± 0.1 0.00 1.86 3.43

423 (-) 540 ± 1% 1.03 98 106,118 0.33 87 ± 17 2.1 ± 0.4 6.3 ± 1.3 N/A N/A 1.06 3.65

438 (+) 700 ± 1% 1.02 84 101,527 0.73 71 ± 14 2.5 ± 0.5 15.0 ± 3.0 8.4 ± 0.1 0.00 1.91 4.04

445 (-) 700 ± 1% 1.02 93 116,068 0.64 79 ± 16 2.3 ± 0.5 16.6 ± 3.3 N/A N/A 1.09 4.15

469 (-) 800 ± 1% 1.015 91 115,155 0.83 74 ± 15 6.4 ± 1.3 14.4 ± 2.9 N/A N/A 1.23 4.43

398 (+) 900 ± 1% 1.01 66 98,236 0.99 55 ± 11 7.3 ± 1.5 15.1 ± 3.0 15.5 ± 0.1 0.3 ± 0.1 2.16 4.47

393 (+) 1000 ± 1% 1.01 107 141,960 1.49 49 ± 9.8 7.9 ± 1.6 17.4 ± 3.5 18.3 ± 0.1 0.4 ± 0.1 2.10 4.73

Table 4.9: Summary of the data taken with the Be+W target used for characterising the T09 beam. The beam polarity is indicated in brackets before the nominal
momentum. nACT23 is the refractive index of the ACT2 and ACT3 detectors; the other quantities are defined in the text.
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Run p (MeV/c) nACT23 n spills n triggers pbunch (%) fe (%) fµ (%) fπ(%) fp (%) fD(%) fnoise(%) f2+(%)

545 (+) 260 ± 3% 1.150 168 71,254 0.041 92 ± 19 2.1 ± 0.4 0.2 ± 0.1 0.0 0.0 2.59 2.04

549 (-) 260 ± 3% 1.150 176 74,639 0.041 93 ± 19 2.4 ± 0.5 0.2 ± 0.1 N/A N/A 1.61 2.04

575 (+) 420 ± 3% 1.060 136 132,996 0.24 86 ± 17 2.7 ± 0.6 2.9 ± 0.6 1.0 ± 0.1 0.0 2.10 3.81

566 (+) 560 ± 1% 1.030 92 83,888 0.17 77 ± 15 3.7 ± 0.7 11.0 ± 2.2 5.3 ± 0.1 0.0 1.46 2.19

569 (-) 560 ± 1% 1.030 97 85,430 0.33 82 ± 16 3.4 ± 0.7 12.4 ± 2.5 N/A N/A 1.14 2.17

563 (+) 800 ± 1% 1.015 99 110,461 0.47 53 ± 11 8.4 ± 1.7 19.6 ± 3.9 16.4 ± 0.1 0.2 ± 0.1 1.41 2.21

564 (-) 800 ± 1% 1.015 91 98,757 0.39 65 ± 13 9.8 ± 2.0 22.5 ± 4.5 N/A N/A 1.19 2.4

Table 4.10: Summary of the data taken with the Al target used for characterising the T09 beam. The beam polarity is indicated in brackets before the nominal
beam momentum.
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Figures 4.34b and 4.35b report the total number of true particles per spill that would be selected by the analysis

as single event particles, in the absence of dead time. Again, the rates reported use a 3% spread for momenta

below 450 MeV/c and a spread of 1% at higher momenta, which explains the kink at 420 MeV/c. The beam line

apparatus is not magnetised and therefore blind to particle charge. Here we assume that all particles recorded

are negatively (positively) charged when the beam polarity is negative (positive).

We observe from the particle rates presented here that electrons make up the majority of the beam in the

sub-GeV region for both targets. We can see that the fraction of electrons in the beam is larger for the Be+W

than for the Al target at the same momenta, which is the expected impact of the tungsten radiator. The overall

single-particle rates are similar for the two targets, but the rate of multiple-particle events is significantly lower

for the Aluminium target. These results motivated the decision to use the Al target for the WCTE charged

set-up operation and the Be+W target in the tagged photon mode.

The results of the 2023 beam test were used to upgrade the design of the beam line hardware and draft a

data-taking schedule in preparation for WCTE.

4.7 Summary

After presenting the experimental set-up and detectors used for the 2023 beam test at CERN, this chapter

describes the pre-processing and preliminary calibrations applied to the data to make it usable for an analysis.

It goes on to discuss how heavier particles like protons and deuterium nuclei are identified using their time of

flight before presenting how lighter particles like electrons, muons and pions are identified using the ACTs. Due

to the lack of robust beam line simulation, the calorimeter information is used to estimate the true particle type

and assess the efficiency and purity of the selection.

From 260 MeV/c to about 600 MeV/c, the muon sample purity is about 60%, it decreases to about 45% at

higher momenta. The muon sample efficiency is around 70% at momenta above 400 MeV/c and around 45%

at lower momenta, due predominantly to the low number of muons per spill at these low momenta. The

purity of the pion sample is consistently above 80%, except at momenta lower than about 300 MeV/c where

it is around 70%. Its efficiency is above 90% at momenta above about 500 MeV/c due to the low number of

muons in the beam and drops to about 70% after that due to the lower Cherenkov light yield for muons at

higher momenta. The electron selection purity and efficiency is close to 100% over the whole momentum range

considered because of the high number of electrons in the beam. The main factor limiting the purity of the

pion and muon selections is the scintillation light originating from the 3M™reflective film located inside the

ACTs. The problematic film, identified by the present analysis, has been removed from the ACTs in preparation

for WCTE data taking, strongly improving the particle separation capabilities. A simple unfolding procedure
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(a) Be+W target in positive polarity.
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(b) Be+W target in negative polarity.

Figure 4.34: Total number of true particles per spill in the T09 beam, after unfolding to true particle type and
accounting for the dead time.

based on calorimeter information was used together with a characterisation of the beam structure, provided

by a WCTE collaborator, D. Karlen were used to produce the total number of true particles per spill. We

observe that the Be+W target produces about 20% more particles per spill than the Al one in total (e.g. at



82 Chapter 4. PID and characterisation of the CERN T09 beam

300 400 500 600 700 800

Nominal beam momentum (MeV/c)

10 1

100

101

102

103

T
ru

e
 n

u
m

b
e
r 

o
f 

p
a
rt

ic
le

s
 p

e
r 

s
p
il
l

positron

anti-muon

anti-pion

proton

deuterium

WCTE 2023 beam test - summary 
Total number of particles in the beam  - Al target positive polarity

(a) Al target in positive polarity.

300 400 500 600 700 800

Nominal beam momentum (MeV/c)

10 1

100

101

102

103

T
ru

e
 n

u
m

b
e
r 

o
f 

p
a
rt

ic
le

s
 p

e
r 

s
p
il
l

electron

muon

pion

WCTE 2023 beam test - summary 
Total number of particles in the beam  - Al target negative polarity
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Figure 4.35: Total number of true particles per spill in the T09 beam, after unfolding to true particle type and
accounting for the dead time.
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560±5.6 MeV/c, about 1130 particles per spill with the Be+W target as opposed to about 910 particles per

spill with the Al target). However, we note that the proportion and total number of muons, pions and protons

is larger for the Al target, which produces, for example, 33 muons, 100 pions and 48 protons per spill at 560

MeV/c compared to the Be+W target, which produces only 23 muons, 88 pions and 40 protons per spill at

the same momenta. This difference is even more prominent at high momenta. For example, at 800 MeV/c the

fraction of electrons measured in the beam is 74±15% for the Be+W target compared to 65±13% for the Al

target. These results were used by WCTE to decide to run with the Al target for its charged particle studies

and with the Be+W target for the tagged photon production studies, it also informed the time that should be

dedicated to each momentum point in order to acquire sufficient statistics. In light of the results of this study,

the choice was made, for example, to collect a large amount of data, to be used for muon scattering studies, at

700 MeV/c, which gives the highest expected rate of muon scattering events (i.e. finding the optimal balance

between number of muon per spill and scattering cross-section).

Finally, this chapter also includes a measurement of the beam momentum using both the time of flight of

particles identified with the ACTs and the energy deposited in the lead-glass calorimeter by electrons. The first

method was used to estimate the momentum bias of the beamline and will be used in WCTE to measure the

momentum of particles before they reach the Cherenkov detector. The second method provides a calibration

benchmark necessary for measuring the energy of photons produced in the tagged photon mode and evaluating

the precision and accuracy of this novel set-up, to be re-used in WCTE.



Chapter 5

The T2K experiment

5.1 Introduction

The Tokai to Kamioka (T2K) experiment is a long-baseline neutrino experiment located in Japan. It started

operating in 2009 [8] and has experienced many successes since then. Its main objective was to observe electron

neutrino appearance in a muon neutrino beam [8]. Other experiments, including Super-Kamiokande (which

discovered neutrino oscillations in 1998 [33]), had already measured neutrino oscillation via the disappearance

of muon neutrinos [29, 148, 149], but T2K was the first to measure evidence of flavour appearance in the νµ → νe

channel. It concluded that θ13 had a non-zero value at 7.3 σ confidence level [150]. The precise measurement

of θ13 was later achieved by reactor neutrino experiments [151, 152].

Since achieving its initial goal, the T2K experiment has carried on its measurement of the neutrino oscillations,

publishing in 2014 the world’s best measurement (at the time) of the θ23 neutrino mixing parameter [153].

More recently, the analysis of 3.6 × 1021 protons on target (POT) collected by T2K excluded at more than 90%

the CP-conserving values of δCP : 0 and π [2]. T2K continues its oscillation physics program which requires a

precise understanding of neutrino interactions. This motivates the upgraded near detector, which started taking

data in 2023 [154].

This chapter describes the T2K experiment, shown on Figure 5.1. The T2K (anti) muon neutrino beam

produced at the Japan Proton Accelerator Research Complex (J-PARC) is presented in Section 5.2. The near

detector complex used to characterise the neutrino beam before it oscillates is discussed in Section 5.3. T2K’s

far detector, Super-Kamiokande, where the neutrinos are measured after having travelled 295 km through the

Earth, is described in Section 5.4.

84
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Super‐Kamiokande J‐PARCNear Detectors

Neutrino Beam

295 km

Mt. Noguchi‐Goro
2,924 m

Mt. Ikeno‐Yama
1,360 m

1,700 m below sea level

Figure 5.1: The T2K experiment. Figure modified from [8].

Figure 5.2: Summary of the POT delivered to the T2K experiment and the beam power. The current of the
magnetic horns is indicated in the legend. Adapted from [2].

5.2 Neutrino beam

5.2.1 The beam line

Accelerator neutrinos are typically produced by shooting a proton beam onto a target. The T2K experiment

measures the amount of data it collects in terms of protons on target (POT). The amount of POT collected since

the start of the experiment is shown in Figure 5.2. At the time of writing, the T2K experiment has collected a

total of 2.7×1021 POT in Forward Horn Current (FHC, i.e. neutrino) mode and 1.6×1021 POT in Reverse Horn

Current (RHC, i.e. anti-neutrino) mode. A stable beam power of 750 kW has been achieved in December 2023

and exceeded since, in preparation for the Hyper-Kamiokande experiment. The analysis presented in Chapter

6 uses the data collected in the FHC mode with the pre-upgrade T2K near detector ND280, corresponding

to runs 2, 3, 4 and 8. The following sections present this configuration of the T2K experiment, the reader is

encouraged to consult [154] for more details on the near detector upgrade.
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Protons colliding with the target produce many secondary hadrons, which decay to neutrinos. The J-PARC

beamline uses three accelerators to produce its proton beam. The first one is a LINAC, which accelerates H−

ions to 181 MeV. The second one is a rapid-cycling synchrotron (RCS). At the injection point of the RCS,

the H− ions are converted to H+ (i.e. protons) using charge stripping foils [155]. They are then accelerated

to 3 GeV with a 25 Hz cycle. The third accelerator is the 30 GeV Main Ring synchrotron (MR). The MR

has nine radiofrequency (RF) buckets, eight of which are filled with protons coming from the RCS. All eight

filled buckets (together forming one “spill”) are transferred to the neutrino beamlines (primary and secondary)

using fast extraction (i.e. within one complete revolution of the synchrotron). The extraction takes about 5

µs. This ensures that the neutrino beam has a clear timing structure, which helps reduce the rate of accidental

backgrounds at the near and far detectors. There are approximately 3 × 1014 protons per spill.

In the primary neutrino beamline, shown in Figure 5.3a, the beam is first focused and bent into an arc section

and finally focused and directed towards Kamioka. The beam needs to be well-tuned (i.e. focused and guided

towards the target) and stable for reliable neutrino production. A suite of primary beamline detectors is used

to monitor the beam intensity, profile, position and loss [8] before they reach the secondary beamline.

0 50 100 m

Main Ring

Secondary beamline

(1) Preparation section
(2) Arc section
(3) Final focusing section
(4) Target station
(5) Decay volume
(6) Beam dump

ND280

(1)

(2)

(3)

(4)(5)(6)

(a) Diagram of the T2K primary and secondary
beamlines reproduced from [8].

(b) Diagram of the T2K secondary beamline showing the target
station, the decay volume and the beam dump as well as the
muon monitor, reproduced from [156].

Figure 5.3: The T2K primary and secondary beamlines.

The secondary beamline is made up of a target station, which is contained within a 1.5 × 103 m3 helium vessel,

followed by a 96 m-long decay volume and finally a 75 tons, 3.174 m-long beam dump made of graphite. A

diagram of the target station is shown in Figure 5.3b. The protons enter the target station through the beam

window and go through the baffle (a graphite block with a hollowed-out circular portion, 30 mm in diameter).

The baffle acts as a collimator and protects the horns downstream from receiving stray charged particles that

could damage them. The position and width of the proton beam is measured one final time by the Optical

Transition Radiation monitor (OTR) [157] before it collides with the target. The T2K target is a 91.4cm-long

(1.9 radiation length) graphite rod. As the beam collides with the target, about 80% of the protons interact
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with the target, producing secondary mesons, mostly pions and kaons.

The T2K experiment uses three magnetic horns to collect and focus the charged particles produced in the target,

which is located within the first of the three horns. Each horn is run with a positive or negative 320kA pulsed

current producing a 1.7 T magnetic field. When the current is positive, the horns focus positively charged

particles and defocus negatively charged ones, the FHC mode and reciprocally when the current is negative, i.e.

the RHC mode. As they travel through the decay volume, these secondary (and tertiary) particles will decay.

The main decay modes of the particles expected in the T2K secondary beamline are shown in Table 5.1. We

see that in the FHC (RHC) mode a majority of neutrinos (anti-neutrinos) are produced. All particles except

neutrinos and high-energy (≥ 5 GeV) muons are absorbed by the beam dump located at the end of the decay

volume.

Particle Decay Products Branching Fraction (%)
π+ → µ+νµ 99.9877

→ e+νe 1.23 × 10−4

K+ → µ+νµ 63.55
→ π0µ+νµ 3.353
→ π0e+νe 5.07

K0
L → π−µ+νµ 27.04

→ π−e+νe 40.55
µ+ → e+ν̄µνe 100

Table 5.1: Table of the decay modes of particles producing neutrinos in FHC mode. Reproduced from [156].

The high-energy muons that escape the beam dump are used to infer the direction and intensity of the neutrino

beam using the muon monitor (MUMOM). This detector consists of ionisation chambers and silicon photodiodes.

Using MUMOM and the fact that high-energy muons are mostly produced in the two-body decay of pions:

π+ → µ+ + νµ, the direction of the neutrino beam is measured with a precision better than 0.28 mrad, and the

stability of its intensity is measured with a precision better than 3% [158]. The direction of the neutrino beam

is also measured by the INGRID on-axis detector described later in section 5.3.1.

5.2.2 Beam composition and simulation

An MC simulation is used to estimate the T2K neutrino flux at the near and far detectors. This simulation

tracks all secondary particles and any proton that did not interact with the target up to their absorption or decay

to daughter particles. The simulation of the primary interaction of 30 GeV protons with the graphite target

and of secondary particle production, used to make neutrino flux predictions is tuned using NA61/SHINE data

on a replica of the T2K target experiments at CERN [159, 160]. The subsequent interactions within the target

is simulated using FLUKA [161]. The particle interactions outside the target are simulated using GEANT3.

The predicted neutrino flux at ND280 is shown for the FHC and RHC modes in Figure 5.4.

The uncertainty in the neutrino flux is one of the main sources of uncertainty in T2K. The muon scattering
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Figure 5.4: Simulated neutrino flux at the T2K near detector. Reproduced from [2].

analysis presented in Chapter 6 makes use of the fact that the incoming muon flux is measured before entering

the fiducial volume of interest, allowing us to normalised the MC simulation directly to the data, as discussed

in Section 6.3.1.

5.2.3 Off-axis angle concept

The beam axis is offset from the target to the far detector direction by 2.5◦. The T2K experiment was the first to

use this off-axis method, which provides great advantages in the study of neutrino oscillations and interactions.

The majority of muon neutrinos in the beam are produced in the two-body pion decay: π+ → µ+ + νµ. The

energy Eν of such a neutrino depends on its angle θ with respect to the pion direction:

Eν =
m2

π − m2
µ

2(Eπ − pπ cos θ)
(5.1)

where mπ and mµ are the pion and muon masses, Eπ is the pion’s energy and pπ its momentum.

By choosing a value of 2.5◦ for the off-axis angle, T2K ensures that the neutrino flux peaks close to 600 MeV.

This corresponds to the maximum νe appearance (and νµ disappearance) probability for a 295 km baseline,

as shown in Figure 5.5. This figure also shows that a higher off-axis angle reduces the energy spread of the

neutrino beam, keeping it in the region dominated by CCQE interactions, for which it is easier to reconstruct

the neutrino energy from the kinematics of the observed lepton, as was discussed in Section 2.1.1. It also limits

the number of higher-energy unoscillated events at the far detector, in particular NCπ0 events, which are a

significant background to the oscillation measurement [162, 163].
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Reproduced from [156].

5.3 Near detectors

The T2K experiment uses a pair of detectors, located 280 m away from the target. These are housed in the

near detector complex, shown in Figure 5.6a. Two of them, the on-axis Interactive Neutrino GRID (INGRID)

and the off-axis Near Detector at 280m (ND280) are used to characterise the unoscillated neutrino beam and

measure its interactions with matter before it travels to the far detector.

5.3.1 INGRID

The T2K experiment uses the INGRID detector to measure the beam profile and rate. This detector is made

up of 16 identical modules composed of interleaved layers of iron plates (summing up 7.1 tons of mass per

module) and scintillator planes, which measure the particles produced in the interaction of a neutrino with the

iron. Each module is surrounded by scintillator planes which veto charged particles coming from outside it.

The modules are arranged in a cross-shape, as shown on Figure 5.6b. The cross’s centre is centred along the

beam axis.
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(a) The T2K near detector complex. The
ND280 magnet and ECALs are open, show-
ing the inner tracker. (b) T2K’s on-axis neutrino detector: INGRID.

Figure 5.6: T2K’s Near detector complex with focus on the INGRID detector [8].

5.3.2 ND280

The off-axis near detector of T2K is called ND280. The z component of the ND280 coordinate system is

parallel to the ground; its x and y components are perpendicular to it, in the horizontal and vertical directions,

respectively. This detector measures the off-axis neutrino flux and energy spectrum which allows it to put

constraints on the combined neutrino flux and cross-section quantities (which are anti-correlated) [2]. ND280

also measures the contamination of electron (anti)neutrino and wrong sign background (e.g. ν̄µ in FHC mode)

in the beam. The presence of electron (anti)neutrinos in the beam an irreducible background in T2K’s (and,

in truth, any long baseline [164, 165]) neutrino oscillation analyses. T2K’s 2013 observation of νe appearance

in a νµ beam [150] is a good illustration of this: the irreducible νe contamination coming from the beam was

predicted to be 3.2 events whilst the total background (θ13 = 0) expectation was 4.92 ± 0.55 events. A total of

28 νe candidates were observed in the far detector in this analysis.

ND280 is a magnetised 5.6m×6.1m×7.6m (width × height × length) detector. It consists of a tracker region and

electromagnetic calorimeters (ECALs) all enclosed within a solenoid magnet. This dipole magnet is re-purposed

from the UA1 [166] and NOMAD [167] experiments at CERN. It produces a 0.2 T field (known with a precision

of 2 × 10−4) in the x direction, causing forward-travelling negative (positive) particles to bend downwards

(upwards). This is used to infer the particle charge. The gaps between the return yokes of the magnet that

are closest to the inner detector are instrumented with scintillator counters. Together, they make up the Side
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Figure 5.7: Diagram of the ND280 detector composed of the UA1 magnet, the electromagnetic calorimeters and
the inner tracker. Reproduced from [2].

Muon Range Detector (SMRD), whose main purpose is to tag muons entering and leaving the ND280 detector

[168].

In its pre-upgrade (T2K phase I) configuration, shown in Figure 5.7, the tracker region of ND280 is composed

of the π0 detector (PØD) on its upstream side followed by two Fine Grained Detetors (FGDs) sandwiched

between three gaseous Time Projection Chambers (TPCs) in the following arrangement: PØD-TPC1-FGD1-

TPC2-FGD2-TPC3.

The tracker is surrounded by three ECALs: the PØD ECAL around the PØD, the barrel ECAL around the

tracker and the downstream ECAL placed after TPC3. These calorimeters are made of scintillator material

interleaved with lead and provide a quasi-complete coverage of the tracker. They are used to distinguish the

track-like (i.e. muons) from shower-like (i.e. electrons, photons) particles. [169].

The PØD is composed of interleaved layers of brass sheets, scintillator planes and thin bags filled either with

water or air. This detector is designed to measure neutrino neutral current interactions generating π0 particles

(NCπ0) [170]. This channel is an important background in neutrino oscillation analyses since it can look like

CCνe in the far detector [171]. The PØD’s capability to switch between water and air targets is useful for

cross-section comparison; an interesting example using the νe component of the beam is discussed in [172].

Both the SMRD, PØD and ECALs are used to identify particles coming from outside the detector, either

cosmic-rays, or particles produced by neutrinos interacting upstream of ND280 (these are later referred to as

SAND interactions, i.e. happening in the sand before ND280).
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5.3.2.1 FGDs

Each of the two ND280 FGDs weighs approximately 1.1 tons, together, they make up the main target material

used to measure the unoscillated flux and study neutrino interactions at ND280. Both FGDs are composed of

layers of polystyrene scintillator bars of 9.61mm×9.61mm×1864.3mm arranged either along the x or y direction.

Each bar has a central hole running through its length and fitted with a wavelength-shifting (WLS) fibre

collecting the scintillation light produced in the bar when charged particles cross it. The combination of two

layers is called an “XY module”, there are fifteen such modules in FGD1. In FGD2 there are only seven XY

modules and the six gaps between the modules are filled by bags of water [173].

As well as serving as hydrocarbon (FGD1) and water (FGD2) targets, the FGDs provide particle tracking and

some PID information based on the amount of energy deposited by particles in it. Figure 5.8 shows the energy

deposited by muons, pions and protons in the FGD1 as a function of the track length, compared with MC

prediction. Where possible, the tracks measured in the FGDs are matched by the reconstruction algorithm to

those measured in the TPCs. FGD tracks of particles travelling at a high angle compared to the beam axis are

matched with ECAL and SMRD tracks. The muon scattering inclusive cross section presented in Chapter 6

uses FGD1 as its target.

Figure 5.8: Energy deposited by particles stopping in FGD1 as a function of the track length. The MC
expectation is shown in the solid lines. The scatter plot shows neutrino beam data. Reproduced from [173].

5.3.2.2 TPCs

There are three time projection chambers (TPCs) interleaved around the two FGDs. These are made up of an

outer and an inner airtight “box” whose dimensions are respectively 2302 mm × 2400 mm × 974 mm and 1808

mm × 2230 mm × 854 mm (x × y × z). The inner box is filled with an Ar40:CF4:C4H10 (95:3:2) gas mixture

whilst the gap between the inner and outer boxes is filled with CO2 [174].
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(a) Working principle of the Micromegas, reproduced from
[175].
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(b) Diagram of the ND280 TPCs, reproduced from
[174].

Figure 5.9: Presentation of the ND280 TPCs.

A voltage difference is applied between the inner box’s cathode, at −25 kV, located at the centre and the bulk

Micromegas modules located on the two sides the TPCs. Their nominal voltage is −350 V. When charged parti-

cles cross the inner volume, they ionise the gas mixture. The ionisation electrons drift towards the Micromegas

under the influence of the electric field, where they are amplified and read out. This is shown in Figure 5.9a

and discussed in [176]. The TPCs provide a 3D reconstruction of the particle’s trajectory, using the measured

drift time of electrons to estimate the x component of the particle’s trajectory.

The particle identification is achieved by comparing the energy deposited in the TPC gas mixture to the

expected deposited energy for each particle type. Figure 5.10 shows the energy lost by particles in the gas with

MC predictions. The TPC’s resolution on the energy deposited by MIPs per unit distance is 7.8% ± 0.2%,

which exceeds ND280’s requirement of 10%, needed to separate electrons from muons at the 4σ confidence level

[174].

(a) Negative particles

positrons

(b) Positive particles

Figure 5.10: Energy deposited by various particles in the ND280 TPCs used for particle identification. Figures
reproduced from [174].
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Figure 5.11: TPC momentum resolution for a simulated sample of muons as a function of the momentum
perpendicular to the magnetic field. The dashed line indicates the targeted resolution. Reproduced from [174].

The momentum of the particle is estimated based on its curvature in the magnetic field. The momentum

resolution of the TPCs as a function of the particle’s momentum perpendicular to the beam axis is shown in

Figure 5.11 for a sample of simulated muons. As could be expected, the momentum resolution is worse for

higher-momentum particles due to their almost linear trajectory in the TPC.

5.4 Super-Kamiokande

The T2K experiment uses the Super-Kamiokande water Cherenkov detector shown in Figure 5.12 as its far

detector. It is a cylindrical water Cherenkov detector, 39m in diameter and 42m in height, composed of two

regions: an inner detector (ID) and an outer detector (OD) surrounding it. The OD is used to veto particles

that are not produced inside the ID.

Super-K’s overburden is about 1000 m of rock, corresponding to 2700 meters-water-equivalent, shielding it from

most cosmic rays. The whole detector is filled with 50 kilotons of ultra-pure water (doped with gadolinium since

2020 [137, 178]), which is the interaction target for the neutrinos. The walls of the ID are lined with 11,146

inward-facing 20-inch PMTs, together, they provide a 40% photo-coverage of the ID. The OD inner walls are

populated with 1,885 outward-facing 8-inch PMTs. A Tyvek and polyethylene layer provides optical shielding

between the ID and OD regions.

As charged particles travel through water, they produce Cherenkov light if they are above threshold. The

“fuziness” of the Cherenkov light is used to separate muons from shower-like particles (electrons and photons)
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Figure The Super-Kamiokande detector in Ikenoyama
Figure 5.12: Presentation of the Super-Kamiokande detector. Adapted from [177]

.

(a) 439.9 MeV muon. (b) 622.5 MeV electron

Figure 5.13: Example of Super-K simulated event displays for particles produced by neutrino interactions inside
the ID which are identified as muons (a) and electrons (b). Figures by the T2K collaboration.

and the hit timings are used to reconstruct the particle’s trajectory. The opening of the cone of light is used to

infer the trajectory of the particle and the interaction vertex, whilst the total amount of light produced is used

to measure its energy. Figure 5.13 shows examples of Cherenkov light rings identified as muon and electron.

By comparing the flavours of leptons produced by (anti-)neutrinos in the near and far detectors, the T2K exper-

iment directly measures the θ13, θ23 and δCP parameters of the PMNS matrix as well as the Δm2
32 parameter.



Chapter 6

Muon scattering on Carbon

6.1 Introduction

Since the 1970s, high-energy muons have been used to probe the structure of nuclei and nucleons. The European

Muon Collaboration (EMC) notably discovered in 1984 that the quark distribution inside nucleons was affected

by the nuclear environment, by looking at muon deep inelastic scattering (DIS) on deuterium and iron atoms

[179].

Although high-energy muons have been used multiple times, there is barely any muon scattering data available

at sub-GeV and GeV energies. The rare examples include the demonstration by the MICE collaboration of

ionisation cooling of 140 MeV/c muons [117] and a study of the scattering of 172 MeV/c muons by Attwood et.

al. [115] discussed in more detail in Section 6.5.1.3. This latter measurement, covering the range of −0.105 rad

to 0.105 (−6.0◦ to 6.0◦) was used to validate Geant4 models of muon scattering at low energies, as presented

in [122].

The work presented in this thesis proposes to fill the experimental gap between ∼ 200 MeV/c and multi-GeV

muon-carbon scattering data using the T2K ND280 detector. We measure the trajectory of about a million

negatively charged muons before and after crossing a hydrocarbon target, namely the FGD1 sub-detector, and

from there measure the muon scattering angle and transferred energy. Such a dataset can be used, as described

in Section 2.2.1 to validate our modelling of neutrino-nucleus interactions. It can also be useful to tune the

Geant4 models of GeV/c muon propagation through matter, helpful for instance in muon cooling, tomography

and radiography [117, 180, 181].

Section 6.2 presents how we identify and select well-reconstructed muons which cross the TPC1, FGD1 and

TPC2 sub-detectors. It then describes how the information from the two TPCs are used to propagate the

96
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trajectory of the muon into FGD1, accounting for energy lost due to ionisation and radiation, and estimate the

angle by which the muon was deflected as it crossed the 33 cm-thick FGD1. In this analysis, we assume that

at most one scatter took place in the FGD1, treating it as a thin target, essentially combining out the effect of

multiple scattering (MS) into a single scatter. A future version of this analysis should treat the detector as a

superposition of thin targets instead of a single one, to reduce biases from MS. Since muons are not expected

to scatter more than once in FGD1 we deem the present approximation acceptable for this blue-sky analysis.

The analysis presented here uses two different selections, the “entire” sample, containing all muons crossing

TPC1, FGD1, and TPC2, used to estimate the total muon scattering cross-section and the “scattered sample”

containing only muons which are thought to have scattered inside FGD1. These samples are presented in Section

6.2.2 and 6.2.5 respectively.

In principle, one could study the scattering of muons of any origin (neutrino, cosmic ray, secondary interactions,

etc.) with the same experimental method. In practice, requiring that muons cross the three sub-detectors is

most easily fulfilled by muons produced in charged current νµ interactions upstream of TPC1. These events

benefit from having been thoroughly studied and calibrated by the T2K collaboration. This analysis uses

7.78×1020 POT of data collected in runs 2, 3, 4 and 8 of T2K data taking. These runs correspond to stable

ND280 operation in the FHC mode prior to its upgrade. Because of limited computational resources, the T2K

collaboration only simulates a small amount of neutrinos interacting upstream of the ND280 detector (referred

to as SAND MC or SAND events), focusing instead on the more interesting neutrino interactions taking place

within the ND280 (referred to as ND280 MC). The analysis presented here does not distinguish muons produced

inside ND280 from those produced outside it. We therefore expect a significant fraction (see Section 6.2.1 for

more details) of the muons selected to have been produced in the sand upstream of ND280. The SAND MC

simulation is known to be less accurate than the ND280 and we expect some data-MC discrepancies originating

from this sample. We have decided to include SAND event instead of attempting to remove them from the

sample to maximise the statistics.

This analysis uses the entire SAND MC simulation computed in FHC mode, which corresponds to 10.4×1020

POT. It uses a subset of the ND280 MC simulation corresponding to 23.5 × 1020 POT. For the entirety of the

analysis, the ND280 MC is weighted by a factor f = POTSAND/POTND280 = 0.44. This weighting matches the

ND280 and SAND simulated POT. Table 6.1 summarises the amount of data and MC used in this analysis.

With some minor modifications, we could use the selection procedure presented here to study the interaction

of muons in FGD2, which is a hybrid water-hydrocarbon target.



98 Chapter 6. Muon scattering on Carbon

Sample POT
ND280 MC 23.5 × 1020

SAND MC 10.4×1020

Data 7.78×1020

Table 6.1: Summary of the data and MC samples used in the muon scattering analysis. Each ND280 MC event
is weighted by 0.44 to match the total amount of SAND POT. This analysis uses the entirety of the SAND MC
simulated by T2K.

Section 6.3 presents the analysis methods that were used to normalise the Monte-Carlo simulation to the data

and the unfolding procedure that was used to factor out detector effects and retrieve true kinematic distributions.

Section 6.4 goes on to describe the correction and systematic uncertainties associated with this measurement.

Section 6.5 presents the first comparison between data and Geant4 simulation in the 200 MeV/c to 4.5 GeV/c

momentum range and Section 6.6 compares the data and MC with predictions of muon scattering made with

the experimental version of NEUT described in Section 2.2.2.

6.2 Event selection

The muon scattering analysis selects muon-like tracks that cross TPC1, FGD1 and TPC2. In practice, the

selection tries to match together TPC1 and TPC2 tracks corresponding to the same muon if it has crossed

FGD1. We define this as an “event”.

This analysis uses two selections, the “entire” selection containing all muons which travel through the three

sub-detectors and the “scattered” selection, a subset of the first one, containing muons which have genuinely

scattered in FGD1. In practice, the analysis relies exclusively on TPC1 and TPC2 momentum reconstruction

and PID information to select events in both samples. As mentioned in Section 5.3.2.2, when charged particles

cross the TPCs, they ionise the gas, liberating electrons which are detected by the Micromegas. The ND280

reconstruction software identifies clusters of hits in the TPCs and combines them to form tracks. The algorithm

then stitches together tracks reconstructed in all sub-detectors to obtain the entire trajectory of a given particle.

Looking at generator level information, we consider that a pair of reconstructed TPC tracks is correctly selected

(i.e. a signal event, s) if all of the following conditions are met:

• The outgoing particle (in TPC2) is the same particle (i.e. same Geant4 particle ID) or the daughter of

the incoming particle (in TPC1)

• Both incoming and outgoing tracks are negative muons (Geant4 PDG code 13)

• Both particles cross FGD1
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If one or more of these conditions are not met, then the event is categorised as background b. The selection

procedure described in the following sections maximises the sample purity (i.e. fraction of true scatters in the

sample) without significantly reducing its efficiency. This is done by maximising either of the two following

figures of merit (FOMs):

SSB =
s√

s + b
(6.1)

and

PPE = purity × purity × efficiency (6.2)

depending on the variable of interest. In practice, those two FOMs are not equivalent in principle but give the

same optimal point in most of the cases. In case they differ, we choose the FOM which corresponds to the

tighter selection.

6.2.1 Entire sample selection

This section describes the selection procedure used to construct the “entire” sample containing muon-like events

crossing TPC1, FGD1 and TPC2.

6.2.1.1 Event quality and multiplicity cut

For events to be accepted by the selection, they need to satisfy the global ND280 event quality requirement,

which requires that they fall within the designated bunch time windows of the neutrino beam and that the

detector is operational (e.g. the UA61 magnet is on). We also require that there is at least one reconstructed

track in TPC1 and in TPC2, and that each track has at least 18 hits in the TPC. This requirement is ND280’s

common definition of a “good” TPC track [174]. Tracks shorter than 18 hits are more likely to be cutting

corners of the TPC and/or be poorly reconstructed.

6.2.1.2 Propagation quality

As will be described in Section 6.4, the particle’s momentum and direction measured by the TPCs are used

to estimate the point of closest approach between the two TPC tracks. The propagation of a track forward

or backwards from a given point at which the particle type, direction and momentum are known, is done by

calculating the trajectory of the particle by taking small steps in the direction of travel, accounting at each
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step for the particle’s curvature in the magnetic field and the energy lost to (or “gained from” when travelling

backwards) the material according to the Bethe-Bloch formula for energy loss [146]. The propagation algorithm

saves the muon momentum pi and position {xi(zi), yi(zi), zi} at any point i along its trajectory. The step length

is d = 1 cm for this analysis. This value corresponds to the highest accuracy achievable within the available

computing resources. Section 6.2.3 discusses the precision of this propagation. We fit each set of points xi(zi),

yi(zi) with a second-order polynomial to obtain a continuous form for the particle’s trajectory as a function of

the z coordinate:











x̃(z) = axz2 + bxz + cx

ỹ(z) = ayz2 + byz + cy

(6.3)

where the a, b and c coefficients are fitted using the Minuit2 minimiser [182, 183]. The coefficients are unique

for each track and each direction of propagation. Because the ND280 magnetic field is in the x direction, the

particle trajectories are mostly straight in the x direction, and therefore ax ≈ 0.

Given a TPC track i with start point xi
0 = (x0, y0, z0), start momentum pi

0, end point xi
f = (xf , yf , zf ) and

end momentum pi
f , we measure the accuracy of the propagation by comparing xi

f with the forward propagated

(i.e. with starting position xi
0 and momentum pi

0) position of the particle in the z = zf plane : x̃i(zf ♣xi
0, pi

0) =

(x̃(zf ), ỹ(zf ), zf ). Similarly, we compare x0 with the backwards propagated position of the particle at z = z0:

x̃i(z0♣xi
f , pi

f ) = (x̃(z0), ỹ(z0), z0). In both MC and data we use the reconstructed start and end point of the

tracks to validate the accuracy of the propagation tool. We define the mean propagation quality for a pair of

TPC tracks i ∈ 1, 2 as:

Mean quality =

�

�

i

�

x̃i
0 − xi

0

�2
+
�

x̃i
f − xi

f

�2

�

i Li
(6.4)

where Li is the total length of track i.

Importantly, because we are trying to select only muons, we set the particle mass and charge to be those of a

negatively charged muon in the propagation for all TPC tracks, regardless of how they have been identified by

the reconstruction algorithm. This means that by construction, the propagation quality is worse for particles

which are not negative muons. It is expected to be especially poor for electrons and protons whose mass greatly

differs from the muon mass and for positively charged particles, which will bend upwards instead of downwards

in the magnetic field. Applying an upper cut on the value of the mean propagation quality removes tracks

whose momentum has been poorly reconstructed and effectively acts as a first PID cut. Figure 6.1 shows the

distribution of signal and background events as a function of the mean propagation quality in the MC, showing

that a cut at 5% optimises the PPE FOM. Instead of applying this 5% cut on the mean propagation quality,
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we apply it to the individual track propagation quality defined as:

Track quality =

�

(x̃0 − x0)
2

+ (x̃f − xf )
2

L
(6.5)

which allows us to remove single tracks instead of pairs of tracks, preserving a relatively high efficiency and

reducing the risk of accepting a pair of tracks where one is well reconstructed and one is not, which would

reduce the purity, in case this latter track is not a muon but for example a pion. The efficiency indicated in

the plot is calculated as the fraction of true TPC muon track pairs correctly identified by the selection before

the cut on the mean quality (i.e. after the data quality cut and requiring that there is a track in both TPCs).

After applying the 5% cut on track propagation quality, the efficiency reduces from 74.1% to 73.8%, a small

reduction in efficiency despite the large total number (8%) of TPC pairs removed from the sample by this cut.

This is because a large fraction of muon tracks which were previously wrongly paired with poorly reconstructed

tracks (corresponding to a background event) are now paired with the correct track (i.e. corresponding to a

signal event) after the removal of poorly reconstructed tracks.
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Figure 6.1: Mean propagation quality showing that poorly reconstructed events are mostly background events,
as expected from the track propagation method described in the text. The PPE FOM peaks when an upper
limit of 5% is applied. The purity and efficiency indicated in the title are prior to applying this cut.
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Pullµ Pulle Pullp Pullπ
Incoming track [-8.80, 4.40] [None, 1.00] [-20, None] [None, None]
Outgoing track [-6.60, 4.00] [None, 8.40] [None, 11] [None, None]

Table 6.2: Summary of the range of pulls accepted in the selection for the entire sample. “None” indicates that
no upper or lower cut is applied.

6.2.1.3 Particle identification

The particle type is estimated based on the energy it deposits in the TPC. We define a pull as the difference

between the observed energy deposition per unit length dEmeas./dx in the TPC and the expected energy

deposited for a given particle i (dEexp., i/dx) divided by the energy resolution for this particle type σi [184]:

Pulli =
dEmeas.

dx − dEexp., i

dx

σi
. (6.6)

We set individual cuts on the value of Pullµ, Pullπ, Pullp and Pulle to maximise the FOMs presented previously.

Figure 6.2 shows the distribution of the Pullµ variable, showing the optimal cut values. The cut values on the

pull variables are presented in Table 6.2. We have tuned the value of the cut for the incoming and outgoing

TPC segments separately to ensure the highest purity of the selection. We can see on Figure 6.2 that the sample

is already very pure (with a purity greater than 93.0%) thanks to the previous selection cuts and that applying

cuts on the value of the TPC pulls only marginally improves the purity of the selection. The distribution for

the other pulls are presented in Appendix B.

6.2.1.4 Track matching and distance of closest approach

Once the selection has identified one (or more) muon-like, well-propagated TPC1 track(s) and one (or more)

muon-like well-propagated TPC2 track(s), it needs to ensure that they correspond to the same muon.

To do so, we propagate the TPC1 track forward (x̃→ = (x̃→, ỹ→, z)), from its end point, into FGD1 and we

propagate the TPC2 track(s) backwards (x̃← = (x̃←, ỹ←, z)), from its start point, into FGD1, using the method

presented in Section 6.2.1.2. For each TPC1 track, we measure the distance of closest approach (DCA) with

each of the TPC2 tracks:

DCA(zPCA) =

�

(x̃→(zPCA) − x̃←(zPCA))
2

+ (ỹ→(zPCA) − ỹ←(zPCA))
2 (6.7)

where zPCA is the z coordinate of the point of closest approach (PCA) between the two tracks. We identify the

PCA as the point within FGD1 closest to both propagated tracks, as illustrated in Figure 6.3.
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Figure 6.2: Distribution of the Pullµ variable showing that events away from Pullµ = 0 are mostly background
events. The purity and efficiency indicated in the title are prior to applying cut on the pulls.
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TPC1 TPC2

FGD1

Figure 6.3: Diagram of the matching between two TPC tracks (solid line) showing their propagation (dashed
line) into FGD1 and the point and distance of closest approach.

The selection algorithm uses a simple least-squares minimiser [182, 183] to find the value of zPCA which minimises

Equation 6.7. We set z = 281.5 mm (i.e. the middle of FGD1) as the prior fit value. We bound zPCA to be

within 115.620 mm and 447.375 mm (i.e. within FGD1). This bounding of zPCA ensures that the reconstructed
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PCA is within FGD1 instead of “anywhere” within the detector, which would otherwise typically happen for

un-scattered muons for which the TPC1 and TPC2 tracks are collinear. Because of this, we cannot ensure that

tracks cross FGD1 by applying a cut on the position of the PCA. Instead, we require that the DCA between

the two tracks is less than 138 mm, which maximises the PPE FOM as shown in Figure 6.4. This DCA cut

acts as both a fiducial volume cut and a “track matching quality”. In case there is more than one pair of tracks

meeting the above requirement, the algorithm selects the pair(s) of tracks with the smallest total DCA.
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Figure 6.4: Distribution of the distance of closest approach showing that a cut at 138 mm optimises the PPE
FOM. The purity and efficiency indicated in the title are prior to applying this cut.

6.2.2 Properties of the through-going sample

Sections 6.2.1.2 to 6.2.1.4 have described how we match pairs of TPC tracks which look like through-going

muons. Figure 6.5 shows an example of an event where a true negative muon (PID = 13) and a true negative

pion (PID = -211) crossed TPC1, FGD1 and TPC2. The reconstructed entry and exit points in the TPCs
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are marked by a cross and the propagated trajectory is shown as a dashed line. The downwards bending of

the particles in the magnetic field is visible and well modelled by the propagation tool. We can infer from

the trajectories that the muon has a higher momentum than the pion. The true and reconstructed PCAs are

indicated in red and blue, respectively. There are no true PCA associated with the pion track since it is a

background event. We can see that the true and reconstructed PCAs are respectively at the start and end of

FGD1 for the through-going muon. This is because the two TPC segments are collinear (i.e. the muon does

not scatter in FGD1), which causes the DCA fitter to reach its boundary value.

The entire selection accepts a total of 937,650 pairs of TPC1 and TPC2 tracks (later on referred to as candidate

scatters) in 7.72×1020 POT of data and 814,245.6 candidate scatters in 1.0235×1021 POT of MC. The selection

accepts 34.4% fewer candidate scatters per POT in the MC sample compared to the data (i.e. 795.55/1018 POT

in MC compared to 1214.11/1018 POT in data). This difference is likely to be due to limitations in the SAND

simulation. For example, an underestimation of the amount of material upstream of ND280 would greatly reduce

the flux of SAND muons. Whilst this rate difference is not an issue for neutrino cross-section measurements for

which through-going muons are an easy background to remove, it has to be addressed in this muon scattering

cross-section analysis. This will be discussed in Section 6.3.1.

Figures 6.6a and 6.6b show the incoming kinematics for SAND and ND280 events respectively. About 68% of

selected MC events belong to the SAND simulation, the remaining 32% are from the ND280 simulation. Most

muons are incoming parallel to the z-axis. Low momentum muons typically enter TPC1 at higher angles due

to having been bent by the magnetic field prior to reaching TPC1.

In Figure 6.6 we see that SAND and ND280 events have different kinematics, with particles produced in the

sand typically incoming at a shallower angle and higher momentum than those produced inside ND280. This

is because low-momentum muons produced from neutrinos interacting upstream of ND280 are more likely than

higher-momentum ones to be absorbed or decay upstream of TPC1 or be bent away from TPC1. Muons

produced in ND280 upstream of TPC1 (mostly in the PØD) and accepted by the selection tend to have a lower

mean momentum since they do not have to cross as much material to reach TPC1. We note that there are only

few events with momentum lower than about 250 MeV/c. This is because of the through-going requirement,

which disfavours particles which significantly bend in the detector. We observe a relatively large number of

high-momentum (> 2 GeV/c) events in the ND280 sample. These correspond to the high-energy tail of the

neutrino spectrum and mis-reconstructed lower momentum particles.

We estimate the total purity of the entire sample and the contribution from each background using the MC

simulation which we assume to be correct. Additional dedicated control studies outside the scope of this thesis

would be necessary to assess the limitations of the MC. In this analysis, we split events into 13 categories

presented in Table 6.3, one of them is the signal and the others are different types of backgrounds. The ND280
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Figure 6.5: Visualisation of an event where a negative muon and a negative pion cross TPC1, FGD1 and TPC2,
showing the reconstructed and true PCAs in FGD1. We observe that the selection process correctly matches
the TPC tracks but misidentifies the pion as a muon.

software only stores true vertex information for neutrino interactions. It is therefore impossible to know a priori

whether a given charged particle has elastically scattered or not. We use the term “affiliated” to qualify any

pairs of TPC tracks corresponding to the same true particle or a true mother-daughter pair, as given by the
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Figure 6.6: Number of events selected per bin of incoming angle and incoming momentum in the through-going
selection for SAND and ND280 MC simulations.

Geant4 truth. In Table 6.3, we refer to as “scatter” any events for which the two affiliated tracks also have the

same PID.

The different background types can be split into three categories, as indicated on Figure 6.3:

• reconstruction-induced backgrounds, where the spatial reconstruction of the track failed (i.e. fake

tracks, OOFV)
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Catergory Description
µ− scatter Tracks are affiliated, µ−, truly cross FGD1 (signal)

OOFV Tracks are affiliated, µ−, do not cross FGD1
FakeTrack(s) One or both of the tracks does not correspond to a true particle
π− scatter Tracks affiliated, both π−, cross FGD1
µ+ scatter Tracks affiliated, both µ+, cross FGD1

Other scatter Tracks affiliated, cross FGD1, same PID̸=¶π−, µ±♢
µ− → X Tracks affiliated, cross FGD1, incoming is µ− outgoing is not µ−

π− → µ− decay Track affiliated, cross FGD1, incoming one is π−, outgoing is µ−

µ− → e− decay Track affiliated, cross FGD1, incoming one is µ−, outgoing is e−

Other Affiliated All other affiliated tracks crossing FGD1
Accidental µ− Tracks are not affiliated, both µ−

Accidental non-µ− Tracks are not affiliated and one or both of them is not a µ−

Other Everything else

Table 6.3: Event categories, based on truth level information.

• physical backgrounds, where the incoming and outgoing tracks are affiliated but not muons

• accidental backgrounds, where the incoming and outgoing tracks are incorrectly matched.

The overall purity of the through-going selection, also referred to as the entire sample, is 98.99%. Figure 6.7a

shows the distribution of particle momenta as they exit TPC1 (later referred to as incoming momenta, implied

into FGD1). Similarly, the outgoing momentum is defined as the initial particle momentum in TPC2. Figure

6.7b shows the contribution of each background. The selection is extremely pure with very high statistics.

We observe that the first momentum bin, ranging from 0 to 200 MeV, has a purity of 86.4%, much lower than

the purities in the other bins of incoming momentum, which are all greater than 98%. Accidental backgrounds

dominate in this first incoming momentum bin, whilst they are almost non-existent in higher momentum bins.

This is because lower momentum particles curve more and are therefore more likely to cross paths with other

tracks and be accepted by the DCA cut presented in Section 6.2.1.4. We decided against applying an additional

momentum threshold cut, which would reduce the available phase-space without significant improvement to the

selection’s purity.

We see that the majority of background events in the selection correspond to genuine physical processes (92.4%

of all backgrounds) and the rest of them are accidental backgrounds with almost no cases of reconstruction-

induced background events. This highlights the performance of muon track reconstruction by the TPCs. The

main background contamination is genuine negative pion scatters, corresponding to 79.9% of all backgrounds

in this sample. This is expected since pions look almost identical to muons at these momenta. If we needed

to further reduce the pion background, we could require that the outgoing track travels a long distance after

leaving TPC2, e.g. reaching the SMRD, which pions, unlike muons, are unlikely to do. This additional selection

step is not necessary for this analysis, seeing the low contamination level, but it could be a useful veto when

trying to make a pion scattering measurement where muons are expected to be the largest background.
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(a) Track momentum at the end of TPC1 for events selected in the through-going
sample.
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(b) Fraction of background in each incoming momentum bin.

Figure 6.7: Reconstructed incoming momentum for the entire sample: 916,806 events selected with less than
10GeV/c of momentum in 1.04×1021 POT of MC SAND and ND280 simulation. The values indicated in legend
correspond to the total fraction of each event type in the sample.
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We define the scattering angle as the angle between the instantaneous incoming and outgoing muon trajectories

at the PCA, as given by the functional forms of the trajectories presented in Equation 6.3. Figure 6.8a shows

the distribution of measured scattering angles for the entire sample. We note that the total number of events

indicated in the title corresponds to the number of events with scattering angle less than 1.57 rad, not the

total number of events selected in the sample. Events with scattering angle larger than 1.57 rad or incoming

or outgoing momentum larger than 10 GeV/c are not included in the unfolding procedure presented in Section

6.3.2 nor in the comparisons of Sections 6.5 and 6.6. This cut reduces the range of cross-sections, preventing us

from making an absolute cross-section measurement. Instead, this preliminary version of the analysis focusses

on making comparisons between the data and MC predictions using the same selection cuts.

We observe that the majority of muons do not deviate as they travel through FGD1, with a scattering angle

close to zero. Figure 6.8b presents the fraction of backgrounds in each scattering angle bin. We note that most

events with scattering angles larger than 0.24 rad (13.8◦) are background events. Comparing the MC with data

in background-dominated bins will be useful to verify the background modelling, which is discussed in Section

6.5. Preliminary studies have estimated that the selection efficiency is on the order of 65%. Due to the large

statistics available we have chosen a figure of merit for the selection that prioritises purity above efficiency.

6.2.3 Validation and correction of the propagation method

6.2.3.1 Correction to the momentum estimate

Section 6.2.1.2 presented how the TPC tracks are propagated into FGD1 and how we estimate the momentum

of the muon at the PCA. To ensure that this estimate of the incoming and outgoing momenta is accurate, we

look at a separate MC sample of muons truly produced in FGD1 and measured in TPC2. These muons originate

mostly from charged current neutrino interactions, but can also originate from pions decaying inside FGD1.

We compare the generator-level starting momentum of the muon (♣ptrue♣, labelled “true” in this section and

the next) with our estimate of the muon momentum at the true muon z starting point (♣p prop.♣, labelled

“propagated” in this section and the next). This estimate is calculated using the propagation method presented

in Section 6.2.1.2 and generator-level TPC2 momentum and direction as opposed to reconstructed ones. Figure

6.9a shows the fractional difference between the true and propagated muon momenta as a function of the true

muon momenta. We can see that there is a bias in the propagation algorithm, causing it to overestimate the

momentum of the muon at its starting point. This corresponds to an overestimation of the amount of energy

lost in the material, since this is a backwards-propagated track. This implies that the incoming momentum,

estimated from forward propagating the TPC1 track into FGD1, is likely to be underestimated. Any estimate

of the energy transferred at the PCA based on these momenta is therefore likely to be biased.
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in total out of which 7,480 are pion scattering events).

Figure 6.8: Scattering for the entire sample: 937,320 events selected with scattering angle smaller than 1.57 rad
(90◦) in 1.04 × 1021 POT of MC SAND and ND280 simulation.
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We use this sample to derive a correction to the momentum estimated using the propagation tool. We can see

from Figure 6.9a that this correction factor should depend on the particle’s momentum. Assuming that it is a

mis-modelling of dE/dx or a mismodelling of the track bending, we expect this correction to be proportional to

the total length travelled in FGD1. We define an effective momentum correction factor per unit length travelled

in FGD1:

C =
♣ptrue♣ − ♣pprop.♣

dFGD1
(6.8)

where dFGD1 is the distance travelled in FGD1, as measured using the propagation tool. We see on Figure

6.9a that the difference between the estimated and true momentum can be as large as 0.05 MeV/c/mm for

high momentum muons. Considering that particles typically travel L = 330 mm in the FGD1 (i.e. its length

along the beam axis) and if we assume that the PCA is in the middle of FGD1, the bias in the incoming muon

momentum will be CL/2 = 0.05 × 165 = 8.25 MeV/c and reciprocally, the outgoing muon momentum will be

overestimated by the same 8.25 MeV/c leading to an overall bias in energy transfer of up to -16.5 MeV which

is large compared to the expected total energy transfer of a few MeV for an elastic scatter. Section 6.2.6.3

describes in more detail how we estimate the energy transferred in a scatter.
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Figure 6.9: Difference between the true (i.e. generator-level) and propagated muon momentum divided by the
distance travelled in FGD1, shown against the propagated momentum before (a) and after (b) the momentum
correction is applied, showing the removal of momentum biases. The bars shown correspond to the 1σ spread
of the distribution fitted with a Gaussian in each momentum bin which is significantly greater than the error
on the mean.

As of now, it is not possible to know whether this bias is due to an issue with dE/dx estimation or with the

estimate of the bending in the magnetic field. It is most likely a combination of both. We implement this

correction to the propagated momenta, the result is shown in Figure 6.9b. We estimate that the systematic

uncertainty on this correction is small and mostly due to the uncertainty on the FGD1 mass, which is about

1.7% [184]. We ignore this uncertainty in this preliminary version of the analysis, in future versions we will

implement a dedicated systematic uncertainty parameter to ensure that the results are not biased.
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6.2.3.2 Validation of the PCA estimation

Section 6.2.3.1 showed how a control sample of muons produced in FGD1 is used to correct for biases in the

reconstructed muon momentum. We then use a sample of pion decays to evaluate the bias in our reconstruction

of the position of the PCA. This sample is constructed (using generator-level information) by requiring that

the TPC1 segment is a negative pion and the TPC2 segment is a negative muon, and that they are affiliated

and cross FGD1. We compare the true starting point and initial momentum of the muon with the propagated

initial momentum and PCA estimated using generator-level TPC information. In this case, we are using the

pion mass to propagate the TPC1 segment forward into FGD1 instead of the muon mass. This sample is made

from 2 × 1020 POT of ND280 simulation.

Figure 6.10 shows the relative difference between the true and propagated initial muon momentum, as a function

of the distance between the true muon starting point and the propagated PCA between the muon and pion

tracks. For pions which genuinely decayed in FGD1, a bias of up to 10 cm is observed in the position of

the interaction point, despite using generator-level information as the propagation’s start point. A maximal

momentum bias of up to +8.4% is observed, which corresponds to a 197.7 MeV/c muon. Low-momentum

particles are typically less accurately propagated than higher-momentum ones because the fixed stepping length

is coarser relative to their bending radius in the magnetic field. In the future, momentum-dependent stepping

lengths could be used to reduce this bias.

Muons produced in TPC1 (TPC2) are reconstructed with a momentum lower (higher) than their true value

because the PCA is bound to be within FGD1, causing the method to overestimate (underestimate) the amount

of energy lost. Figure 6.10 shows that this bias can be as large as 20% of the muon momentum.

To investigate whether this momentum bias is caused by mis-reconstruction of the PCA or by errors in the

estimate of the energy lost along the particle’s trajectory, Figure 6.11 shows the fractional difference between

the true and propagated muon momentum at the true z starting point of the muon. There, we see that

irrespective of their starting momentum, the momentum of muons produced in FGD1 from pion decays is

within ±2% of its true value. We observe that muons produced in TPC1 have propagated momentum values

ranging from +3.7% to −2.2% of the true initial muon momentum, slightly worse than for muons produced

in FGD1, probably caused by a poorer modelling of the regions between FGD1 and the TPCs. Because we

backwards propagate the muon using generator-level TPC2 information, we expect no biases in the momentum

of muons truly produced in TPC2, and indeed, we do not see any.
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Figure 6.11: Fractional difference between the true and propagated momenta at the true z coordinate of the
pion decay shown as a function of the true muon momentum.

Looking at muons originating from pion decays has shown that the propagation method is accurate to within

2% in momentum and that it reconstructs the PCA within about 10 cm of its true value. Because the data and
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Monte-Carlo are processed with the same propagation method, we estimate that these biases cancel out when

making data-MC comparison. Unfortunately, the final direction of the pion is not saved in the ND280 software,

preventing us from estimating the bias on the scattering angle variable coming from the propagation method.

6.2.4 Scattered sample selection

From the entire sample, we identify a subset of events that are likely to be genuine scatters (later referred to as

the “scattered sample”). This sample of scattered events can be compared with models of lepton scattering. We

apply two additional cuts on top of the ones presented in Section 6.2.1: a fiducial volume cut and a scattering

angle cut.

6.2.4.1 Fiducial volume cut

As discussed in Section 6.2.1.4, the estimation of the PCA is bound to be inside the FGD1 volume. Figure 6.12

shows the distribution of zPCA for events in the entire sample, looking at about one percent of the data and

MC simulation. Each bin corresponds to one XY module in FGD1.

We observe that about 36% of MC events and 48% of data events have a PCA reconstructed either in the middle

of FGD1 (the prior value in the fit) or in the first or last layer of FGD1 (limited by the fit’s bounds). These

two cases both correspond to cases where the muon is not scattered within FGD1. Either the fitter does not

find a smaller DCA than at its prior value of the PCA (i.e. the muon goes straight through), or the minimal

DCA value is outside the FGD1, causing the fitter to reach its boundary value, for example in cases where the

muon scatters outside of FGD1 or in case of reconstruction issues. Whether these correspond to events where

the muon has not scattered at all or events where the muon scattered outside of FGD1 does not matter for

this analysis; neither of them should be included in the scattered sample. We remove them by requiring that

the PCA is not reconstructed within 11.5 mm (about one layer) of the FGD1 edges nor within ±1 mm of the

middle of FGD1. We note that a higher fraction of data events compared to MC are removed by this cut. We

also observe that muons produced in the sand upstream of ND280 are typically more through-going than muons

produced inside ND280 but still less than the data. This is described further in Section 6.5.2.
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Figure 6.12: z coordinate of the PCA for events in the entire sample showing that about 36% of MC and 48%
of data events have a PCA reconstructed in one of the two outer FGD1 layers or the central FGD1 layer. The
fraction of events in the central bin is the same for the SAND and ND280 MC samples.

6.2.4.2 Scattering angle cut

To further reduce the contamination of unscattered muons and background events in the scattered sample, we

apply a cut based on the value of the scattering angle θ. We require that θ > 1.3◦ to remove through-going

events and θ < 0.24 rad (13.8◦) to remove the last four bins in Figure 6.8, which are background-dominated.

6.2.5 Properties of the scattered sample

As described above, the additional cuts applied to the scatter sample are designed to remove most unscattered

events, they however restrict the sample in a way that is not unproduceable by other experiments. Future

versions of the analysis will focus on moving away from these experiment-specific cuts and use more standard

selection procedures (e.g. based on the kinematics and multiplicity of particles in the final state). Figure 6.13

shows an example of a true muon identified as having scattered. The DCA is 17.2 mm, the reconstructed

scattering angle is 14.5◦, and the incoming and outgoing tracks correspond to the same true muon.

When applied to the available 7.73×1020 POT of data, the scattered muon selection accepts 194,411 events (i.e.

20.7% of the entire sample). Applied to 1.04 × 1021 POT of MC, it accepts 195,566.8±3,324 events events (i.e.

24.0±0.4% of the entire sample); 58.2% of which are from the SAND simulation and 41.6% from the ND280

simulation. The data-MC rate discrepancy in the scattered sample is 25.0% (251.7 selected scatters per 1018

POT of data compared to 188.8±3.2 selected scatters per 1018 POT of MC), compared to 34.4% for the entire

sample. This is discussed in greater detail in Section 6.5.2. The error estimation is presented in Section 6.4.
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Figure 6.13: Visualisation of an event where a negative muon crosses TPC1, FGD1 and TPC2. The green
and pink arrows indicate the instantaneous incoming and outgoing direction at the PCA. We reconstruct a
scattering angle of 14.5◦.

Figure 6.14 shows the initial momentum and angle for particles in the scattered sample.

We observe that the initial momentum distribution of SAND and ND280 MC events is more similar to each

other than they were in the entire sample, reflecting the selection of genuine scatters, which typically occur
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Figure 6.14: Number of events selected per bin of incoming angle and momentum in the scattered sample for
SAND (top) and ND280 (bottom) MC simulations.

more at lower momenta. This preference for low-momentum particles explains why there are fractionally fewer

SAND events in the scattered sample than in the entire sample.
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Figure 6.15: Reconstructed scattering angle for the scattered sample: 206,660 events selected out of 1.04 × 1021

POT of SAND and ND280 MC simulations.
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Using the MC sample, we estimate that the purity of the scattered sample is 98.49%, slightly lower than

that of the entire sample. Figure 6.15 shows the distribution of scattered angle for this sample. Once again,

pion scattering is the largest contamination to the sample, making up 79.8% of all backgrounds, followed by

muon decay to electron, corresponding to 7.4% of all backgrounds. Because the ND280 software does not store

information about charged lepton scattering, it is impossible to measure the efficiency of the scattered sample

selection.

6.2.6 Resolution and binning

We measure the detector resolution on a given observable by comparing (when available) its generator-level

value (labelled true) with its reconstructed one (labelled reco). No generator-level information is available

for the scattering angle and energy transferred variables. Instead, we use a proxy for the true value of these

parameters calculated using the method described in Section 6.2.1.2 but based on the generator-level TPC

observables (i.e. particle momentum and direction) instead of the reconstructed ones. In this section, we

discuss the detector resolution on each of the variables of interest. We define the binning for variable x by

requiring that at least 2σ (95.44%) of the events in true bin i (xi
min ≤ xtrue < xi

max) are reconstructed in the

same bin (xi
min ≤ xreco < xi

max).

6.2.6.1 Incoming and outgoing momenta

The only variables used in this analysis for which the generator-level information is directly available in High-

LAND are the particle’s momentum inside TPC1 and TPC2. Figure 6.16 shows the distribution of reconstructed

momentum for each bin of true incoming momentum in TPC1.

We observe that the differences between the true and reconstructed values follows a Gaussian distribution

centred around zero, meaning that there are no biases in the momentum reconstruction. We have observed that

TPC1 and TPC2 perform almost identically, in line with expectations [174]. We therefore use the same bins

for incoming and outgoing momenta, shown in Figure 6.17.

6.2.6.2 Scattering angle

As described above, to estimate the detector resolution on the scattering angle, we compare the reconstructed

value (θreco) with the one calculated using the same propagation method but based on generator-level TPC

information (θtrue). Figure 6.18 shows the distribution of θreco − θtrue in bins of θtrue.

We see on Figure 6.18 and Figure 6.19 that the true bins contain at least 2σ of the reconstructed values. We

limit the range of the scattering angle bins to 1.57 rad (90◦) as anything larger than this corresponds to particles
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Figure 6.16: Difference between the reconstructed and true particle incoming momentum in bins of true mo-
mentum.

likely to cut corners of one (or both) of the TPCs and/or be poorly reconstructed.

6.2.6.3 Transferred energy

When looking at scattered particles, it is useful to estimate the amount of energy transferred in the scatter,

as discussed in Chapter 2. In that chapter, we have also seen that the amount of energy transferred (q0) in

quasi-elastic and elastic scatters can be very small, on the order of tens of MeV or less. Knowing from Chapter

2 and Section 5.3.2.2 above that the ND280 TPCs momentum resolution is roughly 7.8%, we therefore have

an uncertainty of about 50 MeV on the value of the incoming and outgoing momenta for an 650 MeV/c muon.

Ignoring any uncertainty in the dE/dx that might arise from the Bethe-Bloch formula (other studies have shown

that these errors are about 1% or less at these momenta [146]), there is still as
√

2×50 = 72 MeV/c uncertainty

on the difference between the incoming and outgoing muon momenta, which is much larger than the expected

energy transfer.
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Figure 6.17: Bins of incoming momentum showing that 2σ of reconstructed momenta fall in the correct true
bin. The dashed line corresponds to true = reco.

Instead, we estimate the amount of energy transferred using the binned distributions of incoming and outgoing

momenta at the PCA (p@ PCA
in and p@ PCA

out respectively), as obtained from the propagation method. To illustrate,

let us take an event for which p@ PCA
in is in bin i ( pi

min ≤ p@ PCA
in < pi

max) and p@ PCA
out is in bin j (pj

min ≤ p@ PCA
out <

pj
max). We estimate that the momentum transferred in this event is:

q0 ≈ Ei − Ej (6.9)

where Ei is the mean muon energy in momentum bin i calculated as:
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Figure 6.18: Difference between the reconstructed and true scattering angle in bins of true scattering angle.
The distributions are fitted with a Gaussian.

Ei =

�

�

pi
max + pi

min

2

�2

c2 + m2
µc4 (6.10)

.

According to this definition, all events for which the incoming and outgoing momenta lie in the same bin

correspond to q0 = 0 MeV. Figure 6.20 shows the distribution of reconstructed transferred energies for the

entire sample (including unscattered particles) in panels of incoming momentum. Bins of negative q0 mostly

correspond to mis-reconstructions which cause the outgoing momentum to be larger than the incoming one,

as will be further discussed in Section 6.3.2. We observe that for the large majority of events, no energy is

transferred.



124 Chapter 6. Muon scattering on Carbon

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

re
c
o
 s

c
a
tt

e
ri

n
g
 a

n
g
le

 (
ra

d
) True bins

±3

±2

±1

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6

0.4

0.2

0.0

0.2

0.4

re
c
o
-t

ru
e

True bins

±3

±2

±1

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75

true scattering angle (rad)

1.0

0.5

0.0

0.5

1.0

re
c
o
-t

ru
e
/t

ru
e

True bins

±3

±2

±1

Figure 6.19: Detector resolution on the scattering angle variable. The dashed line corresponds to true = reco.

6.2.7 Selection summary

Tables 6.4 and 6.5 respectively present the purity pi in each momentum and scattering angle bin for both samples.

These values are slightly different from what is presented in the legend of plots above, as the normalisation

procedure described in Section 6.3.1 is not applied in this latter case. We observe that the bin purity is roughly

independent of momentum except for the first incoming momentum bin, which has a lower purity in both

samples and for the last two bins in both incoming and outgoing momenta. In the scattered sample, the purity

decreases with scattering angle with at 1% (16%) of events being backgrounds in the first (last) scattering angle

bin.
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Figure 6.20: Reconstructed q0 in bins of p@ PCA
in for the entire sample.
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Bin Range (MeV/c)
Incoming momentum Outgoing momentum

Entire sample Scattered sample Entire sample Scattered sample

0 0–200 84.11% (540) 89.74% (212) 97.49% (14,343) 98.22% (10,085)

1 200–250 97.97% (2,272) 98.93% (1,500) 98.15% (20,147) 98.71% (14,185)

2 250–315 98.60% (20,232) 98.96% (14,414) 98.07% (32,872) 98.54% (22,354)

3 315–400 98.19% (42,993) 98.63% (29,489) 97.64% (45,544) 98.21% (29,328)

4 400–510 97.83% (59,402) 98.27% (37,678) 97.50% (55,716) 98.00% (32,165)

5 510–660 97.54% (73,746) 97.96% (39,765) 97.52% (67,144) 97.89% (31,390)

6 660–880 97.80% (89,759) 97.92% (35,603) 97.90% (84,129) 97.95% (28,722)

7 880–1250 98.26% (122,146) 97.93% (26,123) 98.37% (115,499) 97.81% (20,252)

8 1250–2000 98.70% (173,914) 96.53% (11,841) 98.80% (165,101) 96.18% (9,067)

9 2000–4500 99.11% (233,475) 89.47% (3,728) 99.24% (221,485) 92.32% (3,039)

10 4500–10000 99.25% (70,377) 85.99% (800) 99.43% (68,542) 91.58% (560)

Total 0-10000 98.32% (827,956) 97.09% (229,453) 98.50% (825,592) 97.66% (196,156)

Table 6.4: Bin purity pi (number of events) for the reconstructed incoming and outgoing momenta for both
entire and scattered samples using 1.04 × 1020 POT of MC not normalised to the data.

Bin Scattering angle range (rad) Entire sample Scattered sample

0 0.000 - 0.009 99.29% (348,224) -

1 0.009 - 0.023 98.81% (307,647) -

2 0.023 - 0.044 98.42% (149,083) 98.47% (114,802)

3 0.044 - 0.067 98.09% (58,911) 98.20% (48,950)

4 0.067 - 0.096 97.58% (26,371) 97.87% (23,076)

5 0.096 - 0.136 96.34% (11,550) 96.72% (10,369)

6 0.136 - 0.176 93.38% (3,326) 94.06% (3,033)

7 0.176 - 0.241 84.13% (1,484) 84.99% (1,358)

8 0.241 - 0.321 62.40% (660) -

9 0.321 - 0.436 27.22% (383) -

10 0.436 - 1.047 8.15% (696) -

11 1.047 - 1.570 0.00% (66) -

Total 0.000 - 1.570 98.18% (911,427) 97.86% (205,589)

Table 6.5: Bin purity pi (number of events) for the reconstructed scattering angle for both entire and scattered
samples using 1.04 × 1020 POT of MC not normalised to the data.
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6.3 Analysis methods

6.3.1 Normalisation to incoming muon flux

Unlike in neutrino scattering analyses, we know a lot about the initial state of the lepton in charged lepton

scattering. In the present analysis, TPC1 gives a precise measurement of the incoming momentum and direction

of the particle before it reaches FGD1. We use this information to scale (i.e. normalise) the Monte-Carlo to

the observed data in 2D bins of incoming momentum and incoming angle with respect to the z axis in TPC1.

Figure 6.21 shows the total number of events selected in the data (7.78×1020 POT) and MC (1.04×1021 POT)

in bins of incoming momentum and angle with respect to the z axis.

Figure 6.22 shows the one dimensional projections of Figure 6.21 onto the incoming momentum and incoming

angle axes and Figure 6.23 shows the fraction of event per bin in each sample. On these figures we can see that

there is an overall normalisation difference between data and MC, already discussed in Section 6.2.1. We also

observe a noticeable difference in the shape of the incoming momentum distribution between the data and the

Monte Carlo (MC) simulation. Specifically, the MC tends to peak at slightly lower momenta than the data.

Within the MC, the SAND component peaks at higher momenta than the ND280 component and shows a

significantly broader distribution. This shift in peak position might indicate an underestimation of the muon

momentum in the SAND MC. In reality, muons produced in the sand are expected to have higher momenta than

those produced in ND280. Given that the TPC’s momentum resolution worsens at higher energies, this could

explain the observed discrepancy. Interestingly there is almost no shape difference between the two distributions

in term of incoming angle with respect to the z axis. This seems to indicate that the incoming muon angle and

relative ND280 and SAND fractions are well modelled by the MC but that it tends to under-estimate the muon

momentum.

We normalise the MC to the data by applying a weight wi to all MC event in the (pin, ϕin) 2D bin i. This

weight corresponds to the ratio of number of events in bin i in the MC (nMC
i ) over the number of data events

in this bin (ndata
i ), appropriately scaled by the POT ratios:

wi =
nMC

i

ndata
i

× POTMC
ref

POTMC
measured

× POTdata
measured

POTdata
ref

(6.11)

where POTdata
ref and POTMC

ref are the number of data and MC POT used to make the normalisation map and

POTdata
measured and POTMC

measured are the amount of data and MC POT used in a given data-MC comparison.

Figure 6.24 shows the normalisation weight wi calculated using 7.78×1020 POT of data and 1.04×1021 POT of

MC simulation. We observe that the normalisation weights are very uniform across the most populated region

of phase space (250 MeV/c < pin < 4500 MeV/c, and ϕin < 1.07 rad, as shown from Figure 6.21) and roughly
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(a) Data
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(b) MC

Figure 6.21: Number of events selected per bin of incoming angle and incoming momentum in the entire
selection. The upper bins in momentum and angle are overflow bins.

equal to the ratio of total number of selected events.

Applying the normalisation presented in Equation 6.11 removes any MC-data shape and rate differences caused

by the mis-modelling of the incoming muon flux, allowing us to make an unbiased muon scattering comparison
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(a) Incoming momentum
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(b) Incoming angle with respect to the z axis

Figure 6.22: Distribution of incoming momentum (left) and angle with respect to the z axis (right) showing
that more events are selected in data than in Monte-Carlo and that SAND (orange) and ND280 (blue) have
slightly different incoming momentum flux and angular distributions, as discussed in the text.
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(a) Incoming momentum

��� ��� ��� ��� ��� ��� ��� ���

��������������������������������������

����

����

����

����

����

����

����

����

�
�
�
�
�
��
�
��
��
�
�
�
�
�
�

����

��������

����������������������������

��������

�������

(b) Incoming angle with respect to the z axis

Figure 6.23: Fraction of events in each incoming momentum bin (left) and incoming angle bin (right). We
observe that the shape of the MC distribution is in good agreement with those of the data in terms of angle to
the z axis but not in terms of incoming momentum where the incoming momentum peak in MC is shifted to
lower values compared to the data.

between the data and the Geant4 prediction.

6.3.2 Unfolding

To compare the data measured by ND280 with other datasets and theoretical model of lepton scattering, we

need to remove background events from the sample and account for smearing of the observables caused by finite

detector resolution and imperfect reconstruction. This procedure is called unfolding. The muon scattering

analysis presented here uses a simple unfolding technique: given that nreco
i events are measured in bin i for a

reconstructed variable xreco, we assume that the number of true muon scattering events ntrue
j in bin j is given

by:
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Figure 6.24: Normalisation weight wi calculated for each (pin, ϕin) bin.

ntrue
j =

�

i

nreco
i piUij (6.12)

where i ranges between zero and N, the total number of bins, pi is the purity of events in reconstructed bin i

and Uij is the unfolding matrix relating the distribution of events in bin i in reconstructed space with their true

underlying distribution. The coefficient Uij corresponds to the fraction of events in reconstructed bin i that lie

in bin j in the true distribution. We use the same bins for both reconstructed and true distributions, such that

the unfolding matrix U is an N × N square matrix where each row sums up to 1. We compute the unfolding

matrix U and bin-by-bin purities, using the MC simulation where both true and reconstructed values of each

observable are available. We compute one unfolding matrix for the entire sample and one for the scattered

sample, since they are expected to behave differently and use the sample purities presented in Section 6.2.7.

We apply the same unfolding to the MC and the data and unfold the variables of interest i.e. incoming and

outgoing momenta, scattering angle and energy transferred.

The particle’s momentum as it leaves TPC1 and enters TPC2 is the only variable for which we directly have

generator-level information. As presented in Section 6.2.6, for the scattering angle and transferred energy we

calculate a proxy of the generator level information using the same tools with true instead of reconstructed

TPC observables.
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6.3.2.1 Momentum

Figure 6.25 shows the unfolding matrix for the incoming and outgoing momenta in the entire and scattered

sample. The unfolding matrices are mostly diagonal, with about 74% of events reconstructed in the correct bin.

We note that in the entire sample about 12% (15%) of events are reconstructed with a higher incoming (outgoing)

momentum and about 9% (8%) of events are reconstructed with a lower incoming (outgoing) momentum. In

the scattered sample about 77% of events are reconstructed in the correct momentum bin. Interestingly, we

note that the reconstruction is more momentum-dependent in the scattered sample than in the entire sample.

We observe that lower (higher) true momenta are typically reconstructed with higher (lower) values in that

sample. This is thought to be due to the fact that muons with a high momentum are less likely to scatter.

Finally, we observe in both samples that events reconstructed in the first incoming momentum bin (0-200 MeV/c)

are mostly mis-reconstructed with only 11% (8%) of events correctly reconstructed in the entire (scattered)

sample. This can easily be explained by the fact that low-momentum muons are unlikely to be accepted by

either selection because of their large bending in the magnetic field and because they lose a lot of energy in

FGD1. This means that incoming TPC tracks with reconstructed incoming momenta between 0 and 200 MeV/c

are most likely mis-reconstructed higher momentum tracks, as we can see on the unfolding matrices. In a few

cases, there are genuine low momentum particles most likely travelling upwards and/or at the top of TPC1 such

that the downwards bending caused by the magnetic field is sufficiently compensated for the particle to reach

TPC2.

6.3.2.2 Scattering angle

The unfolding matrix for the scattering angle variable gives some insight into the definition of a scattered event

introduced in Section 6.2.4, which required that the reconstructed scattering angle was larger than 0.02 rad

(1.3◦). Figure 6.26 shows the unfolding matrix for the scattering angle variable for both samples.

We see that the unfolding matrix is mostly diagonal. The reconstruction algorithm is more likely to overestimate

(about 25% of events) than underestimate (about 5% of events) the scattering angle. We note that about 25%

of events reconstructed in the second scattering angle bin (0.5◦ to 1.3◦) have true scattering angles less than

0.5◦. Such a high contamination of non-scattered events (i.e. compatible with θ = 0◦) is not acceptable, which

leads to the cut at 1.3◦ presented in Section 6.2.4.2. We note that the additional PCA cut presented in Section

6.2.4.1 effectively reduces the smearing of the scattering angle and removes true through-going events from the

sample. To illustrate this, note that for the entire sample, 5% of events in reconstructed bin 2 (1.3◦ - 2.5◦)

belong to true bin 0 (0◦ - 0.5◦), whereas this contamination of non-scattered events in this bin is only 1% in

the scattered sample.
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(a) Entire sample: incoming momentum
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(b) Entire sample: outgoing momentum
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(c) Scattered sample: incoming momentum
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(d) Scattered sample: outgoing momentum

Figure 6.25: Unfolding matrices for the incoming and outgoing momenta in both selections.

6.3.2.3 Transferred energy

Section 6.2.6.3 discussed how we estimate the amount of energy transferred in the scatter by comparing the

incoming and outgoing momenta at the PCA. Because the incoming and outgoing momenta are strongly corre-

lated, they need to be treated together by the unfolding matrix. We define a new set of M = N × N bins where

N = 11 is the number of incoming and outgoing momentum bins, such that the kth bin where k = i × N + j

holds all events whose incoming and outgoing momenta fall in bins i and j respectively. Figure 6.27 shows

the purity of the scattered sample in bins of energy transferred. We note that the sample purity is generally
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(a) Entire sample
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Figure 6.26: Scattering angle unfolding matrices for the entire and scattered samples.

above 90%, and that bins corresponding to large differences between the incoming and outgoing momenta are

background-dominated, as expected.
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Figure 6.27: Sample purity in reconstructed bins of transferred energy. The bins of incoming momentum at the
PCA are separated by dashed back lines, and the bin ranges (in units of MeV/c) are indicated. Bins of energy
transferred for which the incoming and outgoing momenta fall in the same bin (i.e. q0 = 0) are indicated in red.
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The energy transferred unfolding matrix for the entire sample is shown in Figure 6.28 where the separation

between bins of incoming energy is indicated with solid black lines. Bins corresponding to q0 = 0 (i.e. incoming

and outgoing momenta fall in the same bin) are highlighted in red. We observe that the unfolding matrix

typically migrates events reconstructed with q0 ̸= 0 to bins of q0 = 0 (i.e. within horizontal red lines), correcting

for mis-reconstruction of the momenta.
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Unfolding Matrix: reconstructed transferred energy
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Figure 6.28: Unfolding matrix for the transferred energy, where the black lines correspond to bins of incoming
momentum at the PCA and red lines to bins where the incoming and outgoing momenta at the PCA are in the
same bin. The coefficients are between 0 (blue) and 1 (red).
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6.4 Uncertainties

6.4.1 Systematic uncertainties

The muon selection and analysis presented above rely exclusively on TPC1 and TPC2 information to identify

the particles and estimate the scattering kinematics. We therefore expect that TPC-related uncertainties

will dominate the total systematic uncertainty on this measurement. Thanks to the normalisation procedure

described in Section 6.3.1, this analysis is not affected by neutrino beam flux uncertainties. We, however, expect

that uncertainties on the secondary interaction (SI) of pions will be a non-negligible source of error, because

pion scattering is the dominant background in this analysis. Finally, because the value of the magnetic field

is used in the propagation of the particle’s trajectory, we expect that any uncertainty on the magnitude and

direction of the magnetic field will also impact the reconstruction of tracks by the TPCs.

The magnitude of the uncertainty associated with each of these parameters as well as any discrepancies between

the data and MC has been estimated using dedicated control samples. Examples of such studies can be found in

Refs [185–187]. The data-MC discrepancies are lifted by applying a set of corrections to either the MC or data.

This analysis uses all the default T2K corrections: dE/dx correction in data and MC, pile up corrections and

general data quality correction accounting for periods of time where some detectors were malfunctioning. An

additional set of corrections is applied only when estimating systematic uncertainties. These are corrections to

the TPC momentum resolution, the TPC PID and FGD1 PID. All corrections are associated with an uncertainty.

More information about the default HighLAND corrections can be found in [184].

The propagation of systematic uncertainties is done in HighLAND using the PSyChE (Propagation of System-

atics and Characterisation of Events) package. In PSyChE, uncertainties are split into two types:

• “Variation” systematics which impact the scale (mean) or resolution of a variable (e.g. TPC momen-

tum). This error is propagated by varying the given variable within a credible range and rerunning the

entire selection. Variation systematics typically handle cases where an observable depends on another one

(e.g. the reconstructed particle momentum depends on the strength of the magnetic field) and differences

between MC and data (e.g. on the mean and resolution of a given observable). Depending on whether

the variable is known or not, whether a correction needs to be applied with respect to the data and on

whether the resolution on the observable is the same in data and MC, the smearing of the variable is

done slightly differently to correctly account for uncertainties in the mean and resolution of the variable

[184].

• “Weight” systematics, which can be divided into efficiency-like and normalisation-like systematics.

In both cases, the uncertainty is propagated by applying a weight to each event without re-running the
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selection. Efficiency-like systematics address uncertainties in reconstruction and detection efficiency (e.g.

matching or tracking efficiencies), whereas normalisation-like uncertainties affect the total event rate (e.g.

FGD1 mass for neutrino cross-section measurements).

The muon scattering makes use of systematic dials already available in HighLAND and presented in Table 6.6.

No uncertainty is currently applied to the momentum correction presented in Section 6.2.3.1. This source of

uncertainty only affects the transferred energy parameter and is expected to be negligible compared to the

overall low resolution we have on this variable.

Source Type Description

TPC momentum scale Variable Uncertainty estimated from a 2009 mapping of the magnetic field
[186].

TPC Momentum Resolution Variable Uncertainty and correction obtained from tracks crossing multiple
TPCs in data and MC samples [188]

TPC PID Variable The difference and smearing in the pull values are computed using
a sample of events with known particle ID, in bins of momentum
[189].

B field distortion Variable Corrections to the position of the TPC charge clusters obtained
from B field maps [190]

TPC Charge ID efficiency Weight Capacity of TPCs to identify the particle charge, estimated by
comparing charge ID by individual TPCs for a control sample of
through-going muons [184].

TPC clustering efficiency Weight Corrects for differences between the data and MC in terms of num-
ber of TPC nodes for vertical and horizontal tracks individually
based respectively on a CC sample of events starting in FGD1 and
on a sample of cosmic muons [184, 191]

Pion secondary interaction Weight Uncertainty calculated based on a dedicated MC study [192, 193]
of pion absorption and charge exchange validated against external
pion scattering data [194].

Table 6.6: Summary of the source of systematic uncertainties used in the muon scattering analysis.

6.4.2 Toy throwing method

To estimate the total uncertainty on the number of events and estimate the bin-to-bin correlations, we generate

a set of toy experiments and study the change in number of events in each bin caused by the variation of a

given observable. For each toy experiment, we vary the parameters according to the systematic uncertainties

presented in Table 6.6. The toy experiments need to be treated in the same way as the data. We compute

four set of toy experiments, corresponding to the entire sample not unfolded, the entire sample unfolded, the

scattered sample not unfolded and the scattered sample unfolded. We normalise each toy using the weights

presented in Section 6.3.1, obtained from the nominal MC simulation. For each toy in an unfolded sample, we

apply the nominal unfolding matrix presented in Section 6.3.2, essentially assuming that the unfolding matrix

is perfectly accurate.
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We have seen how the systematic uncertainties are accounted for using toy throws. To measure the total

uncertainty on the number of events per bin, we also need to include statistical fluctuations in the number of

events. Say that for a given toy t the number of events in bin i is nt
i. We account for the statistical variations

by drawing a new number of events in bin i for this toy from a Poisson distribution with expectation value ni
t:

mt
i = Pois(nt

i) (6.13)

.

The combined uncertainty on the number of events in bin i, accounting for resolution and shift in the scale is

given by:

σtot
i =

�

�

σi

m̄i

�2

+

�

m̄i − nnominal
i

nnominal
i

�2

(6.14)

where m̄i is the mean number of events in bin i across all the toys, nnominal
i is the nominal number of events in

bin i and

σi =

�

�

�

�

1

Ntoys

Ntoys
�

t=0

(mt
i − m̄i)2 (6.15)

is the standard deviation of the number of events in bin i across all the toys. The total covariance matrix C is

given by:

Cij =
1

Ntoys

Ntoys
�

t=0

(mt
i − m̄i)(m

t
j − m̄j). (6.16)

The correlation matrix R is given by:

Rij =
Cij

�

CiiCjj

(6.17)

Figure 6.29 shows how the number of events selected in the scattered sample varies over 500 toy throws. Each

toy is normalised to 2.88 × 1020 POT of data, nominally corresponding to 71,132 scatters, and unfolded. All of

the parameters presented in Table 6.6 are varied simultaneously, and the systematic variations were accounted

for with the method presented above. The number of events in each bin roughly follows a Gaussian distribution

centred at the nominal value, showing that the systematics are mostly smearing the distributions and barely

shifting them. The bin-to-bin correlations in this unfolded sample are shown on Figure 6.30.
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Figure 6.29: Distribution of the number of events selected in each scattering angle bin in the scattered and
unfolded sample when varying the systematic parameters presented in Table 6.6 and accounting for systematic
variations.

6.4.3 Relative uncertainties

6.4.3.1 Incoming and outgoing momenta

Figure 6.31 shows the fractional uncertainty on the incoming and outgoing momentum in the entire and the

scattered sample, overlaid on the nominal number of selected events. In this section, we present the contribution

from each systematic source using 100 toys. The total error used in the muon scattering measurement presented

in Sections 6.5 and 6.6 were obtained with 500 toys. The uncertainty is slightly more precise when using a larger

number of toys. Otherwise the two estimates do not significantly differ. The statistical uncertainty is given by:

σstat
i =

�

♣(σi)2 − (σsyst
i )2♣ (6.18)

where σsyst
i is the systematic uncertainty, obtained from purely systematic toy throws (i..e not including the
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Figure 6.30: Correlation matrix for the scattering angle in the unfolded scattered sample showing the high
correlations in the low and high scattering bins, highlighting the effects of the unfolding procedure. The edges
of the bins are indicated above the matrix in units of radians.

statistical variation of Equation 6.13).

As could be expected, the dominant sources of uncertainty are related to the TPC momentum scale and

resolution followed by the magnetic field distortions. We observe that the fractional uncertainty on the number

of events is larger at low incoming and outgoing momenta. This is expected from previous discussions about the

inaccuracies of the propagation method at lower momentum. In both samples, the error on the number of events

selected with momenta below 250 MeV/c is ∼ 7%. At higher momenta the uncertainty is consistently below

2.5%. We note that in some rare cases, random systematic throws can partially compensate the systematic

effects causing the combined error (solid black line) to be smaller than the systematic-only (dashed black line)

error. This is for example the case in Figure 6.31b.

6.4.3.2 Scattering angle

The uncertainty on the number of events selected per bin of scattering angle in the entire and unfolded scattered

sample is shown on Figure 6.32. On this figure we observe that the total uncertainty on the number of event
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Figure 6.31: Uncertainty (solid line) on the number of events selected per bin incoming and outgoing momenta
by both selections. The gray histogram shows the nominal number of events selected per bin.

per scattered angle bin is low for both samples at less than 0.5% for all scattering angles less than 0.067 rad

(3.8◦) which contains most of the data. The uncertainty on the number of events in the entire sample for

bins of scattering angles larger than 0.24 (13.8◦) is larger than 4% and statistically dominated. These bins

are background dominated (see Section 6.2.2) and sparsely populated, which explains the large uncertainty.

The maximal uncertainty in the entire sample is 13% corresponding to the last scattering angle bin. The total

systematic error does not exceed 3% in either samples. In the scattered sample the maximum uncertainty on a

bin is ∼ 3.5% corresponding to the highest scattering angle bin included in the non-unfolded sample, i.e. bin 7

corresponding to 0.18 ≤ θ < 0.24 rad.

For both samples the leading systematics are the TPC momentum scale and resolution. This is expected

from the fact that the scattering angle is calculated based almost exclusively on the TPC’s estimate of the

particle’s momentum, as are most of the variables used in the event selection. The next leading systematic is

the magnetic field, which is another key ingredient in the propagation of the particle’s trajectory. We note that

the pion secondary interaction and TPC PID efficiency systematics becomes relevant (about 1% of the events)

at high scattering angles in the entire sample. This is because pions, mostly likely to be mis-identified as muons,
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Figure 6.32: Fractional uncertainty (solid line) on the scattering angle variable for the entire and the scattered
sample split by contributions. The gray histogram shows the nominal number of events selected per bin.

make up the majority of the sample in these bins as seen in Figure 6.8b.

6.5 Data-MC comparison

Once we have selected muon-like particles crossing TPC1, FGD1 and TPC2, normalised the incoming flux to the

data, identified those who scatter and factored out the detector smearing effects, we can compare the scattering

kinematics between the data and MC simulation. We quantify the agreement between data and MC using a

simple chi-squared test:

χ2 = (data − MC)TC−1(data − MC) (6.19)
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where data = ¶ndata
0 , ndata

1 , ..., ndata
f ♢ is the vector of number of data events in each bin for a given observable,

similarly MC is the vector of number of MC events in each bin and C is the covariance matrix defined in

Equation 6.16 which accounts for systematic and statistical uncertainties and bin to bin correlations. We

compare χ2 with the number of degrees of freedom (ndof) equal to the number of non-empty bins. The value of

χ2/ndof (reduced χ2) indicates the agreement between the two distributions where χ2/ndof ≈ 1 indicates a good

agreement, χ2/ndof >> 1 indicates a poor agreement and χ2/ndof << 1 typically indicates an overestimation

of the uncertainties.

6.5.1 Through-going sample

6.5.1.1 Incoming and outgoing momentum

The simplest comparison that can be made between the MC and data is in terms of the incoming and outgoing

momenta of the events in the entire sample. As explained in Section 6.3.1, the MC sample is normalised to the

incoming momentum flux in data. Figure 6.33 shows the distribution of incoming momentum, which presents

no difference between the MC and the data, confirming that the normalisation procedure behaves as expected.
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Figure 6.33: Number of events per MeV/c in bins of incoming momentum for data and MC showing that the
normalisation procedure behaves as expected.

More interestingly, Figure 6.34 compares the distribution of outgoing momenta between the MC and data. We

observe that despite the incoming momentum distributions being identical in data and MC, they are slightly
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different at the TPC2 entrance. While the overall agreement between MC and data is reasonable (χ2/dof =

218.2/11), a localised discrepancy is visible around the momentum peak (approximately 400 MeV/c). We see

that the MC underestimates the number of events before the peak (i.e. bins 0 to 2) and overestimates the

number of events immediately after it (i.e. bins 5 to 9). This seems to indicate that the reconstructed peak

in MC is shifted to slightly lower momentum compared to the data, which could be caused by small biases

in the reconstruction algorithm or the modelling of scattering in MC, which is not entirely accounted for by

systematics, since the observed discrepancies fall outside the systematics envelope.

The bin-to-bin correlation matrix is presented in Figure 6.34b. We note that there is a strong positive corre-

lation between bins 2 and 4, which surround the peak. This smoothing effect can be explained by the finite

reconstruction resolution and associated smearing. Additionally, we observe a slight anti-correlation between

bins before the peak (bins 0 to 2) and bins after the peak (bins 3 to 8), which indicates the migration of events

shifted out of the low-momentum bins into higher ones and vice versa. This effect, which could typically pro-

duce a shift in the peak position, is not sufficient to fully cover the observed shift, indicating that improvements

should be made to the modelling of the detector response or reconstruction (for example in the SAND MC,

which is known to be less accurate than the ND280 MC [195]) and/or that the Geant4 model of muon scattering

is inaccurate.

6.5.1.2 Scattering angle and total cross-section

The distribution of estimated scattering angle for all events in the entire selection is shown in Figure 6.35. We

can see that the agreement between data and MC is generally poor with a reduced χ2 of 110.5. Interestingly,

the MC is consistent with the data in the four highest bins of scattering angle, which contain between 40% and

100% of background events. This indicates that the MC simulation is consistent with the data in background-

dominated regions of the parameter space, an important sanity check.

We see more data-MC discrepancies in the low scattering angle bins. In the first bin 0 ≤ θ < 0.8◦, we measure 5%

less events in data compared to MC, significantly more than the sub-percent uncertainty on the number of events

for this bin (see Figure 6.32a). In each of the following four bins, covering together the region 0.8◦ ≤ θ < 3.85◦,

we measure about 4% more data than MC events, again significant with respect to the sub-percent uncertainty

in these bins. The correlation matrix for this sample is given in Figure 6.36 where we can see that the first

three bins, containing the vast majority of events are positively correlated with one another indicating that

the shape discrepancy observed cannot be explained by systematic detector effects, unless there is a source of

shape systematic that we have not accounted for. An example of such a source could be the ad-hoc energy loss

correction introduced in Section 6.2.3.1, which was assumed to apply to both MC and data without further

check. If this approximation is wrong, it could explain the MC-data discrepancy shown here, as the momentum

estimate is directly used for calculating the scattering angle. This hypothesis is further strengthened by the
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(a) Outgoing momentum
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(b) Correlation matrix

Figure 6.34: Data-MC comparison in bins of outgoing momentum in the entire sample presented alongside the
corresponding correlation matrix.

shift in momentum presented in the previous section and motivates the implementation of a new systematic

accounting for this effect.
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Figure 6.35: Comparison of scattering angles in the MC and data entire sample showing large discrepancies at
low scattering angles.
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Figure 6.36: Correlation matrix for the scattering angle observable in the entire sample.

We can compare the total muon scattering cross-section in data and MC by looking at the fraction f of events

not in the first bin (i.e. scattered-like events). We can safely assume that the majority of events in the first bin
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(compatible with θ = 0) are muons which have not scattered in FGD1, or whose multiple scatters destructively

interfere, averaging to no direction change over FGD1. We make the approximation that all events in this first

bin are unscattered muons. We measure the ratio of the fraction of events not in this first bin (i.e. the fraction

of scattered events) in data and MC to be:

fdata

fMC
= 1.035 ± 0.002 (6.20)

The ratio between data and MC is incompatible with 1. Our measurement finds that the total muon scattering

cross-section is under-estimated by (3.5 ± 0.2)% in Geant4 compared to data. We do not expect this difference

to arise from differences in momentum or angular reconstruction. This difference could be because Geant4 does

not accurately model the scattering of low momentum muons, which is not surprising since it is primarily aimed

at simulating higher energy scenarios where muons typically scatter less.

6.5.1.3 Comparison with 172 MeV/c µ-Carbon scattering

The muon scattering analysis presented here can be compared with previous experimental measurements of the

scattering of 172 MeV/c muons on Carbon (corresponding to 1.53% radiation length) made by Attwood et. al.

at TRIUMF in 2006 [115]. The two studies have a comparable amount of statistics (801,899 events for Attwood

et. al. compared to 937,461 in the present analysis) and overlapping angular coverage, from −0.1 to 0.1 rad

(from −5.7◦ to −5.7◦) for Attwood et. al. compared to −0.24 to 0.24 rad (−13.8◦ to 13.8◦) in this analysis.

In this section we compare the fraction of events which scatter at angles larger than 0.009 rad in the ND280

analysis and larger than 0.00895 rad in the study by Attwood et. al. For this comparison, we consider that

these are scattered muons and compare the unfolded distribution of scattering angle presented in Figure 6.37

and Figure 6.38 for the ND280 and Attwood et. al. study respectively. The total number of data and MC

events in each bin in the entire unfolded T2K sample is given in Table 6.7.

Because of the difference in muon momenta and total material budget one cannot make more than approximate

comparisons between these two analyses. We account for the difference in scattering angle range by restricting

our measurement to the [−0.096 rad, +0.096 rad] range. We note that the fraction of scattered events f (i.e.

events with θ > 0.009 rad) in data and MC is slightly larger in this analysis than in ref [115] as presented in

Table 6.8. This is expected from the rapid drop in muon total cross section at high momentum which is not

fully compensated by the longer muon travel distance in Carbon (at least 33 cm in FGD1 compared to 2.50 mm

in Attwood et. al.).

Interestingly, in the Attwood et. al. study, Geant4 over-estimates the total muon cross-section (fMC/fdata =

1.030 ± 0.011) whereas we see it under-estimates it in the present study (fMC/fdata = 0.971 ± 0.003). The
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Figure 6.37: Unfolded distribution of scattering angles for the entire sample showing significant MC-data
discrepancy at lower scattering angles.
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Figure 6.38: Probability for a 172 MeV/c muon to be deflected at a given angle when crossing 2.5mm of carbon,
reproduced from [115].

MC-data discrepancies are of similar magnitudes in the two studies with values of (+3.0 ± 1.1)% for Attwood

et. al. and (−2.9±0.3)% in the present analysis. We expect that this discrepancy is momentum-dependent and

that Geant4 models the interaction of high-momentum muons more accurately than those at lower momentum.

The sample of through-going muons can be used to verify this hypothesis by further dividing it based on the
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Bin Bin range (rad) Data Events MC Events ± Uncertainty (MC − Data)/Data (σ)

0 0.000 − 0.009 3.95 × 105 4.09 × 105 ± 1.18 × 103 +3.6% (+12.0)

1 0.009 − 0.023 2.92 × 105 2.86 × 105 ± 7.93 × 102 −2.1% (−8.3)

2 0.023 − 0.044 1.41 × 105 1.36 × 105 ± 3.24 × 102 −3.5% (−15.0)

3 0.044 − 0.067 5.62 × 104 5.40 × 104 ± 2.50 × 102 −3.9% (−8.7)

4 0.067 − 0.096 2.50 × 104 2.41 × 104 ± 1.98 × 102 −3.6% (−4.3)

5 0.096 − 0.136 1.06 × 104 1.04 × 104 ± 1.51 × 102 −2.0% (−1.6)

6 0.136 − 0.176 2.80 × 103 2.83 × 103 ± 60.7 +1.0% (+0.45)

7 0.176 − 0.241 1.19 × 103 1.22 × 103 ± 34.7 +2.6% (+0.89)

8 0.241 − 0.321 3.63 × 102 3.58 × 102 ± 13.6 −1.4% (−0.42)

9 0.321 − 0.436 1.59 × 102 1.56 × 102 ± 5.19 −2.1% (−0.63)

10 0.436 − 1.047 1.38 × 102 1.34 × 102 ± 2.69 −2.9% (−1.5)

11 1.047 − 1.570 6.79 × 101 6.64 × 101 ± 0.617 −2.2% (−2.4)

Table 6.7: Number of events in data and MC in the entire sample showing the fractional difference in each bin.

fdata(%) fMC (%) fMC/fdata

ND280 analysis 56.6 55.0 ± 0.14 0.971 ± 0.003

Attwood et. al. [115] 61.4 ± 1.1 63.22 ± 0.02 1.030 ± 0.011

Table 6.8: Comparison of the fraction of events with θ > 0.009 rad between this analysis and ref [115].

incoming momentum (essentially building pseudo mono-energetic muon samples) and measuring the MC-data

discrepancy in total scattering cross section as a function of the muon momentum.

The study by Attwood et. al. uses Geant4 version 7.0p1 whereas the T2K study uses Geant4 version 9.4,

which has been tuned using, amongst other results, the measurement by Attwood et. al.. In the light of the

discrepancies observed between the two studies, one can hypothesise that the Geant4 tuning, and in particular

the momentum scaling of the muon scattering cross-section, is inaccurate, motivating further measurements of

sub-GeV muon scattering cross-section similar to the present work, ideally split into muon momentum slices.

6.5.2 Scattered sample

Comparing the data and MC scattered sample gives us further information on the modelling of scattering

kinematics by Geant4.

6.5.2.1 Incoming and outgoing momentum

The distribution of incoming muon momentum in the scattered sample is shown alongside its correlation matrix

in Figure 6.39. The first thing that we notice is that the scattering selection selects in total about 6.3% more

events in MC compared to data (206,660 events in MC compared to 194,417 events in data).

On top of this rate discrepancy, we observe a shape difference between the MC and data distributions. The
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peak in incoming momentum at about 400 MeV/c (bins 3 and 4) is narrower in MC compared to data. We read

from the correlation matrix that bins 2 to 5 are mostly positively correlated with one another, except for bins

2 and 4, which have a small (-0.04) anti-correlation. The bin-to-bin correlations are not sufficient to explain

this shape discrepancy. Remembering that the normalisation procedure described in Section 6.3.1 factors out

any data-MC discrepancy in terms of total incoming momentum flux and incoming direction, we conclude that

Geant4 significantly over-predicts the scattering cross-section for muons with momenta below 1 GeV/c. No

known detector effects have been found to satisfactorily explain these rate and shape data-MC discrepancies.

Figure 6.40 shows the distribution of outgoing momenta and correlation matrix in MC and data in the scat-

tered sample. We observe less shape discrepancy between the data and MC compared to the incoming mo-

mentum case but an overall slightly worse χ2 agreement between the two distributions (χ2(pout)/ndof ≈ 87 and

χ2(pout)/ndof ≈ 81). In this case, there is no significant difference in the peak width between the MC and

data. We note a strong correlation between bins 0 to 2, which are before the peak, and that these bins are

anti-correlated with bins after the peak (bins 3 to 8), which are, in turn, significantly correlated with each other.

These correlations can easily cause a shift in the position of the peak as well as a broadening of it.

We observe once more that Geant4 over-predicts the scattering cross-section for GeV muons below 1 GeV/c. We

note that the data-MC shape discrepancy observed in the incoming momentum distribution does not appear in

the outgoing momentum distribution. This shape difference between the incoming and outgoing distribution is

relatively small and can be explained by the detector smearing effects.

6.5.2.2 Scattering angle

We have observed significant rate discrepancies between Geant4 and data in terms of incoming and outgoing

muon momentum. Figure 6.41 shows the distribution of scattering angles in the scattered sample and the

associated correlation matrix. We note once more that there is both a shape and normalisation difference

between the two distributions. In particular, the MC significantly over-predicts the rate of low-angle scattering,

corresponding to the first and second bins covering [0.023 rad-0.044 rad] ([1.3◦ - 2.5◦]) and [0.044 rad - 0.067

rad] ([2.5◦ - 3.85◦]) respectively. There is good agreement between the data and the MC at higher scattering

angles. It is interesting to compare the scattering angle distribution in the scattered sample with its equivalent

in the entire sample shown in Figure 6.35. There we saw that Geant4 under-predicts (instead of over-predicts

in the scattered sample) the number of events in the bins [0.023 rad - 0.044 rad], [0.044 rad - 0.067 rad] and

[0.067 rad - 0.096 rad]. This shows that the overall data-MC rate difference in the scattered sample is mostly

due to the PCA cut described in Section 6.2.4.1. Figure 6.12 showed that this cut removes about 30% more

events from the data sample than from the MC one, which only is partially compensated by the larger total

cross-section in data compared to MC reported in Equation 6.20. The correlation matrix shows that the shape

discrepancy cannot be fully explained by the detector systematic effects.
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(a) Scattered sample: incoming momentum
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(b) Scattered sample: incoming momentum correlation matrix

Figure 6.39: Comparison between the data and MC incoming momentum distributions in the scattered sample
and associated correlation matrix.
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(a) Scattered sample: outgoing momentum
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(b) Scattered sample: outgoing momentum correlation matrix

Figure 6.40: Comparison between the data and MC outgoing momentum distributions in the scattered sample
and associated correlation matrix.
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(a) Scattered sample: scattering angle
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Figure 6.41: Comparison between the data and MC scattering angle distributions in the scattered sample and
associated correlation matrix.
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6.5.2.3 Energy transferred

The amount of energy transferred is estimated from the incoming and outgoing momenta at the PCA as

presented in Section 6.2.6.3. A comparison of the unfolded amount of energy transferred in the scatter is

presented in Figure 6.42. The data and MC are presented in panels of incoming momentum at the PCA. We

show the unfolded distribution to limit the contamination of mis-reconstructed events.

In Figure 6.42a we see that the majority of scatters do not transfer any energy (within our coarse detector

resolution). These correspond to elastic and the lower tail of quasi-elastic scatters. We then note a dip region

followed by an increase in the number of events at higher amount of energy transferred. This is first visible

in the panel corresponding to bin 4 in incoming momentum (400 < p@P CA
in < 510 MeV/c). There, we observe

an increase in the number of events at q0 > 250 MeV, which approximately corresponds to the turn-on point

for resonant single pion production. Hints of this second peak is present in all subsequent momentum bins

and gradually shift to higher values of q0. The same behaviour is observed for SPP in electron scattering data

[103], where we also note that the position of the q0 peak depends on the scattering angle in electron scattering

measurements. One could study this further by splitting up the selection based on the scattering angle of

particles, thus obtaining a sample of approximately mono-energetic muons scattering at a given angle.

Looking at the ratio of events on Figure 6.42b we see that the MC mostly agrees with the data except in the

dip region between the elastic (and quasi-elastic) peak and the possible pion production peak at higher q0. This

discrepancy between the data and MC in the dip region is about 10-20% which is significant compared to the

uncertainty. This discrepancy in the dip region is observed in all bins with incoming momenta larger than 400

MeV/c. It can easily be explained by the fact that Geant4 does not explicitly model nucleon-nucleon correlations

(either SRC or MEC) and instead treats nucleons as quasi-free inside the nuclear potential [196]. Geant4 uses

a Bertini-style cascade where the low-energy photon (with Eγ = q0 < 10 GeV) interacts directly with a single

nucleon inside the nucleus, which is then propagated through the nucleus, accounting for interactions with

other nucleons [119]. This method ignores all 2p2h contributions to the cross-section, leading to the observed

under-prediction, whose magnitude is in line with what is expected from 2p2h contributions in this region.

The resonant pion production is modelled in Geant4 by the G4PhotoNuclearProcess, which simulates the

excitation of a nucleon to a resonant state followed by its decay into pions and nucleons [118]. We see that the

MC is above the data at higher values of q0, which we have identified as the pion peak. This could indicate a

mis-modelling of resonant pion production in Geant4. The precision of this measurement and the range of q0 it

covers would have to be increased to study this discrepancy in more depth.

Despite the unfolding, we observe a few events with a negative amount of energy transferred, corresponding to

cases where the outgoing momentum is higher than the incoming one. These events are thought to correspond

to issues in the propagation and estimation of the PCA procedures, which can be due to detector limitations
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(a) Unfolded transferred energy
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(b) Unfolded transferred energy, data/mc ratio

Figure 6.42: Data-MC comparison of the amount of energy transferred for the scattered sample after unfolding.
The MC prediction is shown as a solid line with error bars.

(e.g. incorrect dE/dx correction) or genuine physics effects (e.g. multiple scatters instead of a single one, biasing

the reconstruction of the PCA). We note that the MC-data discrepancy in bins of negative energy transferred

is not very large.
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6.6 Data-MC-NEUT comparison

The modifications applied to the NEUT framework to simulate the quasi-elastic scattering of muons were

presented in Section 2.2.2. To compare with the data and MC, we generate one million quasi-elastic muon-12C

scatterings in NEUT. The incoming flux from which the initial muon momentum is drawn is taken from the

MC simulation. We ignore the contribution of Hydrogen to the scattering cross-section as it is a much smaller

component of the scattering target mass than Carbon.

The muon scattering selection presented above is an inclusive measurement. We unfold the data and MC

distributions to remove detector smearing. As discussed above, we believe that the large majority of events in

the scattered sample have elastically scattered, with a small number of muons having quasi-elastically scattered,

scattered off a correlated nucleon pair or produced pions. This means that the experimental NEUT model, which

only includes quasi-elastic interactions, is not expected to model the data very well.

We estimate the agreement between the data and NEUT predictions using:

χ2 = (data − NEUT)T(C + S)−1(data − NEUT) (6.21)

analogous to Equation 6.19 with S = diag
�

�

nNEUT
i

�

is a diagonal matrix accounting for the statistical error

in each bin i in the NEUT sample.

6.6.1 Momentum

As described in Section 2.2.2, the NEUT framework samples the incoming momentum flux according to the

total cross-section for a given process, where the cross-section for muon quasi-elastic scattering was presented in

the same section, reproduced in Figure 6.43 for convenience. Figure 6.44 shows the distribution of incoming and

outgoing momenta for the data, MC and NEUT scattered sample distributions. The total number of NEUT

entries has been normalised to the total number of data in the scattered sample.

We observe that, as expected, the NEUT momentum distribution strongly differs from the data and Geant4

simulation. On the one hand, there is significantly less events with momenta lower than 660 MeV/c in NEUT

compared to in the data. On the other hand, there are significantly more events with momenta higher than 880

MeV/c in the NEUT distribution compared to the data. This is easily explained by the momentum dependence

of the different scattering processes: the lower momentum region is dominated by elastic scatterings, with the

quasi-elastic cross-section rapidly dropping at energies below about 600 MeV, as shown on Figure 6.43. To the

contrary, the quasi-elastic cross-section is high and almost flat at energies higher than about 800 MeV, causing

NEUT to sample more from the high momentum region, producing the observed difference. The agreement
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Figure 6.43: Total quasi-elastic cross-section as calculated by NEUT for electrons and muons.

between the data and both the MC and NEUT predictions is very poor with χ2
Geant4 ∼ 100 and χ2

NEUT > 105

respectively.

6.6.2 Scattering angle

As presented above, the scattering processes considered by NEUT and the data selections are different. Because

more energy is transferred in quasi-elastic scatters, the muon is more likely to be deflected at a higher angle

compared to the elastic case. We observe indeed on Figure 6.45 that the NEUT distribution of scattering angles

is broader than the data and MC distributions with fewer events in the peak (i.e. between 0.02 rad and 0.07

rad) and more events with higher scattering angles.

Interestingly, we also note that the NEUT distribution peaks at a slightly lower scattering angle compared to

the data. We believe that this is due to our definition of a scattered event, which imposes that the reconstructed

scattering angle is greater than 0.02 rad. This means that all events in the first and second bin on Figure 6.45

are events with higher reconstructed angles unfolded back into bins of smaller true scattering angle. This seems

to indicate that the scattered sample selection rejects some events which have genuinely scattered. Because this

low-scattering angle region is expected to correspond mostly to elastic scatters, one needs to implement this

scattering process in NEUT to make more precise comparisons.
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(a) Scattered sample: unfolded incoming momentum
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(b) Scattered sample: unfolded outgoing momentum

Figure 6.44: Comparison between the data, MC and NEUT of the incoming and outgoing muon momenta.
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Figure 6.45: Unfolded distribution of scattering angles for the scattered sample.

6.6.3 Energy transferred

As mentioned earlier, the amount of energy transferred strongly depends on the scattering process considered,

with elastic scatterings transferring typically less energy than quasi-elastic scatterings, for example. Figure 6.46

presents a comparison of the energy transferred in muon-carbon scatterings as modelled by NEUT and Geant4

(MC) with the data. Once again, we compare NEUT with the scattered sample after unfolding. We use the

method presented in Section 6.2.6.3 to estimate the NEUT prediction of the transferred energy in the same way

as is done for the data and MC samples.

Both the NEUT and Geant4 predictions are normalised such that they have the same number of events as the

data in the first bin where q0 > 0 MeV for each incoming momentum value. This bin, typically corresponding

to q0 > 50 MeV, is assumed to contain mostly quasi-elastic events. Elastic events are thought to be mostly

contained in the q0 = 0 bin. Events with q0 ≤ 0 are not included in this comparison.

We note that the NEUT prediction is above the data at relatively low amounts of energy transferred, i.e. in

the second non-zero q0 bin (i.e. first non-normalised bin) for each momentum panel below 1 GeV/c. We note

that the discrepancy between the data and NEUT prediction in these bins reduces as the momentum increases,

reaching approximately zero for muons with incoming momenta between 1.25 GeV/c and 2 GeV/c and crossing

zero afterwards, with NEUT actually under-predicting the number of events in that q0 bin for incoming momenta
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between 2 GeV/c and 4.5 GeV/c. Both of these effects can be explained by the fact that a significant fraction

of events in the first q0 > 0 MeV bin are actually elastic scatters, contrary to the assumption made above. The

normalisation presented above therefore overestimates the number of quasi-elastic scatters, therefore broadening

the quasi-elastic peak, something that is not seen in the data.

We note that NEUT under-predicts the number of events with a large amount of energy transferred, corre-

sponding to resonant pion production, not simulated in this version of NEUT. Work is currently ongoing to

adapt NEUT models of pion production (e.g. the DCC and HNVL models) to permit a comparison with the

data in this higher q0 region.

6.7 Summary and outlook

The muon scattering analysis presented in this Chapter is the first of its kind. We first described how we

can select just under a million negative muons in the T2K dataset. These muons cross the TPC1, FGD1 and

TPC2 sub-detectors with momenta between about 200 MeV/c and 4.5 GeV/c. Out of these, we have identified

a subset of about 200,000 muons which we reconstruct as likely to have scattered in FGD1. We went on to

estimate the amount of energy transferred in the scatter based on the momentum measured by TPC1 and

TPC2. Both samples were found to have a very high purity (> 98%), with the dominant background, pion

scatters, representing about 80% of all backgrounds.

The muon flux was measured before crossing the hydro-carbon target, allowing us to normalise the MC to the

incoming data in terms of incoming momentum and angle, removing the flux uncertainty. The total uncertainty

on this measurement was found to be small, on the order of a few percent and dominated by TPC-related

systematic uncertainties. The smearing of the observables caused by limited detector resolution was factored

out using a simple unfolding procedure.

The data-MC comparison for the entire sample of muons showed some interesting discrepancies. In particular,

Geant4 was observed to under-predict the total muon cross-section by (2.9 ± 0.3)%. A discrepancy of similar

magnitude in the opposite direction was observed by Attwood et. al. in the scattering of 172 MeV/c muons

[115].

The data-MC comparison in the scattered sample showed some rate discrepancies (6% more MC events than

data events were selected) and some shape discrepancies in the incoming momentum, outgoing momentum and

scattering angles distributions. These differences could not be explained by detector effects alone. The distribu-

tion of energy transferred in the scatter showed a clear elastic peak at q0 and a probable single pion production

peak. A good agreement between the simulation and the data was observed in the elastic scattering peak.

Geant4 was observed to under-predict the number of events by about 10-20% in the dip region between these
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Figure 6.46: Comparison of the distribution of q0 in muon scatters. The MC and NEUT predictions are
normalised to the first non-zero q0 bin.
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two peaks, which typically corresponds to the muon interacting with a pair of correlated nucleons, something

that is not modelled by Geant4. We observed that Geant4 over-estimates the number of events in the single

pion production peak by about 15%.

Finally, we presented a comparison of the data with predictions of muon quasi-elastic scattering made using an

experimental version of the NEUT neutrino event generation framework. The discrepancies observed with the

data could all be explained by the fact that the data sample also contains elastic, 2p2h and SPP scatterings

instead of only quasi-elastic scatters.

The analysis presented here opens the door to a new range of studies, presented in Table 6.9, that could be

made using the already available T2K data prior and post ND280 upgrade, which would directly contribute

to the improvement of our neutrino interaction models, reduce the associated systematic uncertainty and help

future generation experiments to reach their Physics goals.

Measurement Use Comments

Combined µ−-16C and µ−-16O Initial nuclear state modelling Using TPC2, FGD2 and TPC3
µ+ scattering σνµ/σν̄µ (Radiative corrections) Similar to [75], measurement of the

Coulomb field distortion)
π± scattering Secondary interactions Easily adaptable from the current

analysis, large muon contamina-
tion expected. ND280 Upgrade is
a good candidate

µ± + A → µ± + A + p Neutrino modelling Quasi-elastic channel, allowing di-
rect comparison with NEUT

µ± + A → µ± + A + π Neutrino modelling Modelling of SPP and FSI
µ± + A → µ± + A + γ Real photon production (radiative

corrections)
Photons are difficult to detect at
ND280

Table 6.9: Summary of some of the measurements that could be made using the T2K charged particle data
and how they could benefit the overall systematic reduction in neutrino oscillation experiments. Most of these
measurements will be performed on Oxygen by the WCTE collaboration.



Chapter 7

Conclusions and Outlook

As the next generation of long-baseline neutrino experiments starts taking data, the need to reduce the system-

atic uncertainty on the oscillation measurements is becoming a priority in the field of neutrino physics. This

thesis presented two studies directly working towards the reduction of these uncertainties.

The first one, presented in Chapter 4, developed the method for charged particle identification and momentum

measurement for the WCTE experiment. This study measured the PID capability of novel Aerogel Cherenkov

Threshold detectors in the sub-GeV range. It also calibrated the energy of photons produced in the tagged

photon setup, measuring its energy resolution.

The characterisation of the beam presented in this chapter was essential to optimise WCTE’s data taking and

allow it to maximise its physics output using the limited amount of beam time available. It also represents

the first characterisation of the CERN T09 beam since its renovation, helpful to any other user of the beam in

the sub-GeV momentum range. The methods and tools developed for this analysis are used in WCTE’s 2024

and 2025 operations and acts as truth-level information on particles’ nature and momentum. This information

is necessary for all of WCTE’s analyses, which include electron, muon, pion and photon scattering studies, in

addition to the validation of existing and development of new particle identification tools for water Cherenkov

detectors and the study of detector response and energy reconstruction. All of these studies directly contribute

to reducing the systematic error on detector response, secondary interactions and/or neutrino scattering models,

for current and next-generation neutrino oscillation experiments. The work presented in this thesis has already

been continued by WCTE collaborators using the 2024 and 2025 data runs. In particular, improvements in

the selection purity were achieved using non-linear cut lines and after removing the reflector film, which was

identified by this analysis as a scintillator. Additionally, a significant amount of background was reduced thanks

to tighter timing cuts and a better understanding of the backgrounds, thanks to dedicated studies built upon

the outcome of the work presented here. WCTE completed its taking data at the beginning of June and is
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currently being disassembled. Some of its components (mPMTs, calibration systems) are directly shipped to

Japan and will become part of the IWCD and HK detectors. Over the next few months and years, the WCTE

collaboration will analyse its data and publish its findings in time for the start of HK’s data-taking.

The second analysis presented in this thesis is a measurement of the inclusive muon scattering cross-section on

carbon. This measurement is the first of its kind in the 200 MeV/c to 4.5 GeV/c momentum range. It uses

two ND280 TPCs to characterise the flux of muons before and after crossing a 33 cm hydrocarbon target, the

FGD1 sub-detector. A total of just under one million muons were selected with a purity higher than 98%. From

this sample, 200,000 events were identified as having scattered in the target. A comparison of the data with

the Geant4 prediction revealed significant discrepancies, showing the inaccuracies of the Geant4 simulation of

low-momentum muon scattering. In particular, the Bertini model in Geant4 was observed to under-estimate

the total muon cross section by (2.9±0.03)%. This discrepancy is of a similar magnitude and opposite direction

to the one observed by Attwood et. al. in the scattering of 172 MeV/c muons [115]. The uncertainty on the

ND280 measurement is a third of the uncertainty on the measurement by Attwood et. al.

A more detailed comparison between the data and MC in the scattered sample showed some significant shape

differences in the momentum and scattering angle distributions that could not be explained by detector effects.

The distribution of energy transferred showed a 10-20% discrepancy in the dip region between the elastic and

single pion production peaks, corresponding to an underestimation by Geant4 of the number of interactions with

nucleons in correlated pairs, a known limitation of Geant4 in this energy range [119]. The number of events in

the range of energy transfer corresponding to single-pion production was larger in Geant4 than in the data by

about 15%. Finally, a comparison between the data and an experimental version of NEUT showed significant

but explicable differences due to the inclusive nature of the measurement.

This novel dataset opens the way to testing neutrino event generators with muons, similarly to what has been

done with electrons. It can be used to directly verify the muon radiative corrections in this energy range, an

important contributor to the uncertainty on the electron-to-muon neutrino cross-section ratio, which limits HK’s

resolution on δCP [55] and delays its discovery of CP violation in the lepton sector, if it exists. This dataset can

also be used to identify and address limitations of the available simulations of low-momentum muon scattering

in preparation for a future muon collider.

The next steps for this work consist in further developing the NEUT framework to include elastic scattering,

2p2h, and single pion production in muon scattering events, thus allowing a direct validation of the models and

tools used in neutrino event generators. Alternatively, one could adapt the inclusive selection described here,

requiring, for example, that there is one proton track and no pion track, to produce a sample of quasi-elastic

muon scatterings that can be directly compared with the NEUT predictions. The upgraded ND280 detector

is very well suited to perform such a measurement, thanks notably to the high nucleon and pion detection
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capability of the super Fine Grained Detector (sFGD), and the new top and bottom high-angle TPCs, which

permit a measurement of the scattering of cosmic muons in sFGD. Furthermore, the tools developed in this

analysis can be used to study the scattering of other charged particles, for example pions, whose secondary

interactions are a significant source of uncertainty in neutrino oscillation measurements. This measurement is

complementary to the measurement of the muon scattering cross-section in oxygen by WCTE.
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Appendix A

Momentum error propagation

The mean momentum for particle population x is:

pinitial
x = pat TS1

x + δpx
=

vxmx
�

1 −
�

vx

c

�2
+ δpx

. (A.1)

where vx is the mean particle velocity:

vx =
L

τx + τe − L
c

. (A.2)

The error on the particle velocity is:
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where:

∂vx

∂τe
=

∂vx

∂τx
=

−L

(τx + τe − L
c )2

and
∂vx

∂L
=

τx + τe

(τx + τe − L
c )2

, (A.4)

substituting Equation A.4 into Equation A.3 to give the total error on the particle’s velocity:

σvx =
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e
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The total error on the initial particle’s momentum is:
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where:

∂pinitial
x

∂δpx

= 1 and
∂pinitial
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c
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(A.7)

giving:
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�2
�3 + σ2

δpx
(A.8)

where σvx is given in Equation A.5 and the values of σL, σδpx
, σe and σx are indicated in Table 4.5.
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TPC pulls
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(a) Incoming TPC1 track
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(b) Outgoing TPC2 track

Figure B.1: Distribution of the muon pull of the incoming and outgoing TPC tracks. The data quality and
propagation cut are applied.
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(a) Distribution of the electron pull for the incoming TPC
track. The data quality, propagation and pullmu cuts are
applied.
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(b) Distribution of the electron pull for the outgoing TPC
track. The data quality, propagation and pullmu cuts are
applied.
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(c) Distribution of the proton pull for the incoming TPC
track. The data quality, propagation, pullmu and pullele
cuts are applied.
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(d) Distribution of the proton pull for the incoming TPC
track. The data quality, propagation, pullmu and pullele
cuts are applied.

Figure B.2: TPC electron and proton pull distributions.
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