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Abstract

Motivated by the search for a microscopic description of spacetime and the study of quantum
chaos, this thesis explores deformations of the Sachdev-Kitaev-Ye (SYK) model. These deformed
models exhibit a rich holographic landscape and provide rare examples of strongly coupled
systems with non-trivial and tractable thermal RG flows. We start by studying thermodynamics
properties the flows. We find that, under certain circumstances, the thermal RG flow in the
strongly coupled infrared phase exhibits two regions of linear-in-temperature entropy, which we
interpret in terms of Schwarzian actions. We also find a novel model dependent zero temperature
entropy for a certain family of deformations. Conformal perturbation theory affords us analytical
control over the flows away from the near-conformal fixed point of the original Hamiltonian. We
show how this can potentially be used to engineer holographic geometries that contain a portion
of de Sitter space, if we allow our deformations to be non-Hermitian. We then turn to more
dynamical probes of the deformed models, focussing on Krylov complexity, which has recently
been proposed as a diagnostic of quantum chaos. By computing and comparing Krylov and
Lyapunov exponents in these deformed models we are able to show that, in all studied examples,
while the Lyapunov exponent can have non-monotonic behaviour the Krylov exponent behaves
monotonically, and in many cases provides a poor bound for Lyapunov exponent. We speculate
on the possibility that this monotonicity might be a generic feature of the Krylov exponent in

quantum systems evolving under unitary evolution.
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1 Introduction

This thesis is motivated by two distinct but deeply connected problems in theoretical physics. The
first is the search for a microscopic description of spacetime and the second is the study of signatures
of chaos in many body quantum systems. In this work we will explore both topics in the context
of simple but concrete models, where we are able to perform precise calculations both analytically

and numerically.

Motivation 1: A microscopic description of spacetime

A theory describing the thermodynamic properties of substances was known before a theory de-
scribing their particulate nature was fully developed. Nevertheless, the deep physical principle that
matter is made of particles had long been suspected. The application of mechanical laws to these
hypothesised particles, initiated by Bernoulli in 1738 [1] and with pivotal contributions by Maxwell
and Boltzmann in the mid-19th century [2,3], resulted in the dramatic mathematical realisation of
this principle. For the first time we saw the macroscopic properties of substances as emerging in a
precise way from the behaviour of their particulate constituents. Many of the great developments
in physics since then have come from revising the laws that should be applied to these particles in
light of ever developing observational and theoretical evidence.

It is possible that we find ourselves in an analogous situation with an entirely different kind
of ‘substance’ - spacetime itself. A compelling reason to think along these lines goes as follows.
In statistical mechanics we can compute the partition function of a thermal ensemble from the
Euclidean path integral of the theory. In the case of Einstein’s theory of gravity we can analogously
compute ‘thermodynamic properties’ of spacetimes via the gravitational path integral [4]. In this
scheme we compute the Euclidean path integral of the gravitational action and interpret the results
as thermodynamic quantities. We can speculate that these quantities are more than just an analogy
and picture the gravitational action as an effective action for some underlying theory containing
microscopic degrees of freedom. In other words we may think of spacetime as emerging from
‘particles’.

Though this idea may seem superficial at first, there has been strong theoretical evidence in

support of it. The story of combining thermodynamics with general relativity began with the



study of black hole thermodynamics, initiated by Bekenstein [5] and Hawking [6]. Their arguments,
which were independent of the gravitational path integral, led to the conclusion that black holes are

thermodynamic objects that carry an entropy proportional to one quarter the area of their horizon

Anor [ kpc?
Spy = 2 (bc>_|_.... (1.1)

4 hG

Notably, the entropy of a black hole is a factor of ~ 10' times greater than that of a star of
the same mass. Though it is not clear how we should interpret this entropy, its enormous value
suggests that it is counting more than the states of ordinary matter that could be associated to
the black hole. Moreover, as the appearance of both & and G in the formula suggests, this entropy
must combine both gravitational and quantum mechanical effects. It is also telling that, to leading
order, the entropy of black holes as calculated from the gravitational path integral gives the same
result. Such a calculation provides quantum corrections that any candidate theory of quantum
gravity should be able to predict.

The fact that the entropy of a black hole scales with its area and not its volume led to the
conjecture of the holographic principle [7, 8], that the information content of a region of space
can be encoded on its boundary. The most famous realisation of this principle in a concrete
model is called the AdS/CFT correspondence [9]. The AdS/CFT correspondence claims a 1-1
correspondence between states in a string theory containing gravity in AdSs x S° and N = 4
Super Yang-Mills, a conformal field theory without gravity that lives on the AdSs boundary. It is
hoped that other dualities exist along the lines of the AdS/CFT correspondence that can provide a
new way to understand theories of gravity and the emergence of spacetime. Of particular interest
would be to find a holographic dual to de Sitter space, providing a microscopic model in which test
ideas about our own expanding universe. Despite various proposals, the lack of natural boundary
at infinity to anchor the dual theory makes this a particularly difficult problem and a definitive
framework remains elusive; see [10] for a recent review.

The pursuit of a microscopic description of spacetime is more than just a theoretical curiosity.
Firstly, a description of spacetime, based on the theory of General Relativity, is known to break
down in regimes of high energy or short distances (UV). Most famously General Relativity predicts
singularities at the centre of black holes and at the beginning of the universe. Such problems cannot

be resolved by an effective theory of quantum gravity based on quantising the Einstein Hilbert action



and it is likely that a microscopic UV completion will be needed. But it is not only in the UV that
a microscopic description of spacetime might be crucial. Problems such as eternal inflation [11,12],
the black hole information paradox [13,14] and the cosmological constant problem [15,16] all hint
at a possible breakdown of effective field theory low energies or long distances (IR) and the need
of a microscopic model to shine a light on these problems. The cosmological constant problem
is a particularly illustrative example of this. This constant, needed to describe the accelerating

expansion of our universe, has a current measured value of [17]
A =1.1056 x 10752 m~? | (1.2)

which differs from the naive quantum field theory estimate by ~ 120 orders of magnitude [15, 16].
This small positive constant is thought to account for ~70% of the energy content of the universe,
and yet we have not found a fundamental explanation for its observed value. Nonetheless, the
thermodynamics of de Sitter space give a deep clue that a microscopic description is needed. The
leading term of the entropy of de Sitter, found by the gravitational path integral, is found to

proportional to the area of the cosmological horizon,

_ Abor. kBC?’ . 3 k‘BC3
Sas = 1 <hG>+"'—A<hG + e (1.3)

This remarkable formula binds the value of the cosmological constant to a microscopic description

of spacetime, and just as in the case of the black hole, the fact that it follows an area law hints

that this description should be holographic.

Motivation 2: Diagnosing quantum chaos

In classical systems, chaos is diagnosed by exponential sensitivity to the initial conditions of a
system. Quantum mechanics however is governed by a linear equation, excluding the possibility of
such a definition. Nonetheless, given that chaos can exist in the classical limit of quantum systems,
it is natural to ask what the underlying signatures of chaos are in quantum systems. The study of
such signatures falls under the umbrella of quantum chaos.

In quantum many body systems diagnosing chaos presents a further challenge: dynamical probes

are typically hard to compute, in part due to the fact that the Hilbert space grows exponentially



with the number of constituents. This difficulty is even more pronounced in quantum systems that
are strongly coupled and quantum chaotic. Despite significant progress in the area [18], defining a
good quantum signature of chaos valid for all time scales can be difficult. The situation improves
when the quantum system has some intrinsically small parameter, such as in large N theories or
those with a semi-classical limit. Following the use of the exponential growth of the Poisson bracket
as a function of time [19] to diagnose classical chaos, one might hope that in a quantum theory
with a semi-classical limit, the commutator of simple (local) operators might be related to quantum
chaos. Indeed, in such systems the square of the commutator [20] was found to grow exponentially
with a growth rate A, known as the Lyapunov exponent. Further, it was shown in [21] in local,

unitary quantum systems the Lyapunov exponent satisfies,

L (1.4)
thus setting a bound on quantum chaotic behaviour. There are, of course, other interesting quan-
tities to diagnose quantum chaos, such as the onset of random matrix statistics [22], the spectral
form factor [23] or quantum circuit complexity [24,25].

Another related quantum signature of chaos comes from the idea of operator growth. The
intuition is that, if the Hamiltonian is chaotic, an initially simple operator will grow exponentially in
complexity under Heisenberg time evolution. As opposed to the Lyapunov exponent, this concept
does not require a small parameter. Recently, the use of Krylov subspace methods has been
proposed to quantify this idea of operator growth [26].

Since their conception in 1931, Krylov methods have played an important role in mathematics
and theoretical physics [27]. Their main feature is to project a higher-dimensional (computationally
hard) problem to a lower-dimensional one (approximate, but computationally more accessible).
Typical examples involve matrix diagonalisation or eigenvalue problems. In the case of operator
growth, the idea is to find the minimal subspace needed to follow the time-evolution of an operator,
without the need of diagonalising the full Hamiltonian. This is done by considering the subspace
spanned by the set of nested commutators of the operator with the Hamiltonian. The nested
commutators are said to form a basis of the Krylov subspace. It was conjectured that the properties
of this subspace can be used to diagnose whether the quantum system is chaotic or not by using

the operator growth hypothesis [26]. Since then a critical amount of work has been devoted to
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understand and test this hypothesis in different quantum systems. See [28], and references therein,
for a comprehensive review of recent results on the subject.

As a quantitative measure of operator growth, the concept of Krylov complexity was coined
in [26]. Under certain assumptions that we will discuss later, this complexity grows exponentially
with time in chaotic systems, and it was conjectured that the exponent, called the Krylov exponent
Ak, would serve as a tighter bound for the Lyapunov exponent (when this one is well-defined),
namely,

P
AL < A < % . (1.5)

As we will see, while the Lyapunov exponent appears require the computation of the four-point
out-of-time-ordered correlator, the computation of the Krylov exponent only requires knowledge of
the two-point function of the operator. Then, if the left bound turns out to be tight, this gives a
computational advantage to Ax as a probe of quantum chaos. Given this potential advantage and
the fact that a semi-classical or large N limit is not needed, it is important to understand whether

Krylov complexity can serve as a more general diagnosis of chaos.

A tractable model at the intersection of holography and quantum chaos

Whilst the AdS/CFT correspondence was a significant achievement, its computational challenges
limit its usefulness as a tool for understanding quantum gravity. At the same time studies of
many body chaos are hampered by the complexity of the systems involved. Fortunately, there is
a model that lies at the intersection of these two fields that is complex enough to capture their
essential features while still being simple enough to remain highly solvable. This model is called
the Sachdev-Kitaev-Ye (SYK) model.

The SYK model is a many body quantum mechanical model in 0 + 1 dimensions, consisting
of Majorana fermions with random all-to-all interactions. A version of the model was originally
proposed by Sachdev and Ye in 1992 who used the model to study strongly correlated materials [29].
The model was later revisited by Kitaev in 2015 who proposed using a simplified version of the
model in the context of AdSs holography [30]. Moreover, Kitaev showed the SYK model to be
maximally chaotic at low temperatures by virtue of it saturating the chaos bound (1.4) [30,31].

Extending Kitaev’s insights, an explicit duality between the SYK and AdSs dilaton gravity (JT
gravity) was found [32-34]. As well as describing the AdSs black hole, this theory has quantum

11



fluctuations coming from boundary dynamics that are described by the SYK model. It is also worth
noting that since JT gravity universally describes the near horizon behaviour of near-extremal black
holes in higher dimensions, the duality should also capture important properties of astrophysical
black holes; see e.g., [33,35] for a discussion. From the holographic perspective, the saturation of

the chaos bound provides evidence towards black holes being the fastest scramblers in nature [36].

A new direction in SYK research and holography

Studying the SYK model at strong coupling has been extremely fruitful, yielding many insights
in the context of both holography and many body chaos [26,31,37-45]. Nonetheless, the need for
concrete and tractable models in both quantum chaos and holography remains. In this thesis we
look to address this problem by opening a new chapter in the study of deformed SYK models and
holography. Our goal is to perform a systematic study of relevant deformations of the SYK model,
examining their rich thermodynamic and chaotic behaviours and exploring the new holographic
possibilities that they present. We will do so by employing cutting-edge numerical methods (see
section 3) alongside innovative analytical techniques to extract a collection of precise and insightful
results.

Concretely, the SYK model admits a rich landscape of relevant deformations that take the form
of another SYK Hamiltonian with fewer fermions in each interaction term [46-55]. These deformed

models can have highly non-trivial behaviour in the infrared. We will examine the Hamiltonian

H, = i? > Tivigiglin Uiy - iy q €207, (1.6)
1<i1<ig<+<ig<N

deformed by an operator s Hgz, with ¢ < ¢, where s is a dimensionless coupling and ; are N
Majorana fermions. The couplings of both H, and Hj are drawn from a Gaussian ensemble. For
such a deformation, provided that s is small enough, as we flow towards the IR of the theory we
first reach the IR fixed point of the original SYK model described by JT gravity before flowing to a
new fixed point in the deep IR of the model. Studying these deformed models along their thermal
RG flow we uncover a diverse and noteworthy set of behaviours. These include, for example, a
zero temperature entropy that varies continuously with model parameters, and the possibility for
a worldline theory residing in the interior of their holographic bulk [54].

We further enhance the richness of the flows by considering deformations built from concate-
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nating multiple SYK Hamiltonians. This opens up a vast landscape of holographic geometries that
could potentially be realised by these models. By developing new techniques in relevant conformal
perturbation theory, we gain analytical control over these flows in the vicinity of their first fixed
point. We exploit this to explore the possibility of engineering new holographic geometries, includ-
ing ones that contain a portion of de Sitter space [56,57]. This could perhaps open new avenues
for exploring the holographic nature of our own expanding universe, providing a complementary
approach to active research in this direction [58-60].

The flows also include the possibility of transitions between different regions of near-maximal
chaos or transitions between near-maximally chaotic and integrable behaviour. This provides a
unique opportunity to test out signatures of quantum chaos in the context of these highly non-
trivial behaviours. We make use of this to test the robustness of Krylov complexity as a diagnostic
for quantum chaos that has recently attracted significant research attention [26,28,61-69]. This
leads us to make a novel conjecture about the growth of the Krylov exponent, which sharply
contrasts it to that of the better established Lyapunov exponent [70].

These deformed SYK models offer a unique example of strongly coupled systems with complex
yet tractable thermal RG flows. We hope this new chapter in their study can continue to provide

new and interesting insights into the nature of chaos and holography.

Outline of the thesis

The thesis is structured as follows. In section 2 we review the relevant background material needed
to motivate and develop the results of this thesis. In section 3 we give an overview of key method-
ologies used in the thesis by detailing the numerical techniques used to investigate the deformed
models. The main results of the thesis are then presented in the following three sections.

In section 4 we study deformed SYK models with a single unitary deformation. These models
correspond holographically to flow geometries that interpolate between two Euclidean near-AdS,
spacetimes with different radii. We significantly generalise the study of these deformed models
beyond the analytically solvable regime studied in previous work [52,53], establishing new insights
including a non-trivial model dependent zero temperature entropy and the fact that relevant con-
formal perturbation theory can be used to describe the flow.

In section 5 we extend our analysis to multiple deformations and allow for non-unitary models.

13



From the holographic perspective, these deformed SYK models open up a far richer set of bulk
geometries. JT gravity can be generalised to a set of dilaton gravity theories that describe a
much more general set of two-dimensional spacetimes than just AdSy [71]. In particular these can
describe a geometry that is asymptotically AdSy but flows to dSg in the interior [56,57,72]. In this
section we provide evidence towards the idea that deformed SYK models may be able to realise
such geometries, if we allow ourselves to consider non-Hermitian models.

In section 6 we return to considering single, unitary deformations, and use the flows to test
Krylov complexity as a diagnostic for quantum chaos. We find that while the Lyapunov exponent
can have non-monotonic behaviour along the flows as a function of temperature, in all studied exam-
ples the Krylov exponent behaves monotonically. Moreover, we show that although in undeformed
SYK model the Krylov exponent is found to equal the Lyapunov exponent at all temperatures, in
the case of the deformed model the two can diverge significantly, rendering the Krylov exponent a
poor measure for diagnosing chaos in such models.

Finally, in section 7 we present our main conclusions and outlook. In particular, we speculate on
the need for open quantum systems in the context of de Sitter holography. Further, we conjecture
that (as long as it is well-defined) the Krylov exponent has a monotonic behaviour along thermal
RG flows. It is hoped that these ideas could open up new directions in the study of chaos and

holography.
This thesis is based on the following published work and work in preparation.
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Kitaev model and their holographic duals [in preparation].

The author has also published the following work during their PhD program, which does not form

part of this thesis.

e S. Chapman, D. A. Galante, E. Harris, S. U. Sheorey, D. Vegh, Complex geodesics in de Sitter
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2 Preliminaries

2.1 Quantum chaos

Dynamical information about a quantum system is encoded in its spectrum. This is therefore a
natural place to search for statistical signatures of chaos. In 1984, Bohigas, Giannoni and Schmit
stated the famous BGS conjecture that the spectral statistics of chaotic quantum system should
be described by random matrix theory (RMT) [73]. RMT was introduced initially by Wigner, and
later developed by Dyson and Metha [74-76]. The idea was that the eigenvalue statistics of heavy
nuclei are well described by that of random Hamiltonians - in particular by Hamiltonians whose
matrix elements are drawn from Gaussian distributions. Gaussian ensembles of n x n matrices have

probability density functions of the form
~2PT(H?)
p({H”}) :N[;De 4 s ﬁD = 1, 2o0r4 s (21)

where Np, is a normalisation constant and Sp is known as the Dyson index. There are three
Gaussian ensembles, often denoted by their Dyson index. These are the Gaussian Orthogonal
Ensemble (GOE) with 8p = 1, Gaussian Unitary Ensemble (GUE) with fp = 2 and Gaussian
Symplectic Ensemble (GSE) with Sp = 4. These ensembles are defined on the spaces of real
symmetric, Hermitian and Hermitian quaternionic matrices respectively and the Sp dependence in
(2.1) ensures that their probablity densities are invariant under orthogonal, unitary and symplectic
similarity transformations respectively. The BGS conjecture extends the idea of RMT to state that
any quantum system that displays chaotic behaviour in its classical limit should have the same
spectral properties as predicted by random matrices models defined by (2.1). In particular the

eigenvalue distribution of such models is given by [77]
BD
PN = sy (223538 T 22)
i=1 i<j

We observe that the exponential term stops the eigenvalues form spreading too far from the origin
whilst the product term stops any two eigenvalues from getting too close to each other. A notable

consequence of the conjecture is that the distribution of the spacing between eigenvalues, s, expected
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for chaotic systems goes like p(s) ~ se—5" /40

whilst that of an integrable system follows Poisson
statistics, p(s) ~ e~®. The SYK model has been shown to have spectral statistics corresponding to
each of the GOE, GUE and GSE ensembles depending on the number of Majorana fermions, N, in
the model [41].

In many body systems another important signature of chaos is the growth of simple (few body)
operators into complex (many body) ones. An important diagnostic for this effect is the dou-

ble commutator. For a system at finite temperature 3!, the double commutator for Hermitian

operators V and W is defined as [20,21]
C(t) = (=W (), V(0))s , (2:3)

where (o)g = Z/gltr(e_BH e) is the thermal average. For fermionic systems the commutator is
replaced by an anti-commutator. The idea behind this diagnostic is that in a chaotic system the
operator W (t) spreads across the system in such a way that it will quickly fail to commute with
any simple operator in the system V. More precisely, in chaotic systems, after an initial dissipation
time ty ~ [ the double commutator is conjectured to grow exponentially at early times before
saturating to its late time average. Within this time frame we can write the growth of the double

commutator for a chaotic system as
C(t) ~ee Mt ... | (2.4)

where ¢ is a small parameter, typically either proportional to A in the case of systems with a
semi-classical limit, or 1/N for systems permitting a large N limit like the SYK. The rate of early
time growth is governed by Ay, known as the quantum Lyapunov exponent. The time at which
saturation occurs is called the scrambling time, t; = (1/A1)log(1/¢). Note that for the Lyapunov
exponent to be meaningful, this timescale has to be much larger than the dissipation time ¢4 ~ (3,
which is guaranteed as long as N > 1 with 8 ~ O(1).

We can gain an intuition for the double commutator by taking the semi-classical limit of a single

particle quantum system with W (t) = ¢(t) and V = p. The double commutator then becomes a
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Poisson bracket which we can write as [20,21]

2
~(ih{qt).p})? = 12 (238) . 25)

This quantity measures the sensitivity of trajectories to the initial position of the system, and is
precisely the quantity we expect to grow exponentially for classically chaotic systems. When W

and V are Hermitian and unitary we can rewrite the double commutator as
C(t) =2(1 —Re(OTOC(1))) , (2.6)

where the out of time order correlator is defined as OTOC(t) = (W (t)V(0)W (t)V(0)). Therefore,
in such cases, the OTOC contains the same information as the double commutator and is often
computed instead. In a quantum chaotic system with a small parameter, that we will now take to

be 1/N, this correlator generically behaves as [21]
_ N1
OTOC—fo—Nexp)\Lt—k--- ) (2.7)

where fy1 are order one numbers that are theory dependent and Ay, is the Lyapunov exponent. It

was shown in [21] that in local, unitary quantum systems, fo1 > 0 and
AL < —, (2.8)

which we will refer to as the chaos bound. Since the OTOC can have divergences one often computes

a regularised OTOC

OTOC(t) = Tr (¥ W (B V() W (3 V(0)) . p= Z(lﬂ)e—ﬁH. (2.9)

It has be shown in the case of the SYK that the Lyapunov exponent does not depend on the choice of
regularisation [44,78]. The Lyapunov exponent of the SYK model can be computed analytically at
low temperatures and is found to saturate the chaos bound [30,31], rendering the model maximally

chaotic in this regime.
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2.2 Krylov complexity

In this section we review the notion of Krylov complexity and its relation to chaos in quantum
systems. We will be interested in the growth of a simple operator O under Heisenberg time

evolution. Heisenberg time evolution spreads the operator through a series of nested commutators,

which can be written in terms of the Liouvillian operator £ := [H, -] as
o (it)"
_ iHt gy, —iHt _
O(t) = eMoe M =)~ L0 (2.10)
n=0

In the following we will always assume the Hamiltonian and the operator O to be Hermitian. To
describe the operator spreading, we first consider the vector space spanned by the nested commu-
tators

Ho = span{O, [H, O], [H,[H,0]],...} . (2.11)

This operator space is called the Krylov subspace and it contains the time-evolved operator O(t)
for all . In order to quantify the operator growth within this subspace one defines an inner product

acting on operators in the theory. The inner product used at infinite temperature is given by

Tr(O]0)

(01]02) := (Tr(f) ’

(2.12)
where I is the identity operator. One can also consider the system at finite inverse temperature S,
for which it is usually useful to use the Wightman inner product,

1
(01]0y)f := S Tr (fﬁH/?O{e*ﬁH/QOg) , (2.13)

where Z = Tr (e‘ﬁH ) Taking the S — 0 limit recovers the inner product at infinite temperature.
One can then find an orthonormal basis with respect to the inner product via the Gram-Schmidt
procedure. We will refer to this basis as the Krylov basis. For a Hermitian operator, the Gram-

Schmidt procedure applied to (2.10) is described in [26] as follows. First define

|0p) := |0), b1 = (OoL|LOy), |O1) := b L |Op) . (2.14)
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Then, for n > 1, carry out the following recursive algorithm

’An) = K‘On—l) - bn—lyon—Q) >
bn = (An]An)'? (2.15)

0,) =014, .

For finite dimensional Hilbert spaces, the recursive algorithm stops for some n = Dg known as the
Krylov dimension.

The b,’s are called Lanczos coefficients and from (2.15) it is easy to see that the Liouvillian
operator is tridiagonal with respect to the Krylov basis with the upper and lower diagonal entries

corresponding to the Lanczos coefficients,

0 by 0 0
by 0 by 0

(OulL]Op) =1 0 by 0 by -+ | . (2.16)
0 0 b3 O

The time-dependent operator admits the following expansion,

Di—1

O) = 3 "eu(t)|On), (2.17)

n=0

where all the time-dependence has been completely transferred to “wavefunctions” ¢, (t) of the

Schrédinger equation of an effective one dimensional tight-binding chain

Opon(t) = bppn-1(t) — bugr1@ni1(t), ©n(0) = 0no, @-1(t) =0. (2.18)

From this one can directly infer that the spread of the operator in time over the Krylov basis is
determined by the Lanczos coefficients. The faster the Lanczos coefficients grow with n, the faster
the operator will spread over the Krylov basis.

In [26], it was noted that in non-integrable many body systems the Lanczos coefficients are
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asymptotically linear in n,!

by ~an+, (2.19)

where the slope a > 0 and ~ are constant real numbers. When the system is integrable, the Lanczos
coefficients will grow with a fractional power b,, ~ n’, for 0 < § < 1. A linear growth in the Lanczos
coefficients? is expected to lead to an exponential growth in the Krylov complexity that is defined
as,

Dg—1
Cx= Y nlpa2 "R Axt (2.20)

n=0

where we defined the Krylov exponent as follows?
Ak = 2. (2.21)

Note that the form of the exponential growth in (2.20) has not been proved for all cases of coefficients
with linear asymptotic growth. Nonetheless, it has been checked analytically and numerically for
a large range of cases and is expected to hold in general [26]. The Krylov complexity Cx measures
the average position of the operator in the tight-binding chain, which effectively describes the
spread of the operator over the Krylov basis. Note that, as a consequence, in integrable quantum
systems, the Krylov complexity typically does not grow exponentially. See [28] for different known
behaviours. In such cases the Krylov exponent is not well-defined.

For chaotic systems where (2.19) holds and the Lyapunov exponent is also well-defined, it was
proposed that the Krylov exponent could provide an upper bound for the Lyapunov exponent, see
(1.5) that we recall here,

2
AL < Ak < % . (2.22)

!Note that for one-dimensional systems, there could be a logarithmic correction to the linear growth [28]. This
correction is not present in SYK-like models.

2This assumes that the dependence of the Lanczos coefficients on n is smooth.

30ne should note that there are known examples where the exponential of the Krylov complexity Ax does not
satisfy this relation with the slope of the Lanczos coefficients . This was shown to happen in thermal quantum field
theory, where the Lanczos coeflicients split into separate branches for even and an odd n [79,80], where the staggering
was proposed to be related to the mass gap in the power spectrum. We will indeed see such a splitting for the finite
g SYK, but both even and odd coefficients will be linear with the same slope and the staggering effect will be very
small in all the cases we study. Therefore, we will assume that Ax = 2a. We leave a full evaluation of Ax for future
work.
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The left inequality was proved at infinite temperature in [26], and follows from properties of the
Krylov basis. In [26] the inequality was further conjectured to hold at finite temperature so long as
the Wightman inner product (2.13) is used. This conjecture was evidenced by the study of the SYK
model in a certain scaling limit, where the inequality was found to be saturated. It is worth noting
that while the Lyapunov exponent requires the computation of the four-point OTOC, the Krylov
exponent only requires the two-point autocorrelation function (see section 6.2). It is not obvious
why these two distinct correlators should be related in this manner and moreover whether the bound
should be tight. We will explore the tightness of this bound and how reliable Ag is as a means for
diagnosing chaos in section 6. Under the assumption of certain analytic and smoothness properties
of the Lanczos coefficients n, the right inequality was proved at finite temperature in [26,61,62]. It
is worth noting that Krylov complexity was generalised to study the spread of states rather than

operators both in unitary [63-65,68] and non-unitary systems [66,67,69].

2.3 The SYK model

Having explored general ideas about quantum chaos we know turn our attention to the main
protagonist of the thesis - the SYK model. The SYK model is a quantum mechanical model
with random, g¢-local interactions. See [31,35,81-83], for instance, for some reviews of the model.
The observables of the theory are built from N Majorana fermions, 1;, obeying equal time anti-

commutation relations

{Wi, 0} = di5 , ,7=1,...,N . (2.23)

The model consists of an ensemble of Hamiltonians

N
H, = (i) > JirigoigWinis - Wiy, q€2LY, (2.24)
1<i1<i2<...<ig<N
where the coupling constants J;,;, 4, of the theory are independent and identically distributed
random variables drawn from a Gaussian distribution with

207 72 (g — 1)

inigeig) =0 i) = == ey (2.25)
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At finite N, the dimensionality of the Hilbert space is 2/¥/2, which makes it computationally hard
to exactly diagonalise the Hamiltonian for N 2 36. In this regime, it can already be observed that

the spectrum of the theory is chaotic for all values of ¢ > 4, and integrable for ¢ = 2 [31,35].

Large N limit

From the perspective of the path integral, it is useful to express the theory in terms of bi-local
fields G(71,12), (11, 72) [31,40,84]. For a detailed derivation the reader may refer to appendix A.
The Euclidean time coordinate 7 ~ 7+ 3 is periodically identified with period given by the inverse

temperature 5. Physically, G(71, 72) computes the (time-ordered) thermal two-point function

N
1
G(r,m) = & ;<T¢z‘(ﬁ)¢i(72)>ﬁ7 (2.26)
In terms of G and X the action reads
1 1 [P P 52071
I= —ilogdet (0(11 — 72)0r, — 2(71772))4-2/ / dridry <E(71,7'2)G(7'1,T2) -J 72 G(71’72)q) ’
0o Jo
(2.27)
and the disorder averaged partition function of the theory is given by
(2(8))s = [IDGDS) G, (225)

where we indicate a disorder average by (e) ;. At large N, the theory permits a saddle point approx-

imation. The resulting Schwinger-Dyson equations are the following integro-differential equations

G_l(Tl,TQ) = 5(’7’1 — 7'2)87-2 — 2(71,7'2) , (229)

S(r1,7m) = TG, 7)1 7L

The above equations can be solved numerically using a recursive algorithm and the fast Fourier
transform [31] or the Legendre spectral method [85]. Details of these procedures are given in section

3.2. In the IR of the theory, given by |7 — 72| > 1/J, we can self-consistently drop the §(m —72)0-,
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term in (2.29), resulting in an effective theory described by the equations

fO’B dr’ G(m,7)2(7", 1) = —0(11 — 72) ,

(2.30)
S(r1,7m) = EZT2G (1, 7)1 7L
Provided A = 1/q these above equations are invariant under the transformations
G(71,7m2) = G(11,72) = ¢/(11)2 G(d(11), B(72)) ¢/ (12)2 (2.31)

B(r1,m2) = B(71,72) = ¢/ (1) 20TV B(d(11), $(72)) ¢ (12) 247D

with ¢(7) a smooth, monotonically increasing function that maps the thermal circle to the thermal
circle with single unit of winding. The structure of ¢(7) is that of a reparameterisation of the circle
to itself.

In the IR, the SYK model is approximated by a one-dimensional conformal field theory [31,40].
The fermions 1); transform as primary operators of conformal weight A = 1/q. At the level of the

action, the low-energy effective description is given by

1 24—t
ICFT = —§logdet(— 7'1,7'2 / / dTldTQ < 7'1,T2)G(T1,7‘2) \72 q2 G(Tl,7'2>q> .
(2.32)

The solution to the IR Schwinger-Dyson equations (2.30) is given by

21
Gy(r1,m2) = ¢'(11) bsgn(ry — ) 7w ( ;r(ﬁ) (m)) ¢'(m2)™ (2.33)
with A
1 /(1—-2A)tan(7A)
SEYIERINERS o

All solutions G have the same action when evaluated on the conformal action (2.32). As such,
the saddle approximation naively diverges as the volume of the reparameterisation group. To get

a finite answer we must account for the effect of the leading ‘irrelevant’ correction away from the
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conformal action. It is given by the Schwarzian action [31]

Isen = —O;(?/OB dr ((?)2¢'(7)2 _ @//'((:)))2) . (2.35)

The constant «(q) has to be determined numerically by solving the full Schwinger-Dyson equations,

as discussed further in appendix B, as its precise value does not follow from IR considerations. The
Schwarzian action explicitly breaks the reparametrisation symmetry of the conformal action down
to an unphysical SL(2,R) reparametrisation group. The final path integral must still be divided
by the volume of the residual SL(2,R) to be made sense of [86,87].

Given the Schwarzian theory (2.35), one can compute thermodynamic quantities to leading
order in the saddle point approximation. For instance, given the on-shell solution ¢(7) = 7, the

free energy Fse, is found by taking the Schwarzian action on shell

_ BFsen _ 27°0(q)

i 57 (2.36)

and is found to be quadratic in the temperature. Given an expression for free energy F', the

thermodynamic entropy S can be computed as

S = (1— B05)(—BF) . (2.37)

It is straightforward from (2.36) to verify that the entropy of the Schwarzian theory is linear in the

temperature,

Ssch 472a(q)

i . (2.38)

Additionally, the zero temperature entropy of the SYK can be computed explicitly [31,40] such

that the entropy of the SYK model admits the following small temperature expansion

S _ free Ve 1 47T2Oé(Q)
N_<SO _/0 dw7r<2—x>tan7rx>+w+-", (2.39)

where S(f)ree = log 2/2 is the zero temperature entropy of a free fermion.
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Large ¢ limit

The SYK model admits further computational control if, after taking the large N limit, we also
take the large ¢ limit.* In this case, we can expand the two-point function G(1,7) = G(11 — 7o)

as

G(r) = Sgn;” (1 +4 (qT) + 0(1/q2)) . (2.40)

To leading order in ¢, the Schwinger-Dyson equations (2.29) become a single ordinary differential
equation for g(7), namely

92g(r) = 27%97) . (2.41)

Imposing thermal boundary conditions, g(0) = g(8) = 0, we find that,

o) _ cos? v 2v

oo (2w (3-3)) BT = (2.42)

Given ¢(7), we can compute the complete thermodynamics of the theory by evaluating the action

(2.27) on-shell to leading order in the large ¢ expansion,

5(879(7))2+2j269(7) SR (2.43)

N_ 0 8q20

B
BF__Sfree_ B dr |:1

At low temperatures, the parameter v can be expanded as follows,

T T 27 7T(24+7r2)
v=o— o

2 37 T BIE 657y +0(BT)*, (2.44)

while at large temperatures v ~ 57 /2+ ---. Using (2.44) with (2.42) and (2.43) one can extract
the low-temperature thermodynamic behaviour of the theory. In particular, the thermal entropy

at low temperatures reads [54]

=R

2 2
free T ™ 1
_ _ n o 2.45
< 0 4q2> BT (245)

By comparing (2.45) with (2.38), we see that a(q) — 1/4¢* as ¢ — co. Next order corrections in

the large ¢ limit have been studied in [90].

4 Another solvable case is known as the double-scaled SYK model, obtained by taking both the large N and large
q limit, but with N/¢® fixed. See, for instance, [88,89].
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Chaos exponent

One of the salient features of the SYK model is that there is enough computational control to
compute dynamical quantities such as the OTOC at large N and in the strongly-coupled regime.
At infinitely low temperatures, where conformal symmetry is emergent, it can be checked that
the SYK model saturates the maximal chaos bound [21]. The leading order correction away from

maximal chaos can also be computed analytically and it gives, e.g., for ¢ = 4, ¢ = 6, and ¢ — oo [31],

2 4.28 _
Z-83+), a=4,

Ac = (AL)grs1 ™ %(1—%+ ) q=F6, (2.46)
2 2

Away from this limit, the Lyapunov exponent can be computed numerically, see section 3.4. In the

large ¢ limit, it is possible to compute it analytically for all temperatures, obtaining Ay = %’.

2.4 Deformed SYK models

A relevant question is whether the SYK model admits deformations away from its near-conformal
infrared fixed point. Simple operators in the SYK model are mostly irrelevant [81]. However, it is
possible to deform the SYK model with deformations that take the form of the SYK Hamiltonian
itself, but with a different number of fermions. Namely, it is possible to consider the following
theory,

Hgyer = Hy + sHj (2.47)

where s is a tunable dimensionless parameter and the Hamiltonian H, denotes the Hamiltonian
(independent random) ensemble (2.24)-(2.25) of a single SYK model with z-fermion interactions.’
Note that the Hamiltonian is built from the same N fermions.

In this thesis, we will assume that ¢ > §. A naive power counting argument indicates that this
is required for the second term to be relevant. The argument goes as follows. Near the conformal
fixed point of the first SYK, the fermions acquire a scaling dimension of A = 1/¢, so the second

SYK Hamiltonian, thought of as a disordered operator [53,54], has a naive scaling dimension of

A = G/q < 1, and will become dominant in the infrared. In section 4.3.3 we will carry out a more

5Similar deformations have been recently considered in the double-scaling limit [91,92].
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careful analysis of this intuition and demonstrate that it is indeed correct.

Large N limit and large ¢ limits

Similar to the single SYK case, in the large IV limit, the deformed action can be described in terms

of bi-local fields [52,53]
2(1—1 .
I = —flogdet (0r — %) / / dridr (EG TJ? (Gq + 52 Gq>) , (2.48)
¢
from which we get a set of deformed Schwinger-Dyson equations

G_I(Tl,TQ):(s(Tl—Tz)aTZ —E(Tth) , (2 49)

B(m,m) = 72 (B G(n m)! + 2255 Gln, )T )

A case of special interest is ¢ = 2. The deformation then consists of an integrable Hamiltonian,
often referred to as mass-deformed SYK, and has been broadly studied in the context of quantum
chaotic to integrable transitions [46-51].

The deformed SYK model can also be studied in the large-q, ¢ limit [52-55]. It is convenient to
define the ratio n = ¢/¢ > 1 and take both ¢ and § to infinity, while keeping n fixed. In this case,
the Schwinger-Dyson equations (2.49) reduce to

82g(7) = 277 (egm i nszegm/n) , (2.50)

In general, this differential equation (supplemented with thermal boundary conditions) can be

solved numerically using standard shooting methods [54], see section 3.3 for details.

An analytically solvable deformation

Notably, there is at least one case that can be solved analytically for all values of 87 and s. This
is when n = 2, which means that the number of fermions in the relevant deformation is half of that

in the original Hamiltonian [52,53]. In this case, the two-point function is given by

4
ed(™) = v - (2.51)

(\/(ﬁj)2y2 + s1(BT)  cos (u (%T - 1)) + Sz(ﬁj)2>
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where the parameter v is defined as

202 — s*(BJ)*
V(BT + s34 (BT)*

cosV = (2.52)

Paralleling the analysis of the single SYK model, we can compute the thermodynamic behaviour of
this model. To leading order in the large ¢ and ¢ expansion, the free energy of the deformed model

is given by

ﬂ; — _glree _ 8’;2 05 dr B (Dr9(r))% + J? (21123269(7)/" + 2eg<7>)} . (2.53)
Of particular interest is low temperature thermodynamics of the model. Provided that s <« 1,
there turns out to be two regimes in which the theory is nearly conformal and the entropy becomes
(nearly) linear in the temperature. We refer to these two regimes as the intermediate (1/s? >>
BJ > 1) and the deep infrared (37 > 1/s%) of the theory.

To extract the intermediate infrared behaviour analytically, we expand the parameter v above

for small values of s and large values of 57 such that 5Js is kept fixed (of order one). This

expansion yields

7 2BTs)2—n2 2 (7' —4(BTs)Y)

n =—+ 4+ —
Vint IR = BT ™ (BT)

16 (24 — 72) (BT s)® — 9672(BT s)* + 675 (8T s)?> — n0 (24 + =2

L 16017 (379 0657 5) ! GG (214 ) | -

6m°(8T)
In this case we obtain for the entropy [53]°
: S free 7T2 772 1 252ﬁ«7

Intermedlate IR, N = <SO — 4q2> + ?ﬁij — q2 =+ .- s (255)

which has the linear-in-temperature behaviour expected for a single SYK theory with H,, and s
will only appear as a small correction away from this intermediate near fixed point. For lower

temperatures, the theory develops a new near fixed point, that can be studied analytically by doing

5The model studied in in [53] has fermions with two different flavours and so effectively, the number g of fermionic
interactions in each term of the Hamiltonian was twice the one considered here. One can recover the thermodyamic
formulas in [53] by simply taking ¢ — 2¢ in our expressions.
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the following expansion,

7Vl +4s2  7w(4s?+1) 1 7 (=25t + 252 + 1) — 37 (45% + 1)2

VDeep IR = T —

in this case the entropy becomes

Deep IR:

2| »

where
V14 4s2

2s

N =

26T * st (@7)27L 356y/452 + 1

2 2
free ™ ~ 1
= — N~ ...
(0 4@2>+ Zsg

1
R
(2.56)
(2.57)
(2.58)

We can compare (2.57) to the IR behaviour of the single SYK model, sHg, which is (2.45) with

q — ¢ and J — sJ. While the zero temperature entropy is unchanged, the deformed model changes

dramatically the coefficient of the entropy that is linear in the temperature. This is parameterised

by the constant X. Note that in the limit s — oo, X — 1 and we recover the single SYK result, as

expected.

The full behaviour of the thermal entropy can also be computed [53]. In figure 1 we plot

the entropy as a function of temperature for different values of s2. We see that for values of s?

sufficiently small the entropy interpolates between the two near-conformal fixed points described

by (2.55) and (2.57).
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Fig. 1: The entropy as a function of temperature (in logarithmic scale) for the deformed SYK model at
large N and large ¢ with n = 2. The black dashed-dotted curve gives the intermediate IR entropy (2.55) for
5% = 107° whilst the black dashed curve gives the deep IR entropy (2.57) for 52 =109,
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Chaos exponent

As with the single SYK, in this model it is also possible to compute dynamical quantities associated
with quantum chaos. In particular, for the case n = 2, the Lyapunov exponent can be computed
analytically around both near fixed points [52],

= (1 — (A A)28T + ) . Intermediate IR,

AL =
%(1_522‘74_"')’ Deep IR.

(2.59)

This shows, that close enough to both fixed points the system becomes maximally chaotic, while
in between the Lyapunov exponent decreases to non-maximal values. Away from these limits, the
full behaviour of the Lyapunov exponent was also found numerically in [52], which we reproduce

in section 6.4.1.1 and compare to the Krylov computations.

2.5 Dilaton gravity theories

We close the preliminary material by giving a brief review of JT gravity and its thermodynamics.
As we shall describe, JT gravity is the holographic dual to the SYK model. We refer the reader
to [35,82,93] for more detailed reviews. The natural action to write for 2d gravity is the Einstein-

Hilbert action
1
Spr = / d*z \/g(R — 2A) . (2.60)
2/6 M

In two dimensions however, the Einstein tensor vanishes identically and so the theory is topological.
This can be seen directly by invoking the Gauss-Bonnet theorem which tells us that the Einsten-
Hilbert action in two dimensions evaluates to the Euler characteristic of the manifold on which it
is defined. In order to generate a non-trivial theory Jackiw and Teitelboim proposed introducing
a scalar field, ¢, called the dialton field, that couples to the Ricci scalar [94,95]. Since we are
interested in the thermodynamics of the theory we will work in Euclidean signature and consider

the action

Sp =-S5y — i /M d*x\/g¢ (R — 2A) — % /W VhoK . (2.61)

We consider the theory on a disc topology with boundary dM that we will describe later. The final
term in the action is called the Gibbons-York-Hawking (GYH) boundary term and is included to
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make the variational principle well defined. We have also chosen to supplement the action with an
Einsten-Hilbert term
_ %o

%0 2 %o _ 2mgy _ 2mgy
SO_ZR/MM\@R+ [ Vi =20 ) = 0 (2.62)

where we have used that the Euler Characteristic, x(M), evaluates to 1 for the disc topology and

¢o is a free parameter that sets the zero temperature entropy of the theory. We now focus on the

case A = —1 which classically gives rise to AdS, space. In Poincaré coordinates the AdSy metric is
given by
dz% + dt?
ds* = — (2.63)

We will allow our boundary to fluctuate and parametrise it by a trajectory (¢(u),z(u)) where u

denotes the time along the boundary curve, as shown in figure 2.

Fig. 2: The circle is the hyperbolic disc representing Euclidean AdS;. We consider the space within the
boundary curve parametised by (¢(u), z(u)).

We compute the thermodynamics of the theory by taking a gravitational path integral with the
following boundary conditions for the metric and dilaton field

t(u)?+2'(w)? 1

2 2
ds ‘bdry - W = ?du ) ¢‘bdry = (264)

QN RS

Note that the boundary condition on the metric fixes the z coordinate on the boundary curve in

31



terms of the t coordinate

z(u) = et’ (u) + O(e3) . (2.65)
We now compute the thermal partition function by taking path integral

2(8) =% [(Dgl[D] 3 S TR lpag VES()
1 (2.66)
= ¢ /[Dg] §(R +2) ex Jor Vho(K-1)

In the second line we have integrated over the dilaton field. This reduces the path integral to one

over boundary action, and restricts geometries to those with R = —2 and hence with bulk metric

(2.63). To write the boundary action explicitly we first compute the extrinsic curvature to find

t (t/2 + 22 + Z’Z”) s
(2 +z’2)3/2

K= =1+ 2 Sch(t,u) + O(e?) (2.67)

where Sch(t,u) is the Schwarzian derivative defined by

e "(w 2
Sch(t,u) = tt’((u)) — g <i’((u))> ) (2.68)

Then, using the boundary conditions (2.64) we find that the boundary action is given by the
Schwarzian action

Isn=—~ [ Vag(x—1)=

du Sch(t,u) . (2.69)
Kk Jam

¢
K

Since we are considering a thermal system it is more natural to use the Rindler frame, which we

can find by making the transformation
t=tan — . (2.70)

Note that 7 ~ 7 + 8 and the period g carries the physical interpretation of being the inverse

temperature of the spacetime. We then find that the Schwarzian action can be written as

Ish = —i/f dr <(2/§>2T'(u)2 _ <:’((5)))2> . (2.71)

Note that this is the same action that governs the IR dynamics the SYK model (2.35) upon making
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the identification (%/ k = a(q)/J, revealing the duality between the two models. The partition
function then becomes a path integral purely over reparametrisations, 7 € Diff(S!), of the boundary

curve, whose action is given by the Schwarzian action (2.71)

Z(8) = &% / Dr] e T (2.72)
Diff(S1)/SL(2,R)

Here, it is important to note that overall translations and rotations do not change the shape of
the boundary curve, and so the path integral must be quotiented over reparametrisations in the
SL(2,R) subgroup. The saddle solution to the Schwarzian action is given by 7(u) = u and leads

to the following thermodynamics B

42 1
/8 )

which is the analogue of the SYK entropy at low temperatures (2.39). Going beyond the thermo-

Syt = S0+ (2.73)

dynamics one can also explore the chaotic behaviour of the model by computing the OTOC of the
boundary modes [32,33]. As with the SYK one finds that the model saturates the maximal chaos
bound.

Finally we can consider generalisations to JT gravity by including a potential, U(¢), for the

dilaton field [71]. The action is then given by

Sp = —Sp— /M d?z/g (PR + U()) — = VhoK . (2.74)

2K K Jom

Taking U(¢) = —2A¢ recovers the JT action (2.61). This theory permits general black hole solutions

of the form
dr? T/ ., , _dr
FAEECES Y RCCORICET (2.75)

where 7}, is the position of the horizon which is located at the origin of the disc. The thermodynamics

ds* = f(r)dt* +

of the theory are then given by

S = 7277-(;50 + @Th .

e ; (2.76)

We shall explore the connection between these more general dilaton gravity theories and deformed

SYK models later in the thesis.
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3 Manual for numerical methods

In this section we provide an overview of the numerical methods used in this thesis. We will review
the relevant equations to solve, outline the numerical algorithms used, and point reader to existing
code that can be readily implemented. For simplicity we will focus on the case of the SYK model

with a single deformation, which we recall is defined by
Hyet = Hq + SHq , (31)
where s is a dimensionless tunable parameter and the Hamiltonian of the each SYK is defined by

H, = (i)? Z Jivig..igWirig - - iy (3.2)

1<i1<i2<...<ig <N

with ¢ € 2Z7. The coupling constants of the theory independently drawn from a Gaussian distri-

bution that satisfies

20=1 7% (q —1)!
(Jiyigig) =0, (J2igiy) = . N1 (3.3)
Code for this section written by the author can be found on GitHub via the following URL
https://github.com/sameersheorey/Deformed-SYK-Numerics (3.4)

Though the code provided here applies for a single deformation, it can be easily adapted to handle

multiple deformations as considered in section 5. This code is written in Python and Mathematica.

3.1 Finite N methods for the SYK

The SYK model (3.1) can be solved at finite N by exact diagonalisation methods. To do so we
first need an explicit matrix representation of the Hamiltonian. In all cases the matrices are built
from Majorana fermions obeying anti-commutation relations (2.23), and so we look for matrix
representations of these operators. For simplicity we focus on the case of there being an even

number of fermions, N = 2K. In this case we can pair up our fermions (1 <> 2,3 <> 4 etc) and for
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each pair of fermions we define a new operator y; such that

Xi = \}Q(w%l — Z@bgl) 5 7= 1,2, ,K . (35)

We then have that the x; obey the anti-commutation relations for K = N/2 Dirac fermions

{xi X1} = dij {xi;x;} =0, =0 (3.6)

For K =1 it is well known that we have a two state space with basis we label by {|0),|1)} such

that
X1‘0> = 07 X1|1> = ’0> )
(3.7)
oy =1y, Xy =o.
Representing our basis states as vectors
1 0
0) = ;)= ) (3.8)
0 1
and using (3.7) we find that
01 t 00
X1 = . ox1= , (3.9)
0 0 10
from which it follows that
Pt = — ;Y = — , (3.10)

v2\1 o V2 \i o

For K > 1, the Hilbert space can be represented as matrices acting in a tensor product space of K
such Hilbert spaces. The dimension of the Hilbert space of the model is therefore 2% and we can

define our basis elements to be

Ghmod)m - odarEoy, g =0,1. (3.11)
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Starting from the case K = 1 where the fermions are given by (3.10), we can extend the matrix
representation to K > 1 with the following iterative procedure. For K = 2,3,... we recursively

build the following matrices

-1 0
wa):wz(K_l)(X) I izl?"'aN_zu
0 1
(3.12)
1 01 (K) 1 0 —1
w(KJ =—DLr 1 ® , =—DLr 1 ®
N VR 10 N VRe i 0

Once one has obtained the fermions in matrix form they can be multiplied together to construct the
Hamiltonian (3.2), which can then be diagonalised using standard numerical libraries. However,
the direct diagonalisation of the Hamiltonian becomes computationally expensive for large N. In
particular, the SYK Hamiltonian is a 2V/2 x 2V/2 matrix and is not sparse. The computational
complexity of diagonalising the Hamiltonian is O(23"/2) and so grows exponentially with N [44,96].
One trick to speed up the procedure is to take advantage of the fact that both the single and

deformed SYK Hamiltonians preserve the parity of the Dirac fermion number operator

Q= f: (XIXZ’) : (3.13)

This means that basis (3.11) can be split into and even and odd parity sectors and the Hamil-
tonian can be made block diagonal. Omne can then diagonalise the Hamiltonian in each sector
separately. This was enough to diagonalise the Hamiltonian for N = 30 in ~ 15 mins. In sec-
tion 5.3 we use results up to N = 30 as the basis for an extrapolation to large N. The code we
used to diagonalise the Hamiltonian is based on a Mathematica implementation that is available
at https://fidel-schaposnik.github.io/mathematica/. To get to significantly larger N more
sophisticated techniques need to be used, such as parallel processing, using GPU’s and using ap-
proximate techniques where the error can be ignored. One package that is able to reach N = 46 is
available at https://github.com/guygurari/syk. It has also been reported [44] that correlation
functions with N = 60 fermions could be computed using the Dynamite package which can be

found at https://github.com/GregDMeyer/dynamite.
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3.2 Large N Schwinger Dyson equations

Here we describe numerical methods used to solve the Schwinger-Dyson equations for the deformed

SYK model, which we recall are given by

G 11, m2) = 8(11 — 72)0r, — B(11,72) | (3.14)

29—1 24-1 .
Y(r,m) = T2 ( G(r1, )T +5° 7 G(7'177'2)q_1> . (3.15)

We describe two methods for solving these. The first involves solving the Schwinger-Dyson equations
in Matsubara frequency space [31] and allows for inverse temperatures of 37 ~ 102 to be reached.
A second method introduced in [85] involves writing G and ¥ as Legendre series. This method

allows for even larger inverse temperature of 57 ~ 10* to be reached.

Matsubara Frequency Method

The idea behind this method is to start with the free solution of the single SYK as an initial seed
for an iterative algorithm that has fast convergence properties. For the numerical procedure, it is

convenient to write (3.14) in frequency space, so that at finite temperature it becomes

= —iwy, — X(wy) , (3.16)

where w,, = 27w (n 4+ 1/2) /8 are Matsubara frequencies and f is the inverse temperature. At each

step in the procedure we update G(w,,) by a proportion of the error in (3.16),

1

Gj+1(wn) = Gj(wn) +a <—2wn—2g(wn)

- Gj(wn)> , (3.17)

where the weight a is initially set to a = 0.5. We then use (3.15) to get an update for X(wy, ), using
the fast Fourier transform (FFT) to switch between frequency and position space. The iteration is
continued until the error in (3.16) is deemed to be sufficiently small. We implemented the algorithm
in python using the inbuilt FFT, and IFFT functions from the NumPy module.

To get good convergence, it is important to discretise the 7-interval into many points, partic-
ularly near 0 and [ where we found the most error from the expected solution. 20,000 points is

enough to see good plots, but we could go up to 2,000,000 and still run the algorithm in reasonable
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time. This allowed us to reach inverse temperatures of the order of 57 ~ 10%2. To reach much
larger 57 requires significant time and memory.

Another important aspect in the numerical code is to keep track of the full absolute error
squared, > |Gji1(wn) — Gj(wn)|?, at each iteration. In the case it increases, we half the value of
the weighting parameter a. We found that around 50 iterations was sufficient to get convergence

to the solution.

Legendre Spectral Method

For this method we expand the G and ¥ fields as Legendre series and iteratively update their
Legendre coefficients. To solve the Schwinger-Dyson equations we take the following steps. We
first discretise our time interval 7 € [0, 5] by 7 = S(z;+1)/2 for i = 0, ..., N where x; are Legendre
points. On this discretised interval we approximate our GG and X fields by the first N 4+ 1 terms of

their Legendre series

N N
G(ri) ~ Y GeLy(x;) | S(mi) & > BeLe(xs) - (3.18)
=0 £=0

We will need be able to transform back from ¥, to ¥(7;). This is implemented as

N
20+ 1
Se=Y SuX(r) , Su= L (i) , (3.19)
i=0
where w; = Wm are the Legendre weights. The equation (3.14) can be written as
N Bz
> <Dk4 - 4[2*],6@) Gy=0, (3.20)
=0
N
3 ((—1)5 + 1) Ge=1. (3.21)
=0

Here the condition (3.21) comes from the delta function in the Schwinger-Dyson equation (3.14).
In (3.20) the derivative matrix Dy is given by Dyy = (2k + 1) if kK + ¢ is odd and k < ¢ and the

convolution matrix [¥x]g, is found by the following recursive algorithm. First we compute the first
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two columns of the matrix using the relations

2% Sk by
[Z*]OOZ_ ! ) [E*]k0:2 AL ias s kE>1 )
’ 3 ’ 2k—1 2k+3 (3.22)
[¥x]10 [(Bxlk—10  [Zxlkr1,0 '
Yxlo1 = — ’ Yl = = — — k=1
[E+o.1 3 Bder =5~ p g0 k2
We then compute the lower triangular part of the matrix, where k& > [ using the relations
20+1 20+1
D) =— D) ik Sikpe_1 - 2
(3] 041 ot 13 ke + o Bk 4 e (3.23)

Finally we compute the upper triangular part of the matrix, where k < [ using the relation

2k +1
[Z]ke = (—1)@-&-/{3267—’_1[2*]5716 . (3.24)

Equations (3.20) and (3.21) are then implemented as a single matrix equation
N
> MG = dpn (3.25)

=0

where the M is a (N 4+ 1) x (N + 1) matrix whose first N rows are given by My = Dy + %[Z*]M

and final row is My; = (—1)! + 1. The algorithm is then implemented as follows

1. Initialise to the free solution GEO) = %(5@0.

2. Use (3.18) to compute G(7;), and then (3.15) to compute 3(7;). Then use (3.19) to compute
Y.

3. Compute the convolution matrix [, using the recursive algorithm (3.22)-(3.24) and then

solve the equation (3.25) for Gy using a linear solver.

4. Make the weighted update: Géﬁl) = Géj) + u (solution to equation (3.25) — Géj)), where

initially v = 0.5.

5. Compute ), ]Géj o Gﬁj )\. In the case it increases, we half the value of the weighting

parameter u. Repeat steps 2-5 until the sum converges within a desired tolerance.

For more details on the derivation of the algorithm see appendix A in [85].
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3.3 Large ¢ shooting method

In the large ¢ limit of the deformed SYK model we send both ¢ and ¢ to infinity while keeping their

ratio, n = ¢/q finite and fixed. We recall that substituting the large ¢ expansion,

G(r) = Sgr;(T) <1 + g(qT) + 0(1/q2)> : (3.26)

into large N Schwinger-Dyson equations (3.14) and (3.15) reduces them to a single, second order

differential equation

82g(7) = 277 (egm i nszegm/n) . (3.27)

where at finite temperature the equation has thermal boundary conditions, g(0) = g(8) = 0. Our
goal will be to solve this equation numerically. Before discussing the boundary value problem we
first review how to solve the equation (3.27) when given initial conditions ¢(0) = a and ¢'(0) = b
instead. The first step is to package the second order differential equation as a first order vector
differential equation

j'(r) = F(r,4(7)) , (3.28)

where 7(7) = (9(7), ¢'(7)) and the function ﬁ(T, (1)) = (¢'(7), f(r,9(7))) with
F(r (7)) = 272 (eg(r) I ns%g(f)/ﬂ) . (3.29)

We then discretise our space into into intervals of size h and solve the differential equation iteratively
at points 7; = ih for ¢ € N. The simplest way to do this is to use the Euler method, for which we

take
J(riv1) = §(mi) + hE (73, 4(r)) (3.30)

with the initial condition (79) = (a,b). The Euler method (3.30) has an error of order h? at each
step. It can be improved by adding higher order corrections in A. For our purposes we will use
the fourth order Runge-Kutta method which has an error of order h° at each step [97]. For this
method we take

B} B
y(Ti_,_l):y(Ti)-l-é(K0+2K1+2K2+K3> , (3.31)
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where

KD - hﬁ(Tzag(Tl)) )

Ry = hF (7 + /2, §(r) + £1/2)

f_(’g = hF (Ti + h, (1) + f?g) .

We now consider the boundary value problem of solving (3.27) with boundary conditions ¢g(0) =
g(B8) = 0. We solve this using a standard numerical procedure called the shooting method. The
idea behind this method is as follows. We don’t know the value of ¢’(0) that will give us the correct
solution, satisfying our boundary conditions. Instead we guess a value ¢’(0) = u and iteratively
solve the differential equation using the Runge-Kutta method described above until we reach 7 = 3
at the other end of the interval. We then check how close the value of ¢g(5) is to the boundary
condition g(3) = 0. The strategy is to then tune the value of u until we satisfy this boundary
condition within some pre-specified tolerance. If we define a function H(u) that gives the value of
g(B) for a given initial condition u, then the shooting method is equivalent to finding the root of
H(w). This can be done using any root finding algorithm. In practice, to ensure convergence we
found it best to use the bisection method.

As we go to smaller temperatures the magnitude gradient of the solution g(7) becomes larger
near the edges, 7 = 0 and 7 = . This means that to ensure convergence of the method at low
temperatures we need to take a small interval h, and so the shooting method can be slow to run.
One way to speed up the convergence is to observe that the solution always satisfies ¢'(5/2) = 0.
We can therefore re-define H(u) to give the value of ¢'(/3/2) for a given initial condition u. Once
we have found a solution u by the bisection method, we compute the g(7) on the whole interval
with this v and check the solution is consistent with g(5) = 0. This cuts down the interval we need
to apply the Runge-Kutta method over by half. A second way to speed up the method is to use
variable step sizes, h;, in the Runge-Kutta method. In particular we can use a smaller spacings
near the edges and a larger spacings in the middle of the interval. This is because the gradient of
the solution is small in the middle of the interval and so we don’t need as much resolution here.

We found that using the Legendre points to set the spacings h; works well.
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3.4 Lyapunov exponent in the deformed SYK

In this appendix we discuss the numerical method used to find the Lyapunov exponent for the
deformed SYK model at finite ¢ > 2 and large q. In both cases we will be concerned with the
regularised OTOC defined by

N
OTOC (t1,12) = 13 3 Tr (pFus(t)pt 0y (O)pdus(ta)phes(0)) . p = Z(l TR CED

i,7=1

At large N we can write the OTOC as
1
OTOC(t1,ta2) = Fo(ty,t2) + NF(tl,tQ) +oe (3.34)

The 1/N contribution to the OTOC is described by a set of ladder diagrams that satisfy the
equation [31]
Ft,ta) = / dtsdts K (t1, b, t3,t4) F (t5,1a) | (3.35)

where the Kernel K (t1,to,t3,t4) is given by

K (t1,t2,t3,t1) = G (t13) GF(t21) T <2q_1(q — 1)GY (t34)" 2 + s2£(q — 1)GW(t34)@—2> :
! ! (3.36)
where t;; = t; —t;. Here G®(t) is the retarded propagator and G" (¢) is the Wightman propagator
defined between two real time folds separated by half the thermal circle. These are defined by the

following relations

GR(t) = § 2, 0) (wi(1)i(0) + ¢i(0)y5(t)) g = 0(2) (G (it +¢) — G(it —¢))

(3.37)
GV (t) = G(B/2 +it) .
Finite ¢
To find the Lyapunov exponent at finite ¢ we first make the growth ansatz
F(t1,ty) = et 5(15) | (3.38)
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Writing (3.35) in frequency space gives

f)= /dw M(W',w) f(w), (3.39)
where

2
_ 7
MW, w) =9 ‘

GE (w’ +i’\—L>

m(w,w) = [dtel )" (Qq (q— DGY ()72 + 22 (G — )GV (1)T ) :

m(w',w) ,

(3.40)

We can find the Lyapunov exponent numerically by discretising w and treating (3.39) as a matrix
equation. We then search for a value of A, such that M(w’,w) has an eigenvalue of 1. We do this
using binary search to find the value of A\; for which the largest eigenvalue of M crosses 1. To
compute the matrix M (w’,w) we first numerically compute the spectral function p(w) defined by

G~ (w)
27

plw) = (L+e ™), a7t = %Zwi(tho»ﬁ =Gt te) . (3.41)

i
The numerical computation of p(w) is given in appendix 3.5. From p(w) we can find GT(t) and

GY (t) by the following relations

R = w p(w) cos(w
GH(t) = 0(t) [ dw p(w) cos(wt) , (3.42)

e w

GW(t) Zfdw efw(it+§)1_f(7w)ﬁ

We can then compute GF (w’ + z%) from (3.42) by performing a Fourier transform with frequen-
cies shifted by iA;/2. For the single SYK one can check the numerical computation of G#(t) and

GY (t) by comparing to their conformal solutions and leading corrections given by [31],

2
L . ac(e) (o _ mian(ra)+Zg
G&(t)  =2bcos(mA)o(1) (BJ sinh 71 > < 5 <2 tanh (%) 7 (3.43)

60 =0 (zrirg) (12 - (%))
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where A = 1/q, ag(q) is a ¢ dependent constant that must be fitted numerically and

A
b % <(1 - 2A7T)£an(7rA)> . (3.44)

In figure 3 we show plots with numerical computations of Gf(t) and G" (t) against their respective
conformal solutions (3.43) for ¢ = 6 at inverse temperature 37 = 10. For these plots we use the

numerical value of ag(6) = 0.1737 given in [31].

101 ) . ' ' '
L \‘ numerics —
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Fig. 3: Numerical computations of G (t) and G" (t) for ¢ = 6 at inverse temperature 87 = 10. The numerics
(solid lines) are plotted against the conformal solution (dashed-dotted lines) and the conformal solution with
leading correction (dashed lines).

Large q

Using (3.37) along with (3.26) we find that to leading order in the large ¢ limit the kernel (3.36) is
given by
K(t1,ta, t3,t4) = 27%0(t13)0(t24) (69(5/%”) - SQeg(Wth)) : (3.45)

Substituting this into (3.35) with the growth ansatz (3.38) and applying 0, 0, to both sides of the
equation gives
AL

<4 - af) F(t) = 2% (20120 &w) £(t) . (3.46)

We can then find A7, by looking for a normalisable solution to this equation. This can be done
numerically by solving the equation with the Runge-Kutta method starting at ¢ = 0 and going up
to some large value of ¢. From (3.33) and (3.34) we see that F(t1,t2) = F(t2,t1), which in turn

means that f(¢12) is an even function. This gives us the initial condition f’(0) = 0. The initial
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value of f(0) can be any positive real number for the procedure since the value of the Lyapunov
exponent does not depend on the overall normalisation of f. We then do a binary search for Ap,
looking for the solution to cross zero at the end of the interval. To compute the plots in figure
31 we used initial conditions f(0) = 0.01, f/(0) = 0 and applied the Runge-Kutta method on the
interval t € [0, 30].

3.5 Spectral function in the deformed SYK

In this appendix we describe the numerical method used to compute the spectral function of G(t),
labelled by p(w) and defined by (3.41). The method we use follows that described in [98,99] for
an SYK Lindbladian model, though it is also applicable for unitary deformed SYK models. The
procedure involves numerically solving a system of equations involving p(w) and the analogously
defined spectral function of 3(t), which we label by o(w). Specifically, after passing to real time and
Fourier transforming (see supplementary materials of [98] for a detailed derivation), the Schwinger-

Dyson equations (3.15) can be written as”

_ o(w)
plw) = (wrnoH ()2 +(no(w))? ’ (3.47)
olw) = T2 (200511((1/301/2) ﬁ*(Q—l)(w) + S2Mﬁ*(q_l)(b‘})) ,
where o is the Hilbert transform,
1 o(v)
Hi)) = =
o (w) = 71_77/dyw_y , (3.48)

with P denoting the Cauchy principal value. The spectral function p(w) is given by p(w) =
p(w)/ cosh(Bw/2), while 5" (w) denotes the n-fold convolution defined by

n—1 n—1 n—1
7 (w) = / [H dui] plw—=> i) [T A - (3.49)
=1 =1 =1

The equations (3.47) are then solved numerically on a discretised frequency grid. The size and
spacing of the grid needed depends on how quickly the spectral function p(w) decays, which in turn

depends the values of ¢ and the inverse temperature 57. For our purposes we typically used a grid

"Our p(w) and o(w) are p~ (w) and o~ (w), respectively, in the conventions of [98].
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spanning from w = —30 to w = 30 in steps of Aw = 0.01.
The numerical procedure begins with an ansatz for p(w) which we take to be p(w) ~ 1/(w?+0.1).
At each step in the iteration o(w) is computed from p(w) using the second equation of (3.47) and

then o (w) is computed from (3.48). Finally, p(w) is updated by a proportion of the error in the

first equation of (3.47),

oj(w

i) = p() £ ((w -t T pj(‘”)) ’ =0

where the weight 7 is initially set to 0.5. After each iteration we keep track of the difference
pait = Y _ pjr1(w) = pi(w)| . (3.51)
w

If the difference increases we drop the value of the weighting parameter 7 by half. We terminate
the procedure when pgir < 1078, The n-fold convolution (3.49) can be carried out extremely
efficiently in Mathematica using the built-in ListConvolve function. Due to the appearance of
diverging factors of cosh(Sw/2), a further trick is needed to avoid large numbers causing numerical
instabilities when 57 2 10. The trick involves expanding out the factors of cosh(fw/2) multiplying
the convolutions in the second equation of (3.47) in such a way that the resulting equation consists
of convolutions only involving p(w) and p(w) tanh(Bw/2). For example, if ¢ = 4 we would write the

factor of cosh(fw/2) as

cosh(Bw/2) = cosh (B (w — p1 — p2) /2 + Bpua /2 + Buz/2) (3.52)

and then expand the three terms in the argument of the RHS using the addition formula. This
results in four terms involving products of hyperbolic cosines and hyperbolic sines, that simplify
with the hyperbolic cosines in the denominator of the convolution §*®)(w). This trick can be
trivially extended to any value of q. The procedure converges in the order of seconds on a standard
laptop.

In figure 4 we plot numerical computations of p(w) and o(w) for the single SYK model with
g = 6 at inverse temperatures of 57 = 10,100. We note that as 57 increases the spectral

functions become more sharply peaked around the origin, making it more difficult to compute
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them accurately. Using p(w) computed with this method we were able to compute the Lyapunov

and Krylov exponents for inverse temperatures of up to 57 ~ 125.
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Fig. 4: Spectral functions computed for the single SYK model with ¢ = 6 at inverse temperatures 87 =
10,100. For large inverse temperatures the spectral functions are more sharply peaked around the origin.
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4 Single deformation and RG flows

4.1 Introduction

Given the description of a theory at a conformally invariant fixed point, one is naturally led to
examine deformations causing the theory to flow toward a novel phase in the infrared. Sufficiently
close to the fixed point, one can quantify the deformations by the set of primary operators which
are relevant with respect to the original fixed point. The richer the space of relevant operators, the
more elaborate the landscape of renormalisation group (RG) flows away from the underlying fixed
point, and the more ample the opportunity to design particular infrared behaviour.

A useful strategy to gain insight into RG flows is to study the theory at finite temperature and
use this as the energy scale of the problem [53,100-103]. In this part of the thesis we will take this
approach to analyse the effect of a relevant deformation causing a flow away from the near-fixed
point of the SYK model [29,31,40]. The structure of the flow will be revealed through the detailed
dependence of thermal correlations and thermodynamic quantities on the strength of the relevant
term. The presence of additional fixed points and other properties of the flow are revealed through
such physical quantities.

The essential motivation behind this work is to develop a new direction in the study of holo-
graphic renormalisation [104,105] by identifying tractable renormalisation group flows for strongly
coupled theories at large N. From the perspective of the gravitational description, the renormalisa-
tion group flow manifests itself in a geometry that flows away from the asymptotically AdS boundary
describing the fixed point. The basic challenge is that strongly coupled fixed points with tractable
renormalisation group flows are hard to come across. Although relevant deformations of SYK have
not been studied extensively in the literature, there are exceptions [46,49, 50, 52, 53]. Moreover,
there have been a host of interesting variations of SYK including entangling a pair of SYK theories
to each other [106,107], endowing SYK type models with internal global symmetries [108-111], non-
Hermitian SYK Hamiltonians modelling open quantum systems [112,113], models of SYK chains
and higher-dimensional analogues [38,114,115], and supersymmetric extensions [116,117].

In what follows we employ a variety of analytical and numerical techniques to analyse deformed
SYK models of the form (2.47). Concrete evidence is provided that for sufficiently small s, the

deformation can be viewed as a relevant deformation by a specific conformal operator of the near-
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fixed point describing the low energy physics of the undeformed SYK model. Previous work [53]
has established this in the large ¢ limit with ¢/G = 2. Here, we establish this phenomenon at both
large and finite ¢, g. Moreover, the effect is seen for several values for n = ¢/¢. The flow is shown
to end at a near-fixed point in the deep infrared, where the theory is captured by an SYK theory
governed by Hj. Interestingly, the Schwarzian sector of the theory in the deep infrared resides
entirely within the strongly coupled sector of the theory. From a holographic point of view, this

can be viewed as a soft mode emerging in the interior of a bulk asymptotically AdSy spacetime.

4.2 Thermodynamics of the deformed SYK

In this section we analyse the deformed models (2.47) for general values of n = ¢/g, both at finite
and large q. An emphasis is placed on the deep IR behaviour of the deformed model, given by
BT > 1/s%. When n # 2, we must resort to a combination of analytical and numerical techniques
to compute thermodynamic quantities. We begin by analysing the large ¢ limit. We compute
the large ¢ entropy at low temperatures, from which we can numerically extract the coefficient,
denoted by R(s,n), of the linear-in-temperature part of the entropy, for various values of n. We
conjecture that a similar structure for the entropy holds for finite values of ¢ and check it against
numerical data for n = 2,3,4, and different finite values of ¢, finding good agreement. We also
provide evidence for the existence of models with two near-conformal regimes at both large and
finite ¢, characterised by two linear-in-temperature regimes for the entropy. Finally, we uncover a

novel analytically tractable window for n = 1 + ¢, with ¢ small.

4.2.1 Large q

We start by computing R(s,n) numerically for general n, in the large ¢ limit. To do so, we need to
solve equation (2.50), with boundary conditions g(0) = ¢g() = 0. Given a numerical solution g(7),
we can compute the free energy following equation (2.53). The entropy then can be obtained using
(2.37). Instead of computing the thermodynamic derivative numerically we use that 503 = J0.7 [31]
to compute the entropy directly as

B B

_ ghee | dr B (0.9(r)? — 72 (2n25269(7)/n+269(7)):| , (4.1)
0

s
N 8n2g2
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In the deep IR, it is more convenient to parameterise formulae in terms of ¢ instead of ¢, as Hj is
the dominating term in the Hamiltonian in this regime. Our numerical results confirm that at low

enough temperatures, 3J > 1/s2, the entropy is linear in the temperature, taking the form

— 2 1

= (S5 + Sols,m) +Rs,m) Z ot (4.2)

2| »

where R(s,n) can in general depend on s and n, but is independent of 3J. The zero temperature

entropy is shifted by a factor Sp(s,n) that may also generally depend on s and n.

Zero temperature entropy. We can find ¢2Sy(s,n) numerically by performing a linear fit of
PBT (S/N — S(f)ree) as a function of 57 for large values of 7. In figure 5, we show results for
52 =0.1,1,4 with 1 < n < 3, using values of 37 between 2000 and 3000 for the linear fit. We find
that for n > 2, the shift in the zero temperature entropy is given by ¢2So(s,n) = —72/4, the same as
that of a single SYK model with Hamiltonian sHg. As shown in figure 5, there are deviations from
the single SYK result within the interval 1 < n < 2, but they vanish as n — 2. The s dependence
of the entropy at vanishing temperature, as well as the transition at n = 2, and their potential
holographic interpretation, merit a deeper understanding perhaps along the lines of [118]. We will

return to this in future work.
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Fig. 5: The zero temperature entropy §2So(s, n) as a function of n, for s> = 0.1, 1,4. The circles are numerical
computations for different values of s?, while the dashed black line indicates the analytic value of §2Sp for a
single SYK model sHj.

The deep IR phase at large g. We numerically compute the entropy §(S/N — Si®) at a single
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low temperature point.® Subtracting the previously obtained values for §2Sg(s,n) from this, the
leading contribution to the difference is a term that is proportional to (3.7)~!, from which we can
numerically extract ®(s,n) in (4.2). For n = 2, there is an analytic answer for X given by (2.58).
We use this as a consistency check of our numerical procedure. In figure 6, we show agreement

between our numerical algorithm and the analytic result for n = 2.

O Numerics

— Analytical prediction -

Fig. 6: X as a function of s for the deformed SYK model in the large ¢ limit with n = 2. The circles are
numerical computations while the blue solid curve shows the analytic result in (2.58), for comparison. At large
s, we expect the numerics to tend towards the black dashed line at X = 1.

For n # 2, there are no known analytic solutions. However, we do expect a certain behaviour

of R(s,n) in a variety of limits. Namely,

1. For s — oo and fixed n, we expect the leading entropy to be that of a single SYK model with

Hamiltonian sHz and so, R(s — oo,n) — 1 in this limit.

2. At fixed s but n — 0o, we also expect R(s,n — oo) — 1. To see this, note that n — oo implies
q — 0o with ¢ finite. The contribution to the free energy from H, is given by 2971¢2GY, see
(2.48). Given that |G(7)| < 1/2, if we take ¢ to infinity this contribution is negligible and

only the terms with § will contribute. Thus, R(s,n — oo) — 1.

3. When n = 1, the theory is equivalent to a single SYK with Hamiltonian v/1 + s?H,. We

therefore expect that
= S
R(s,n=1) = ——— (4.3)
V1+s?
81n figures 6 and 7 we present numerical results for 8.7 = 3000. We have also performed this procedure for other
values of 37 between 2000 and 3000 allowing us to test the postulated S-dependence of (4.2).
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4. Finally, as discussed, when n = 2, we know analytically that

R(s,n—=2) = ”1;;452 . (4.4)
In figure 7 we plot numerical values of X(s,n) as a function of n for different values of s2. We see
that the numerical results behave as expected in the limits mentioned above. When n = 1 and
n = 2, the numerical values agree with the analytically known values. We also observe that as s
grows deviations from R(s,n) = 1 decrease for all values of n, consistent with the expectation that
when s becomes large N(s,n) — 1. Furthermore, as n becomes large we see that R(s,n) — 1, as
expected.
We also notice an interesting behaviour of X(s,n) between n = 1 and n = 2, characterised by a
peak whose position depends on s. Following the analytic arguments on section 4.3.1, we expect
the peak to move towards n = 3/2, as s becomes smaller. Though we were unable to find a general

analytic form for R(s,n), the numerical results suggest that, at least at small s and n > 2, the

empirical formula

R(s, n) ~ 20 (4.5)
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Fig. 7: R(s,n) as a function of n for 3_2 =0.1,1,4. The circles are numerical computations. For large n, X(s, n)
tends towards the expected value of X(s,n) = 1 shown in a dashed black line.

The intermediate IR phase at large ¢. For large values of ¢ and n > 2, the RG flow at small
enough s develops two near-fixed points. At finite temperature this is revealed by the presence of

two linear-in-temperature regimes for the entropy. We find that, just as in the n = 2 case, the
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entropy in the intermediate IR regime is given by (2.55). An example of this behaviour, for n = 3,

is given in figure 8.
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Fig. 8: The entropy as a function of temperature (in logarithmic scale) for the deformed SYK model at large
N and large ¢ with n = 3. In 8(a) we plot the full RG flow accessible to our numerics. The dashed line gives
the expected zero temperature entropy (see figure 5, noting that in this case ¢ = 3¢). In 8(b) we zoom into
the intermediate IR regime. The dashed line gives the expected analytic form (2.55).

In sections 4.2.2 and 4.3.3 we provide evidence for the existence of a near-fixed point at finite
q. Moreover, in section 4.3.3 we present evidence of the intermediate fixed point for 1 < n < 2
at large ¢q. A systematic analysis of the behaviour in the proximity of the two near-fixed points is

discussed in section 4.3.

4.2.2 Finite ¢

Given the results in the large ¢ limit, we now analyse the case of finite ¢. This is numerically more
involved than the previous case, as the Schwinger-Dyson equations no longer reduce to an ordinary
differential equation. Instead, we need to solve the Schwinger-Dyson equations (2.49) numerically.
This set of equations is amenable to numerical computations using a recursive algorithm and the
fast Fourier transform. In section 3.2 we outline the details of this procedure, which is analogous
to the one described in appendix G of [31] for the single SYK model. The simplest deformed model
at finite ¢ has ¢ = 4 and ¢ = 2, which is first studied in [46]. In the present work, we extend this
analysis to include smaller values of s2, allowing us to observe two different near-conformal regimes.

We also present results for a more general class of models with different values of ¢ and ¢.

The deep IR phase at finite ¢q. We start by focussing on the form of the entropy in the deep
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IR limit. We have numerical access to this regime provided s is not very small. For a single SYK

model with ¢ and coupling s, the entropy in the limit 57 > 1/s is given by

S _ free 1 1 47r205(q~)
N_<SO —/0 dm7r<2—x>tan7rx>—|—8ﬁj+..., (4.6)

where a(q) is the same (numerical) coefficient that appeared in the Schwarzian action in (2.35) (see
appendix B for more detail).

Moving to the case of the deformed Hamiltonian, we first discuss the case of n = 2. In section
4.2.1, we found that for n > 2 the zero temperature entropy of the deformed model was the same
as that of a single SYK. Assuming this is the case even at finite ¢, we propose that the entropy in

the deformed theory should be generalised to

S _ free 1 1 Q 477205((1)

Namely, the zero temperature entropy remains the same and the linear-in-temperature term gets an
extra coefficient of X — as defined in (2.58) — with respect to the single SYK theory. We numerically
find that for large s and low temperatures, (S/N — Séree) approaches the predicted value of —0.346
obtained from setting ¢ = 2 in (4.7) (see for example figure 11).

To test the linear-in-temperature coefficient, we compute the entropy at a single low temperature
point and subtract the zero temperature entropy. In figure 9, we show the numerical results for
the coefficient and compare to the analytic prediction, as in (4.7), for different values of ¢ and ¢,
with fixed n = 2. To compute the predicted coefficient, we use values of «(g) obtained from the
Padé approximation as described in appendix B and the analytic value of R for n = 2 in the large
q limit. We find good agreement, suggesting the possibility of using large ¢ (analytical) results to

extract finite g information.
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Fig. 9: The linear-in-temperature coefficient of the entropy as a function of s2, in the deformed SYK with n = 2
for finite ¢ and . The circles correspond to numerical computations while the blue solid curve corresponds to
(4.7), conjectured from the large ¢ limit behaviour.

The results for n = 2 hint towards the possibility of generalising the form of the low temperature
entropy even away from the n = 2 point. In fact, following the results at large ¢, we propose that
the only change in the form of the entropy (4.7) for n > 2 is to take ® — R(s,n), where R(s,n) is
the coefficient obtained numerically in the large ¢ limit, see figure 7. Note that for 1 < n < 2 we
would also expect a change in the zero temperature entropy, as is seen at large ¢. The proposal,

then, is that, at finite ¢, for n > 2, the low temperature entropy takes the form,

1/ 2,(g
%: (S(f)ree _/0 qu T <; —:5> tanwx) +&(s,n)w . (4.8)

We test this conjecture for n = 3 and n = 4 by numerically computing the entropy for ¢ =12, § =4
and ¢ = 16, § = 4 respectively. As before we use a single low temperature point and subtract the
zero temperature entropy to isolate the linear-in-temperature coefficient. To compute the predicted

linear-in-temperature coefficient, as in (4.8), we again use values of «(q) from the Padé approximant
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described in appendix B but now use values of ¥(s,n) obtained numerically at large . The results

are shown in figure 10, providing strong evidence for (4.8).
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Fig. 10: The linear-in-temperature coefficient of the entropy as a function of s%, in the deformed SYK for
n = 3,4 with finite ¢ and . The circles correspond to numerical computations while the crosses correspond
to (4.8) with the value of X(s,n) obtained numerically in the large g, ¢ limit.

The intermediate IR phase at finite q. We now provide evidence that even at finite ¢, the RG
flow at small enough s develops two near-conformal regimes. We consider the cases of n = 2 with
g=4and § =2 and n =3, with ¢ =6 and ¢ = 2. In figure 11, we plot entropy as a function of
(BJ)~! for different values of the coupling s2, from s2 = 1 to s = 1079, for both models. In each
case, at large temperatures, all the curves approximate the entropy of the free fermions. As we move
towards the IR, and similar to what happens at large g, there are two clearly different behaviours
depending on the value of s>. When s2 ~ 1, the entropy goes directly into the deep IR phase. When
52 < 1, there is a different intermediate IR phase appearing with a linear-in-temperature regime.
It is natural to suspect that at even lower temperatures, these theories will also end up flowing
into the deep IR phase. However, the numerical techniques employed are only powerful enough
to reach (8J)~! > 1073, This does not permit us to compute a full RG flow exhibiting both the
intermediate and the deep IR phase. Implementing an algorithm based on spectral methods might
provide an efficient way of reaching even lower temperatures of order at least (3J)~! ~ 107 (see

section 3.2) [85]. We leave such an approach for future work.
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Fig. 11: The entropy as a function of temperature (in logarithmic scale) for the deformed SYK model at
large N and finite ¢. Different colours correspond to different values of s. Circles correspond to numerical
computations.

4.2.3 Large q withn=1+¢

To finish this section we discuss a novel analytically tractable RG flow at large ¢, for n = 1 + ¢,
with € a small positive number.

We first discuss the leading order solution go(7) with n = 1. At the level of the effective action
(2.48), the deformed model with n = 1 is equivalent to a single SYK model with random couplings
averaged over a Gaussian distribution with a variance proportional to J2(1 + s2). In fact, at large

g, the differential equation (2.50) for n = 1, becomes
%g0(1) = 272(1 + s2)e?() (4.9)

which after imposing thermal boundary conditions, go(0) = go(8) = 0, is solved by

2 2v
90(7) — cos v : J=—— 4.10
cos? (21/ (% - %)) v V1+ s?cosv (4.10)
We now consider n = 1 + ¢, perturbatively in e. We can expand ¢(7) as
g(1) = go(T) +€g1(1) + O(?). (4.11)

Substituting this into the differential equation (2.50), we find, at leading order in ¢, a differential
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equation for gi(7)
D%g1 (1) = 2¢90(7) 72 ((1 — go(7))s* 4+ g1(7) (1 + 82)) ) (4.12)

It is straightforward to show that

g2

- 1+ s

g1(7) 590(7) , (4.13)

is the solution to (4.12) with boundary conditions g1(0) = ¢1(5) = 0. To see this, note that if we

plug this expression for ¢;(7) in (4.12), we get that
82go(7) = 2T%(1 + s%)e® (™) | (4.14)

which is exactly (4.9), so it is satisfied by go(7). Next, we consider the corrections to the free energy

coming from this deformation. Expanding (2.53) to leading order in ¢ we obtain

BF oo V(v —2tanv) 2v(v—2tanv) e 9
N nelie 0 q2 1 n SQ q2 ( ) ( )
Using (2.37) we find the entropy to leading order in ¢ is given by
S oo V2 22 ¢ 9
— =5“-=+—=+0 . 4.16
R A T A (419

This can be used to find the entropy as a function of temperature for the full RG flow. Though we
do not observe an intermediate IR at this order in €, we are able to access some interesting features

of the deep IR. Expanding (4.16) in powers of (8J7)~! we find the correction to the entropy,

S s 272 1 -2 € 2
iy NP (2(1+s2> - (1+32)3/2ﬁ7+0(5j) ) 2 TOE), (4.17)

s
N n=1+e¢

where the entropy at low temperatures for n = 1 is given by equation (2.45) with 7 — v/1 + s2.J and
q — q. Equation (4.17) provides two predictions that can be tested against numerical computations.

We study these next.

Zero temperature entropy. Note that the correction to the zero temperature entropy at large
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q is given by

~2S ~2S 2
lm L9087 TSBI)| — 40, (4.18)
BT —oc0 N nelte N el 2(1+ %)
We can numerically compute the large ¢,§ entropy for n = 1 and for n = 1 + ¢ at large 8J for
small values of ¢ and compare with the analytic prediction. We show the results for s> = 0.1, 1,4 at

BT = 2000 in figure 12, showing agreement between the analytical predictions and the numerical

computations.
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Fig. 12: The difference in the zero temperature entropy between the large ¢,§ model with n = 1 4 ¢ and

n = 1, as function of small ¢, for different values of s. The circles correspond to numerical computations at
BT = 2000, while the solid lines are the analytic prediction from (4.18). For small enough e, both overlap.

Linear-in-temperature entropy. We can also find analytically the correction to the linear-in-
temperature term in the entropy, and from this the correction R(s,n) near n = 1. From (4.17), we

find
2s

6m + 0(e?) (4.19)

N(s,1+¢)—N(s,1) = —

where as N(s, 1) is given by (4.3). Note that the expected value of R(s,n) is lower than the value
for n = 1. In figure 13, we test the predicted correction in (4.19) against numerical computations

for s = 0.1 and small values of ¢, finding excellent agreement.
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Fig. 13: Difference in the values of R(s,n) between n = 1 + ¢ and n = 1, as a function of small values of
e, with s2 = 0.1. The circles correspond to numerical computations, while the solid blue line is the analytic
result from (4.19). Note that they match at small &, showing that X(s, n) initially decreases as n moves away
from n = 1. For larger €, 8(s, n) starts increasing again, which agrees with the results shown in figure 7. We
do not see the initial decrease in ®(s,n) in figure 7 since the lowest & considered there is ¢ = 0.05, much larger
than the values shown in this plot.

4.3 Conformal perturbation theory

In this section we explore thermodynamic contributions to the free energy and entropy of the
deformed SYK near each fixed point. We argue that the leading terms in the entropy expansions
(2.57) and (2.55) can be understood as perturbations to the conformal actions of the single SYK
models sHz and Hg, respectively. In particular, we will argue that in both cases, the leading
irrelevant correction to the free energy, which is proportional to the temperature, stems from
a Schwarzian action. Moreover, in the intermediate IR regime, the leading relevant correction
away from the intermediate fixed point can be understood from a relevant conformal operator in

conformal perturbation theory.

4.3.1 Schwarzian for the deep IR

In section 4.2.2 numerical evidence was presented indicating that the entropy, S, for the finite ¢

deformed model in the deep IR takes the low temperature expansion

o), (4.20)

S _
N const + N(s, n)W

The linear-in-temperature part in S is modified from that of an undeformed SYK model with

Hamiltonian sHj by X(s,n).
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We would like to understand the linear-in-temperature part in S as coming from the leading
correction to a conformal piece of the action associated with the SYK Hamiltonian sHy [81]. More

explicitly, by taking ¥ — ¥ + 8, we can re-write the GX-action (2.48) as I = Icpr + Iyy where

jCFT = —flogdet / / dTldTg (ZG—S \7 Gq> s (4.21)

q-1
Iyy = //dTldTQ (5(71—72)37261 522Gq>. (4.22)

The CFT action (4.21) is the same as the action (2.32) discussed in section 2.3 upon making the
replacements J — sJ and ¢ — §. The UV action, Iyy, has an additional term as compared to
that of the undeformed SYK model. Note that so far all we have done is to rewrite (2.48). We
rewrite it in this way because we would like to view Iyy as a perturbation to Icpr and will be
interested in computing its leading effect.

We have a continuous family of saddle solutions of Icpr written in terms of reparameterisations,

o(7), of the circle to itself with a single unit of winding

s

BsJ sin (M)

G¢(T1,7'2) = gf)/(Tl)Angn(Tl — TQ)

where the constant b is given by (2.34).

We now argue that the leading correction to Icpr due to the effect of Iyy takes the form of a
Schwarzian action and gives a linear-in-temperature contribution to the specific heat. The argument
we make is analogous to the one used for the single SYK [40,81]. For an alternative treatment
of the Schwarzian action and near-conformal perturbations see [119,120]. It will be convenient to

rewrite the reparameterisation modes ¢(7) in terms of modes on the line f(7), defined by

f(r) = tan (W#;(T)) . (4.24)

After this transformation we find our solutions (4.23) are parameterised as

b )R ()t
) = TS 1) — )P

(4.25)

9In appendix D we show that this argument gives the correct low temperature entropy in the integrable case of a
single SYK model with ¢ = 2.
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We will want to use (4.25) in Iyy, so that we only pick out contributions to the path integral
along the conformal saddle solutions. We expand Gf(r,72) around (71,72) = (74,74), where

T+ = (11 + 72) /2, giving a series in powers of 113 = 11 — T2,

A
Gy, 72) = W <1 + 57122 Sch(f(74),74) + 0(7132)> ) (4.26)

where the Schwarzian derivative is defined by

sros= 3L (HA) -3 () oer- () o

We now substitute the expansion (4.26) into Ity while changing the integration variables from
(11, 72) to (T4, T12). Due to the periodicity of our fields in 5 we can take the new region of integration
as 0 < 19 < fand 0 < 74 < B. We then carry out the integral over T2 by taking a cutoff at
short time scales beyond 719 = /57, where ¢ is a small positive number (the range of integration
is taken to be ¢/sJ < 112 < B —¢/sJ). Assuming n = ¢q/q # 3/2, we find a term proportional to
the Schwarzian action in terms of the cutoff €

- [(a(n—ge' A\ 1 n (200732 1 /B
ISch - |:< 6(]2 ) Sj - <2ﬂ _3 24(]282 Sj ) dT+ SCh(f(T+),T+) . (428)

Here, we have kept only terms in the coefficient of the Schwarzian that are constant in 8 as these
contribute to the linear-in-temperature specific heat when the Schwarzian is evaluated on shell.
The first term in the Schwarzian coefficient (4.28) stems from the kinetic term in Iyy, while the
second from the non-kinetic term in Iyy. Notice that in the large ¢ limit the cutoff dependence of
the first term goes like € whilst that of the second term goes like €372". This suggests that for n
close to 1 both terms are important as we take the cutoff ¢ — 0. For larger values of n, the second
term dominates.!? For the sake of concreteness, let us focus on the case n = 2. Equation (4.28)

becomes

Isen = KW) 5.17 - (1;(21225) ;7} /05 dry Sch(f(r4),74) - (4.29)

10Since the coefficient of the Schwarzian governs the linear-in-temperature specific heat, this competition of factors
could perhaps underlie the transition we see in the value of N(s,n) for small values of n in figure 7.
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The non-kinetic term goes like 1/¢ and so provides the most significant correction to the conformal
part of the action. The reparametrisation symmetry is broken by choosing the saddle of the
Schwarzian which occurs when ¢(7) = 7. Substituting this into (4.29) we find the linear-in-
temperature contribution to the entropy to leading order in ¢

SSch - (2b>q 27T2
N  6¢%s% (sﬁj) ' (4:30)

The takeaway message of this analysis is that due to the dominance of the second term (4.29)
the correction to the conformal action comes from the strongly coupled phase of the theory rather
than the weakly coupled UV regime which is customary for the undeformed SYK model. Holo-
graphically, for those deformed SYK models having both an intermediate and deep IR near-fixed
point, we anticipate the emergence of the Schwarzian mode in the interior of an asymptotically

AdS, spacetime flowing to a distinct infrared AdSsy region.

4.3.2 Schwarzian for the intermediate IR

We now proceed to consider the conformal fixed point associated to H; with a small perturbation

near the fixed point. By taking ¥ — ¥ + 0; in (2.48) we can then write I = Icpr + Ipert Where

1 1 (B 8 90-1
ICFT = —5 log det(—E) -+ 5 / / dTldTQ <ZG — j27q2 Gq> s (431)
0o Jo

1 8 (B 9¢-1
Ioen = 5 / / dridr <5(Tl—72)aﬁa—s2j262m>. (4.32)
0 0

As in the previous section, we make an expansion of the saddle solution to IcpT in powers of 79,

written in terms of soft modes f(7),

1

Grinm) = 7oy

(1 S Sen(f(r).m) + 0(7132)) , (4.33)

where now A = 1/¢. Substituting this into Ipert., we change variables to (712,74 ) and carry out the
T12 integral with a short time scale cutoff ¢/ 7. Keeping only terms constant in 8 (since these are

the terms that contribute to the linear-in-temperature part of the entropy when the Schwarzian is
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evaluated on shell). Again focusing on n = 2 for the sake of concreteness, we find

Isen = [(W} }] / " s Seh(f(ri).ms) (4.34)

The coefficient of the Schwarzian is seen to come purely from the kinetic term in (4.32), mimicking
the behaviour of the underformed SYK model with Hamiltonian H,. Accordingly, the linear-in-
temperature term in the entropy expansions (2.55) and (2.45) are found to be the same, and do

not depend on s.

4.3.3 Relevant conformal perturbation theory

We would now like to test the hypothesis that the leading infrared correction away from conformality
of the intermediate IR phase can be studied using conformal perturbation theory. The starting
point [85,121] is to view the deformed SYK model near the intermediate fixed point as a conformal
field theory perturbed by a series of relevant primary operators Op,(7) of weight h € (0,1).!* More
explicitly,
B
I=Icpr+ Y, gh/ dr Op(7) , (4.35)
0

herel.
where h denotes the conformal weight of the given operator. We note here that the spectrum of
conformal operators discussed in [31,37,85,108,121], does not contain any relevant operators with
h € (0,1). They are in fact all irrelevant and are encoded in the operator product expansion of
the fusion of two fermionic operators. Motivated by the structure of the Hamiltonian deformation

(2.47), here we will focus instead on the following microscopic operator

.4
Oh(T) = Nh 12 Z Jiliz-niqwilwig cee ¢iq . (4.36)
1<ii < <ig<N
This operator is to be understood in an averaged sense since it depends on the couplings J;,i,...i;
which are averaged over.'? The operator Oy (7) involves a product of § fermions. In the undeformed

model each fermion has scaling dimension Ay, = 1/g, so the naive estimate of the total weight of the

Since in one dimension we can conformally map the line to the circle, we can employ conformal perturbation
theory methods on the circle.

12This is somewhat in the spirit of [122]. It is interesting that in contrast to operators associated to large black
holes, which are highly irrelevant, O (7) is a complicated operator that is relevant. Perhaps, given its averaged
nature, one can associate an entropy different from that of the horizon to its effect on the bulk spacetime.
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operator (4.36) is h = 1/n up to small corrections, which is within the relevant window h € (0, 1).
We fix the value of AV}, implicitly by our choice of normalisation for the conformal two-point function

averaged over the couplings

2h
™

PraN e (%> (4.37)

(On (1) On (2))g = N

The action Icpr in (4.35) governs the intermediate IR fixed point. According to conformal pertur-

bation theory we find the following free energy

B 2 rB B
8F = fForr +an [ a0y =% [ [ aninOn(r) On g+ (439)

Here Oy, is the relevant operator (4.36), and again it is understood that we are averaging over
the couplings. The one-point function of the Op vanishes under the assumption of conformal
invariance of the vacuum. Using the conformal form of the two-point function (4.37), the second

order correction is given by [85,103,121]

552Fh 2h"F( —h) g
N 2L(1—h)  J2(BJ)*h=2"

(4.39)

We will now provide evidence that the above correction indeed gives the leading correction to the
intermediate CFT as we flow towards the IR. First, we consider the large ¢ limit with n = 2, where
we have the analytical form of the correction. We then consider general n in the large ¢ limit and

at finite ¢, where we compare to numerics.

Case I: n = 2. The intermediate IR, CFT free energy is known analytically [53] at large ¢ with
q/q = 2. Concretely, in the regime 1 < 37 < 1/s2, the free energy of the deformed model can be

written as
2 2
_5]5:[Qﬁj+<5free_41rq2>+;q2;7+...] { 57 log (257) ] (4.40)

where the terms in the first square bracket are derivable from Icpr given by (4.31) accompanied by

the leading irrelevant operators [85,121], and they grow with increasing temperature. The terms
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in the second square bracket stem from the corrections due to relevant operators.

We will now argue that the leading relevant correction to the free energy arises from a relevant
operator of weight h = 1/2. Given that expression (4.39) diverges when we take h = 1/2, we
are led to a divergent contribution to the free energy which requires regularisation. As a simple

regularisation scheme, we take h = 1/2 — h. for some small number h. > 0, such that

BO?Fyrjon.  T(he)®(g7)5/T?) 287\
B N T 4D(2h) 6‘7< T ) ' (4.41)
Expanding in small h. gives
82F)_ g
_# = BT+ 1/ 257 log < BJ ) +O(he) . (4.42)

Consequently, the divergent term only affects the zero point energy whose contribution to the free
energy is independent of 3. The remaining h.-independent terms agree with (4.40) provided we
take
252 2
g%/Q — 72‘7 as q— 00 . (4.43)
q
This provides evidence that for n = 2, and in the large ¢ limit, we can view Oy, in (4.36) as a

relevant conformal primary of conformal dimension h = /g = 1/2. We now consider the case of

general n.

Case II: General n. For general n we do not have access to an analytic form of the free en-
ergy near the intermediate IR fixed point. Nonetheless, we can test the prediction from conformal
perturbation theory against numerical results. To do so, we compute the entropy of the model
numerically in the large ¢ limit with ¢ = ng as described in section 4.2.1. Taking h = 1/n in (4.39)
and using the formula S = (1 — 80g)(—FF) we find that the correction to the entropy due to the

relevant perturbation is given by

0281 /a w2l (L = 1) (2, /T2 )
e CH) (2( )(g)l// Lyt (4.44)

From this it follows that the entropy near the intermediate IR fixed point, as predicted by conformal

,1
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perturbation theory, can be expressed as

q2<§_ 5ree>:[_7r2+7r2+... |28 Sm (4.45)
The terms in the first square bracket are derivable from Icpr and the irrelevant operators whilst
the terms in the second square bracket are proposed to come from the relevant deformation. In
figure 14 we plot numerical results for the entropy in the intermediate IR phase against the analytic
prediction (4.45), as well as the linear-in-temperature curve without the correction from the relevant
perturbation. We show plots for s2 = 1076 and s? = 10~%, both with curves for n = 3,4, 5,6 and

10. Provided
n2s2.72

27 as ¢ — 0o, (4.46)

2
91/n -

there is strong agreement with the numerics.

-1
-2
> O n=3
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105 104 0.001 0.010 0.100
B
(b) s* =108

Fig. 14: Entropy as a function of temperature (in logarithmic scale) for the intermediate IR phase in the
large N and q expansion. The circles give numerical results. The solid lines give the analytical prediction
(4.45) with both the leading irrelevant and relevant corrections. The dashed line gives the analytical prediction
(4.45) with only the leading irrelevant correction.

We can also study higher order corrections from conformal perturbation theory. By dimensional

analysis the k™ order correction is found to be of the form

5ksh:1/n

e (BT, k>2. (4.47)

To find the sub-leading relevant correction we subtract the prediction (4.45), up to and including

the leading relevant correction, from the numerically calculated entropy and perform a numerical fit.
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For the values of n we have tested we find the sub-leading relevant correction to be proportional to
34(Bj )4_%. We also find evidence, as discussed below, that this is true even at finite g. The absence
of a term proportional to s3(3.7 )3_% leads us to believe that the conformal three-point function
is sub-leading in the large N expansion, as is seen to be the case for the conformal three-point
functions discussed in [123].

Finally, it is also interesting to note that we also find an intermediate IR regime for values of
n such that 1 < n < 2, whose behaviour is in agreement with (4.45). In figure 15 we plot the
intermediate IR regime for n = 1.3 and various values of s, again seeing excellent agreement with
the prediction from conformal perturbation theory. From our analysis in section 4.2.1 we would
also expect the zero temperature entropy of such flows to have a non-trivial s dependence, giving
them an additional richness compared to the case n > 2.

-2.30
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(BI)™

Fig. 15: Entropy as a function of temperature (in logarithmic scale) for n = 1.3 and s2=1075,10"%,10"% in
the intermediate IR phase in the large N and g expansion. The circles give numerical results. The solid lines
give the analytical prediction (4.45) with both the leading irrelevant and relevant corrections. The dashed line
gives the analytical prediction (4.45) with only the leading irrelevant correction.

Case III: Finite q. We now test whether the perturbative correction (4.44) still applies at
finite ¢, ¢ and large N. In this case, the predicted entropy near the intermediate IR fixed point is
given by

S free __ L4 1 4772a(q) 525}1:1/11
NP0 —[—/0 dx7r<2—x>tan7m+ﬂj+-~ + | —

. (4.48)
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and the coupling constant of our conformal operator takes the form
g%/n = /y(q) 6)52\72 ) (4'49)

where (g, ¢) is an unknown function which, from (4.46), we know tends to 1/(2§?) in the large §
limit. The value of (g, ¢) can be found by fitting the prediction (4.48) to numerically determined
values for the entropy in the intermediate IR phase. In figure 16 we plot numerical results against
the prediction (4.48) and (4.49) with values for (g, ) shown in Table 1. We show plots with

s2=10"% and s? = 1073.

v(q,9)
0.098

0.111
0.116
0.028

q
4
6
8
8

SN () [\S) N |

Table 1: Numerical values for (g, §) in (4.49) found by fitting the prediction (4.48) to numerically determined
values for the entropy in the intermediate IR phase.
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Fig. 16: Entropy as a function of temperature (in logarithmic scale) for the intermediate IR phase at finite
q in the large N expansion. The circles give numerical results. The solid lines give the analytical prediction
(4.48) and (4.49) with values for (g, §) shown in Table 1. The dashed line gives the analytical prediction
(4.48) with only the leading irrelevant correction.

As for the large ¢ limit, we can also find the sub-leading relevant correction by performing
a numerical fit. In all cases considered, we again find that the sub-leading relevant correction is

proportional to s* (ﬁj)‘l_% .

4.4 Geometrisation of an RG flow

The goal of this section has been to explore RG flows at strong coupling, and in particular at finite
temperature, for deformations of SYK models. We have identified a class of models permitting
a robust treatment by means of both numerical and analytic methods. Given the holographic
character of SYK models, our analysis opens up an interesting chapter in the story of holographic
renormalisation [104,105], which has so far been explored mostly from the bulk perspective. We have
identified models exhibiting RG flows between two near-fixed points and provided an interpretation

in terms of conformal perturbation theory. The general character of the models is a sum of two
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ordinary SYK Hamiltonians (2.47), but with differing numbers of interacting fermions. As for the
ordinary SYK model, the flows we study preserve a rich thermodynamic structure and exhibit an
extensive entropy all the way into the deep infrared/small temperature regime.

Our analysis is performed entirely from the perspective of the microphysical theory. From a
holographic perspective, it is interesting to assess what features the putative holographic dual will
exhibit. In the vicinity of each near-fixed point, it is natural to postulate that the bulk theory will
mimic that of an ordinary SYK, whose thermodynamic features in the large NV limit are captured

by a JT gravity theory governed by the classical Euclidean action

Sp =-S5y — % /M dz/g (PR + U(4)) — % VhoK | (4.50)

with dilaton potential U(¢) = —2a¢ with « real and positive. For « = —1, one finds that the
two-dimensional metric g;; is Euclidean AdSs at the classical level. At finite temperature, M is
taken to have a disk topology with S' boundary M, and we have the metric on the Poincaré disk.
The thermodynamic properties of asymptotically AdS, geometries follow readily from the form of

U(¢). The specific heat Cyy and temperature, for instance, are given by [71,124,125]

27 Ul(on) A

= Uy T e

(4.51)

where ¢y, is the value of the dilaton field ¢ at the Euclidean horizon. It follows that the near-fixed
point exhibits a specific heat linear in the temperature.

For two near-fixed points, the ratio of the specific heats fixes the ratio, R = ayv/air, of the
slopes for the two linear regimes of U(¢). For the models we have studied, we find R > 1. This is
in line with an increasing number of degrees of freedom as we go to higher temperatures and can
be viewed as a consequence of unitarity and thermal equilibrium. At large enough temperatures,
the geometry is a pure AdS, and there is boundary soft mode governed by the Schwarzian action.
This is the bulk dual of the Schwarzian associated to the intermediate near-fixed point discussed
in section 4.3.2. As we decrease the temperature, we flow to the interior of the geometry and an
additional AdSs region emerges, corresponding to the near-fixed point in the deep infrared.

Continuity of the thermodynamic quantities along the RG flow, throughout which the theory

remains in the strongly coupled phase, suggests that the geometric picture continues to hold between
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the two near-fixed points. For this to occur, one can invoke [53] a more general dilaton potential
U(¢), as studied for example in [71,124-126] with linear behaviour at the two endpoints. The
classical geometry will be asymptotically, but not isometrically, Euclidean AdSs. The presence of a
macroscopic entropy in the deep infrared/low temperature regime of the flow leads us to postulate
that the dual geometry retains a horizon. In section 4.3 we argued that the RG flow is triggered by
a relevant operator of weight A, = ¢/q < 1. Thus, the bulk theory should have a corresponding
field associated to the relevant operator. Moreover, associated to the near-fixed point in the deep
infrared is the presence of a soft mode residing at the boundary of the near-AdS, geometry in the
deep finite interior region, governed by the Schwarzian action. It is interesting that this soft mode
resides entirely within the geometric description.'® We depict this phenomenon in figure 17. The
appearance of a worldline theory in the midst of a gravitating spacetime is a phenomenon worth

pursuing in more detail.

(a) BT 2 (BT )« (b) BT < (BT )«

Fig. 17: Pictorial representation of the two Schwarzian soft modes appearing inside Euclidean AdS,. (a) For
BT larger that some critical (8J)« there is a Schwarzian soft mode appearing in the deep interior of AdS,.
(b) For 1 <« BT < (BJ)«, there is a Schwarzian soft mode residing closer to the AdS boundary. In the large
g model with n =2, (37)« ~ s 2, with s < 1.

13 A similar emergence of a soft mode in the interior of an interpolating geometry was also discussed for the centaur
geometries studied in [72,127,128].
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5 Multiple deformations and non-Hermitian models

5.1 Introduction

In this section we shall be interested in extending our discussion of SYK flows to a larger class of

deformations given by concatenating multiple SYK Hamiltonians,

k
Hyer = Hq + Z SiH!L' s (5.1)
i=1
where ¢ > ¢1 > ¢o > ... > (i and the coupling constants s; € C are tunable dimensionless

parameters. The term Zle s;Hg, can be viewed as a relevant deformation of the model H, that
induces an RG flow and modifies the thermodynamic behaviour of the model in the infrared.
While unitarity constrains s € R, we also extended our consideration to the more general case
of s € C. This extension is rooted in the holographic interpretation of the deformed SYK models.
Here, the IR thermodynamics are described by a dilaton gravity theory governed by the Euclidean

action

Io =5 [ davgOR+UG) - [ VoK, (5.2)
K Jm

K Joam
where U(¢) is the dilaton potential. By choosing an appropriate dilaton potential it is possible
construct geometries that flow from an AdS; boundary to a dSy interior [53,56,127], providing
the possibility for a holographic interpretation of (a portion of) the de Sitter static patch. Dilaton
gravity theories with a dS interior entail a dilaton potential transitioning from a +¢ dependence

for large values of ¢ to a —¢ dependence at small values of ¢.

A no-go argument. In the SYK dual, this manifests as an entropy flow S (5*1), transition-
ing from a positive linear dependence on the temperature 5!, to a negative linear one. For the
thermal state, S/9(871) = B3(AE)?, where (AE)? signifies the energy variance in the ensemble.
Consequently, a negative entropy slope proves unattainable for a Hermitian Hamiltonian.

We are thus left with two options: either working with a state other than the thermal one, or
considering non-Hermitian physics. Non-Hermitian Hamiltonians defined by considering s € I are

able to yield negative entropy gradients in two scenarios:
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e For a single deformation Hget = Hy + sHj in the large ¢ limit, with ¢/¢ = 2, another regime
of linear-in-temperature entropy is seen in the deep infrared (87 > 1/s%). Moreover, the
gradient of the entropy in this regime scales as 1/s?. Naively, an imaginary s produces a

negative linear-in-temperature entropy. This was suggested in [53].
e Perturbatively around the intermediate fixed point of H,.

In this part of the thesis, we consider the latter case. In this case, considering the thermal state re-
mains pertinent since we are perturbing near the intermediate conformal fixed point which we know
to be described by unitary physics. Conformal perturbation theory reveals the role of imaginary s.
In particular, the leading relevant correction to the entropy predicted by conformal perturbation
theory is proportional to s2. This results in imaginary values of s giving positive corrections to the

entropy as we flow away from the fixed point, which can lead to a negative slope in S(871).
5.2 Entropy flow from conformal perturbation theory

5.2.1 Large N for multiple deformations

Generalising the large N effective theory from a single deformation to multiple deformations is

simple, and we now state the key formulae. In terms of G and ¥ the large N action reads

1 1 [P o (2970 s L2
I= —ilogdet (0(11 —12)0r, —2) + 2/0 drndr | XG—-J qTG + ;si Z G 7
(5.3)
from which we find the Schwinger-Dyson equations
G=(0,-%)1,
(5.4)

% =72 (%Gq—l +3°F s?Zqi—‘lG@—l) .

=11 ¢q;

In the large ¢ limit, the Schwinger-Dyson equations (5.4) become a single ordinary differential

equation for g(7), namely

k
02g() = 27%e97) 4+ 2773 "nisFedI/m (5.5)
=1
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where n; := ¢;/¢; and the equation is has thermal boundary conditions, ¢g(0) = g(5) = 0. The

entropy can be computed from the large ¢ action [52,53]
g k
N e+ / dr [ B-g(7))? — J* (; on?sed(/M 4 269(7)>] : (5.6)

where S{*¢ = log 2/2.

5.2.2 Conformal perturbation theory: thermodyamics

We now generalise our discussion of relevant conformal perturbation theory in section 4.3.3 to flows
with multiple and possibly non-Hermitian deformations. As before we describe the deformed SYK

model near the intermediate fixed point by the action (4.35), where

ICFT——*logdet //dTlde <EG 522 Gq) (5.7)

For multiple deformations we now have a relevant operator Op,(7) of weight h; = 1/n; for each
Hamiltonian term Hg, in (5.1). Following the same steps as in section 4.3.3, we find that the leading

relevant correction to the entropy due to the relevant perturbation is given by

528 o~ (2 T (% - *) I, )2
_Z(—l) 21“(1—“7) 72 (BIT)" ™, (5.8)

where gf/ni is given by (4.46) at large ¢ and (4.49) at finite ¢. The entropy of the model in the
neighbourhood of the near-conformal fixed point is therefore well described by
528

s (5.9)
Nlg, N

S

N Hger

S

where the dots signify further relevant corrections. We also recall that one can also expand the

entropy of the undeformed SYK as [31,40]

1/q 1 472
— (f)ree_/o d.737'('<2—l'> tan7rx—|—7rﬁ(j7(q)+'“, (510)
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where a(q) is the coefficient of the Schwarzian action and must be computed numerically. The
dots signify further irrelevant corrections that can also be found by conformal perturbation the-
ory [37,85,121]. In figure 18 we compare the predictions of conformal perturbation theory with
multiple deformations to numerics. Specifically, we deform the Hamiltonian Hg by (1073/2)Hy,
(10~14)Hy and (10~3/2)Hy 4 (10~ %) Hy and plot the numerical computation of the entropy against
the prediction (5.9) and (5.10).
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Fig. 18: Entropy as a function of temperature (in logarithmic scale) in the vicinity of the intermediate fixed
point at finite ¢ in the large N limit. The circles give numerical results from solving the Schwinger-Dyson
equations (5.4). The dashed lines give the analytical prediction (5.9) with the leading relevant correction (5.8).

Note in particular that for the model Hger = Hg + (10*3/22')H4, the slope of the entropy turns
from positive to negative as we decrease the temperature. Such a turning of the entropy slope is

generally possible when allow imaginary couplings, s; € I. To see this note that

251 (1_ 1
R
(-1) 2 M) 0 for w1, (5.11)
n; or (1 - %) J?

and so the sign of each term in the correction (5.8) is determined by the sign of g2 Jn;- From (4.46)
and (4.49) we see that g%/ni > 0 for s; € R, but g%/ni < 0 for s; € I. Thus imaginary values of s;
will give positive corrections to the entropy which in turn can lead to a negative slope in S(371).

We shall explore such models further in the following sections.
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5.2.3 Conformal perturbation theory: two-point function

We can also use conformal perturbation theory to study relevant corrections to the two-point
function near the intermediate fixed point. Using (4.35) the two-point function in this regime can

be computed as

G(r) =

wz( )wz( ) _ICFT 71_29}% foﬂdTthi(T/)
Z/ [Dy]————= e : (5.12)

Expanding the second exponential we find that the first two relevant corrections to the two-point

function are given by

i i(0)Op,. (T
G(r) = Gerr(r Z%/7W(W?mﬂm

+ Zgh / d7'3d7'4 (00 N(T3)Oh"(74)>ﬁ, (5.13)

where the three-point and four-point functions in the above expression are conformal. We will now
focus on the case were we deform by a single SYK; that is Hger = H, + sHg, where ¢ < ¢ and
s € C. Recall that at the intermediate conformal fixed point the fermions have scaling dimension
Ay = 1/q and the relevant operator Oy, has scaling dimension h = 1/n. Using this and the general
form of conformal three and four-point functions, without computing the integrals we can observe

that the first and second order corrections to G(7) have the form

1
51Go<gth1(T/ﬁ), (5.14)

86 o g ———— o /5) . (5.15)
(BF)" "

where f1, fo are functions of 7/ whose exact form we will not need. We can test the 5 dependence
of these corrections in the following way. We first numerically compute the two-point function for
both the undeformed and deformed SYK models at 7 = kf for some fixed constant & € (0, 1).
We do this over a range of temperatures near the intermediate fixed point. We then compare the
difference between the two and check that it is consistent with the corrections. Numerics show that
the leading non-vanishing correction to G(7) near the intermediate fixed point takes the form (5.15)

and hence we conclude that the three-point function is subleading. Moreover recall that gi x s2
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and so the leading correction to the two-point function is proportional to s2. This means that the
correction will have opposite signs depending on whether s is taken to be purely real, or purely

imaginary. By looking at numerics we find that

G(T) < Gsin le(T) for seR,
’ (5.16)

G(T> > Gsingle(T) for sel,

where Ggingle(7) denotes the two-point function for the undeformed SYK. As an example, in figure
19 we show log-log plots for the difference between the two-point functions for Hgingle = Hp and
Hgot = Hg + sHo, across a range of temperatures in the vicinity of the intermediate fixed point at
fixed time 7 = /2. Plots are shown for s = 107%/2 and s = 103/%i. In agreement with (5.15)
(and the fact that (5.14) vanishes) we find for both plots a straight line with slope 2h + 2/q — 2.
Figure 20 compares the full two-point functions at fixed temperature (37)~! = 0.01. All figures
also show agreement with (5.16). Numerics were also performed for other values for the parameters

(¢,q,s,7), and all cases checked are consistent with these conclusions.

¢ Numerics ¢ Numerics
—~ 0.010+ —~ 0.010+
g 0.071s? g 0.071s?
v;, — Fit= p 2h+2-2 V_« — Fit= p 2h+2-2
& (BI)™" E (BI)™"
| 0.005 |- 4 L’J’ 0.005 4
a L
= <
& 0.002f & 0.002f
0.005 0.010 0.020 0.050 0.005 0.010 0.020 0.050
BI)™! B
—3/2 —3/2,
(a) Haer = He + 1072/ H, (b) Haet = He + (1073/%i)Hy

Fig. 19: The difference between the two-point function of the undeformed SYK model Hg and deformed SYK
Hg + sH at fixed time 7 = /2 and over a range of temperatures near the intermediate fixed point. For plot
(a) s = 1073/2 whilst for plot (b) s = 1073/2.
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Fig. 20: The two-point functions at finite temperature, with 87 = 100, for the undeformed SYK model Hg
(blue line) and deformed models Hg + 10~%/2H, (orange line) and Hg + (1072/%i) H, (green line).

5.3 Entropy flows at finite N

So far the entropy flows have only been shown to leading order in the large N limit of the theory.
We would like to also see evidence for them at finite N. At finite N the SYK model is solvable
by exact diagonalisation procedures for values of N up to N ~ 34. Thermodynamics results at
large N should be comparable to finite N calculations for N > 57. Since even the intermediate
fixed point in the large N limit occurs at temperatures for which 57 > 1 direct comparisons of the
entropy flows to finite NV results would require values of N far beyond current numerical capabilities.
However, it was shown in [41] that, for the undeformed SYK, the regime of linear-in-temperature
entropy characterising the (single) near fixed point can be matched to an extrapolation of finite
N results with NV < 32. We carry out a similar extrapolation, detailed below, for our deformed
models with a single deformation. We find that not only are we able to access the linear-in-
temperature regime of the intermediate fixed point, but we are also able to match the leading
relevant correction away from the fixed point. Thus we find finite N evidence of the flow from the
intermediate IR fixed point towards the deep IR fixed point found in the large N limit. As done
for the undeformed SYK model in [41], at finite NV, we compute the entropy numerically by exact
diagonalisation of the Hamiltonian. For more details on the specrta of such models see appendix
E. We then compute the average entropy for each N by averaging over a number of realisations
of the couplings. Finally, we extrapolate to infinite N by fitting to a polynomial in 1/N up to
O(N~2) and taking the constant term as the result. In figure 21 we compare extrapolations from

finite N with large N numerics from solving the Schwinger Dyson equations (5.4) for the models
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H=Hy H=H,;+0.1Hs and H = Hy + 0.1 Hy. The extrapolations show excellent agreement
with the large N solution for 47 > 10~!'. For temperatures below this the extrapolations start
to deviate significantly. There are likely multiple sources contributing to this error. Firstly at
low temperatures, handling both small and large numbers poses numerical precision challenges in
computing the entropy. Secondly, the extrapolations are up to N = 30; it is likely that larger
N is necessary to improve accuracy at smaller temperatures. Related to this, with relatively few
values of N used, the extrapolations are fit to curves up to O(N~2), neglecting higher-order terms
to prevent overfitting. However, it’s possible that including such terms may be necessary at lower
temperatures for accurate extrapolation. Finally, more averaging may be needed to improve the
accuracy of the extrapolations. Nonetheless, in both cases the extrapolations capture the leading
relevant correction away from the near-conformal fixed point of the undeformed SYK, Hy, providing

finite IV evidence of the flow away from the intermediate fixed point.

0.35} 1 === N — o0 extrapolation 0.35
0306 N=130
0.30+
N =28
0.25
=z T N=2% Z 025 %
= S
« 020 —— N=2 ”
0.15 — N=2 0-20¢
O Schwinger Dyson: Hy O Schwinger Dyson: H = H,
— N=20
0.10¢; O Schwinger Dyson: Hy + 0.1H, | 0.151 O Schwinger Dyson: H = Hy + (0.1i)Hy -
. . N =18 L L L L L
0.05 0.10 0.50 1 5 0.05 0.10 0.50 1 5
(yf])’l —— N=16 (d])’l
(a) Haet = H4 +0.1H> (b) Haer = Hs + (O.Ii)HQ

Fig. 21: Extrapolations of the averaged entropy S/N from finite N curves. In each case even values of N
from N = 16 to N = 30 were used with 22°~("/2) realisations averaged over. Extrapolations (red dashed lines)
are compared to large N numerics from solving Schwinger Dyson equations (circles).

5.4 A model with linear-in-temperature entropy and negative slope

Working in the large N and large ¢ limits, we now present a model of the type (5.1), whose entropy
as a function of temperature exhibits a region of negative slope that is approximately linear. Such
a model is achieved by tuning the model parameters (n;, s;) using conformal perturbation theory as
a guide. In particular we know that the correction to the flow away from the near-conformal fixed
point of H, at large ¢ is described by (5.8) and (4.46). Using linear regression we fit regressors

2_2

belonging to set of functions {(5J)" » : n € Z,n > 1} to a straight line with negative slope. Once
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an appropriate fit is found we can read off the parameters s; from the regression coefficients which,
along with the n; of the chosen regressors, describe a model that gives rise to such a correction term.
We can then compute the entropy for such a model by numerically solving the equation (5.5) and
plugging this into (5.6). In figure 22 we plot numerics for the entropy as a function of temperature
for such a model around the near-conformal fixed point, along with the prediction from conformal

perturbation theory. In table 2 we state the parameters used.
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0.0001 0.0002 0.0003 0.0004 0.0005 0.0006
(BI)!

Fig. 22: Entropy as a function of temperature in the vicinity of the intermediate fixed point for the large
q deformed SYK with model parameters given in table 2. Circles give numerics from solving the large ¢
Schwinger-Dyson equation (5.5) whilst the orange line shows the prediction from conformal perturbation
theory (5.9). The black dashed line shows the function used to fit the regressors and hence define the model.
Such a model is seen to have a region of approximately linear-in-temperature entropy with negative slope.

7 n; S 12

1]20/7 | 3.36385x 1077
21 4 2.4819 x 1077
3| 5 9.76218 x 1078
4120/3 | —3.44481 x 1078
5| 10 | —4.53241 x 1078
6| 20 8.36213 x 107
71 200 | —1.70624 x 10711

Table 2: Model parameters for the large ¢ deformed SYK model whose entropy is shown in figure 22.
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5.5 Holographic spacetimes
5.5.1 Thermodynamic considerations

We first briefly review how to construct the bulk holographic spacetime of the deformed SYK
models from their thermodynamics. We recall from section 2.5 that in general the gravitational

part of the bulk theory is described by a dilaton gravity theory with Euclidean action

SE:—;/ de\/§(¢R+U(¢))—l VhoK | (5.17)
K Jm

K Jom

where M is taken to be a disk topology with boundary OM = S'. A purely topological term can
also always be added to the theory which sets the zero temperature entropy of the theory. This
theory permits general black hole solutions of the form
dr? 1

fr) =1 / L ArUG) ) = dr (5.18)

ds® = f(r)dt* + )’ 5/,

where 7, is the position of the horizon. The low energy sector of the undeformed SYK model is
thought to correspond to JT gravity, where the dilation potential has the form U(¢) = 2¢ and the
corresponding metric for the theory is that of AdSs. The duality manifests itself in the IR limit of
SYK model, where the physics is described by the same Schwarzian action that governs the theory
of the JT gravity. At the level of the thermodynamics this corresponds to both theories having a
linear-in-temperature entropy with positive slope.

By adding a relevant deformation to the SYK model of the form (5.1) we expect to deform the
interior of the bulk AdSs geometry [53]. To understand how the bulk interior gets deformed it is
useful to note that the dilaton potential can be obtained directly from the thermodynamics of the

dilaton theory. In particular, from (2.76), we have that

U (32(S = 50)) |
47rqz~5

T =

: (5.19)

where T is the temperature of the theory, S is the entropy and Sy is the zero temperature entropy.
Thus, if we have access to S(T") for our deformed SYK model, we can invert this function to find
the dilaton potential for the holographic bulk. In particular, a deformed SYK model where S(T)

has a regime with a negative linear slope, the corresponding dilaton potential will contain a portion
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of a negative linear slope. The deformed SYK model described in section 5.4 is proposed to be

describe such a situation.

5.5.2 Two-point correlation functions: heavy fields

We would now like to explore the correspondence between the deformed SYK models and their
proposed dual dilaton-gravity theories beyond the level of thermodynamics. To do so we shall first
borrow our intuition from the worldline formalism where one can compute the two-point function

of a free massive scalar as a path integral

G(X,Y) = / dpe P~ N embs (5.20)
g€Egeodesics

where P denotes a path between the points X and Y and L[P] the length of the path. The
final approximation assumes the mass is large allowing us to take a saddle point approximation,
reducing the integral to a sum over geodesic between X and Y. In the case of spacetimes that
are asymptotically AdS, the two-point function between points on the spacetime boundary can be

related to the two-point function of operators in the holographic dual.
To check this statement holds in our case, we would like to first evaluate how the lengths of
geodesics anchored at the boundary of AdSsy are affected by a small deformation of the dilaton

potential. Consider,

U(g) =29 +6U(¢) , (5.21)

where 60U (¢) is a smooth function of ¢. In our comparison we would like to keep the temperature of
the deformed and undeformed geometries fixed. From (2.76), we see that to keep the temperature
fixed after deforming the dilaton potential we must shift the position of the horizon. In particular,

the shifted horizon 7}, can be expressed in terms of the original horizon r, as
1297, + 5U (¢r,)] = |26mn] - (5.22)

For our argument we will avoid this subtlety by setting §U (qzrﬁl) =0, so that 7}, = r,. We can do

this for example by taking 0U(¢) to have compact support in some region [r}, r3] for 75 > ri > orh.

83



The blackening factor resulting from such a dilaton potential is given by

fry=r% =73 4g(r), g(r) = ;/T dr' 5U (¢r") (5.23)

Th

where we note that this is consistent with the horizon being at r = ry,, since g(ry) = 0. As a further
simplification, we focus on geodesics which correspond to straight lines through the centre of the
deformed Poincaré disc, connecting opposite sides of the thermal circle, see figure 23. We provide

further details on how to compute the geodesics in appendix F.

.
.
.
.
- \

deformed geometry

Fig. 23: The brown shaded region depicts the deformed region of the geometry that is supported on ri <
r < r3. The blue shaded region depicts the pure AdS2 geometry for r5 < r < Rp. The dashed line depicts the
geodesic under consideration.

The length of such a geodesic is given by

b 1
L:/ds:2/ dr , (5.24)
where we regularise the length by anchoring the geodesic to a boundary circle of finite radius Ry.
We will consider two cases corresponding to dU(¢) < 0 and U (¢) > 0. The case where 6U(¢) <0
corresponds to a bending downward of the dilaton potential as we reduce ¢ past 75, thus mimicking a
deformed SYK with real s in the vicinity of the intermediate fixed point. The case where 6U (¢) > 0
corresponds to a bending upward of the dilaton potential and thus mimics the deformed SYK with
imaginary s near the intermediate fixed point. Note that beyond the aforementioned constraints,
the exact form of the dilaton potential does not matter for our argument, and in particular we can
choose it to match the thermodynamics of the corresponding SYK model we are trying to describe.

What is important for us to note is that in the case that 6U(¢) < 0 we have that g(r) < 0 for all r
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and similarly in the case dU(¢) > 0 we have that g(r) > 0 for all r. From (5.24) we see that this

means that

L > LAdSQ for (SU(d)) < 0 5 (5 25)

L < LAng for (5U((J5) > 0 s

where Laqgg, corresponds to the case g = 0. To relate this result to the SYK model we use (5.20).
From this we would expect the two-point function of the deformed SYK to obey the following

inequalities

G(ﬁ/Q) ~ e—mL < e_mLAd52 ~ Gsin le(ﬁ/2); seR )
¢ (5.26)

G(B/2) ~ emL > g=mLads; ~ Gyingle(8/2); s €1,
which is consistent with (5.16).

5.5.3 Two-point correlation functions: light fields

We can also check whether our expectation from (5.16) is consistent with what we find for the
bulk two-point functions of light fields. In [53], it is shown that for a two-dimensional metric in
Euclidean signature of the form

ds? = 2 (dr? + d2?) , (5.27)

the boundary two-point function for light fields in frequency space can be written as a perturbative

expansion in the mass of the field, taking the form
Gw)=— (]w| + mQ/ dy X' We2lly=2) 4. > . (5.28)

For thermal spacetimes the only modification to this formula is that w should take discrete values.
It is easy to apply (5.28) to both the AdSs black hole and for the deformed geometry (5.23) by
re-writing these metrics in the conformal frame. One can then show that we have the following
inequality valid for dU(¢) > 0

|G (wn)| = [Gads, (wn)] (5.29)
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where in (5.29) G is the boundary two-point function for the deformed AdS; geometry and Gags,

is that of pure AdS, space. Applying Parseval’s identity to this we find

SU9) 2 0= 3G’ 2 Y [Gaas. (wn)P

neEZ nez

p 5 (5.30)
= / dr |G(1)]? > / dr |Gags, (7)]?
0 0
We can also make an analogous argument to conclude

B B

V(@) <0 [ ar|GaP < [ drGaas, ()P (5.31)
0 0

This is again consistent with our expectations from the boundary theory. More details of the

computation can be found in appendix G.
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6 Krylov complexity and chaos in deformed SYK models

6.1 Introduction

In this section we will explore the relation between the Lyapunov exponent A7 and the Krylov
exponent Ax in the SYK model and its deformations. In most cases, the SYK model develops a
chaotic behaviour in its strongly-coupled phase, but it can nevertheless be solved in different limits
using different numerical and analytical techniques at any temperature. In fact, the SYK model
is maximally chaotic at low temperatures in the sense of (1.5). The Lyapunov exponent [31,129],
the spectral form factor [41] and operator size distribution [43] were among the first ideas explored
regarding the chaotic nature of the SYK model.

We will focus on the large N limit of the SYK model and its deformations, where the model
is dominated by a saddle-point approximation of its partition function. When one further takes
the large ¢ limit, it has been shown that the Krylov exponent satisfies A\; = Ax, both at infinite
and finite temperature [26]. Thus the lower bound on A in eq. (1.5) is saturated, fuelling the
hope that Krylov complexity provides a computational advantage to diagnose chaos in quantum
systems. We will see in this section however that this is only the case when the SYK model is not
deformed. As a first step, we extend the previous result to the next order in the large ¢ expansion,
as well as to finite ¢ and conclude that the tight upper bound on the Lyapunov exponent remains
robust in these models at all temperatures. When ¢ = 2, the interaction term in the Hamiltonian
becomes a random mass term, which is known to be integrable. In this case, we show that the
Lanczos coefficients saturate both at finite and infinite temperature, which gives Ax = 0.

We then turn our attention to deformed SYK models of the form (2.47) [46-55]. These deformed
models can have non-trivial behaviour in the infrared, including the possibility of transitions be-
tween different regions of near-maximal chaos or transitions between near-maximally chaotic and
integrable behaviour. In both cases, both the Lyapunov and the Krylov exponent can be computed
and compared. We find strong evidence analysing different kinds of deformed SYK models, both
analytically and numerically, that while the Lyapunov exponent can have non-monotonic behaviour
as a function of the inverse temperature, the Krylov exponent can only behave monotonically. So,
for instance, if an initially chaotic system becomes integrable (or the Lyapunov exponent becomes

very small) at large inverse temperatures, Ax will not provide a good diagnostic of this transition.
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In fact, in some of the models we studied, the Lyapunov exponent decays to zero at large inverse
temperatures, while the Krylov exponent saturates to its maximal value. We conjecture that, when
it is well-defined, the monotonicity of the Krylov exponent may be a generic feature of unitary

quantum systems.

6.2 Computation of Krylov exponent
6.2.1 Krylov exponent from moments

In what follows, we will compute Ag, in different quantum systems where Ay, can also be computed,
to gain insight into how tight is the bound, especially in systems where the behaviour of Ay, is not
necessarily monotonic, and could even go to zero. For a brief review of quantum chaos and Krylov
complexity and the definitions we use for Ay i, we refer the reader back to sections 2.1 and 2.2
respectively. We now describe two methods to compute Ax, one based on the explicit calculation
of the Lanczos coefficients and the other based on analytic properties of the Wightman two-point
function.

Performing the algorithm (2.15) can be numerically challenging. Instead, if we know the Wight-

man autocorrelation function, C'(¢), defined by
C(t) = (0(1)]0(0)y (6.1)

the Lanczos coefficients can be computed using a recursive algorithm [130]. The first step is to

analytically continue to imaginary time and perform a Taylor expansion to find the moments, pay,,
& 7_2n
C(—it) = — 6.2

where the odd coefficients vanish since we have assumed that @ is Hermitian. The moments

are therefore related to expectation values of powers of the Liouvillian po, := (O|£*"|0) =

d2n

237 C(—i7)|r=0 and so products of the Lanczos coefficients are given by determinants of minors

of the Hankel matrix of moments: b3"...b2 = det(ui+;)o<ij<n-* Therefore, after obtaining the

In this expression we fixed a small typo in equation (A4) of [26], see e.g., (2.10) of [68].
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moments the following recursive algorithm can be used to obtain the Lanczos coefficients, b,,:

Goal: b, = \/MQ(:) )

Recursive step : MQ(Z) =B - 2, (6.3)
n—1 n—2

Stopping conditions : Mgk = lok , Mz(il) =0,b_1=b=1.

Once sufficiently many Lanczos coefficients are obtained in this way, the Krylov exponent, Ax can
be found by computing the slope of the coefficients, see however footnote 3.

In what follows we will study the Krylov complexity for the SYK model and its deformations
with respect to a single fermion operator @ = v/21;. In the large N, limit the autocorrelation

function (1;(7)1;(0)) is independent of i [83] and therefore
C(—it) =2G(t + B/2) , (6.4)

where G(7) = G(7,0) was defined in (2.26). The moments used as a starting point for the algorithm

(6.3) are computed as follows
d2n
pan = 3 (2G(r + 6/2)) o (6.5)
6.2.2 Krylov exponent from pole of autocorrelation function

If the Lanczos coefficients by, have a linear asymptotic growth of the form (2.19), then the asymptotic
slope « can be extracted from the location of the first pole of the autocorrelation function in
Euclidean time [26, 61,79, 131]. This can be seen by relating the moments g9, to the Lanczos

coefficients b,. Assuming (2.19) the moments have the following asymptotic form [26],

dno n o(n)
/‘1’271 = _— e . (66)
emn

Using (6.6), one can then apply the root test to (6.2) to see that the radius of convergence and

hence the location of the first pole, which we denote by 7y, is given by

Te = — . (6.7)
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From this one can compute the Krylov exponent using the relation

™

Mg = (6.8)

Tx

For the SYK and its deformations, from (6.4) we see that 7. is the first pole of G(7 + 5/2).

6.3 Krylov complexity of a single SYK model

6.3.1 The integrable ¢ = 2 model

Consider the single SYK Hamiltonian (2.24). When ¢ = 2, the interaction term becomes just a
random mass term for the fermions, and the model is known to be integrable. We thus expect the
Lanczos coefficients to grow sub-linearly with n, for large enough n. At infinite temperature, this
was already demonstrated in [26]. Here we consider the theory at finite inverse temperature 3. For

g = 2, the thermal two-point function is known analytically [31],

7r cosh[(Z — 1 sin
G(T):/O d9 2ol — 2)267 sinf] (6.9)

coS

T cosh(8J sin 0)

We can use the two methods described in sections 6.2.1 and 6.2.2 to compute the Krylov exponent.
Using the first method, we computed the first ~ 25 Lanczos coefficients, for a range of different
temperatures. The results are shown in figure 24. We see that b,,/J initially grows with n but then
reaches a plateau around the value of 1. As we increase 57 the value of n at which the plateau is

reached increases approximately linearly with 5.7, as can be seen from figure 25.
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Fig. 24: Lanczos coefficients b,, for the single SYK with ¢ = 2 for different values of 5.7.

90



This means that at sufficiently low temperatures, the number of Lanczos coefficients required
to see the saturation can go beyond computational control. One might be fooled to think that
the system becomes chaotic at low temperatures, since the available Lanczos coefficients seem to
behave linearly with n. However, this is not the case. To verify this, it is useful to use the second
method, which directly gives the asymptotic behaviour of the slope of the Lanczos coefficients.
Since we have the analytic form of the autocorrelation function this is not hard to compute. We

need to find the location of the pole in Euclidean time that is closest to the origin in (6.9).

25FT

20

. . . . . . . e
10 20 30 40 50 60 70 80
BI

Fig. 25: The saturation point n* as a function of 7. The saturation point is defined as the first n such that
b/ —1] < 0.1.

At any temperature, the only divergence of the two-point function is at 7. — oo. From (6.8),
this trivially gives that the slope of the Lanczos coefficients is zero and so, as expected, Ax = 0 at
any temperature for the single SYK with ¢ = 2.

This behaviour of the Lanczos coefficients provides a sharp distinction from that of chaotic
many body systems, for which the Lanczos coefficients are expected to grow indefinitely according
to the operator growth hypothesis (2.19).

Finally, let us remark that in [132], it was found that at finite but large N, with ¢ = 4, the
Lanczos coefficients do in fact reach a plateau. In this case however, this is not due to the system
being integrable but rather that the Hilbert space is finite. In particular they show that the value
of this plateau grows linearly with N suggesting that they would not get saturation in the large N

limit.

6.3.2 Large ¢ and 1/q corrections

Now we turn to the discussion of chaotic SYK models. The first example analysed in the context

of Krylov complexity was the large ¢ model, as it is possible to get analytic expressions for the
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autocorrelation function, see (2.42).
It was shown that both at finite and infinite temperature, the resulting Lanczos coefficients
display the expected linear growth [26]. Using the moments method, the Lanczos coefficients at

infinite temperature take the form

bn/T = VE/a+00/a), neb (6.10)

vnn—1)+01/q), n>1.

At finite temperature, we have that

%\/%"‘O(l/@y n=1,

by /T = (6.11)
%\/n(n71)+0(1/q), n>1.
By considering the asymptotic form of the coefficients for large n, it follows that
4v
A = — . 6.12
5 (6.12)

This value for the Krylov exponent can also be verified by looking at the pole of the autocorrelation
function (2.42), with the Euclidean time shifted to compute the Wightman correlator, see (6.4). In
fact, one finds that

B 4y

It is easy to find the low-temperature behaviour of Ax by using the expansion of v in (2.44),

2
or ( 2 4 24w ) (6.14)

Ak = — -5t — + -
g BT~ (BI)* 3(BT)?
We see that the Krylov exponent, in the strict large ¢ limit, provides a far better bound for the
Lyapunov exponent than the chaos bound (2.8). Indeed, the Krylov exponent saturates the left
inequality in (1.5),

2
AL = Ag < % : (6.15)

yielding an optimal bound for the Lyapunov exponent, while the chaos bound (2.8) is only reached,

in this case, in the zero temperature limit.
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Corrections in 1/¢q. It is natural to ask if the tight bound (6.15) holds beyond the large g¢-
limit. To answer this question, we consider the next-to-leading contributions in 1/¢ to the thermal
autocorrelation function, which were computed in [90]. We will consider the full finite g result
numerically in the next section.

We expand the autocorrelation function as follows,

G(r) = % (1 + g(qT) + h;;) + 0(1/q3)> : (6.16)

where the leading order g(7) is given in (2.42) while h(7) is found to be [90]

h(r) = 5°(r) — 2(r) —4 (tan <y - 2?) /ﬂ ;2 <_2ﬁ”> (y) dy + 1)

6.17
1 (v - 27 ) tan (v - 257) 0/ (17
4 14+ vtanv tany/ﬁ/Q <_5> ly)dy+1],
with £(17) = g(7) — e 9 Liy(1 — e9(7)) and
0 2v y2
= =- 2 in2v) . 1
/5/2 < B > ) dy 6COSZU( v+ 3sin2v) (6.18)

Here v is the same as in the large ¢ SYK, given implicitly as a function of the inverse temperature
in equation (2.42).

As before, we evaluate the moments and Lanczos coefficients from G(7), which now includes a
correction at order 1/¢q. Note that when evaluating the moments, the integral [ BT /2 (—%”) (y) dy
does not need to be computed since the moments po, for n > 1 are extracted by taking 7-derivatives
and for the case of pg the integral vanishes at 7 = /2. Figure 26(a) shows the first 15 Lanczos

coefficients at large ¢ and infinite temperature including the 1/¢ corrections for different values of

q.
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Fig. 26: Lanczos coefficients as a function of n, computed perturbatively in the large ¢ expansion including
the 1/q correction at infinite temperature. In (a) we plot different values of ¢ while in (b) we compare to the
finite ¢ = 10 result.

Note that the Lanczos coefficients at infinite temperature and large ¢ (including the next-order
correction) differ significantly from those found in [133]. We do not observe a super-linear growth
and sub-linear growth in the even and odd Lanczos coefficients, respectively. In fact we find a linear
dependence and do not observe any staggering.

We can compare our large ¢ results with numerical results obtained at finite ¢ (see section 6.3.3).
For ¢ = 10 at infinite temperature, the results are shown in figure 26(b), finding good agreement
between the large g expansion and the finite ¢ numerical result. In figure 27 we compare the large
q Krylov exponent (computed from the slope of the Lanczos sequence) at infinite temperature to
the finite ¢ results for different values of ¢, again finding good agreement for ¢ 2 10. Note that in
both cases, in order to get this agreement, it was essential to also include the 1/g-correction. This
shows that, at least at infinite temperature, the results obtained in the large ¢ expansion for the

Lanczos coefficients are reasonable and a good approximation to the finite g results.
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the value of the Krylov exponent to leading order in the large ¢ expansion.

Next, we move away from infinite temperature. In fact, using the expansion in v, we can obtain
analytic results for the first Lanczos coefficients at small 87. The first five Lanczos coeflicients as

B8J — 0 are given by,

/g =(vV2-CI+0(87)) &
0 (Vo8 007) + (- + 8 +0607)1.
+

»-Q

by/T = (VB YAEIE f> +0(BI)) + (-5 - B2 1 0 (87)*) 4, (6.19)
b/ = (2V3- BT 4 0(87)°) + (35 + 50D 4 0(80)°) L
b/ = (2v5— LUD 4 0(87)°) + (3L - B89 1 0 (87)%) L.

Note that this is a double expansion, first in 1/¢, and then in 37, that seems reliable for small 5.7.

We can also perform an expansion for large 5.7, where we expect both the Lyapunov and the
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Krylov exponent to saturate the chaos bound. Perturbatively, for large 5.7, they are given by,

(1,7 :(@wo(ﬁ;)%q,

w7 = (o)) + (FF+o ()4

wg = (o (s)) + (Ao b))i (6:20)
wid = (o () )+ (o () )1

s/ = <@” +O(ﬁ{7)2> + (255}+0(ﬁ1j)2> L

The first 10 Lanczos coefficients up to order 1/q are shown for different temperatures in figure 28,
where we also compare to numerical finite temperature results at finite g (see section 6.3.3), again

finding good agreement.

4 € =

including 1/q correction with ¢ =6

finite ¢ with ¢ = 6

Fig. 28: Lanczos coefficients as a function of n, computed perturbatively in the large g expansion including
the 1/q correction with ¢ = 6 at finite temperature. In (a) we plot different values of 87 while in (b) we
compare to the finite ¢ = 6 result at 57 = 5.

6.3.3 Finite q

The final analysis we perform for a single SYK model is for finite ¢ > 4 and finite temperatures.
The aim is to find whether the conjectured bound (1.5) holds and how tight it is. For ¢ > 4 the
autocorrelation function can only be obtained numerically. In order to get to the regime of very
low temperatures where the maximal chaos bound is almost saturated, we need high numerical
precision in our calculations. We find that it is necessary to get to at least 3J ~ 100, to be close

to maximal chaos.
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To find the Lanczos coefficients, one could proceed by solving the Schwinger-Dyson equations
(2.29) numerically and then taking numerical derivatives. This method however quickly accumu-
lates errors. The reason is that at very low temperatures, G(7) becomes very flat near 7 ~ 3/2,
which is the point at which derivatives need to be evaluated to compute the moments (6.5) at finite
temperature. Then, in order to get higher-n Lanczos coefficients it is necessary to take further
and further derivatives, whose values become smaller and smaller, and even small numerical errors
become important.

Instead, it is more convenient to work in frequency space and numerically compute the spectral

function p(w) defined by

o) = S ) = L weno)s =Gt re . (62

1

using the procedure introduced in [98]. See appendix 3.5 for details. From p(w) we can find
G(7 + /2) by the following relation [31]

G(r + B/2) = /dw e“(”g)li(:’_)m . (6.22)

Taking derivatives, we find that

d?" _ws 2p(w)
h=  (2G(T + 8/2)) |reo = e~y 2
142 dT2n< G(t+ 6/2)) |r=o /dww e 2 e (6.23)

We compute the moments pa, by numerically evaluating the integral in (6.23) and then obtain the
Lanczos coefficients using the algorithm (6.3). With this method we are able to reliably compute up
to ~ 40 Lanczos coefficients, with inverse temperatures as large as 57 ~ 100. Using this procedure,

all these numerical computations can be done in the order of minutes on a standard laptop.

The first thing we note is that the Lanczos coefficients for ¢ = 4, unlike those of ¢ = 2, do not
saturate for large values of n and finite inverse temperature. The comparison between the results
in section 6.3.1 and the Lanczos coefficients for the ¢ = 4 model at finite temperature can be found

in figure 29.

97



20f
- ¢=2
a=4
150
)
~ 1.0 o006 e9000665e9
~ @
nf"ef!
05} Y-
o
o
Q—Z/
V4
0.0-¢ ‘ . ‘ ‘ . ! =
0 5 10 15 20 25 30 35

n

Fig. 29: First 35 Lanczos coefficients for the single ¢ = 4 (yellow) and ¢ = 2 (blue) SYK model at 7 = 50.
While the coefficients saturate for the ¢ = 2 model, they keep growing linearly for the ¢ = 4 one.

Note also that the even and the odd coefficients are staggered, but both sets grow linearly for
large values of n with equal slope and the staggering is a very small effect. To find \g, we calculate
the slope from the largest 3 odd coeflicients computed. We perform the same analysis for different
values of 57 to get the Krylov exponent Ax as a function of 5.7.

In figure 30 we show the result of this computation both for ¢ = 6 and ¢ = 4. We also
plot their corresponding Lyapunov exponents, that we also computed numerically following the
procedure described in appendix 3.4. For comparison, we also include the analytic expression
for the Lyapunov exponent computed in the conformal (low temperature) limit and its leading
correction (2.46). Finally, we also include the analytic curve for the Krylov exponent at large ¢

which is known to be the same as the Lyapunov exponent and given by (6.12).
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Fig. 30: Krylov and Lyapunov exponent as a function of 57 in the single SYK model. The dots are numerical
computations of Ax for ¢ = 4 and ¢ = 6. The dashed-dotted and dashed curves are the respective Lyapunov
exponents, computed numerically. The solid curves are analytical computations of the exponent in the large ¢
limit (black), and analytic results at low temperatures for the Lyapunov exponent for ¢ = 4 (green) and ¢ = 6
(red). To the precision achieved, we find that Ax ~ Ar, which was previously found to be equal analytically
at large q.

As can be seen in figure 30, the computation of the Krylov exponent matches (at least to
numerical accuracy) the one for the Lyapunov exponent, both for ¢ = 4 and ¢ = 6. This provides
clear evidence that for the undeformed SYK model, A\g ~ Ay, for all temperatures, not just at large
q but at finite ¢ as well. This also shows that in these models Ax is a tight bound for the Lyapunov

exponent, in general better than the chaos bound, that is only reached at very low temperatures.

6.4 Krylov complexity of deformed SYK models

In this part of the thesis, we will study deformed SYK models in which the total Hamiltonian is the
sum of two SYK Hamiltonians with different number of fermions ¢ and ¢ in each interaction term,
see section 2.4. At finite temperature, these Hamiltonians generate interesting renormalisation
group (RG) flows [54]. As a consequence, the Lyapunov exponent does not behave monotonically
as a function of 8J. We are interested in comparing the behaviour of the Krylov exponent Ag
along the RG flow to that of the Lyapunov exponent Ap,.

When ¢ # 2, the thermal RG flow interpolates two regions of nearly maximal chaos. Between
these regions, the Lyapunov exponent decreases and then increases again when approaching the
second maximally chaotic region. We refer to these models as chaos-to-chaos RG flows and we
study them in section 6.4.1, both at infinite and finite ¢, §.

When ¢ = 2, the intermediate near fixed point is still near-maximally chaotic, but the deforma-
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tion consists of an integrable Hamiltonian. The Lyapunov exponent decreases at sufficiently large
BJ. We refer to this case as chaos-to-integrable RG flow, and we study it both at finite and infinite

q in section 6.4.2.

6.4.1 Chaos-to-chaos RG flows
6.4.1.1 Large q,q

The simplest model that presents non-monotonic behaviour of the Lyapunov exponent is the de-
formed SYK model with Hamiltonian (2.47) and ¢ = ¢/2, in the large ¢ limit. The two-point
correlator of this model is known analytically for any value of 7 and s, see (2.51), (2.52) [52-54].
If s < 1, the infrared of the theory is known to have two regions where the Lyapunov exponent is
nearly maximal, see (2.59). In between these two regions, the Lyapunov exponent is sub-maximal,
but it can nevertheless be computed numerically [52], see details in appendix 3.4. Since we have an
analytic expression for the two-point function, we can compute Ax using both methods described
in sections 6.2.1 and 6.2.2.

We start by computing the asymptotic slope of the Lanczos coefficients by looking at the pole of
the Wightman autocorrelation function. It is straightforward to verify that the pole 7, of G(7+3/2)

in (2.51) is given by,

1 s2(BJ)?
6COS < \/(Bj)2V2+S4(BJ)4)
Ty = 5 , (6.24)

where v is implicitly given as a function of 57 and s in (2.52). This immediately gives,
2y
(L e ’
A3 cos < \/(ﬁj)zy2+s4(ﬂj)4>

that reproduces the single SYK large ¢ result (6.12) when s — 0. We emphasise again that this

Ak = (6.25)

result is valid for any value of 57 and s. If s < 1, we can further expand v analytically at low

temperatures close to each of the near fixed points, see (2.54) and (2.56). This gives,

%n (1 _ ﬂ% 4 (5‘47)2 _ 244w 2(BT)2s* +. ) , Intermediate IR ,

M — 3877 T (BT (6.26)
(1SR ENFE ) Dep R,
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where we observe for the first time an SYK-like model where the Krylov exponent A\x does not
provide a tight bound for the Lyapunov exponent A\j,. Comparing to (2.59), we see that nevertheless,
the conjectured bound (1.5) still holds around the fixed points, where the expansion is valid. Note
that the first four terms in the intermediate IR expansion, are exactly the ones of a single SYK,
see (6.14), so the first correction that depends on s will be very suppressed. Furthermore, the
corrections away from maximal chaos in the deep IR are extremely small for small s.

In order to have an independent calculation of the Krylov exponent, we also compute the slope
of the Lanczos coefficients using the moment method (6.3). We indeed verify that the slope is linear
and the Lanczos coefficients do not stagger for the values of n that are computationally available,
which validates the use of the pole method above. The full plot of the Krylov exponent as a function
of BJ for different values of s can be found in figure 31. We include the computation of A\x using
both methods, as well as the result of the Lyapunov exponent, computed numerically, as described

in appendix 3.4.
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Fig. 31: Krylov and Lyapunov exponents as a function of 87 for the deformed model (2.47) in the large
q limit with ¢ = 2¢g. The Krylov exponent is computed in two ways: the blue dots are computed using
the moments method described in section 6.2.1 whilst the solid orange lines are computed from the pole
of the autocorrelation function. The black dashed lines show the Lyapunov exponent, which is computed
numerically. Plots are shown for different values of s. Unlike the Lyapunov exponent, the Krylov exponent
grows monotonically and does not detect the region of sub-maximal chaos between the near maximally chaotic

regions.

The first aspect to notice is that both methods agree to good precision, except for a small
bump that can be seen in the computation using the moments method for inverse temperatures
slightly larger than 87 ~ s~2. If physical, this bump would not violate the left inequality in (1.5),

but it would violate the right one. Moreover, it would mean that the two methods of computing
the Krylov exponent are not equivalent. However, we checked that this bump is not physical. In
particular, it is an artifact of the numerical procedure to compute the moments at large Lanczos

coefficient index n, and we verified that the size of the bump decreases with n. See appendix H.!5

Secondly, we observe that the Krylov exponent is always larger than or equal to the Lyapunov
exponent, so that the bound between the two still holds for all the values of 57 and s explored. The

difference with the single SYK is that now the bound A, < Ak is not tight anymore in the infrared

15We are grateful to Xiangyu Cao and Pratik Nandy for discussions on this point.
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In fact, while the Lyapunov exponent exhibits non-monotonic behaviour and sub-maximal chaos in

between the near-maximally chaotic regions, the Krylov exponent is monotonic in 5. This can be

clearly seen from figure 32, where we plot 30g (Ak,1.(8/27)) and observe that 503 (Ax(8/27)) > 0.
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Fig. 32: Derivatives of Krylov and Lyapunov exponents as a function of 87 for the deformed SYK in the
large ¢ limit with ¢ = 2§. We observe that in all cases 895 (Ax (3/27)) > 0, whilst this is not the case for the

In passing, we note that if instead of looking at the asymptotic growth of the Lanczos coefficients
at large n, we focus on the approximately linear slope of the first few coefficients, we surprisingly
find a non-monotonic behaviour that resembles closely the one of the Lyapunov exponent. We refer
the reader to appendix I for plots substantiating the relation. It would be interesting to understand
the physical reason for this feature, if any, in future work. It would also be interesting to understand

how the various features presented in this section depend on n = ¢/G and we leave this for future
work.
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6.4.1.2 Finite ¢,q

Next, we move to the study of deformed SYK models at finite ¢ and ¢§. The numerical methods
used in section 6.3.3 to compute the Krylov and the Lyapunov exponent, can be readily adapted
to the deformed Hamiltonians (2.47).

To compute the Krylov exponent, we will be using the moments method, as in the single SYK
at finite ¢. In contrast to the analytic control of the large ¢ models, in the current case, numerical
errors pose a challenge to a reliable computation of the autocorrelation function (and its moments)
at very low temperatures. Using the techniques described in appendices 3.4 and 3.5, we managed to
reliably compute the Krylov and Lyapunov exponents along the RG flow for inverse temperatures
as high as BJ ~ 100. As we will see, this will not allow us to observe the full RG flow in the deep

infrared, but will be enough to observe the main chaotic features of the flow for values of s ~ 0.1.

If we want to consider models that are maximally chaotic in the deep infrared, then ¢ has to
be at least 4, which also means that ¢ > 6. Reaching large values of 57 is even more challenging
in this case, since the spectral function p(w) becomes sharply peaked at lower values of 57 as
we increase ¢, see appendix 3.5. Nevertheless, we managed to compute both the Krylov and the
Lyapunov exponents up to J = 100 for s = 0.2. The result can be seen in figure 33. From the
results at large ¢, we expect that the Lyapunov exponent will initially grow for small 5 7. At some
intermediate region, this growth will stop, the Lyapunov exponent will decrease and eventually it
will go back to near maximal chaos at very large 57. At the computationally available inverse
temperatures, we managed to clearly observe the slowdown of the growth of the Lyapunov exponent,
see the dashed-dotted purple curve in figure 33. On the other hand, the Krylov exponent of the
flow SYK follows closely the Krylov exponent of the single SYK with ¢ = 6 at all available inverse
temperatures, until it saturates to the value of the near-conformal Lyapunov exponent result of a

single ¢ = 6 SYK model (2.46).
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Fig. 33: The Krylov exponent Ax and the Lyapunov exponent Ar, as a function of 87 for the deformed SYK
model with ¢ = 6, § = 4 and s = 0.2. We added the analogous computations for the single SYK model with

g = 6 (together with the analytic expansion for the Lyapunov exponent at large 8J) as a reference (red). In
the caption, we zoom into the region of large 87, to clearly distinguish the behaviour of Ax from Aj.

Once again, paralleling the large g results, the Krylov exponent shows a monotonic behaviour
and is not able to follow the slowdown of the Lyapunov exponent. This does not violate either
of the bounds in (1.5), but shows that the Krylov exponent does not provide a tight bound for
chaotic-to-chaotic thermal RG flows in SYK. We therefore suspect that it cannot distinguish the

different regimes of chaos-to-chaos RG flows.

6.4.2 Chaos-to-integrable RG flows
6.4.2.1 Finite ¢ and § =2

We now consider the deformed SYK model with ¢ = 2 and finite ¢ > 4. For ¢ = 4, the Lyapunov
exponent has been numerically computed before showing an initial increase at low temperatures,
with a later decrease at even lower temperatures [46]. It is a subject of debate whether the Lyapunov
exponent (in the large N limit) actually becomes zero at finite temperature or if this is only achieved
in the strict zero temperature limit [46-48].

In order to compute the Krylov exponent, we first compute the Lanczos coefficients for fixed
values of 57 and s, using the numerical moments method. As an example, we show the first ~ 40
Lanczos coefficients for 87 = 80 and s = 0.2 in figure 34. We compare them with the Lanczos
coefficients of the single SYK with ¢ = 2, see section 6.3.1, and we clearly see that the saturation
present in the ¢ = 2 model is not present in the deformed SYK model. Moreover, the Lanczos
coefficients seem to closely follow those of the single SYK with ¢ fermions, both for ¢ = 6 and

g = 4, so it seems unlikely that the Krylov exponent will decrease (when taking larger values of the
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Lanczos index n) for this choice of parameters.
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Fig. 34: First 38 Lanczos coefficients for the deformed SYK Hamiltonian with s = 0.2 and 8J = 80. For

reference, we also include the first Lanczos coefficients for the single ¢ = 2 SYK (which saturate at large n)
and those of the single ¢ model with ¢ = 6 in plot (a) and ¢ = 4 in plot (b).

We show the full behaviour of the Krylov exponent as a function of 3J for fixed s = 0.2 in
figure 35, both for ¢ = 6 and ¢ = 4 to § = 2 flows, along with their corresponding Lyapunov
exponents, computed using techniques in appendix 3.4 . In the range of temperatures numerically
available, we can clearly see a pronounced decrease of the Lyapunov exponent, which becomes even
more evident in the ¢ = 6 case. In contrast, the Krylov exponent does not depart from the Krylov
exponent of the single ¢ SYK model, that we also plot for reference. In particular, while the bound
(1.5) is still obeyed at all temperatures, we do not observe a decrease in the Krylov exponent,
that monotonically increases towards the maximal chaos bound at very low temperatures. See also
figure 36, where we plot 805(Ax/2m). This is consistent with the behaviour found for Ak in the
other examples considered so far, both in the single SYK and in the chaos-to-chaos RG flows.

Before going to a large ¢ example of chaos-to-integrable flows, let us make a brief comment on
the behaviour of the Lyapunov exponent at low temperatures. In [47], it was reported that for the
qg =4 to ¢ =2 SYK flow, the decay of the Lyapunov exponent at large inverse temperatures for
large s follows a power-law behaviour, Ar,(3/27) ~ (8J)~!. From 35(a), it seems that the ¢ = 6
model with small s also exhibits a power-law behaviour. In this regime, we observe that the tail
at large BJ seems to go as A\r(B/2m) ~ (BJ) "2, which suggests that, as in [47], at large N the
Lyapunov exponent Az reaches zero only at infinite 3. The precise low-temperature behaviour

seems to depend both on ¢ and s. It would be interesting to understand this dependence better.
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Fig. 35: The Krylov exponent Ax and the Lyapunov exponent Az as a function of 87 for the deformed
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Fig. 36: Derivatives of Krylov and Lyapunov exponents as a function of 57 for the deformed model with
s =0.2. Plots are shown for different values of s. We observe that 89z (Ax(8/2m)) > 0, whilst this is not the
case for the Lyapunov exponent.

6.4.2.2 Large q and § =2

There is one more example of a chaos-to-integrable RG flow, that can be solved analytically, at
least perturbatively in the deformation parameter. This is the model with ¢ — oo and ¢ = 2.
We need to be careful when taking the large ¢ limit of this model. The relevant Schwinger-Dyson

equation from (2.49), for § = 2 becomes

-1
E(Tl,TQ) = j2 <2qu(T1,T2)q_1 + SQG(Tl,T2)> . (6.27)
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As can be seen, the deformation would become dominant if we take the large ¢ limit naively.

Instead, we re-scale the coupling s> — s2/q so that in the large ¢ limit, using (2.40), we obtain,
02g(r) = 7% (20 +67) . (6.28)

This equation does not have an analytic solution, but can be solved both perturbatively in s [46]

or numerically. For the perturbative solution, we expand ¢(7) as,
9(r) = g(r) + 5> gV(7) + O((BTs)") . (6.29)

The undeformed solution is given by (2.42), while ¢()(7) is given by [46],

5201~ (2) b () m () e ()5 5) o o (5) 1)

(6.30)
with
a(z) = ["dt logcost = LLiy (—e*™) + % — zlog (1 + €**) 4 xlog cos(z) , (6.31)
6.31
B(I/) _ _ —a(=v) tanu—l—a(;l)/‘ia;?lz;—:_éutan v+2log cos v )

The perturbative correction to the Lyapunov exponent to this order was computed in [46], and it

is given by

or (2v 2w B(v) + 12 —log2
Awert) _ 21 (20 v 18 . 6.32
L B\ 7 2 cos2 v + ( )

In principle, given that we have the analytic two-point function, we should be able to use either
the moments method or look at the pole of the Wightman autocorrelator to compute Ag. However,
in this case, there are two difficulties. Since the solution is only perturbative in s and the pole might
depend on s, the pole method cannot be applied to the expansion directly since it will not capture
the correct location of the pole in the two-point function. We could still use the moments method,
but then the solution can only be trusted up to J ~ 1/s, where we do not expect to see a great
deviation of the Krylov exponent from the Lyapunov exponent.

Instead of the perturbative solution, we directly solve (6.28) numerically and then compute both
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the Lanczos coefficients and the Lyapunov exponent. The first step is to compute g(7) numerically
using a shooting method to solve (6.28), with thermal boundary conditions ¢g(0) = g(8) = 0. Then,
using the equation of motion (6.28) and derivatives of it, we can efficiently compute the moments
of g, without any additional input other than the numerical value of g(7 = 5/2). In this way, we
can obtain up to around 16 Lanczos coeflicients in the order of seconds and around 35 if one is
patient. We fit the slope of the largest 3 even coefficients computed to obtain Ag. To compute
the Lyapunov exponent we follow the method described in [52], that does not need the explicit
form of g(7). In figure 37 we plot both A\ and Ay, for s = 0.01 and s* = 0.08, along with the
corresponding perturbative Lyapunov exponents (6.32). We also include in this plot the analytic

curve for A\;, = A\ in the undeformed model with 5% = 0, see (6.12).

1.2 T T T —
10}
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08 1 —e— X (8/2n), s> = 0.01
06 1 e AP (3 /21), 8% = 0.01
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— A(B/27), s* = 0.08
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Fig. 37: Krylov and Lyapunov exponents for the ¢ — oo and § = 2 model. Plots are shown for s> =
0,0.01,0.08. The solid curves are numerical computations. The blacked dashed curve is the analytical A, = Ag
for s = 0, given by (6.12). Note that for the Krylov exponent curves with 52 > 0, we indicate the first two
points that are observed to deviate significantly from the s = 0 curve by filled circles. These points should
not be taken as valid Krylov exponents, as the Lanczos coefficients are not linear. The dotted lines are the
pertubative Lyapunov exponents computed from (6.32). These are valid up to 8J ~ 1/s and so do not agree
with with the numerical computations beyond this point.

The Lyapunov exponent. We first note that the numerically computed Lyapunov exponents
agree with the perturbative results only up to inverse temperatures 5J ~ 1/s, as expected from
the perturbative analysis. At larger inverse temperatures, the two results disagree so we cannot
draw further conclusions from the perturbative analysis. In particular, we see that the value at
which )\(Lpert') hits zero [46], is not an accurate description of the inverse temperatures in which the

actual Lyapunov exponent becomes very small.
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Next we note that for fixed s> > 0, the numerically computed Lyapunov exponent initially
increases with 87 in line with the Lyapunov exponent of s2 = 0 before reaching a maximum and
then decreasing towards zero. Recall that in section 6.4.2.1, we observed that at finite ¢ and large
BJ there is a power-law behaviour at large inverse temperatures that seems ¢ and s dependent.
In the regimes analysed here and in [47], the power seems to increase with g. Here we observe a
much steeper decay towards zero, that does not seem to fit a power law, maybe in line with the
large g limit taken. It seems that the Lyapunov exponent is reaching zero at a finite temperature
in this case. As far as our numerics can assess, the lowest values of A\; we managed to compute
are as small as ~ 107 for both values of s analysed. It remains an interesting open question to
understand if there is an actual chaotic-to-integrable phase transition at finite temperature in this

model.

The Krylov exponent. For fixed s > 0, the Krylov exponent also initially increases with 37 in
line with the Krylov exponent of §2 = 0, with this behaviour continuing beyond the point that the
corresponding Lyapunov exponent reaches its maximum. As in previous cases, we do not observe
any non-monotonic behaviour for the Krylov exponent along the flow.

At around the inverse temperatures where the corresponding Lyapunov exponent reaches zero
however, the Krylov exponent seems to sharply deviate from the s = 0 curve. In figure 37 we
indicate the first two points that are observed to deviate significantly from the s = 0 curve by
filled circles. Upon examining the Lanczos coefficients from and beyond this point we see significant
staggering between even and odd coefficients and it is no longer clear that either the even or the odd
coefficients grow linearly. Therefore, these points should not be taken as valid Krylov exponents.

As evidence, in figure 38 we contrast the Lanczos coefficients for s = 0.08 at 37 = 10 and
B8J = 100. For the latter case we computed an additional 19 coefficients to ensure we are capturing
the asymptotic behaviour. Whilst at 57 = 10, the coefficients clearly grow linearly, at 3 = 100
it is possible to fit both linear and square root growth to the later coefficients (after taking into

account the staggering of even and odd coefficients).
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Fig. 38: The Lanczos cofficients for s = 0.08 at (a) 8J = 10 and (b) 8J = 100. The late coefficients for
BT = 10 have a clear linear fit, b,/J = 0.26n — 0.19. At 8J = 100, the staggering is more pronounced.
The late odd coefficients fit with both a square root fit, b,/J = 0.29y/n — 0.11 and a linear one, b,/J =
0.026 n + 0.65. Though not shown here, the late even coefficients can also be fit with both linear and square
root behaviour.

It is suggestive that the Lanczos coefficients stop being conclusively linear at approximately
the same inverse temperatures that the Lyapunov exponent becomes close to zero.'8 As far as our
analysis reaches, we observe monotonic behaviour of the Krylov exponent up to temperatures where
we cannot guarantee anymore the existence of a Krylov exponent. The interplay between Krylov
methods and chaos-to-integrable phase transitions at finite temperature remains an interesting

problem that deserves further investigation. We comment on this in the outlook.

18For the finite ¢ to § = 2 examples of the previous subsection, the Lyapunov exponent follows instead a power law
fall-off. This could be why we do not see the Lanczos coefficients stopping to be linear at finite q.
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7 Conclusions and outlook

7.1 Summary of main results

In this thesis we have extended the study of the SYK model by carrying out a systetmatic analysis
of deformed SYK models that exhibit tractable RG flows, employing a range of both analytical and
numerical techniques. In section 4 we studied thermodynamic properties of the flows in a variety
of regimes. At large ¢ we established numerically that the zero temperature entropy carries a non-
trivial dependence on model parameters n and s. We also established numerically the relationship
of the slope of the deep IR linear-in-temperature entropy with n and s. We found the existence of
flows between two near-fixed points for finite values of ¢ for the first time. We provided evidence
that the deep IR regime is captured by a Schwarzian action. We exhibited a novel, analytically
tractable model in the n = 1 + ¢ regime, with € small. Finally we showed that the small temper-
ature deformations away from the intermediate near-fixed point can be computed via conformal
perturbation theory at both large ¢ and finite q.

In section 5 we extended our analysis to consider multiple deformations. We established the use
of conformal perturbation theory to describe multiple deformations, including those with imaginary
couplings. We also provided evidence that the thermodynamic behaviour we observe in the large N
limit persists at large but finite NV for both unitary and non-unitary flows. Finally, we demonstrated
how conformal perturbation theory can be used to engineer the IR theormydamics of the theory
away from the first near confomal fixed point, opening up a far richer landscape of potential dilaton
gravity duals beyond JT gravity. This allowed us to presented a finely tuned model that exhibits
a region of negative linear-in-temperature entropy, a feature exhibited by dSs space.

In section 6 we turned our attention to signatures of chaos, computing and comparing Lyapunov
and Krylov exponents in a variety of models. We started by studying the single SYK model. In the
large ¢ limit, it was already known that the Krylov exponent, \g, is exactly equal to the Lyapunov
exponent Az, not only at infinite but also at finite temperature [26]. We computed the slope of
the Lanczos coefficients to the next order in the 1/¢ expansion, and also numerically at finite ¢,
finding an excellent agreement with the Lyapunov exponent both at finite and infinite temperature,
reinforcing some already existing evidence that the bound A, < Ax might be precisely saturated,

and thus provide a tighter bound to the Lyapunov exponent than the chaos bound, A\; < 27 /3. We
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then considered the deformed SYK models for which, in certain regimes, the Lyapunov exponent
was known to have a non-monotonic behaviour, interpolating between two near-maximally chaotic
regions or even decreasing to almost zero at very low temperatures when the deformation was
integrable. We found that in all cases in which the Krylov exponent can be defined the bounds
AL < Ak < 27/ are satisfied. However, we also found that the computation of the Krylov exponent
fails to capture the non-monotonic behaviour of the Lyapunov exponent. In particular, in cases
where the deformation was integrable and A\;, — 0 at low temperatures, the Krylov exponent shows
maximal chaos A\ — 27/8. We found one model, the deformed SYK with large ¢ and ¢ = 2,
in which the Lanczos coefficients stop being linear at large n. It is interesting to note that this
behaviour starts happening at inverse temperatures where the Lyapunov exponent becomes very

small (or presumably, zero).

7.2 Outlook

Having established the deformed SYK models as a valuable setting to study holography and chaos,

there are several new directions worth exploring in future work.

Non-Hermitian deformations

In the section 5, we provided strong evidence that non-Hermitian Hamiltonians can be used in the
context of two-dimensional holography to microscopically describe certain gravitational scenarios.
In attempting to realise a portion of dSy by flowing away from the AdSs near-fixed point, we
reached the surprising conclusion that the deformation must be non-Hermitian. It is unclear to us
what the role, if any, of non-Hermitian physics is for a microscopic picture of quantum de Sitter
space. Nonetheless, several facts point to a departure from ordinary unitary physics for a quantum
theory of de Sitter. The logarithm of the Euclidean path integral of de Sitter space, which has
been postulated by Gibbons and Hawking [4] to compute the de Sitter horizon entropy, generically
has an overall phase [134], and potentially fully fledged complexified saddles [135], rendering the
partition function complex-valued. Edge-mode contributions from refined quantum features near
the de Sitter horizon contribute negatively to the de Sitter partition function [136,137]. The
de Sitter horizon, moreover, is unlike a black hole horizon in that it does not evaporate and its

interior does not harbor a singular spacelike slice. Instead, the interior of the de Sitter horizon
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is an exponentially expanding region of spacetime that can harbor, at least naively, an arbitrary
amount of quantum information—another potential indication that the static patch is a genuinely
open system [138].

Given these ideas it would interesting to more firmly establish the validity of using a non-
Hermitian Hamiltonian in our case. Generally, the use of non-Hermitian operators to understand
physical systems has been the subject of significant research. For applications to the SYK see for
example [112,113,139-142]. One direction of the existing literature on non-Hermitian physics has
been to explore pseudo-Hermitian Hamiltonians, which allow for real spectra [143,144]. However,
this approach does not align with our objectives, as we necessitate complex spectra to invert the
sign of heat capacity. Beyond pseudo-Hermiticity, non-Hermitian Hamiltonians have also garnered
attention in their own right, as a potential means to describe dissipative systems. For reviews of
the subject see for example, [145,146].

A more complete picture is offered by Lindbladian time evolution [147,148]. Here, one con-
siders the dynamics for the density matrix p of a subsystem coupled to a large environment. The
constraints are positivity, trace preservation, Hermiticity, and a Markovian environment. The

Lindbladian equation can be expressed as
. . 1
b= il A+ Y <Lng i p}) | (7.1)
i

The complex jump operators L; encode the dissipative part of the system and H is the system
Hamiltonian. For a derivation of this equation see appendix J. Lindbladian systems have already
been studied in the context of the SYK model [98,149-151], and could offer a natural framework
to extend our analysis of de Sitter holography in the context of deformed SYK models. In addition
to holographic considerations, quantum chaos has also been studied in the context of Lindbadlian
systems, including Krylov complexity [152-155]. Such studies could provide a fruitful extension to

our current understanding of these topics.

Engineering IR physics

In studying the thermal RG flows of the deformed SYK models we found several interesting features.
Notably, the zero temperature entropy dependence on continuous model parameters n and s found in

section 4 warrants further investigation. It would be interesting to understand better the underlying
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physics of this degenerate behaviour. It would also be interesting to find the analytical dependence
on n and s of the slope of the deep IR linear-in-temperature entropy. This could open up the
possibility of engineering the deep IR thermodynamics of the flow along the lines of what was done
in the neighbourhood the first conformal fixed point in section 5.

Borrowing the idea of engineering the thermodynamic properties of the RG flows, one could
also ask whether it is possible to engineer the chaotic properties of the deformed SYK models,
thus extending the non-monotonic behaviours of the Lyapunov exponent observed in section 6.
One could perhaps use the SYK model with multiple deformations (5.1) to engineer a theory that
has some particular desired non-maximal Lyapunov behaviour in the infrared. For example, one
could imagine using parametrically separated couplings s;, so that the behaviour of the Lyapunov

becomes almost oscillatory as you move to lower temperatures.

A conjecture on the growth of the Krylov exponent

Going back to the results of this section 6, it seems tempting to conjecture that (as long as it is
well-defined) the Krylov exponent has a monotonic behaviour along thermal RG flow. Namely, in
quantum systems that obey unitary evolution at finite temperature,

B0g (A;f) >0. (7.2)
This conjecture is satisfied in all the examples considered in this thesis where the Krylov exponent
could be computed, including the single SYK model. It would be interesting to test this conjecture
in other models that exhibit chaos-to-integrable transitions, e.g., [91,92,156-159]. In particular, it
would be nice to see whether this conjecture holds at finite /N, where the Lyapunov exponent has
been computed up to N ~ 60 using Krylov methods for the single SYK [44] and exact diagonalisa-
tion is available up to around N ~ 34. Krylov complexity computations for the single SYK model
have also been developed at finite N [132,160], so it would be desirable to adapt them to include
these deformed models. See [51] for some progress in this direction. At finite N, other quantities
that probe late quantum chaos (such as the spectral form factor [41]) could also be used to charac-
terise deformed SYK models, see [46] for some progress in this direction. In particular, the relation
between the infrared sector that exhibits seemingly non-maximal chaos and holography seems like

an interesting question to be explored [127,161,162]. Conjectures on operator growth have been
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violated when tested in quantum field theory [79,131,163], so studying Krylov complexity in RG
flows in QFT might be a natural avenue to test these ideas.

If the conjecture is true and the Krylov exponent is indeed monotonic, then, it would seem
that A\x behaves more as an entropy or a c-function, rather than as a quantum signature of chaos.
In particular, it would mean that Ag is not good at diagnosing chaos in quantum systems where
the Lyapunov exponent has non-monotonic behaviour as a function of the energy scale, like, for
instance, in systems where the Lyapunov exponent goes to zero at very low energies. See however
the discussion in appendix I which suggests that the slope of early Lanczos coefficients could

potentially capture additional properties of such flows.

Chaotic to integrable phase transitions

Finally in section 6 we further provided a concrete example where the Krylov exponent cannot be
well-defined after some given inverse temperature. This was the deformed SYK with large ¢ and
G = 2, where observe staggering and no definite asymptotic behaviour in the Lanczos coefficients
beyond this point. Given this occurs around inverse temperatures where the Lyapunov exponent
becomes very small it would be desirable to further study this model to assess whether indeed
there is a phase transition. If so, one would like to see whether the Krylov complexity stops being
exponential and what is its characteristic behaviour at late times. Throughout section 6 we have
assumed, following [26], that Krylov complexity Cx grows exponentially with time and that Ax
is given by 2a, « being the slope of the Lanczos coefficients at large n. One should compute the
actual Krylov complexity to verify this is actually the case and understand what happens when

there is a phase transition.

If we are to continue to make progress on the deep problems in theoretical physics, we must
remain ambitious in our motivations whilst grounded in our calculations. Driven by the need for
microscopic models of spacetime and a better understanding of chaos in quantum systems, we have
identified a concrete set of models that have remarkably rich and intriguing behaviours in these
contexts, whilst remaining tractable enough to extract precise insights. We hope the findings and
numerical techniques presented in this thesis can help inspire further research in these fascinating

fields.
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A Derivation of the G and Y action

In this appendix we describe how to derive the G and ¥ action of the SYK model at large V.
For a fermionic system there is no corresponding classical system that approximates the quantum
system as i — 0. However we can define an action in terms of anti-commuting numbers, called
Grassmann numbers, which can be quantised to produce fermionic quantum systems via a standard
prescription. Such models therefore can be thought of as pseudo-classical models. In the case of

the SYK, the pseudo-classical action expressed in Euclidean space is given by

1
Sp = / dr | SYidi = D it i, | (A1)
1<i1 < <ig<N
We will take ¢ = 4 in what follows for notational simplicity but the results are easily extended to

general q. The averaged partition function of the theory is then given by

(Z(B))s = </[D¢]e—SE<w<r>>€>

J

p 1
=/ IT d7im P(Jz‘jk;z)/[DﬂJ] exp / dr | —5widri + > Tgmabietn | ¢
i<j<k<l 0 i<j<k<l

(A.2)
where in the last line we have used the fact that the J;;,; are independent random variables.
Recalling that our couplings are drawn from a Gaussian distribution with mean and variance given
by (2.25), we have that

1 N

P(Jijk) = — e 2TomRIT (A.3)
2 (123°)
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We now integrate over the coupling constants. For example, to perform the integral over Jis34 we

note that

1 N3 p
/dJ1234 —F———=6xp { STti75 73 1972 } exp {/ dr J12341/11¢2¢31/J4}
2 12‘72 J 0
N3

B 2 2 8 2 2
/dJ1234 ~ 12]2 eXp{ 2472 [<J1234 —/0 dr 1]2\7{ ¢1w2¢3¢4> - (/0 dr 1]2\7{ ¢1¢2¢3¢4> ]}
N3
N3 8 1972 2 eXp{ 24j2 (J1234 — [drf 12j 1/111#2@@31/)4) }
:exp{24j2 </ N3 ¢1¢2¢3¢4> }/dJ1234

=)
= exp {6]\7‘7; (/05 dr ¢1¢2¢3¢4>2} :

Performing the rest of the integrals in the same way we find that

(A4)

2

(Z(B))s = / [Dy] exp (—; /0 ﬁdwiam>+ivj; 3 ( /O ﬁdwwpkwl) . (A5)

1<j<k<l

The sum over fermions in the last term can of this expression can be re-written as

D i) (P R(T) () (7 )i (7 )k (7 ) (')

i<j<k<l

= > [ ()] () (P [r (7)o ()] [ () ()]
1<j<k<l
Z% ST W) (7 ()i (7 (7)o (7)o (7)o ()]
i# )£kl

1 (& )
=1 (Z %(7)%‘(7/)) ;
=1

where in the second line and third lines we must be careful about the fact that we are dealing with
anti-commuting (Grassmann) numbers; however since we do an even number of exchanges we don’t
pick up a sign. In the final line we are again using the fact that we are dealing with Grassmann

numbers and so any term with a repeated factor of 1;(7) or ¢;(7") drops out when we expand the
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bracket. We therefore find

<Z(B)>J=/[Dw] exp{(l/ﬁdr m&m) + TN /BfﬁdeT’ (zN:W>4} .
2 Jo 4 Jo Jo — N

Now we introduce a bi-local field G (71, 72) into the integral using a delta function,

(Z(8))s = /

APB

(D] / [DG(7,7)] & <NG 7,7 Zm Ui )

2 B B
exp{(—;/o dr %87%) + j4N/0 /0 deT/G(T,T/)4} )

(A.8)
We represent the delta function as an integral over another bi-local field (7, 7'),
N
) (NG(T, HEDY zpi(f)wi(f')>
=1 (A.9)

_ : L , NN Gi)(T)
—/[DE(T,T)] exp{—2/0 /0 drdr' N¥(7,71") (G(T,T)—; N ,

where we are taking the integration contour for 3 to be parallel to the imaginary axis. We therefore

have
B rB
(Z(B)) = /[D@ZJ][DG(T,T,)HDE(T, )] exp{ - ;/0 /0 drdr' NX(r,7") < 7, 7") Zq’bl

B 2 B
— 1/ dr ;0:; + J N/ / drdr'G(t, T/)4} .
2 Jo 4 Jo Jo

(A.10)

We can now integrate out the fermionic fields. We show how to do the integral over one of the

fermionic fields, say 1,

/ D exp{l / ’ / Y drdr’ by (1)1 Y () —% /O " i zpl(T)aTwl(T)}
/zw1 exp{—/ / drdr’ u(7) [5(r — 710y — S(r,7)] ¢1(T’)} )

=det (6(r — 7')0p — B(7, 7))

=exp {; log det(8(7 — 7")0y — X(T, T')} .

NG
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Integrating out all the fermionic fields in this way then gives the result
(2(8))s = [IDGDS) O, (A.12)

where

1 / / 1 B A / / / j
I= —ilogdet (6(r = 70 — (7, 7)) —1—5 drdr Z(T,T)G(T,T)—?
0 0

B Numerical computation of a(q) in a single SYK model

In section 2.3, we saw that the entropy of the single SYK model has a small temperature expansion

S _ free 1/ 1 47r2a(q)
N_<SO —/0 dmw(z—x)tanﬁa:>+ﬁj+.... (B.1)

Here we describe how to compute the coefficient a(g) numerically. The first step is to numerically

given by

compute the large N entropy, S/N, of the model at a single low temperature point. We then
subtract off the temperature independent piece of (B.1) and multiply the answer by 3.7 /(472) to
obtain a value for a(g) up to corrections of order (37)2. To find the entropy, we numerically
solve the Schwinger-Dyson equations with s = 0, as shown in appendix 3.2. In figure 39 we plot

the numerical values of a(gq) and compare it with the two-sided Padé approximant, found in [90],

3(3m —2)q+ w2 — 187 + 24
642 (2(37™ — 2)qg + 7 + 8)

alg) = (B.2)

Given the agreement with the numerics, we directly use (B.2) in our numerical computations.
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Fig. 39: The coefficient a(q) as a function of g. The circles are numerical computations while the solid blue
curve is given by the Padé approximation (B.2). We used SJ ~ 1023 for the numerical computations.

C Small s expansion for R(s,n)

In this appendix, we provide an analytic form for X(s,n), when n > 2 and s < 1 by fitting the
numerical data. For n = 2, we know R(s,n = 2) analytically and it is given by X in equation (2.58).
It is straightforward to obtain

_ 1/2

R(s,n=2) > L=+, (C.1)

in the small s expansion. Given the shape of the curves from the numerical results, we propose the

following structure for general n in the small s limit,

where a(n),b(n) can depend on n but are independent of s.

To test this proposal and find the form of the functions a(n), b(n), we compute X(s,n) for small
values of s such that 0.01 < s2 < 0.02 and different values of n. This is done numerically using
the same methodology as described in section 4.2.1. The results for n = 2,3,4,5 are shown in

logarithmic scale in figure 40. The linear form of the plots supports the ansatz in equation (C.2).
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Fig. 40: Log-log plots of X(s,n) as function of s for different values of n. Circles correspond to numerical

computations. Dashed lines are fitted curves for the ansatz X(s,n) =

a(n)

sb(n) -~

For each n, we perform a fit on the data to find a(n) and b(n). For n = 2, we find a(n = 2) = 0.482

and b(n = 2) = 1.02, which are close to the analytic values of 1/2 and 1, respectively. We repeat

the procedure for 2 < n < 10. The results for a(n) and b(n) are shown in figure 41.
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Fig. 41: (a) Fitted values for a(n) in the ansatz R(s,n) = sab&"‘\)) for small s. (b) Fitted values for b(n) in the

ansatz R(s,n) = :b((—:)) for small s.

Note that as n — 0o, a(n — o0) — 1 and b(n — co0) — 0, so R(s,n — 00) — 1, as expected from
the considerations in section 4.2.1. Moreover, a simple fit in figure 41(b), shows that b(n) ~ 4/n.

We conclude that

- a(n)

N(s,n)%w—i—--- as s—0, (C.3)

with 1/2 <a(n) <1
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D Schwarzian action and entropy for the ¢ =2 SYK model

In this appendix we use the methodology to derive the Schwarzian action employed in sections 4.3.1
and 4.3.2 to correctly reproduce the linear-in-temperature entropy of the ¢ = 2 SYK model at large
N, which is known to be integrable.

For ¢ = 2, we can solve the Schwinger-Dyson equations (2.29) exactly to find that at low

temperatures [31]

S T 1
— =—— 4. D.1
N, 6 8T (D.1)

Note that the zero-temperature entropy vanishes for ¢ = 2. We want to derive this formula from a
Schwarzian action perspective. For that, we take ¥ — X + 0; in (2.27) and write I = Icpr + Tuv

[40,81], where

q—1
ICFT = —llogdet //dTldTQ <ZG j22Gq>, (D.Q)

1
IUV == 2/ / dTldTQ(S(Tl—TQ)aTQG. (D3)
0 0

We then make an expansion of the saddle solution to Icpr in powers of 775. It can be written
in terms of soft modes f(74), see (4.33). We can substitute this expansion into Iy, which now
becomes an integral over 712 and 7. Carrying out the 75 integral with a short time scale cutoff

e/J, we are left with the following Schwarzian action,

Isan = [(W) anl " dry Seh(f(re).7y) = (-3) 5] [ " dry Seh(F(ry). )
(D.4)

where for the last equality we used that b = 1/7 and A = 1/2, in the ¢ = 2 model. Note that
the cut off dependence drops out. Upon taking this Schwarzian action on-shell, we obtain that the

entropy becomes
SSch

=T (D.5)

which correctly reproduces (D.1).

123



E Spectra of non-Hermitian deformed SYK models with single

deformation

For models with a single non-Hermitian deformation with purely imaginary s,
Haet = Hy+sH; , s:=ik ,k€R, (E.1)

we can get an understanding of the structure of the spectrum by studying the action of the particle

hole operator [41,164],
N/2

P=K H (X} n m) : (E.2)

Here, the operator K takes the complex conjugate, we have restricted to N being even and have

defined

XZE\%(¢21—Z¢21+1), ’L:].,,N/2 (E3)

The x; obey the anti-commutation relations

{xi Xt} = dij {xi;x;} =0, (=0 (E.4)
By using these anti-commutation relations one can check that

+1 N/2mod4=0,

(yonp_ [ N/2medd =1, (E.5)

-1 N/2mod4=2,

-1 N/2mod4=3.

Moreover, depending on the number of fermion interactions, ¢, in the SYK Hamiltonian H, we

have the following (anti-)commutation relations

[Hy, P)=0 forq=4,812,...,
(E.6)
{H,, P} =0 forq=2,6,10,... .
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To see these, note first note that one can check the following relation holds
Py = (~1)2 P fori=1,...,N . (E.7)

Commuting H, across P involves commuting an even number of fermions across P, resulting in no
minus sign being picked up. However in the case of ¢/2 odd, the Hamiltonian (2.24) has a factor
of ¢ which causes a minus sign to be picked up due to the action of K, and (E.6) follows from this.

Using (E.6) one can then verify the following cases:

Case 1: ¢/2 even (/2 odd: For an energy eigenstate |E) of Hgyer with eigenvalue E we have
that
Haet(P|E)) = E*(P|E)) , (E.8)

and so the spectrum comes in complex conjugate pairs (a + bi,a — bi).
Case 2: ¢/2 odd ¢/2 even: We find that
Haet(P|E)) = —E*(P|E)) , (E.9)

and the spectrum comes in pairs (a + bi, —a + bi).

Case 3: ¢/2 odd G/2 odd: For each (right) eigenvector |E®) of Hgef with eigenvalue E we
can define a left eigenvector |EL) such that Hjlef|EL) = E*|E"). Then we find

Haw(P|EY) = ~B(P|EY) . (E-10)
We therefore find that the spectrum comes in pairs (a + bi, —a — bi).

Case 4: ¢/2 even (/2 even: We find that

Hyet(P|E") = E(P|EY)) . (E.11)
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In this case whether or not we get degenerate eigenstates depends on whether P|E™) equals |ET)
up to a phase, and this is found to depend on the value of N. In particular, for N/2 odd we must
get a degeneracy. To see this we first note that the SYK Hamiltonian and the Hamiltonian of the

deformed model preserve the parity of the Dirac fermion number operator

Q= Z (XIXi) : (E.12)

Since for N/2 odd P must map a state with even parity to odd and vice versa, P|E¥) and P|ER)
must be distinct eigenstates. For the case N/2 even we cannot use this argument. Numerics confirm
that only in the case N = 0 mod 8 is there no degeneracy. For all other cases, since P? = £1, we

find that the eigenstates come in degenerate pairs.

F Geodesics in dilaton gravity theories

In this appendix we present more details concerning the calculations of geodesics in a deformed
dilaton gravity background, as described in section 5.5.2. Recall that the thermodynamic features
of the deformed SYK models are captured by a dilaton gravity theory with Euclidean action given
by (5.17) and general black hole solutions of the form (5.18). When parameterised by their distance,

geodesics are found by varying the following length functional,

L= /ds< t2+f(j)>, (F.1)

where the dot indicates a derivative with respect to the distance, s. Since the action does not

explicitly depend on ¢ we have a conserved quantity
fr)i=FE. (F.2)

We also have that our geodesics satisfy the constraint

,,;,2

fr)

1= f(r)i*+ (F.3)
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Putting (F.2) into (F.3) we find

i =4\/f(r)— E? , (F.4)

where the sign determines whether the radial coordinate, r, is increasing or decreasing with in-

creasing s. As in section 5.5.2, we consider a dilaton potential of the form

U(¢) =24 +0U(¢) , (F.5)

where 0U(¢) is a smooth function of ¢. For our argument we take 6U(¢) to have compact support
in some region [rf, 5] for some 75 > r* > ¢ry,, where r;, denotes the position of the horizon. The

metric resulting from such a dilaton potential is given by

fry=r% =724 g(r), g(r) = (15/: dr' §U (¢r") . (F.6)

h

The geodesic described in the main text has £ = 0. In this case, £ = 0 and so the length of such a

geodesic is given by

Ry 1
L:/ds:Z/ dr , (F.7)
Th 1/r2—r}2b+g(r)

from which the conclusions in the main text follow.

G Boundary two-point function of the deformed AdS, black hole

In this appendix we provide some more details for the comparison of the two-point function between
the AdSsy black hole and the deformed AdSs geometries that is described in section 5.5.3. In

particular we derive the inequality (5.29).

AdS; black hole

We start by reviewing the form of the boundary two-point function for the AdSs black hole, whose
metric is given by
dr?

ds* = f(r)dt* + ok

(G.1)
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where t ~ ¢t + 3, 7 > 1 and f(r) = r> —r2. Without loss of generality we will set r, = 1 in what

follows. Making the transformation r = coth z we bring the metric into the conformal frame

ds* = dt* + dz*) . (G.2)

sinh? z (

From [53] we have that the two-point function for light fields (as a perturbative expansion in the

mass of the field) is given by

& 1
GAdSz(wn):_(‘wn|+m2 / dy —— 62'“n'<y%>+~-) : (G.3)
2 sinh” y

c

where w, = 2mn for n € Z and we have set the boundary of the spacetime at some small value

z = z. > 0. Our conventions for the Fourier transform are

4 s .
G(r) =Y _ Glwn)e™ /P Glwn) = ; /0 dr G(r)e /8 (G.4)

ne’l

Deformed AdS, black hole

We now add a deformation

f(T):T2—1+{/TdTléU((Z;T/):T’Q—l-i-g(T), (G.5)
¢ J1

where we have defined

o(r) - ; /1 " U | (C-6)

If we make the coordinate transformation r = coth z, we find that

1 1
f(r(z)) = i, + g(coth z) = Zs +h(z), (G.7)

where we have defined

h(z) := g(coth z) . (G.8)
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Our metric then takes the form

1
sinh? 2 (1 + h(z) sinh? 2)

ck2::<‘12 +lwd>dﬁ4 dz* . (G.9)

sinh” z

We now perform a further coordinate transformation to put the metric into its conformal frame.

First we factor out the coefficient of dt? to give

1 1
ds* = < — —I—h(z)) dt* + sdz? | . (G.10)
sinh” z (1 + h(2)sinh?z)
We then make the transformation
dr = ﬁdz s
+h(z)sinh” z (Gll)
x(z> = f:c dz' 1—§—h(z/)1sinh2 2
so that our metric now takes the form
ds’ = ———+h >d¥+d2. G.12
° <sinh2(z($)) (@) ) ( =) (G.12)

From this we find that the two-point function in Fourier space is given by

Glen) = = (jnl +m® [~y <m+h(2(y))> N I (R E)

where we have used that z = 0 at the boundary z = z.. We now change the variable of integration
in (G.13) back to our variable z. That is, we substitute y for z where

_ 1
dy = 1+h(z) sinh? zdz ’ (G14)

[z / 1
v(z) = 4 s -

We then find that the two-point function is given by

G(wy) = — (Iwn| +m? /:o dz < ! ) e~ 2wnly() 4. ) : (G.15)

sinh? 2
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We can re-write this as

> 1
Glwn) = —(fon| +m? / ds < )6—2|wn|<z—zc)ezwn((z—z@—y(z))+...) , (G.16)

sinh? 2

Noting that

U(p) >0=g(r) >0=h(z) >0, (G.17)
we then find 1
oU(¢) > 0= <1
(9) = 1+ h(z)sinh?z —
=y(z) < (2 —z) (G.18)
= 1 < 2lonl((z=ze)~y(2))
This gives us the following inequality valid for 6U(¢) > 0
2 [T 1 2w |(2—20)
z sinh”(z) (G.19)

= |G ads, (wn)] -

H Krylov exponent from moments in the deformed SYK

In section 6.4.1.1 we computed the Krylov exponent at large ¢ for the deformed SYK with ¢ = 24.
This was done both by computing Lanczos coefficients as described in section 6.2.1, and from the
pole of the autocorrelation function as described in section 6.2.2. In this case, with the moments
method we are limited by numerical errors from the algorithm (6.3) to computing a maximum of
17 Lanczos coefficients and Ag is computed from the slope of the last 3.

In the results shown in figure 31 we observe that for the first method there is a small deviation
from Ag(5/2m) = 1 during the transition between the two regions of near-maximal chaos which
is not seen from the pole of the autocorrelation function. This happens, for instance, around
BT ~ 1075 for s = 0.001.

We believe the deviation observed to be an artefact of not computing enough Lanczos coefficients
before taking the slope. To demonstrate this in figure 42(a) we plot the Krylov exponent for the
flow with s = 0.001 and different values of the number of Lanczos coefficients computed, nyax.

In each case Ag is computed from the last 3 coefficients. We observe that as we increase nmax
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the deviation decreases. This is also shown in figure 42(b) which plots the maximum value of
Ak (B/27). We expect this trend to continue and that if enough coefficients were computed one
would no longer observe a significant deviation from Ax(3/27) = 1 in this region, in agreement

with the result from the pole of the autocorrelation function.

1.011F g
1.0101 O Nax = 10
1.010F
Mma: =11 - o
. < 3
§ 100s) o = 12 & 100
~ = o
) : O N = 13 T 1.008f
5 1000} % = o
O e =14 % 1.007} o
8 o
0.995[ 7 M =15 1,006 o 1
O Nyax = 16 ©
1.005E_, B
105 108 107 108 109 1010 e =17 10 11 12 13 14 15 16 17
...... x
BT Tmax

(a) (b)

Fig. 42: (a) The Krylov exponent, computed from the slope of the Lanczos coefficients, in the large ¢ deformed
model with ¢/¢ = 2 and s = 0.001. Each curve corresponds to a different number of coefficients computed,
Nmax, before taking the slope of the last 3. (b) The maximum value of Ak (8/27) in plot (a) for each value of

Nmax-

I The slope of the first Lanczos coefficients in the deformed SYK

In section 6.4.1.1 it is shown that for the deformed SYK model at large ¢ with ¢ = 2§, the Krylov
exponent does not detect the non-monotonic behaviour and sub-maximal chaos that the Lyapunov
exponent shows between the two regimes of maximal chaos, see figure 31. If however, instead of
looking at the asymptotic growth of the Lanczos coefficients at large n, we focus on the first few
coeflicients, we do observe a non-monotonic behaviour in this region. Surprisingly, up to an overall
shift, the slope of just the first two Lanczos coefficients can be used to define a quantity that closely

resembles the behaviour of the Lyapunov exponent. This is shown in figure 43, where we compute

S\K:bg—bl — (I%%X{bQ_bl}— 2571-) N (I.l)

and compare to the Lyapunov exponent for the same set of deformed SYK models as shown in
figure 31. Though the match is not exact, it would be interesting to understand why this crude

measure seems to be able to probe the region of sub-maximal chaos while Ag is not.
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Fig. 43: \x and Lyapunov exponent as a function of 87 for the deformed model (2.47) in the large ¢ limit
with ¢ = 2§. The blue dots are computed from the first two Lanczos coefficients which are found by the
moments method described in section 6.2.1. The black dashed lines show the Lyapunov exponent, which is

computed numerically. Plots are shown for different values of s.

J Open quantum systems and the Lindbladian

In the outlook of this thesis we speculate on the on open nature of a microscopic model of de Sitter

space which leads us to consider the SYK model in the Lindbladian formalism. In this section

we will review the basic concepts of open quantum systems and introduce the Lindblad master

equation. For a more detailed introduction to open quantum systems we refer the reader to [165].

A system is said to be open if it can exchange energy and information with its environment. To

describe such a system we will need to depart from the usual unitary time evolution that governs

closed quantum systems. The basic idea will be to imagine the open system as a subsystem of

a larger closed system that includes the environment. At any instance in time we can describe

the state of the open system without reference to the environment by tracing out the environment

degrees of freedom and leaving the system in a mixed state. The system is then described by a
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reduced density matrix, p(t). We would now like to derive the time evolution of p(t) from general
principles. We first note that the time evolution should be described by a map that takes density
matrices to density matrices. This map should be Hemiticity preserving, trace preserving, and
completely positive 7. The most general such map is called a quantum channel and in general can

be written in the so called Krauss representation
E(p(t)) = D Mi(t)p(t)M] (1) . (J.1)
i
where the operators M;(t) are called the Krauss operators and satisfy the completeness relation
> M () Mi(t) = 1. (J.2)
i

The time evolution of our open system simplifies considerably if we make the further assumption
of memorylessness of the environment called the Markovian assumption. Here we assume that the
timescale of the environment is much shorter than the timescale of the evolution of the open system
we are interested in. This means that the environment effectively “forgets” its correlations with
the open system. Thus, under the Markovian assumption, the state of the open system after an
infinitesmial time step at time ¢ + At, only depends on the density matrix at time ¢ and not on the

entire history of the system. We can thus describe each time step by a quantum channel,

p(t + At) = Ea(p(t)) - (J.3)

Writing the LHS of (J.3) to linear order in At and writing the quantum channel in terms of its

Krauss operators we find
p(t) + L(p())AT + O(AL) = 37 Mi(t)p(t) M (1) (J.4)

where we have defined the superoperator L(p) = p, called the Lindbladian. Now keeping to linear

171f a map £a maps positive linear operators acting on some Hilbert space H 4 to other positive linear operators,
we call it called positive. If additionally, upon extending the Hilbert space to Ha ® Hp for any Hp, the operator
€4 ® I remains positive, then we say €4 is completely positive. This stronger condition ensures density operators of
the open system remain positive when entangled with the environment
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order we can, without loss of generality, re-write the Krauss operator as

M (t) =TI+ (—iH(t)+ K(t)) At ,

(J.5)
M;(t) = Li(t)VAt fori>1,

where H and K are Hermitian operators and L;(t) are called jump operators. Upon fixing K in
terms of the jump operators by using the completeness relation (J.2), we find that the Lindbladian

can be written as

£(p) = +Z( el - 5 i, o} ) (16

Here we can view H (t) as the system Hamiltonian and the first term as the usual Hamiltonian term
describing unitary evolution. The additional terms involving the jump operators L;(t) capture the

interactions between the system and the environment.
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