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Network definition and performance on simulation Paper accepted by Phys. Rev. D [arXiv:2403.11872]
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See poster #150 in this session NuGraph3 developments towards a full GNN-based event reconstruction in LArTPC detectors.
Integration in LArSoft and First Tests on MicroBooNE data
* |nference time on CPU is < 1 s/event, including graph construction. When running on GPU in batches, inference time is reduced down to 0.005 s/event.
* NuGraph? is integrated in LArSoft (larrecodnn/NuGraph package), starting form v09 83 01 release. Requires libtorch v2 1 1, torch_scatter v2_1 2, delaunator v0 4 0.
* Integration enables NuGraph2 to run in reconstruction workflows of the LArTPC experiments and facilitates testing NuGraph2 on real data.
* First tests on MicroBooNE data events
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See posters #130 and #389 in this session for applications of NuGraph to T neutrino event reconstruction in DUNE.
Network Explainability and Injection of Physics Domain Knowledge = .
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step #5 Explainability: Goal is to “open the black box” to build confidence and drive developments. : Egﬁr -
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2. Understanding the role of “hub” nodes (right figures) \
 Detached nodes with large edge multiplicity connect nodes within and across objects
* Pruning test: 12 is the lowest upper bound in multiplicity without affecting performance,
when pruning edges uniformly in terms of length
 Demonstrates that there is a large degree of redundancy and that both short and long
y edges matter. Can also lead to network speedups.
Domain Knowledge: Goal is to drive the learning and mitigate training dataset limitations. ST Degre; -
1. Force learning correlations between semantic classes 35000
 Add a decoder to regress the fraction of hits in each semantic category 30000
* Evaluation of impact on the network performance is in progress.
2. Add non-local and topological node features
Y  Add the following quantities to the input node features: Atime and Awire between the 2%
two closest nodes, distance to closest node, edge multiplicity o
* Improves the network accuracy by ~5% (relative) for the Michel category BOOZ'
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