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accuracy is about or better than 2.6% at most of energy points with a systematic uncertainty of about
1.9%. Together with the previous precise R measurement at KEDR in the energy range 1.84-3.05 GeV, it

constitutes the most detailed high-precision R measurement near the charmonium production threshold.
© 2018 Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction QED cross section of the muon pair production is referred to as
the value of R. This quantity plays critical role in various pre-

The ratio of the radiatively corrected total cross section of cision tests of the Standard Model, e.g. R(s) measurements are
electron-positron annihilation into hadrons to the lowest-order employed to determine the hadronic contribution to the anoma-
lous magnetic moment of the muon and the value of the elec-
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Table 1

Center-of-mass energy /s and integrated luminosity [ Ldt.
Point /s, MeV [ £dt, nb~!
1 3076.7 +0.2 103.45 +£0.98 +0.93
2 3119.2+0.2 77.15+0.86 + 0.69
3 3221.8+0.2 93.18+0.98 +£0.84
4 33147+ 04 157.69 +£1.31+1.42
5 3418.3+0.8 150.46 £1.33+1.35
6 3499.6 + 1.1 125.76 £1.23+1.13
7 3618.1+0.4 159.97 £+1.43+1.44
8 3719.6 +£0.2 130.90 £1.34+1.18

More than ten experiments contributed to the R(s) measure-
ment in the energy range between the pp and DD thresholds
[4-16]. The most accurate results were obtained in the experi-
ments of BES-II [14] and KEDR [15,16], in which the accuracy of
about 3.3% was reached at separate points.

For the considered energy range, systematic uncertainties give a
substantial contribution to the total accuracy of the R(s) quantity.
This fact motivated us to repeat the R measurement in the given
energy range after repairing and upgrading the detector. In 2014
the region of the J/v and ¥ (2S) resonances was scanned in the
KEDR experiment with an integrated luminosity of about 1.3 pb~'.

2. Experiment

The experiment was carried out at the VEPP-4M [17] collider in
the same approach that was used earlier in [15].

The KEDR detector and its performance are described in de-
tail elsewhere [18]. At the end of 2013, the repair and upgrade of
the detector were completed. The vacuum chamber was replaced
with a new wider one to reduce possible accelerator background.
The preamplifiers of the VD were reconfigured and equipped with
additional copper-foil screens to suppress the crosstalk. The drift
chamber was renovated and a few layers were repaired. A second
layer of the aerogel Cherenkov counters was installed. The barrel
part of the TOF system was equipped with additional magnetic
shields to suppress the reduction of signal amplitudes in photo-
multipliers in the magnetic field. The entire krypton was cleaned
of electronegative impurities.

The purpose of the experiment was to repeat the R scan car-
ried out by KEDR in 2011, in addition we collected data at the
energy point below the J/. The total hadronic cross section was
measured at eight points between 3.08 and 3.72 GeV. The value of
energy was calculated by interpolating the resonance depolariza-
tion results obtained in calibration runs.

The actual energies and the integrated luminosity at the points
are presented in Table 1. To determine resonance parameters addi-
tional data samples of about 0.34 pb—! were taken in the vicinity
of the J/¢ and ¥ (2S) resonances. A measurement of beam en-
ergy by the resonance depolarization method was carried out at
least once at each listed point off the resonance peak regions. The
assigned energy errors are due to the drift of the parameters of the
accelerator during data taking. The data points and the resonance
fits are shown in Fig. 1.

3. Data analysis
3.1. Analysis procedure

Details of the analysis procedure are provided in [15].

To determine the R value we take into account narrow reso-
nances explicitly instead of including them in the radiative cor-
rection §(s). The narrow-resonance cross section depends on the
combination &y T'eeBy. The efficiencies ¢, were extracted by fit-
ting the data at the resonance regions, thus the obtained resonance

Table 2

Efficiency, energy spread and x2 probability of the fits of the J/¥ and ¥ (2S) res-
onances (statistical errors only are presented). The reference energy points for the
energy spread parameters correspond to masses of the J/¢ and v(2S) mesons
taken from PDG [21].

Efficiency, % ow, MeV P(x2), %
J/v 78.72 +£0.89 0.785 4+ 0.004 53.5
¥(2S) 80.65 +1.95 1.262 £+ 0.045 99.4
Table 3

Relative contribution of the J/v¥ and ¥ (2S) resonances to the observed multi-
hadronic cross section. Negative signs correspond to resonance - continuum inter-
ference.
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cross section is not sensitive to the world-average values of the
leptonic width Tee and the hadronic branching fraction B, used.
Computations of a narrow-resonance cross section, the resonance -
continuum interference and the resonance fitting procedure are
described in more detail in Refs. [19,20].

The floating parameters were the detection efficiency &y at the
world-average values of the leptonic width Te. and its product
by the hadronic branching fraction By, the machine energy spread
and the magnitude of the continuum cross section observed at the
reference point below the resonance. The J/¢ and v (2S) detec-
tion efficiencies, the collision energy spreads obtained and the x2
probabilities of the fits are presented in Table 2.

Table 3 lists the relative contribution of the J/vy and ¥ (2S) to
the observed cross section.

The detection efficiencies for the single-photon annihilation to
hadrons &(s) and background processes were obtained from simu-
lation.

The radiative correction factor is determined by excluding a
contribution of the J/v and ¥ (2S) resonances and can be writ-
ten as

dx F(s,Xx)
1+Mg=/1_x - >
|1—TI((1 = x)s)

R((1 = x)s5) e((1 — X)s)
R(s) &(s)

’

(1)

where F (s, x) is the radiative correction kernel [22]. The variable
x is a fraction of s lost due to the initial-state radiation. The vac-
uum polarization operator I1 and the quantity R do not include
a contribution of narrow resonances, details of the calculation are
presented in Sec. 3.7.

Thus, we extract the Ry4s value, then by adding the contribu-

tion of narrow resonances we obtain the quantity R.
3.2. Monte Carlo simulation

The KEDR simulation program is based on the GEANT package,
version 3.21 [23].

To simulate single-photon annihilation to hadrons we employ
the JETSET 7.4 code [24] with the parameters tuned at each en-
ergy point. As an alternative way of generating events of the uds
continuum, we use the LUARLW generator [25].
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Fig. 1. The observed multihadronic cross section as a function of the c.m. energy for the two scans. The curves are the result of the fits of the narrow resonances. The insets

show closeup of the J/y and ¥ (2S) regions.

Bhabha scattering events required for the precise luminosity
determination are simulated by BHWIDE [26]. The MCGP] gener-
ator [27] provides simulation of u™u~ events and the ete™ —
ete”y process as an alternative to BHWIDE. The detection ef-
ficiency for T+t~ events was obtained using the KORALB event
generator [28]. The two-photon processes eTe~ — ete~ X are sim-
ulated with the generators described in Refs. [29-31].

The J/¢ and v (2S) decays were simulated with the tuned
version of the BES generator [32] based on the JETSET 7.4 code
[19,33].

During the whole experiment random trigger events were
recorded. These events were embedded into the Monte Carlo simu-
lated data to account for various detector noises and a coincidence
of the simulated processes with the collider and cosmic back-
grounds.

Some important event characteristics are presented in Fig. 2,
from which one can see that the experimental and simulated dis-
tributions agree rather well.

3.3. Event selection and detection efficiencies

In the offline analysis both experimental and simulated events
pass the software event filter. By using a digitized response of the
detector subsystems the software filter recalculates the PT and ST
decisions with stringent conditions. This procedure reduces a sys-
tematic uncertainty due to trigger instabilities and uncertainties on
the hardware thresholds.

To suppress the machine background to an acceptable level, the
following PT conditions were used by OR:

e signals from > two non-adjacent scintillation counters,
e signal from the LKr calorimeter,
e coincidence of the signals from two Csl endcaps.

Table 4
Selection criteria for hadronic events which
were used by AND.

Variable

N%)riirtic]es >30RNP _ >2

Allowed range

track =

track =1
Eobs > 1.6 GeV
E;}“’X/Ebeam <0.82
Ecal > 0.65 GeV
Hz /H(J <0.9
[PSISS /E obs | <06
Eikr/Ecal >0.15
|Zvertex| <15.0 cm

Signals from two particles with the angular separation 2> 20°
should satisfy numerous ST conditions.

The MC simulation shows that the trigger efficiency for contin-
uum uds production increases from 96.2% at 3.08 GeV to 98.0% at
3.72 GeV.

Selection criteria for multihadronic events are presented in Ta-
ble 4 and their description is given below. Here N/  ‘is the num-
ber of tracks originated from the interaction region defined as:
p <5 mm, |z9| <130 mm, where p is the track impact parame-
ter relative to the beam axis and zg - the coordinate of the closest
approach point. The N#;Ck is the number of tracks satisfying the
conditions above with E/p less than 0.6, where E/p means the
ratio of the energy deposited in the calorimeter to the measured
momentum of the charged particle. The multiplicity Nparticles is a
sum of the number of charged tracks and the number of neutral
particles detected in the calorimeters.

The observable energy Eps is defined as a sum of the photon
energies measured in the electromagnetic calorimeter and charged
particle energies computed from the track momenta by assuming
pion masses. The observable energy cut and limitation on the ra-
tio of the energy of the most energetic photon to the beam energy
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Fig. 2. Properties of hadronic events produced in the uds continuum at 3.119 GeV. Here N is the number of events, Nt’r’;( is the number of tracks originating from the
interaction region, P; is a transverse momentum of the track, H, and Ho are the Fox-Wolfram moments [34], 6 is a polar angle of the track, E., is energy deposited in the
calorimeter, E')}“‘X is energy of the most energetic photon. The experimental distribution and two variants of MC simulation based on LUARLW and JETSET are plotted. Total
MC includes simulation of the uds continuum, contributions of the narrow resonances and leptonic channels, we also added the contribution of residual machine background
obtained from experimental runs with separated electron and positron beams. The P; and polar angle distributions include all tracks in the events. The error bars represent

statistical errors only. All distributions are normalized to unity.

E;“X /Epeam suppress hadronic events produced via initial-state ra-
diation and thus reduce the uncertainty of radiative corrections.
The total calorimeter energy E., is defined as a sum of the ener-
gies of all clusters in the electromagnetic calorimeter. The require-
ment on it suppresses background from cosmic rays whereas the
condition on the ratio of the Fox-Wolfram moments H/Hg [34] is
efficient for suppression of the ete™ — I~ (y) (I=e, i, T) back-
ground, that of cosmic rays and some kinds of the machine back-
ground. The background from two-photon and beam-gas events is

suppressed by the requirement on the ratio |PISS/Eqps|, where
PIMiss js the z component of the missing momentum. The back-
ground from beam-gas events was also suppressed by the con-
dition on the ratio Eix;/Eca of the energy deposited in the LKr
calorimeter and total calorimeter energy. The event vertex posi-
tion Zyertex i the average of the zg’s of the charged tracks. The
condition on |Zyertex| Suppresses the background due to beam-gas,
beam-wall and cosmic rays.
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Table 5

Detection efficiency for the uds continuum in % (statistical errors only).
Point EJETSET ELUARLW de/e
1 76.91+0.13 76.77 +£0.13 —-0.2+0.2
2 76.77 £0.13 76.95+0.13 +0.2+0.2
3 77.09 £0.13 76.96 +0.13 —-0.2+0.2
4 79.22 +£0.13 80.114+0.13 -1.14+0.2
5 80.38+0.13 80.34+0.13 —0.0+0.2
6 80.47 +0.13 79.98 +£0.13 —0.6+0.2
7 80.56 +0.13 80.73+0.13 +0.2+0.2
8 84.03+0.12 83.844+0.12 —-0.2+0.2

In addition, the cosmic background is suppressed with the
time-of-flight condition and the muon system veto in the cases
when more than two tracks did not cross the interaction region.

By applying the selection criteria for hadronic events described
above, we determined the detection efficiencies for eight data
points at which the quantity R,qs was measured. These values
were obtained by using two versions of event simulation and are
listed in Table 5. The detection efficiency at point 8 increased dras-
tically mainly due to repairing a significant number of calorimeter
channels.

3.4. Luminosity determination

The integrated luminosity at each point was determined by us-
ing Bhabha events detected in the LKr calorimeter in the polar
angle range 44° < @ < 136°. The criteria for eTe~ event selection
are listed below:

e two clusters, each with the energy above 20% of the beam en-
ergy;

e acollinearities of the polar §6 and azimuthal §¢ angles are less
than 18°;

o the total energy of these two clusters exceeds the single beam
energy;

e the calorimeter energy not associated with these two clusters
does not exceed 20% of the total one;

e the ratio of the Fox-Wolfram moments H,/Hg > 0.6.

To reject the background from eTe™ — yy,ete” — eTe"ete™
and ete~ — hadrons at least one but not more than three tracks
originating from the interaction region were required.

3.5. Background processes

To determine the Ry4s values, we took into account the lepton
pair production from the QED processes eTe™ — ete™, ete™ —
utu~ and eTe™ — tF7~ which are summarized in Table 6.

The contributions of two-photon interactions were studied
based on the simulation of eTe™ — eTe~ X events. We found that
the contribution of two-photon events to the continuum cross sec-
tion grows from 0.47% at 3.077 GeV to 0.51% at 3.72 GeV. The
estimated uncertainty in the Rygs value due to this contribution is
less than 0.2%.

3.6. Correction for residual machine background

Our estimates of the contributions of the residual machine
background to the observed hadronic cross section at different en-
ergy points are listed in the column marked “Method 1” of Table 7.
These values were obtained by using runs with separated et and
e~ bunches, which were recorded at each energy point.

The number of events which passed selection criteria in the
background runs was used to evaluate the residual background un-

Table 6
The contribution of the lepton pair production to the observed cross section in %.
Point Process
ete” wru~ e~
1 5.06+0.24 1.29+£0.27
2 1.67 £0.09 0.42+0.12
3 3.34+0.17 0.72+0.19
4 4.03+£0.19 0.72+0.15
5 4.01+0.20 0.69+0.16
6 3.42+0.19 0.49+0.16
7 4.14+0.21 0.53+0.15 3.37+0.17
8 2.344+0.13 0.33+0.11 4.05+0.20
Table 7
The residual machine background in % of the observed cross sec-
tion.
Point Background in % (statistical errors only)
Method 1 Method 2
1 1.35+£0.27 1.29+0.27
2 0.65+0.14 0.80+0.15
3 0.81+0.20 0.86 +0.21
4 3.80+0.35 4.08 +0.36
5 2.334+0.30 2.194+0.29
6 1.09+0.23 1.15+0.24
7 0.75+0.17 0.76 £0.18
8 1.82+£0.25 1.94+0.26

der the assumption that the background rate is proportional to the
beam current and the measured vacuum pressure.

As a cross check, we assumed that the background rate is pro-
portional to the current only. The results are presented in the last
column of Table 7, which is marked as “Method 2”. The maximal
difference of 0.28% between the numbers of background events ob-
tained with these two alternatives was considered as an estimate
of the corresponding systematic uncertainty.

3.7. Radiative correction

Numerical calculation of the radiative correction factor was per-
formed according to Eq. (1) by using the compilation of the vac-
uum polarization data by the CMD-2 group [35] and the relation
between R(s) and the hadronic part of the vacuum polarization
Mhadr(s):

3
R(s) = — = Im Ipaq, (S). (2)
o

To obtain the quantity R and the operator IT for Eq. (1) the con-
tribution of the J/v and ¥ (2S) was subtracted analytically from
the vacuum polarization data.

The uds continuum below 3.077 GeV was simulated with the
LUARLW generator, that allows us to determine the detection effi-
ciency versus the energy radiated in the initial state.

The x dependence of the detection efficiency is shown in Fig. 3.

The radiative correction factors at different center-of-mass en-
ergies are listed in Table 8, while the presented systematic uncer-
tainties will be discussed in more detail in Sec. 4.3.

3.8. J/¥ and ¢ (2S) contributions

To determine contributions of narrow resonances to the ob-
served cross section we applied resonance parameters retrieved
from the fits. The values presented in Table 2 were corrected for
the presence of ISR photons. The corrections were obtained via
simulation of J/¢ and v (2S) hadronic decays at each energy
point.
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Fig. 3. Hadronic detection efficiency versus the variable x of Eq. (1) at 3.077 GeV
and 3.72 GeV.

Table 8
Radiative correction factor 1+ 3.

Point 146

1.1091 £ 0.0089
1.1108 £ 0.0089
1.1120 £+ 0.0056
1.1130 £ 0.0078
1.1133 £ 0.0067
1.1151 £ 0.0056
1.1139 £ 0.0078
1.1137 £0.0056

0N W=

Table 9
Resulting R,gs values with their sta-
tistical errors.

Point Ruds

2.188 £0.056
2.21140.046
2.214 £ 0.055
2.233 £0.044
2.197 +0.047
2.224 £+ 0.054
2.220£0.049
2.213 £0.047

0N WN =

The detection efficiencies obtained from simulation of hadronic
decays in vicinity of narrow resonances are (79.00 £ 0.06)% and
(81.40 £ 0.08)% for J/vy and ¥ (2S), respectively. For both reso-
nances the detection efficiencies obtained by simulation agree with
the fit results within the estimated errors.

3.9. Results of energy scan

The results of the R4 measurement obtained in the energy
scan are presented in Table 9.

4. Systematic uncertainties and results
4.1. Systematic uncertainty of absolute luminosity determination

The dominant contributions to the systematic error of the ab-
solute luminosity determination with the LKr calorimeter are pre-
sented in Table 10.

The uncertainty of the theoretical Bhabha cross section was
evaluated by comparing the results obtained with the BHWIDE [26]
and MCGPJ [27] event generators at all energy points. The maxi-

Table 10
Systematic uncertainties of the luminosity determination.

Source Uncertainty, %
Cross section calculation 04
Calorimeter response 04
Calorimeter alignment 0.2
Polar angle resolution 0.1
Background 0.1
MC statistics 0.1
Variation of cuts 0.7
Sum in quadrature 0.9

mum difference did not exceed 0.4% and agreed with the accuracy
quoted by the authors.

The systematic uncertainty related to the imperfect simulation
of the calorimeter response is about 0.4%. It was quantified by vari-
ation of relevant simulation parameters such as the accuracy of
the electronic channel calibration, the geometrical factor control-
ling sensitivity to the energy loss fluctuations between calorimeter
electrodes, etc.

The alignment of the tracking system and LKr calorimeter is ob-
tained by reconstructing cosmic rays. By using the primary-vertex
distribution of multihadronic and Bhabha events we determined
the interaction point position and direction of the beam line. The
luminosity uncertainty due to inaccuracy of the alignment is about
0.2%.

The uncertainty related to the difference of the polar angle res-
olution in simulation and data because of event migration into or
out of the fiducial volume is less than 0.1%.

The background to Bhabha events from the processes ete™ —
wi(y) and ete”™ — yy and J/¢ and ¥ (2S) decays contributes
less than 0.2% to the observed ete™ cross section at eight energy
points listed in Table 1. It was estimated using MC simulation. At
the complementary points of the scan used for the determination
of the J/y and ¢ (2S) parameters the contributions of the reso-
nance decays to eTe~ were calculated by the fitting.

The luminosity uncertainty due to the residual machine back-
ground does not exceed 0.1%.

In addition, we varied requirements within the fiducial region
to evaluate the effect of other possible sources of a systematic
uncertainty. The conditions on the polar angle were varied in a
range much larger than the angular resolution, the variation in
the Bhabha event count reaches 50%. The requirement on the de-
posited energy was varied in the range of 70-90% of the c.m.
energy. The sum in quadrature of all errors obtained by variation of
the selection criteria is about 0.7% and gives an additional estimate
of the systematic uncertainty. Despite possible double counting we
add this error to the total luminosity uncertainty to obtain a con-
servative error estimate.

4.2. Uncertainty due to imperfect simulation of continuum

The systematic uncertainty in the R,qs value associated with
imperfect simulation of the uds continuum was evaluated by using
two different MC simulation models. We considered the detection
efficiencies at eight energy points reported in Table 5 obtained
with the JETSET and LUARLW hadronic generators. It does not ex-
ceed a value of 1.1% which was taken as the systematic uncertainty
related to the detection efficiency. This estimate is consistent with
our previous result of 1.3% obtained in Ref. [15] and agrees with a
value of 0.6% found by the variation of selection criteria in Sec. 4.4
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Table 11
Systematic uncertainties of the radiative correction.

Table 12
Rygs uncertainty due to variation of the selection criteria for hadronic events.

Point Uncertainty, % Condition/variable Range variation Rygs variation in %
Contributions Total Nparticles = 3 OR Nparticles =4 OR 0.1
NP NIP
TT approx. 8Rugs (5) 8(s) Scale Nirax 2 2 Nirax =2 2
1 0.7 0.2 04 01 038 NE >1 OR no cut 0.1
2 0.7 0.1 0.4 0.1 0.8 Eobs >1.4-+1.8 GeV 03
3 0.2 0.1 0.4 01 0.5 EP®/Ebeam <0.6+09 03
4 0.5 0.1 04 0.1 0.7 Eca >0.5+0.75 GeV 0.2
5 0.4 0.1 0.4 0.1 0.6 Hz/Ho <0.7-+0.93 0.2
6 0.2 0.1 0.4 0.1 0.5 | PSS /E o | <0.6+0.8 0.2
7 0.5 0.1 0.4 01 0.7 Eike/Ecal >0.15+0.25 0.1
8 0.1 0.2 0.4 0.1 0.5 | Zvertex| <20.0+13.0 cm 0.2
Sum in quadrature 0.6
4.3. Systematic uncertainty of the radiative correction
Table 13

The major sources of systematic uncertainty in the radiative
correction factor at each energy point are presented in Table 11.

To evaluate the uncertainty related to a choice of the vacuum
polarization operator, two alternatives are compared. The first one
was taken from the CMD-2 work [35], the second was obtained
from the BES event generator [32]. The difference in the results
obtained according to the data of the used variants reaches 0.8%
at the points closest to J/v and varied from 0.1% to 0.5% at the
other points.

The contribution denoted as §Ryqs(s) is associated with the
Ryds(s) uncertainty. It is less than 0.2% for the entire energy range.
The contribution §&(s) of about 0.4% is related to the uncertainty
in the &(s) dependence. A calculation of the radiative corrections
according to Eq. (1) requires the interpolation of the detection ef-
ficiency presented in Fig. 3 as a function of x. The contribution
dcalc is related to the interpolation uncertainty. It was estimated by
comparing the results obtained using the linear interpolation and
the quadratic one.

4.4. Detector-related uncertainties in Ryqg

The track reconstruction efficiency was studied by using Bhabha
events and low-momentum cosmic tracks and the appropriate cor-
rection was introduced in the MC simulation. The uncertainty of
the correction introduces an additional systematic uncertainty of
about 0.2%. We also used two methods to achieve data and MC
consistency in the momentum and angular resolution. The first
way was to scale the spatial resolution of the drift chamber, while
the second method assumed scaling systematic uncertainties of the
calibration parameters of the tracking system. The maximal ob-
tained variation of the detection efficiency at various energies is
less than 0.3%. Thus, the uncertainty related to track reconstruc-
tion is about 0.4%.

The trigger efficiency uncertainty is about 0.2% and mainly
comes from the calorimeter thresholds in the secondary trigger.
It was estimated by varying the threshold in the software event
filter.

The trigger and event selection efficiency depend on the
calorimeter response to hadrons. We estimated the uncertainty of
0.2% related to the simulation of nuclear interaction by compar-
ing the efficiencies obtained with the packages GHEISHA [36] and
FLUKA [37] which are implemented in GEANT 3.21 [23].

The effect of other possible sources of the detector-related un-
certainty was evaluated by varying the event selection criteria that
are presented in Table 12. Tightening of some requirements listed
in Table 12 by several times varies a contribution to the observed
cross section of physical and machine background events and sig-
nificantly changes the detection efficiency. That allows us to verify

Ryugs systematic uncertainties in % assigned to each energy point.
1 2 3 4 5 6 7 8

Luminosity 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9
Radiative correction 0.8 0.8 0.5 0.7 0.6 0.5 0.7 0.5
Continuum simulation 11 11 11 11 11 11 11 11
Track reconstruction 04 04 0.4 0.4 0.4 04 0.4 0.4

ete~ X contribution 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
[*1~ contribution 04 04 04 03 0.3 0.3 04 04
Trigger efficiency 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Nuclear interaction 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Cuts variation 06 06 06 06 06 06 06 06
J/¥ and ¥ (2S) 0.1 1.8 04 02 0.1 0.1 0.1 11
Machine background 0.4 0.8 0.5 0.6 0.5 0.4 0.4 0.6
Sum in quadrature 19 2.7 1.9 19 1.8 18 1.9 22
Table 14

Correlated systematic uncertainties Ryqs in % for data of
2011 and 2014.

Source Uncertainty in %
Luminosity
Cross section calculation 0.4

Radiative correction

IT approx. 0.1+0.3
SRyds(s) 0.1+0.2
3e(s) 0.2
Continuum simulation 0.9
ete~ X contribution 0.1
It~ contribution 0.2
Trigger efficiency 0.2
Nuclear interaction 0.2
Sum in quadrature 1.1

uncertainties associated with the background and radiative correc-
tions.

All observed Rq4s variations were smaller than their statistical
errors and can originate from the already considered sources of
uncertainties or statistical fluctuations. By keeping a conservative
estimate, we added them in the total uncertainty.

4.5. Summary of systematic uncertainties and results

The major sources of the systematic uncertainty on the Rygs
value are listed in Table 13.

During data collection at a given energy point the relative beam
energy variation was less than 10~3 allowing us to neglect this
source of uncertainty.

The results obtained at most points supplement the data pub-
lished in Ref. [15]. In order to use these data in the calculations of
the dispersion integrals it is important to combine results of both
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Table 15
Measured values of Ryqs(s) and R(s) with statistical and systematic uncertainties.
Data 2011 [15] Data 2014 Combination
Vs, MeV Ruas (5) /s, Mev Ryas(s) Vs, MeV Ruds ($){R(s)}
- - 3076.7 +£0.2 2.188 4 0.056 + 0.042 3076.7 +£0.2 2.188 £ 0.056 + 0.042
3119.940.2 2.215 + 0.089 + 0.066 3119.240.2 2.211 £ 0.046 £ 0.060 3119.6 £ 0.4 2.212{2.235} 4 0.042 + 0.049
3223.0+ 0.6 2.172 £0.057 4 0.045 3221.840.2 2.214 +0.055 4 0.042 3222.540.8 2.194{2.195} + 0.040 + 0.035
3314.74+0.7 2.200 + 0.056 & 0.043 3314.7 4+ 0.4 2.233 4 0.044 + 0.042 3314.7+0.6 2.219(2.219} 4 0.035 + 0.035
3418.240.2 2.168 + 0.050 = 0.042 3418.34 0.4 2.197 £ 0.047 £ 0.040 3418.340.3 2.185{2.185} + 0.032 £ 0.035
- - 3499.6 4 0.4 2.224 +0.054 4 0.040 3499.6 + 0.4 2.224{2.224} 4 0.054 + 0.040
3520.8+ 0.4 2.200 + 0.050 + 0.044 - - 3520.8+ 0.4 2.200{2.201} 4 0.050 + 0.044
3618.2+ 1.0 2.201 + 0.059 + 0.044 3618.1+0.4 2.220 + 0.049 4 0.042 3618.2+0.7 2.212{2.218} + 0.038 £ 0.035
3719.440.7 2.187 + 0.068 = 0.060 3719.6 +0.2 2.213 £0.047 £ 0.049 3719.5+0.5 2.204{2.228} + 0.039 + 0.042
. L . R
experlments by taking into a(':count correlated uncertainties prop- o KEDR This work
erly. This requires to determine the common components of the A Mark I * BES(2009) !
uncertainties which are the same for each experiment. The corre- 4 ¢ Mark II O BES(2006) H
spondi P ; ; : ; @ PLUTO O BES(2002) :
ponding contributions to the systematic uncertainty are listed in ) :
# MARK I+GLW A BES(2000) :
Table 14. T pQC D + contribution J/¢ and ¥(2S) E

cal uncertainties and the uncorrelated parts of the systematic ones.
The formal description of the averaging procedure can be found in
Ref. [19]. The obtained R,4s and R values as well as luminosity-
weighted average center-of-mass energies are presented in Ta-
ble 15. As mentioned above, the contribution of narrow resonances
to R(s) is not negligible in the resonance region. This contribution
was determined analytically by using “bare” parameters of the res-
onances, which were calculated based on the PDG data [21]. The
inaccuracy of R associated with the resonance parameters is negli-
gible in comparison with the other uncertainties, so the errors for
the values of R and R,4s are the same.

5. Results

By combining new data with our previous results we deter-
mined the values of Rygs and R at nine center-of-mass energy
points between 3.08 and 3.72 GeV. The accuracy of R measure-
ments in comparison with our previous results [15] was increased
by 1.4+ 1.7 times. The total error is about or better than 2.6% at
most of energy points with a systematic uncertainty of about 1.9%.
This result provides the most precise information about R in this
energy range. The measured R values are shown in Fig. 4. For com-
pleteness, we remind that in the R measurement performed at
KEDR in the c.m. energy range 1.84-3.05 GeV the total uncertainty
was 3.9% or better with a systematic one of about 2.4% [16].

In the c.m. energy range 3.08-3.72 GeV the weighted average
Ruds = 2.204 + 0.014 + 0.026 is approximately one sigma higher
than that theoretically expected, RE(?SCD = 2.16 £+ 0.01 calculated
according to the pQCD expansion [38] for as(m;) =0.333 +0.013
obtained from semileptonic 7 decays [39]. In the lower c.m. energy
range 1.84-3.05 GeV the weighted average is 2.225+0.02040.047
in good agreement with the pQCD prediction of 2.18 £ 0.02.

It should be noted that while calculating the dispersion inte-
grals in this energy range it is preferable to use the measured
Ruds(s) values by adding the contribution of narrow resonances
calculated analytically. This approach prevents from a possible
double counting of the contribution of narrow resonances.

6. Summary and applications

Together with the high-precision R measurement below the
J/¥ [16], KEDR measured the R values at twenty two center-of-
mass energies between 1.84 and 3.72 GeV listed in Table 16.

To use R(s) data it is necessary to take into account point-by-
point correlated effects. The analysis of the sources of systematic

| | |
3.2 3.4 3.6

Vs, GeV

Fig. 4. The quantity R versus the c.m. energy and the sum of the prediction of per-
turbative QCD and a contribution of narrow resonances.

Table 16

Summary table of KEDR results. Actual energies and measured R values.
Point Energy Ruds(S){R(s)}
Data 2010 [16]
1 1841.0+2 2.226 +£0.139 £ 0.158
2 1937.0+£2 2.141 4+ 0.081 £ 0.073
3 2037.3+2 2.238 +0.068 + 0.072
4 2135.7+2 2.275 4 0.072 £ 0.055
5 2239242 2.208 4 0.069 + 0.053
6 2339.5+2 2.194 4+ 0.064 + 0.048
7 2444142 2.175 £+ 0.067 + 0.048
8 2542.6 +2 2.222 4+ 0.070 + 0.047
9 2644.8 +2 2.220 4+ 0.069 + 0.049
10 2744.6 +£2 2.269 £+ 0.065 + 0.050
11 2849.7 +2 2.223 4+0.065 + 0.047
12 2948.9 +2 2.23440.064 + 0.051
13 3048.1+2 2.278 +0.075 £ 0.048

Combined Data 2011 [15] and 2014 (this work)

14 3076.7£0.2 2.188 £ 0.056 + 0.042

15 3119.6 £0.4 2.212{2.235} £0.042 £ 0.049
16 3222.5+0.8 2.194{2.195} 4 0.040 £+ 0.035
17 3314.7+0.6 2.219{2.219} +0.035 £ 0.035
18 3418.3+£0.3 2.185{2.185} +0.032 £ 0.035
19 3499.6 £ 0.4 2.224{2.224} +0.054 £+ 0.040
20 3520.8+0.4 2.200{2.201} = 0.050 £ 0.044
21 3618.2+£1.0 2.212{2.218} +0.038 £ 0.035
22 3719.4+0.7 2.204{2.228} £0.039 £ 0.042

uncertainties makes it possible to identify common contributions
in the listed data sets. Similarly to the Table 14 presented above,
the correlated systematic uncertainties Rqs for other data sets are
listed in Table 17. Keeping a conservative approach, we believe
these contributions are completely correlated, that allows us to
write down an approximate correlation matrix for systematic un-
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Table 17
Correlated systematic uncertainties of Ryqs in % for data of 2010, 2011 and 2014.
Source Uncertainty in %
Data 2010 Data 2010/Data 2011, 2014
Luminosity
Cross section calc. 0.5 0.4
Calorimeter response 0.7
Calorimeter alignment 0.2 0.2

Radiative correction

IT approx. 0.3 0.1
SRuds(S) 0.2 0.2
se(s) 0.3 0.2
Continuum simulation 12 04-+0.8
Track reconstruction 0.5 0.4
ete~ X contribution 0.2 0.1
[*1~ contribution 0.3 0.2
Trigger efficiency 0.3 0.2
Nuclear interaction 0.4 0.2
Sum in quadrature 18 0.8=+1.1

certainties (Table 18). Note that statistical errors in our R results
are fully uncorrelated.

The determination of the R ratio plays a key role in the deter-
mination of the running strong coupling constant o(s). To verify
the compatibility with other measurements of o (s) we performed
a fit of Ryys in the given energy range using the following approx-

imation [38]:
2
! o 365 11
ﬁgg(s)—2x(1+—+—; (ﬁ_%_f , (3)
where ¢ is the Euler-Riemann zeta function and o;(s) is approxi-
mated by:
1 byl bi(2 =1—=1)+bgb>
)=—|[1— =
. bt * bt2
(4)
b3( 21 + 512 + 41 — 1) — 6bgbabs! + b2b3

2b5¢3
with t =In % I =Int parametrized in terms of the QCD scale pa-
rameter A and coefficients bg, b1, b3 defined in [40].
To determine A, we minimise the x? function

- % (Rege - ren ) (Rag - REk G ).
i

(5)

where C,.; 1 are coefficients of the inverse covariance matrix which
is derived from statistical errors and systematic uncertainties tak-
ing into account the correlation matrix presented in Table 18.

The obtained value of A = 0.361fg:}§2 GeV corresponds to
as(my) = 0.332“_“8:3)8(2’. If the next order of pQCD is included in
the expansion of Ryqs, the fitting results are as follows: A =
0.43779212 GeV and as(m,) = 0.37873123. So, we can conclude
that our measurements of R(s) are consistent with the pQCD pre-
dictions within their errors.

Another practical application of the R(s) measurement is re-
lated to determination of the heavy quark masses. This calculation
is based on sum rules and experimental moments Ms*, which are
defined as follows:

(94 R
upe = [ s, ®

Table 18

The correlation matrix for systematic uncertainties of the R values obtained in the KEDR experiments.

Correlation matrix

Point

0.071

0.114
0.244
0.253

0.089
0.189
0.198
0.268

0.046 0.096 0.105 0.110 0.098
0.225

0.097

0.096
0.200
0.212

0.139 0.143 0.193 0.192 0.212 0.212 0.216 0.207 0.211 0.216 0.201 0.222
1 0.309 0418 0.408 0.480

1

0.151
0.158
0.213
0.208
0.229
0.229
0.238

0.342
0.336
0.371
0371
0.382

0.262
0.287
0.287
0.299
0.287

0.212
0.218
0.295
0.293
0.323
0.323
0.330

0.229
0.243
0.329
0.322
0.351
0.348
0.368

0.232
0314
0310
0.342
0.342
0.351

0.201
0.212
0.286
0.280
0.305
0.305
0.320
0.306
0313

0.101
0.137
0.134
0.148
0.148
0.153
0.146
0.150
0.153
0.142
0.157
0.288

0.287
0.280
0.306
0.304
0.320
0.307

0.486
0.637
0.661
0.730
0.730
0.745
0.715

0.434
0.442
0.598
0.598
0.661
0.661
0.675

0.467
0.480
0.649
0.643
0.710
0.710
0.725

0.457
0.463
0.610
0.629
0.695
0.695
0.710

0.446
0.460
0.622
0.615
0.679
0.679
0.695

0.466
0.480
0.649
0.642
0.709
0.709

0.437
0.470
0.635
0.621
0.677

0.445
0.470
0.635
0.621

0.575

0.425

0.423

NN N O~

0.352 0.316 0.366 0.228
0.374

0.336

0.647
0.654
0.675
1

0.695

0.681

0.233
0.238
0.222
0.245
0.333
0.288
0.400
0.405
0.400
0.356
0318

0.382
0.356
0.393
0.403
0.345
0.483
0.486
0.483
0427
0.384
1

0.293
0.300
0.279
0.308
0317
0.275
0.38
0.387
38
0.340

0.323
0.330
0.307
0.339
0.356
0.305
0.427
0.427
0.427

0.360
0.368
0.342
0.378
0.394
0.345
0475
0.486

0.344
0.351
0.327
0.361
0.405
0.347
0.486

0.320
0.298
0.329
0.396
0.345

0314
0.321
0.298
0.330

0.701
0.745
0.687

0.710
1

0.403
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The inclusion in the analysis of our new results increases the
accuracy of the contribution of light quarks to experimental mo-
ments by almost two times in the given energy range. According
to Ref. [41], the total uncertainty of ¢ quark mass determination is
8 MeV, in which the light quark contribution is about 2 MeV. By
applying new KEDR results one can reduce this contribution down
to 1 MeV.

Acknowledgements

We greatly appreciate the efforts of the staff of VEPP-4M to pro-
vide good operation of the complex during long term experiments.
The authors are grateful to V. P. Druzhinin for useful discussions.
The Siberian Branch of the Russian Academy of Sciences Siberian
Supercomputer Center and Novosibirsk State University Supercom-
puter Center are gratefully acknowledged for providing supercom-
puter facilities.

This work has been supported by Russian Science Foundation
(project N 14-50-00080). SE acknowledges Russian Science Foun-
dation (project N 17-12-01036) for supporting part of this work
related to Monte Carlo generators.

References

[1] M. Davier, et al., Eur. Phys. J. C 71 (2011) 1515.

[2] K. Hagiwara, et al., ]. Phys. ]. G 38 (2011) 085003.

[3] N. Brambilla, et al., Eur. Phys. J. C 71 (2011) 1534.

[4] M. Grilli, et al., Nuovo Cimento Lett. A 13 (1973) 593.

[5] PA. Rapidis, et al., Phys. Rev. Lett. 39 (1977) 526.

[6] J. Burmester, et al., Phys. Lett. B 66 (1977) 395.

[7] C. Bacci, et al., Phys. Lett. B 86 (1979) 234.

[8] R.H. Schindler, et al., Phys. Rev. D 21 (1980) 2716.

[9] B. Esposito, et al., Nuovo Cimento Lett. 30 (1981) 65.
[10] J.L. Siegrist, et al., Phys. Lett. B 26 (1982) 969.

[11] J.Z. Bai, et al., BES Collaboration, Phys. Rev. Lett. 84 (2000) 594.

[12] J.Z. Bai, et al., BES Collaboration, Phys. Rev. Lett. 88 (2002) 101802.

[13] M. Ablikim, et al., BES Collaboration, Phys. Rev. Lett. 97 (2006) 262001.

[14] M. Ablikim, et al., BES Collaboration, Phys. Lett. B 677 (2009) 239.

[15] V.V. Anashin, et al., KEDR Collaboration, Phys. Lett. B 753 (2016) 533.

[16] V.V. Anashin, et al., KEDR Collaboration, Phys. Lett. B 770 (2017) 174.

[17] V.V. Anashin, et al., in: EPAC 98*, Stockholm 1998, 1998, p. 400.

[18] V.V. Anashin, et al., KEDR Collaboration, Phys. Part. Nucl. 44 (2013) 657.

[19] V.V. Anashin, et al., KEDR Collaboration, Phys. Lett. B 711 (2012) 280.

[20] V.V. Anashin, et al., KEDR Collaboration, Phys. Lett. B 749 (2015) 50.

[21] K.A. Olive, et al., PDG, Chin. Phys. C 38 (2014) 090001.

[22] E.A. Kuraev, V.S. Fadin, Sov. J. Nucl. Phys. 41 (1985) 466.

[23] GEANT - Detector Description and Simulation Tool, CERN Program Library Long
Writeup W5013.

[24] T. Sjostrand, M. Bengtsson, Comput. Phys. Commun. 43 (1987) 367.

[25] Haiming Hu, An Tai, eConf C010430, T24, arXiv:hep-ex/0106017, 2001.

[26] S. Jadach, W. Placzek, B.F.L. Ward, Phys. Lett. B 390 (1997) 298.

[27] A.B. Arbuzov, et al., Eur. Phys. J. C 46 (2006) 689.

[28] S. Jadach, Z. Was, Comput. Phys. Commun. 85 (1995) 453.

[29] FA. Berends, et al., Comput. Phys. Commun. 40 (1986) 285.

[30] FA. Berends, et al., Comput. Phys. Commun. 40 (1986) 271.

[31] V.A. Tayursky, S.I. Eidelman, Preprint IYaF 2000-78, Novosibirsk, 2000 (in Rus-
sian).

[32] J.C. Chen, et al., Phys. Rev. D 62 (2000) 034003.

[33] V.V. Anashin, et al., KEDR Collaboration, J. High Energy Phys. 1805 (2018) 119,
arXiv:1801.01958.

[34] G.C. Fox, S. Wolfram, Nucl. Phys. B 149 (1979) 413.

[35] S. Actis, et al., Eur. Phys. J. C 66 (2010) 585.

[36] H.C. Fesefeldt, Technical Report PITHA-85-02, Il Physilakisches Institut, RWTH
Aachen Physikzentrum, 5100 Aachen, Germany, Sep. 1985.

[37] A. Fasso, et al, Talk at the Computing in High Energy and Nuclear Physics
(CHEPO03), arXiv:physics/0306162.

[38] PA. Baikov, et al., Phys. Lett. B 714 (2012) 62.

[39] N. Brambilla, et al., Eur. Phys. J. C 74 (2014) 2981.

[40] M. Tanabashi, et al., (PDG), Phys. Rev. D 98 (2018) 030001.

[41] ]. Erler, P. Masjuan, H. Spiesberger, Mod. Phys. Lett. A 31 (2016) 1630041, arXiv:
1611.05648.


http://refhub.elsevier.com/S0370-2693(18)30850-5/bib64686D7As1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib686C6D6E74s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib717561726Bs1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib41444F4E454D5550493A5231393733s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4D61726B313A5231393737s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib504C55544F3A5231393737s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4747323A5231393739s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4D41524B323A5231393830s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib41444F4E453A5231393831s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4D41524B313A5231393832s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4261693A31393939706Bs1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4245533A5232303032s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4245533A5232303036s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4245533A5232303039s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4B4544523A5232303136s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4B4544523A5232303137s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib416E617368696E3A31393938736As1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4B4544523A446574s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib70736932533A32303132s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4D4153533A3A4B45445232303135s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib5044473A32303134s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4B463A31393835s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4A4554534554s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4C5541524C573A32303031s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib42485749444547454Es1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4D4347504As1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4B4F52414C423234s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib424552454E44533A45454545s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib424552454E44533A45454D4Ds1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib42455347454Es1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib6A7073693A32303138s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib6A7073693A32303138s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib466F783A576F6C6672616Ds1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib41637469733A323031306767s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4665736566656C64743A313938357977s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4665736566656C64743A313938357977s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib466173736F3A323030357A7As1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib466173736F3A323030357A7As1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4261696B6F763A70514344s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib4272616D62696C6C613A32303134s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib5044473A32303138s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib6D713A32303136s1
http://refhub.elsevier.com/S0370-2693(18)30850-5/bib6D713A32303136s1

	Precise measurement of Ruds and R between 1.84 and 3.72 GeV at the KEDR detector
	1 Introduction
	2 Experiment
	3 Data analysis
	3.1 Analysis procedure
	3.2 Monte Carlo simulation
	3.3 Event selection and detection efﬁciencies
	3.4 Luminosity determination
	3.5 Background processes
	3.6 Correction for residual machine background
	3.7 Radiative correction
	3.8 J/ψ and ψ(2S) contributions
	3.9 Results of energy scan

	4 Systematic uncertainties and results
	4.1 Systematic uncertainty of absolute luminosity determination
	4.2 Uncertainty due to imperfect simulation of continuum
	4.3 Systematic uncertainty of the radiative correction
	4.4 Detector-related uncertainties in Ruds
	4.5 Summary of systematic uncertainties and results

	5 Results
	6 Summary and applications
	Acknowledgements
	References


