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ABSTRACT
In a future quantum network, two spatially separated individuals sharing a polarization entanglement source may need to assess the entangle-
ment quality of the source without the presence of classical auxiliary signals. When the two are separated by a single-mode fiber, automated
methods are necessary for the validation and estimation of polarization entanglement. We experimentally examine real-time iterative meth-
ods to search for maximal Bell violations, specifically the Clauser–Horne–Shimony–Holt (CHSH) inequality, between two observers sharing
polarization entangled photons to evaluate the entanglement quality of the source. Our source allows us to tune the degree of entanglement
of their shared photon pair by changing the temporal overlap of the two photons at an entangling 50/50 beam splitter so that we can compare
the CHSH parameter these methods find to the theoretical values our source produces. The iterative methods used within our experiment
are the Nelder–Mead optimization method, stochastic gradient descent, and Bayesian optimization. This is the first feedback experiment to
study automated Bell violations in fiber and the first to compare all three of these iterative methods to one another in a quantum polarization
control experiment. In our experiment, all methods are able to find Bell violations, but the Nelder–Mead method performed the best in terms
of the speed and accuracy in finding the maximal violation.

© 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0239623

I. INTRODUCTION

Quantum entanglement is a fundamental resource in quantum
communication,1,2 quantum key distribution (QKD),3,4 quantum
computing,2,5,6 and quantum teleportation.7,8 While entanglement
can occur in many physical systems, photons are the only practical
choice for transmitting entangled states over long distances, whether
through free space9–11 or over low-loss optical fibers.12,13

While photons can be entangled in many possible degrees of
freedom, polarization is among the most commonly studied.14–21

However, distributing polarization-entangled photons through opti-
cal fibers is challenging since most deployed fiber channels do not
preserve the state of polarization. Even with a known input polar-
ization, unpredictable temperature, bending, and stress variations

within the fiber make the emerging state’s polarization unpredictable
and time varying.22–26 In addition, widely used low loss piezoelectric
actuator fiber squeezer polarization controllers (PCs) are difficult
to calibrate and experience hysteresis effects that further complicate
precise control of the orientation of coordinated measurement bases
between the two individuals receiving the entangled photons.27,28

In addition to the uncontrolled polarization transformations
from controllers and optical fibers, nonideal entanglement sources
and experimental components introduce impairments such as
multi-photon-pair production, polarization mode dispersion, and
polarization-dependent loss (PDL), reducing the quality of the
received entanglement.29–33 A method to evaluate the quality of
entanglement in a system in an automated way is therefore highly
desirable. Such a characterization would guarantee, in practical
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real-world scenarios, that the quality of the distributed polariza-
tion entangled photon pairs is sufficient for the relevant quantum
information protocols that will use them.

Many approaches for ensuring entanglement quality require
knowledge of the density matrix acquired from quantum state
tomography. For a bipartite entangled state, quantum state tomog-
raphy requires the two individuals to make nine coordinated mea-
surements from all combinations of three aligned measurement
directions (32 = 9).34 In the presence of unknown fiber transforma-
tions and with uncalibrated polarization controllers, this becomes
a demanding task. One way to reduce the number of aligned and
coordinated measurement bases is to use an entanglement wit-
ness as a proxy for full quantum state tomography.1,35,36 A com-
mon entanglement witness for two qubits is the measurement of
nonlocality through the violation of a Bell inequality.1,37–39 This
approach does not reconstruct the density matrix but creates an
observable that distinguishes entangled vs separable states. The
Bell inequality we use in this paper is the version first studied by
Clauser–Horne–Shimony–Holt (CHSH),40 where the measurement
of a parameter S that exceeds 2 indicates the presence of nonlocal-
ity and, importantly, entanglement. Although entanglement could
exist in mixed states when S < 2, the Bell parameter S is nonethe-
less a common, useful measure of entanglement quality. Efforts
to self-test quantum sources for entanglement by violating CHSH
inequalities by exceeding certain thresholds is well understood in
the literature.41–43 The value of S is determined by two individu-
als using four measurements consisting of all combinations of two
measurement directions (22 = 4). The reduction from three to two
measurement projection directions per observer reduces the exper-
imental complexity from quantum state tomography and is also the
commonly used experimental configuration in QKD experiments.
This simplification is still true with iterative alignment techniques,
such as those in this paper, which take many measurements of
S because knowledge of the intended transmitted state and the
transformation of the polarization controller are not assumed. In
addition, our investigation does not attempt to close all locality loop-
holes to rigorously prove nonlocality, like Giustina et al.,44 rather it
aims to use the calculation of S as an entanglement measure when its
value is above 2 and assumes fair sampling.

To find optimal measurement projection vectors in the pres-
ence of uncontrolled polarization transformations due to fiber, var-
ious experimental and computational methods have been explored,
including multiplexing classical pilot tone calibration signals with
the quantum signals45–51 or using only quantum signal-based polar-
ization control.52–57 To specifically find maximal Bell violations
using only feedback from the measurements of the entangled pho-
tons, computational studies using various optimization techniques
and machine learning have been investigated,58–64 but experimen-
tally only a free space implementation with slow motorized wave-
plates and higher insertion loss at 800 nm has been studied.65

Metroscale quantum networks will utilize near-IR photons trans-
mitted over an optical fiber—a medium that introduces inherent
polarization unpredictability that is absent in free-space. Moreover,
the commercially available piezoelectric polarization actuators used
here have ultra-low insertion loss and are electrically actuated, with-
out the need for rotating waveplates. The experiment reported here
thus represents a more practical and realistic setting for quantum
networks.

We report here on an experiment to find the optimal ori-
entation for the four needed projection vectors using a time and
polarization multiplexed detection system modeled after the QKD
experiment by Grünenfelder et al.66 This setup has a few key advan-
tages: it reduces the number of detectors needed by half, which
are often the most expensive optical component, and it allows the
value of S to be determined in one measurement integration period
without needing to toggle between different polarization settings,
which could otherwise introduce hysteresis errors in the polariza-
tion actuators. Our entanglement source also allows us to tune the
amount of entanglement shared between two observers by vary-
ing the relative arrival time of two photons at an entangling 50/50
beam splitter. Using this setup, we examined several optimization
algorithms’ ability to maximize the CHSH inequality in the presence
of different levels of entanglement. The methods we investigated
were Nelder–Mead optimization,67 stochastic gradient descent, and
Bayesian optimization.68

This paper is organized as follows: we begin with a brief
overview of the CHSH parameter given random fiber birefrin-
gence and polarization controller transformations. Following this
is a description of our entanglement generation and our time-
multiplexed measurement setups. Finally, we present experimental
data on the three optimization algorithms when different levels of
entanglement are shared by two parties, Alice and Bob.

II. THEORY ON CHSH PARAMETER ESTIMATION
The value of the CHSH parameter, S, is calculated using four

sets of local measurements from two separated parties, Alice and
Bob, on a two particle quantum state ρ̂. To describe S, we assume
that Alice performs polarization-resolved measurements along two
different projection directions denoted by the unit vectors a1 and
a2 in Stokes space. Bob likewise performs his polarization-projected
measurements along directions b1 and b2. For two qubits, the CHSH
parameter40 is

S(a1, a2, b1, b2) = Tr (ρ̂Â1 ⊗ B̂1) + Tr (ρ̂Â1 ⊗ B̂2)
+ Tr (ρ̂Â2 ⊗ B̂1) − Tr (ρ̂Â2 ⊗ B̂2), (1)

where, for example, Âi = ai ⋅ σ and ai is the Stokes measurement pro-
jection direction for Alice’s ith measurement and σ = (σ1, σ2, σ3)
are Pauli matrices.2 This is the same for Bob’s jth measurement
B̂ j = b j ⋅ σ. When the shared state is the maximally entangled singlet
state ρ̂ = ∣Ψ−⟩⟨Ψ−∣, where ∣Ψ−⟩ = 1/

√
2(∣HaVb⟩ − ∣VaHb⟩), Eq. (1)

reduces to

S(a1, a2, b1, b2) = −(a1 ⋅ b1 + a1 ⋅ b2 + a2 ⋅ b1 − a2 ⋅ b2). (2)

Using the well-known Bell linear polarization projection ori-
entations a1 = (1, 0, 0), a2 = (0, 1, 0), b1 = 1/

√
2(1, 1, 0), and

b2 = 1/
√

2(1,−1, 0), we get the maximal Bell violation ∣S∣ = 2
√

2.
The CHSH parameter S can be experimentally measured using

the coincidence counts from the four combinations of Alice’s and
Bob’s two measurement bases,

S = C(a1, b1) + C(a1, b2) + C(a2, b1) − C(a2, b2),

C(a, b) = N++(a, b) +N−−(a, b) −N+−(a, b) −N−+(a, b)
N++(a, b) +N−−(a, b) +N+−(a, b) +N−+(a, b) ,

(3)
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where C(a, b) is typically referred to as the correlation measure and
N+−(a, b), for instance, is the coincidence count between Alice’s
plus detector and Bob’s minus detector for an integration time T,
where the polarization measurement projections on ρ̂ given the fiber
and Alice’s and Bob’s polarization controllers’ rotational transfor-
mations are a and b. The correlation measure is the sum of the
probability that like detectors fire together (++ and −−) minus the
probability that opposite detectors fire together (+− and −+). For
example, the probability that +− detectors fire together is

P+− =
N+−(a, b)

N++(a, b) +N−−(a, b) +N+−(a, b) +N−+(a, b) . (4)

In maximizing the CHSH parameter, the optimal orientation for the
measurement projection directions is for a1 and a2 to lie within the
plane spanned by b1 and b2. In particular, a1 = 1

√

2
(b1 + b2) and

a2 = 1
√

2
(b1 − b2).

Alice can adjust the relative orientation of her measure-
ment bases by preceding her receiver by a polarization controller.
Figure 1(a) shows the configuration of the polarization controllers
employed here, which use piezoelectric transducers to produce a
voltage-controlled retardance. Three independent stages, nominally
oriented at 0○, 45○, and 0○, provide sufficient degrees of freedom
to adjust and orient the projection direction a arbitrarily on the
Poincaré sphere. The cumulative transformation of the controller
can be described as a product of three rotation matrices,

RPC(V1, V2, V3) = R3(r3, θ3(V3))R2(r2, θ2(V2))R1(r1, θ1(V1)),
(5)

where V i is the voltage applied to the ith piezoelectric actuator and
R(r, θ) is a 3 × 3 matrix describing a rotation by an angle θ about a
unit Stokes vector r,69

R(r, θ) = (rr⋅) + sin θ(r×) − cos θ(r × r×). (6)

This analysis would apply for any polarization controller that uses
fixed-axis, variable-retardance actuators, including liquid crystals

or electro-optic controllers. In principle, the three input voltages
could be computed based upon observations in order to reverse the
polarization misalignment.28,70 However, for the piezoelectric con-
trollers used here, the dependence of θi on the applied voltage V i
and the orientation ri are unknown a priori and can exhibit hys-
teresis under large steps. The optimization methods reported here
therefore treat RPC as a black box with three voltage inputs that are
adjusted iteratively.

As shown in Fig. 1(b), if the photon emerging from the con-
troller is detected using a polarizing beam splitter and photon
counters, the preceding polarization controller can arbitrarily steer
the polarization projection a. To resolve the photon along two inde-
pendent directions, a non-polarizing 50/50 coupler can be used to
randomly pass the photon to one of two polarizing beam splitters,
which define a1 and a2 as shown in Fig. 1(c). In this configuration,
the relative angle between a1 and a2 is preserved by the up-stream
polarization controller. Figure 1(d) shows the arrangement used
here, in which the four output channels are polarization multiplexed
with a relative time delay ΔT.66 This configuration allows two detec-
tors to distinguish between four different outcomes by their relative
arrival times.

III. EXPERIMENT
Figure 2 shows the experimental apparatus used to create and

measure polarization-entangled photons. Polarization-entangled
photons are generated from the arrival of two cross-polarized pho-
tons produced from a type-II spontaneous parametric downcon-
version (SPDC) process at an entangling 50/50 beam splitter. This
process is described more extensively in prior work.56

This setup affords us specific control over the amount of
entanglement generated by controlling the temporal overlap of the
two cross-polarized (horizontal and vertical) photons at the entan-
gling beam splitter from a controllable time delay stage (τ) in
one arm of the entangling interferometer. When Alice and Bob
post-select on events that are measured by both parties, the out-
put state is cast into a superposition of a pure maximally entangled

FIG. 1. (a) Schematic of our piezoelectric actuator polarization controller. Four in-series actuators expand due to an applied voltage, V i , and compress the fiber along specific
orientations around the circumference of the fiber. The photons get rotated by a total rotational transformation of RPC. The photons can be projected onto two projection bases,
a1,2, from toggling known polarization transforms controlled by the polarization controller (b), from probabilistic splitting of a 50/50 beam splitter and four photon detectors (c),
or from probabilistic splitting of a 50/50 beam splitter and two photon detectors from a polarization and time-multiplexed setup (d).
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FIG. 2. Experimental diagram of our polarization entanglement generation setup and our time-multiplexed polarization detection system, both outlined in purple. Entangle-
ment is controlled through the temporal overlap of each photon (τ), at a 50/50 beam splitter. SMF: single-mode fiber, PMF: polarization-maintaining fiber, AR: anti-reflection
coating, LPF: longpass filter, PC: polarization controller, BPF: bandpass filter, Ra(Rb): rotational transformation of Alice’s (Bob’s) fiber span, PBS: polarization beam splitter,
BS: beam splitter, and TCSPC: time-correlating single-photon counting module.

state, ∣Ψ−⟩⟨Ψ−∣, and a classically correlated mixed state, ρ̂class
= 1

2(∣HV⟩⟨HV ∣ + ∣VH⟩⟨VH∣),15,71

ρ̂ = C∣Ψ−⟩⟨Ψ−∣ + (1 − C)ρclass =
1
2

⎛
⎜⎜⎜⎜
⎝

0 0 0 0
0 1 −C 0
0 −C 1 0
0 0 0 0

⎞
⎟⎟⎟⎟
⎠

, (7)

where C is the concurrence of ρ̂ and defines the amount of entan-
gled vs classical correlation between the two exiting photons. With
central frequency ω0 and bandwidth Δω for each photon, the
concurrence can be written as

C = e−Δω
2τ2

, (8)

where τ is the controllable time delay between the photons incident
on the entangling beam splitter. The bandwidth, Δω, is related to
the full-width-half-maximum (FWHM) of the filter measured to be
1.4 nm,56

ω = πcΔλFWHM√
2 ln 2λ2

0
= 0.46 rad/ps. (9)

Imperfections in the splitting ratios of the entangling beam split-
ter, the relative location and spectral width of the filters, white
noise sources, and the polarization orientation of the classically
mixed state can have an impact on the density matrix, CHSH para-
meter, and entanglement quality. The impact of these can be seen in
Appendixes A and B and in Brewster et al.30 When the polarization
projection directions are optimally aligned, substituting Eqs. (7) and
(8) into (1) gives

∣S(τ)∣ =
√

2(1 + e−Δω
2τ2

). (10)

The maximal Bell violation of 2
√

2 occurs for τ = 0. This theo-
retical line, data from our experiment, and the linear fit of ∣S(τ)∣
= A + Be−Δω

2τ2
are shown in Fig. 3. The fit parameters, A and B, are

discussed in relation to experimental imperfections in Appendixes A
and B.

The alignment for the linear polarization basis, shown within
Fig. 3(a), was done using a classical 10 mW CW 1544 nm pilot
tone with a polarimeter and powermeters to measure all eight out-
put ports of a1, a2, b1, b2. The alignment of the proper projection
directions, say a1 to (1, 0, 0), was done by first adjusting the PC
after the pilot tone until the polarization state recorded by the
polarimeter was (1, 0, 0), and then, Alice’s piezoelectric actuator
PC was adjusted until all power was transmitted through the pos-
itive port of a1’s polarization beam splitter and near zero through
the negative port. This was done for a2 to (0, 1, 0) through the
same method; only a manual polarization controller before a2 was
adjusted, leaving a1 unchanged. The same technique was used to
align b1 to 1/

√
2(1, 1, 0) and b2 to 1/

√
2(1,−1, 0). The alignment

pilot tone and polarimeter were inserted into one of the entangling
interferometer arms with a 99/01 beam splitter to minimize pho-
ton loss from the SPDC source, but to still permit classical power
measurements above the powermeters’ noise floor. After aligning
to the known maximal projection directions, turning off the pilot
tone, disconnecting the powermeters, and reconnecting the super-
conducting single photon counting nanowire detectors (SNSPDs),
care was taken to attempt to align the two photon’s polarization
within the entanglement interferometer arms to the horizontal and
vertical polarization orientations set by a1. In theory, near-perfect
alignment to the horizontal and vertical polarization direction is
possible, but was not achieved here due to uncontrolled polariza-
tion rotations from the need to disconnect fibers. More details are
provided in Appendixes A and B.
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FIG. 3. (a) Measurement of the projec-
tors a1,2 and b1,2. (b) CHSH parameter
as a function of the temporal mismatch of
the two photons at our entangling 50:50
beam splitter. A fit to the data ∣S(τ)∣
= A + Be−Δω

2τ2
is shown in red along-

side the theoretical line in blue from
Eq. (10). Error bars on the measured
data are determined from Poisson shot
noise.

The two spatially separated receivers (here denoted Alice and
Bob) each include a fiber-based polarization controller with four
piezoelectric actuators [General Photonics PolaRITE III], 50/50
beam splitters, polarization beam splitters, a pair of SNSPDs with
quantum efficiencies up to 80% [Opus One, Quantum Opus LLC.],
and a time-correlating single-photon counting (TCSPC) instrument

[ID900, ID Quantique], where real time coincidence measurements
can be processed and the results can be fed back to the upstream
polarization controllers.

The polarization and time-multiplexed detection setup that
both Alice and Bob have has been constructed so that the path differ-
ence between a photon heading toward a1 is 49 cm (2.35 ns) shorter

FIG. 4. (a) Example of a 16 peak signal from the four histograms across Alice’s and Bob’s two detectors (±±) due to the time-multiplexed setup of Fig. 2. The detector pair
used for each histogram is given in the top right of each plot. These measurements were made after a Nelder–Mead optimization routine maximized the CHSH parameter
with a final value of ∣S∣ = 2.56. The total counts within each colored portion can be used to determine the coincidental probabilities from Eq. (4). Within the first plot, the
temporal separation of the four signals is shown with respect to the temporal delays, ΔTa and ΔTb, from the different paths within the polarization and time-multiplexed
setup. (b) For ideal S = 2

√

2 and state ρ̂ = ∣Ψ−⟩⟨Ψ−∣, the probability should be either 1
4
(1 ± 1√

2
) ≈ 0.07 or 0.43, shown as the orange dashed line with respect to

measured probabilities.
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than the photon heading toward a2. Similarly, the photon heading
toward b1 experiences a 20 cm (0.96 ns) shorter path than a pho-
ton heading toward b2, leaving ΔTa ≈ 2ΔTb. All other fiber paths
within the detection setup were kept as close to equal as possible.
The coincidence peaks in our experiment exhibit a statistical width
of ∼300 ps due to timing jitter in detection, and the path delays of
roughly 1 and 2 ns were chosen to ensure that the correlation peaks
are clearly distinguishable. In this configuration, the interarrival
time histogram between one of Alice’s detectors and one of Bob’s
detectors will exhibit four distinct correlation peaks, representing
early–early, late–early, early–late, and late–late photons. This tem-
poral correlation pattern can be measured even though the photons
are continuous-wave (not pulsed) and spontaneously generated.
This allows us to make the 16 different measurement combina-
tions needed within Eq. (3) in one time integration period without
toggling between polarization projection directions for Alice and
Bob. An example of a given 16 signal coincidence measurement and
the related joint detection probability, leading to a Bell violation
(S = 2.56), is shown in Fig. 4.

One assumption of this method is that the photon-counters can
detect both polarization states with comparable efficiency. Because
the superconducting nanowire detectors employed here have a

polarization-dependent efficiency, a manual polarization controller
(not shown) was inserted prior to each detector in order to equal-
ize the quantum efficiency between the early and late arriving
photon channels. If the efficiencies are not equalized, the result-
ing polarization dependent loss (PDL) can impact the count rates
and alter the calculated CHSH value (3). We note that newer
nanowire constructions such as winding different nanowire geome-
tries together in stacks, using spiral winding geometries, or stack-
ing different materials with near-field optic effects can reduce this
polarization-dependent efficiency.72–75

An example of Alice’s and Bob’s measurement bases before and
after Alice tries to align to a random configuration of Bob’s mea-
surement bases from the maximization of S is shown in Fig. 5. The
orientation of the projection bases is determined with the pilot tone
laser and powermeters; like before, only Alice’s and Bob’s down-
stream PCs are left untouched and only the PC after the pilot tone
is adjusted until it finds the orientation that maximizes the power
through the positive port of that projection base. The insets of Fig. 5
show an initially arbitrary orientation of Alice’s and Bob’s projection
bases, but after the maximization of S, Alice’s and Bob’s projection
bases are nearly interleaved on the same plane, shown as red and
blue dashed lines, as is expected.

FIG. 5. Representative example of maximizing the CHSH
parameter by changing the voltages of Alice’s polariza-
tion controller. Here, the optimization algorithm was the
Nelder–Mead method. The orientation of Alice’s and Bob’s
projection direction is measured before and after maxi-
mizing the CHSH parameter using the alignment method
mentioned in the body and shown above the CHSH plot.
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IV. FINDING MAXIMAL CHSH VIOLATIONS
Being able to change the relative degree of entanglement

between Alice and Bob allowed us to examine how various opti-
mization algorithms compare to each other in a real-world setting.
Nelder–Mead methods have been used in quantum experiments on
entangled photons to orient measurement frames and determine
CHSH values.56,65,76 Stochastic gradient descent methods have been
used for aligning measurement bases for BB84 QKD protocols.26,54,58

Bayesian optimization algorithms have been used for control of fil-
ters and polarization controllers to maximize the indistinguishability
of two photons.55 This prior work motivated us to compare these
algorithms in our experiment to maximize the CHSH parameter for
photon pairs with varying entanglement qualities.

The Nelder–Mead method, also known as the downhill simplex
method, creates a four-vertex tetrahedral simplex in the 3D para-
meter space defined by the voltages on the first three piezoelectric
actuators within Alice’s polarization controller. It iteratively modi-
fies the simplex vertex voltages until they converge on a setting that
maximizes the CHSH parameter.67 Since the CHSH parameter is
maximized through the relative location of Alice’s and Bob’s projec-
tor when they share the singlet state, only one person’s polarization
controller needs to be varied. This algorithm has the advantage
that it does not require knowledge of the function’s derivative,
which would require additional measurements and whose measured
accuracy can be low when the system has significant noise. The
Nelder–Mead algorithm used in our experiment and simulations is
implemented using Python’s SciPy library.77

The stochastic gradient descent algorithm is an iterative
method that moves through parameter space along randomized
directions using gradient estimates along those directions. For our
3D parameter space having only one direction along which to eval-
uate the gradient saves four measurements compared to if the total
derivative were to be estimated. The method works by first selecting
a random direction in 3D parameter space, Vrand, and evaluating the
symmetric derivative,

ΔSn(Vn) =
S(Vn + dVVrand) − S(Vn − dVVrand)

2dV
, (11)

and the next parameter point is then updated to

Vn+1 = Vn + λ ⋅ ΔSn(Vn) ⋅Vrand. (12)

The hyperparameters λ and dV control how much to step in the
direction of the gradient and how much to step in parameter space.
For large values of λ, convergence can become a problem due
to oscillations about the extrema, and for small values of λ, the
algorithm converges slowly. Noise can impact the accuracy of the
derivative estimate for too small of a value for dV , but too large
of a value of dV can cause an inaccurate symmetric derivative. In
addition, if the polarization controllers display hysteresis, all volt-
age jumps should be as small as possible. The optimum values
were determined through simulations and found to be λ = 0.8 and
dV = Vπ/12. For details on how these were determined, see
Appendixes A and B.

Bayesian optimization uses prior knowledge from measure-
ments to build a probability distribution over possible functions to

fit the measured data. Here, measurements are values of the CHSH
parameter with the variables being the voltages on Alice’s polariza-
tion controller. The probability distribution of possible functions
is generated through the use of a Gaussian process. Because there
is a probability distribution over possible fitting functions, it is
possible to calculate a mean function and variances to indicate confi-
dence regions. More details about how Bayesian optimization works
is given in Appendixes A and B. Using the mean function and
the variances, an acquisition function then picks the next point in
parameter space, weighing areas of parameter space that are not
sampled (exploration) and areas where the mean function is esti-
mated to be maximal (exploitation) with some built in exploration
vs exploitation trade-off setting established. When exploitation is
preferred, the acquisition function picks points where the mean
function is maximal with smaller regard to the variance caused
from unsampled parameter space locations, but if exploration is pre-
ferred, the acquisition function’s next point is skewed to unsampled
parameter space. Both the Gaussian process covariance kernels and
acquisition functions have different functional forms and hyperpa-
rameters that come with them. For a full mathematical description of
Gaussian process Bayesian optimization and its application to opti-
mizing photon indistinguishability, see the recent work of Cortes
et al.55 We implement Bayesian optimization through the use of
the Python package bayes_opt78 for its ease of implementation.
Due to hysteresis in our polarization controllers, we chose hyper-
parameters that biased toward nearby parameter space exploitation
rather than exploring non-sampled parameter space because they
performed better. The acquisition function that performed the best
in our simulations was the upper confidence bound with hyper-
parameter κ = 0.4 and Gaussian process kernel hyperparameter
α = 10−8.

We used these methods to analyze experiments with various
amounts of entanglement to determine how well they perform rela-
tive to each other. For ten different delay values, τ, we determined
the maximum CHSH parameter each method attained relative to
Eq. (10). At each τ value, we performed ten alignment procedures
to maximize the CHSH parameter for each method: Nelder–Mead,
Bayesian optimization, and stochastic gradient descent. For each
given alignment, we randomly assign each piezoelectric actuator in
Bob’s polarization controller a value in [0, Vπ] to randomize the
location of his projectors, b1,2, relative to Alice’s projectors a1,2.
Alice’s initial polarization controller is set to the middle of her
parameter space V0 = [Vπ/2, Vπ/2, Vπ/2] so that going outside the
bounds (V < 0 and V > Vπ) occurs rarely within the algorithm.
When this does happen, the control code converts the voltage val-
ues used by the algorithm to be in the range [0, Vπ] by modulo Vπ ,
which may introduce hysteresis effects if frequent jumps across this
boundary occur. Note that reset-free actuation is possible but was
not implemented here.79

Several results using different values of τ can be seen in
Fig. 6(a), where each faint orange, blue, and green line represents
one of the ten runs for the Nelder–Mead, Bayesian optimization,
and stochastic gradient descent algorithms, respectively. For all three
algorithms, the best vertex found up to that point is plotted since not
every sampled parameter space point yields a better CHSH value, as
can be seen from the Nelder–Mead example shown in Fig. 5. The
bold lines are the averaged convergence behavior across the 10 runs
on their historical staircasing ascent.
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FIG. 6. (a) Experimental data comparing the Nelder–Mead (orange), Bayesian optimization (blue), and stochastic gradient descent (green) methods for maximizing the
CHSH parameter. In the top left, τ = 0, Alice and Bob share the approximately maximally entangled singlet state. For increasing values of τ, the entanglement shared by
Alice’s and Bob’s photons decreases, thereby reducing their ability to violate Bell’s inequality. Light lines represent the individual alignment runs, and bold lines are the
statistical average of the 10 runs. Each measurement of S was based on an integration time of 5 s. The dashed lines show the final averaged S values the optimization
algorithms converged to. (b) The average final convergence S value from each optimization method as a function of the relative delay within the entanglement interferometer.

The first observation one can make is that the Nelder–Mead
and Bayesian optimization in general start with a higher CHSH
value than the stochastic gradient descent. This is because they ini-
tially sample four points around, including V0, and each point may
generate up to four CHSH values depending on where the minus
sign is located within (1). This amounts to changing one of the four
projectors to its orthogonal counterpart, as an example a2 → −a2.
After this initial sampling, both the Nelder–Mead and Bayesian opti-
mization algorithms then maximize the CHSH parameter that was
highest. When τ = 0, both the Nelder–Mead and Bayesian optimiza-
tion algorithms essentially found states where S > 2 (i.e., greater than
the classical limit) in the first four measurements. This shows the
effectiveness of random measurements that has been demonstrated
for pairs of qubits, N qubits, and also higher dimensional quantum
states.80,81 This is in contrast to the stochastic gradient descent algo-
rithm that must pick one of the four CHSH values to maximize at
the beginning and therefore does not get the potential initial boost
from reducing parameter space by picking one of the four CHSH
parameters that is maximal near the initial starting condition.

Another observation is that the stochastic gradient descent
takes about twice as long to reach a steady state value. This is largely
because each of these algorithms takes roughly the same number of
iterations to converge to a maximum (≈30 iterations), but the gra-
dient calculation requires two evaluations of the CHSH parameter
at each iteration. The stochastic gradient descent and Nelder–Mead
algorithms both perform nearly identically when looking at the
final values they converge to. The Bayesian optimization appears

to perform the worst in finding the true maximum. This is largely
attributed to the hysteresis effects of the polarization controllers and
the large jumps the Bayesian optimization algorithm performs to
sample unknown regions of parameter space. This happens even
when the acquisition function is still weighted for exploitation rather
than exploration. After returning from sampling a distant region
of parameter space, the polarization settings that were giving near-
optimal CHSH parameter values are now slightly altered, but all past
priors do not take this into account. Since gradient based and also
simplex based algorithms, to some extent, do not have this chang-
ing parameter space memory problem, they are not as affected by
hysteresis.

The final CHSH value the averaged methods converged to is
plotted vs the temporal mismatch τ in Fig. 6(b). As was stated earlier,
the Nelder–Mead and stochastic gradient descent perform nearly
identically and reproduce the results from the optimal configura-
tion shown in Fig. 3 with Bayesian optimization performing slightly
worse. All the optimization methods can detect a Bell violation up
for τ < 1.3 ps. The density matrix with this τ has a concurrence
of ≈0.42, which means that the photons are still entangled, but the
entanglement can no longer be detected by Bell’s inequalities.

V. CONCLUSION
Rather than performing measurement intensive quantum state

tomography to estimate the entanglement quality, proving the vio-
lation of a Bell’s inequality is a much easier experimental task. An
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evaluation of the CHSH parameter can give a quantitative mea-
sure of the entangled systems’ concurrence, or entanglement quality.
This still requires the careful alignment of two parties’ measure-
ment bases, which is difficult in a fiber optic environment. In this
paper, we have experimentally demonstrated the ability to find
the optimal configuration of Alice’s polarization controller, when
Alice and Bob share entangled photon pairs, which maximizes the
violation of Bell’s inequality in the presence of uncontrolled bire-
fringent fiber spans. We investigated several iterative optimization
methods that have been used within the quantum communication
literature—namely, Nelder–Mead optimization, stochastic gradient
descent, and Bayesian optimization—for their ability to maximize
the CHSH parameter. These methods were tested using various
levels of entanglement shared between the photons sent to Alice
and Bob. All three methods were able to violate Bell’s inequal-
ity for a temporal mismatch in our entangling interferometer of
τ < 1.3 ps, corresponding to an entanglement concurrence value of
0.42. The Nelder–Mead and Bayesian optimization found the opti-
mum condition the quickest, while the Nelder–Mead and stochastic
gradient descent were the most accurate in finding the optimum
value.

Our experiment used a polarization and time-multiplexed
detection system that reduces the experimental demands on pho-
ton detection instruments. Using half the number of detectors allows
off-the-shelf coincidence counting electronic boards to process the
16 signals in real time so that feedback measurements can be sent
upstream for polarization control. In addition, this time-multiplexed
detection system is more robust to polarization controller hysteresis
problems, where jumping between two nonorthogonal polarization
projection bases introduces measurement errors. This setup and
evaluation methods may prove useful for the entanglement quantifi-
cation of distributed entangled particles in future quantum networks
where no alignment pilot tones are used and only feedback signals
from the entangled particles are leveraged.
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APPENDIX A: IMPAIRMENTS ON CHSH PARAMETER

Experimental imperfections can impact the density matrix,
Eq. (7), and also the CHSH parameter. Appendix A 1 deals with
spectral imperfections in the entanglement interferometer, and
Appendix A 2 deals with deviations from general photon indistin-
guishability and polarization misalignment between the classically
mixed state and the projection bases of Alice and Bob.

1. Filter impairments
Instead of having identical filters in the entanglement interfer-

ometer, let us assume that the two filters can differ in both spectral
width and location. The emitted photon pair coming out of the
PPKTP waveguide is best described by state

∣ψ⟩ = ∫ dωsdωi f0(ωs,ωi)â†
x(ωs)â†

y(ωi)∣0⟩, (A1)

where x (y) is the horizontal (vertical) polarization and f0 is the joint
spectral distribution for the signal and idler photons ωs,i. For con-
tinuous wave pump sources with pump frequency ωp, pumping a
second-order nonlinear waveguide with length L, the joint spectrum
is seen to produce a sinc profile,

f0(ωs,ωi)∝ sinc(Δk(ωs,ωi)L
2

)
√
δ(ωs + ωi − ωp), (A2)

where Δk = kp(ωp) − ks(ωs) + ki(ωi) − 2π
Λ is the quasi-phase match-

ing bandwidth of the PPKTP waveguide. The delta function, δ(ωs +
ωi − ωp), is there for energy conservation in the downconversion
process. The polarization beam splitter sends the horizontal photon
to the x path and the vertical photon to the y path. Both photons
undergo filtering in their paths due to tunable bandpass filters. Each
filter can be assumed to be of Gaussian form with a center frequency
Ωx,y and bandwidth Δωx,y,

f filter(ω)∝ exp
−(ω −Ω)2

2Δω2 . (A3)

If the filters are narrower than the central sinc width, then the joint
spectrum can be approximated as

f0(ωs,ωi)∝ exp
−(ωs −Ωx)2

2Δω2
x

exp
−(ωi −Ωy)2

2Δω2
y

×
√
δ(ωs + ωi − ωp). (A4)

In Ref. 82, the CHSH parameter is determined through the formula

S(τ) =
√

2(1 + K(τ)
I
) (A5)
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for integral quantities

I = 1
2 ∫ dωsdωi∣ f0(ωs,ωi)∣2, (A6)

K(τ) = 1
2 ∫ dωsdωiei(ωs−ωi)τ f ∗0 (ωi,ωs) f0(ωs,ωi). (A7)

Assuming small central frequency and frequency width errors
Ωx = Ωy + ε = Ω and Δωx = Δωy + δ = Δω gives a value for S(τ) as
shown as follows:

S(τ) =
√

2(1 + exp
⎡⎢⎢⎢⎢⎣
−
(2Δω2ε + (δ2 + 2Δωδ)(ωp − 2Ω))2

4Δω2(Δω + δ)2[Δω2 + (Δω + δ)2]

⎤⎥⎥⎥⎥⎦

× exp [− Δω
2(Δω + δ)2τ2

Δω2 + (Δω + δ)2 ]). (A8)

The first exponential term represents the reduction factor from the
ideal case of S(τ = 0) = 2

√
2. For Ω = ωp/2, it is interesting to note

that any ε ≠ 0 reduces S, but increasing the relative width of one filter
with respect to the other enhances S.

2. Photon indistinguishability and the orientation
of the classically mixed state

In general, even when τ = 0, the temporal overlap of the two
cross-polarized photons at our entangling 50/50 beam splitter will
not produce the ∣Ψ−⟩ state 100% of the time. This could be due
to the filter imperfections, shown above, transmission and reflec-
tion coefficients that differ from the ideal 50/50 ratio,30 and other
frequency and temporal mode imperfections. In fact, this is identi-
cal to the reason why, when polarization aligned photons meet at
a 50/50 beam splitter, the extinction of coincidences from the exit
ports of the beam splitter never perfectly reaches zero.82 This experi-
ment, often named the HOM experiment, gives a measure of the two
photons indistinguishably.83 The visibility, VHOM, is the ratio,

VHOM =
N(τ →∞) −N(τ = 0)

N(τ →∞) , (A9)

where τ is the relative temporal delay between the two photon wave
packet at the beam splitter and N is the coincidence rate at the exit
ports. Accounting for this, we can modify our density matrix for
experiment, Eq. (7), by letting C = VHOMe−Δω

2τ2
.

In addition to deviations from having identical photons, hav-
ing Alice’s and Bob’s projection measurements be at orientations
different from the polarization of the classically mixed state will
impact the value of S. Assuming Alice and Bob measure at the
normal linear polarization orientations, a1 = (1, 0, 0), a2 = (0, 1, 0),
b1 = 1/

√
2(1, 1, 0), and b2 = 1/

√
2(1,−1, 0), but that the classically

mixed polarization state is created on the basis

ρ̂class =
1
2
(∣nn�⟩⟨nn�∣ + ∣n�n⟩⟨n�n∣), (A10)

where ∣n⟩ = cos(θ/2)∣H⟩ + eiϕ sin θ/2∣V⟩ and ∣n�⟩ = −e−iϕ sin(θ/2)
∣H⟩ + cos θ/2∣V⟩. Written out in detail, the classically mixed density
matrix is

ρ̂class =
1
2

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1
2

s2 −cse−iϕ −cse−iϕ −1
2

s2e−i2ϕ

−cseiϕ 1 − 1
2

s2 −1
2

s2 cse−iϕ

−cseiϕ −1
2

s2 1 − 1
2

s2 cse−iϕ

−1
2

s2ei2ϕ cseiϕ cseiϕ 1
2

s2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

, (A11)

where s = sin θ and c = cos θ. The density matrix of our experiment
is then written as

ρ̂ = VHOMe−Δω
2τ2

∣Ψ−⟩⟨Ψ−∣ + (1 − VHOMe−Δω
2τ2

)ρ̂class. (A12)

Plugging Eq. (A12) into (1) gives a CHSH parameter,

∣S(τ)∣ =
√

2[1 + VHOMe−Δω
2τ2

− (sin θ sin ϕ)2(1 − VHOMe−Δω
2τ2

)]

=
√

2[1 + VHOMe−Δω
2τ2

− ∣n ⋅ ŝ3∣2(1 − VHOMe−Δω
2τ2

)]

=
√

2[1 + VHOMe−Δω
2τ2

− (cos φ)2(1 − VHOMe−Δω
2τ2

)],
(A13)

where n is the Stokes vector from the Jones projection vector ∣n⟩,
ŝ3 is the Stokes unit vector in the right circular polarization direc-
tion, and φ is the angle between n and ŝ3. With φ = 0, we recover
the CHSH parameter expression given within Brewster et al.82 The
maximum CHSH parameter value attainable at τ = 0 is between
a maximum value of ∣S∣ =

√
2(1 + VHOM) and a minimum value

∣S∣ =
√

2(2VHOM) depending upon φ. The HOM visibility for our fil-
tered SPDC source was measured with a maximum value of 93%.56

The theoretical best CHSH parameter given this HOM visibility is
between S = 2.63 and S = 2.73 dependent on the orientation of the
classically mixed state.

Brewster et al. have shown that any additional experimental
white noise added to the source by the transformation ρ̂→ ηρ̂ + 1−η

4 Î
affects the CHSH parameter by a scaling term ∣S(τ)∣→ η∣S(τ)∣.30

Measuring ∣S(τ)∣ along the linear polarization directions is shown in
Fig. 3, along with a fit to ∣S(τ)∣ =

√
2A + Be−Δω

2τ2
. Using Eq. (A13),

the fit parameters are determined to be A = η(1 − cos2 φ) = 1.00
and B =

√
2ηVHOM(1 + cos2 φ) = 1.57. Assuming the best visibil-

ity VHOM = 0.93, the white noise term is found to be equal to
η = 0.95 and the misalignment term cos2φ = 0.25. This equates to
a misalignment from the linear polarization equator of 30○.

APPENDIX B: HYPERPARAMETERS FOR BAYESIAN
OPTIMIZATION AND STOCHASTIC GRADIENT
DESCENT

To simulate our experiment, we use Eq. (1), where ai and bj for
i, j ∈ {1, 2} are initially randomly distributed to simulate the fiber’s
birefringence with the condition a1 ⋅ a2 = 0 and likewise b1 ⋅ b2 = 0.
Alice’s polarization controller then rotates her projectors to new
states,

ai → RPC(θ1, θ2, θ3)ai = R(ŝ1, θ3)R(ŝ2, θ2)R(ŝ1, θ1)ai (B1)
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with R(r, θ) = (rr⋅) + sin θ(r×) − cos θ(r × r×), where r is the rota-
tion vector around which the polarization projection directions
rotate by angle θ. The exact values for θi are determined by the
algorithm and the prior values for S with the goal of iteratively
converging to the maximal condition of S→ 2

√
2.

1. Bayesian optimization
For an introduction to Bayesian optimization and application

of Bayesian optimization to the task of engineering photon indis-
tinguishability, see the textbook Bayesian Optimization by Garnett68

and the paper of Cortes et al.55 Bayesian optimization attempts to
find the maximum of an objective function ϕ(x), where the vari-
able x ∈ RD and D is the dimension size of the input variables. Here,
our objective function is the CHSH parameter and the variable is
θ = (θ1, θ2, θ3) ∈ R3. In pursuit of this goal, the Bayesian optimiza-
tion incrementally builds a probabilistic model of our objective
function, which reflects the current knowledge of it from prior
measurements. The probabilistic model is generated via a Gaus-
sian process (GP). A GP generates a probabilistic distribution of
functions over the domain,

p( f , D ) = GP( f ;μ, K), (B2)

where μ is a mean function, K is a positive semidefinite covari-
ance function (or kernel), and D is the total sampled data defined
as D = (y, X). The quantities y = {y1, y2, . . . , yn} are samples of the
objective function using input parameters X = {x1, x2, . . . , xn}. The
mean function μ(x) is the average value over all functions in the dis-
tribution for all points x within the parameter space. The covariance
function determines how deviations from the mean are structured,
encoding expected properties of the function’s behavior. Intuitively,
one can think of a GP as analogous to a function, but instead of
returning a scalar f(x) for an arbitrary x, it returns the mean and
variance of a normal distribution over the possible values of f at x.
Importantly, the mean function and knowledge of the variance can
be used within the acquisition function, defined below, to determine
where the best point in parameter space to sample next.

Common kernels are the squared exponential covariance
kernel,

K(x, x′) = exp(−∥x − x′∥2

2α2 ) (B3)

with α being a hyperparameter length scale, which ensures that
nearby points have similar function values, and the Matern kernel,

K(x, x′) = 1
Γ(ν)2ν−1 (

√
2ν
α
∥x − x′∥2)

ν

×Kν(
√

2ν
α
∥x − x′∥2) (B4)

with Γ being the Gamma function, Kν being the modified Bessel
function, and ν being a hyperparameter that controls the smooth-
ness of the function. The GP is updated using Bayesian inference via
Bayes’ theorem where new measurements of the objective function
change the probabilistic model to better fit the data. Bayes’ theorem,
at a simple level, can be stated as the posterior probability of a model
M given data D are proportional to the likelihood of D given M
multiplied by the prior probability of M,

p(M∣D )∝ p(D ∣M)p(M). (B5)

To sample efficiently, Bayesian optimization uses an acquisition
function on the GP (after a new measurement) and the acquisition
function generates the best point to sample the objective function
next. Like GP kernels, many acquisition functions exist, such as the
probability of improvement, expected improvement, and upper con-
fidence bound (UCB). An optimization of the acquisition function
over all possible points within the parameter space determines the
next sample point. As an example, the UCB acquisition function is

aUCB = μ(x) + κσ(x). (B6)

When the hyperparameter κ is large, the acquisition function will
be maximal in locations where the uncertainty, σ, is large giving
exploratory behaviors to the optimization process. When κ is small,
the acquisition function will be maximal in locations closer to the
maximal of the mean function.

An extensive examination of different Bayesian kernels and
acquisition functions, as done in Cortes work, was not done here
and remains a project for future investigation. Instead, we used
Cortes’ findings that the Matern kernel is the optimal kernel with
ν = 5/2 and the upper confidence bound acquisition function being
the optimal acquisition function. Since Cortes was also concerned
with photon polarization, along with temporal alignment and spec-
tral filtering for photon indistinguishability, this assumption seems
to be a good starting point. We numerically simulated various size
hyperparameters, α within the Matern kernel and κ values within
the upper confidence bound acquisition function, to determine what
parameters would be best to implement within our experiment. We
used the bayes_opt Python package, which builds upon the sklearn
library. Since we are concerned with the speed of convergence to
the maximal CHSH parameter value, we average over 100 simulated
alignments to determine how many measurements of S are needed
before the Bayesian optimization routine finds a condition where the
sampled S is within 1% of 2

√
2. The plot of this is shown in Fig. 7(a).

In general, a smaller length scale with α = 10−8 and κ = 0.4, shown as
a dashed line, performed best and was determined as the best points
to implement within our experiment.

In addition, we want to reduce the distance between consec-
utive points chosen by the acquisition function due to hysteresis
within our polarization controllers. The distance between parameter
points θi and θi+1 is the Euclidean distance ∥θi+1 − θi∥. After a given
alignment run with N samples, we can get an overall average distance
between all consecutive samples,

D(θi−1, θi) =
1

N − 1

N−1

∑
i
∥θi+1 − θi∥. (B7)

A plot of this distance averaged over the 100 simulated alignments
for each value of κ and α is shown in Fig. 7(b). The α = 10−8 and
κ = 0.4 parameters chosen also perform well in minimizing this
distance.

2. Stochastic gradient descent
For the stochastic gradient descent, the size of the steps in the

direction of the gradient, λ, and the parameter space step size to
determine the gradient, dV , are hyperparameters. To find the opti-
mal value of λ within Eq. (12), sometimes referred to as the learning
parameter, we ran 200 simulated alignments maximizing Eq. (1)
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FIG. 7. Simulated experiments performing Bayesian optimization with various hyperparameters to maximize the CHSH parameter. (a) Number of measurements needed
for the Bayes optimization to converge S to 99% of 2

√

2 vs the hyperparameter κ used within the upper confidence bound acquisition function. Plotted are various values
of the hyperparameter α used within the Matern covariance kernel of the Gaussian process. (b) Average distance over the course of CHSH parameter maximization in θ
parameter space between successive points picked by the acquisition function.

for 30 values of λ ranging from 0.3 to 1.1. Because we are inter-
ested in choosing a setting that maximizes the value of S, we set
the stopping condition at 99% of the optimal value 2

√
2. The num-

ber of measurements needed for Alice’s polarization controller to

reach this threshold average over the 200 runs is shown in Fig. 8(a).
The dashed line corresponds to λ = 0.8, which performed the best
at finding the true maximum with the fewest number of measure-
ments at 50. With gradient estimates taking two measurements,

FIG. 8. (a) Number of measurements needed for the stochastic gradient descent method to converge S to 99% of 2
√

2 vs the hyperparameter λ, which determines how
much to step in the direction of the gradient. (b) In the presence of background counts and Poissonian statistics, the estimation of the derivative of S from Eq. (11) needs a
large enough step in parameter space to overcome the noise from accidental coincidence counts, but cannot be so large as to introduce errors and bring hysteresis effects
into play. With rs = 400 pairs per second, rb = 80 pairs per second, and an integration time T = 5 s, we get an optimal dV = Vπ/12.
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this amounts to roughly 25 iterations of the stochastic gradient
descent method, which is what was observed experimentally in
Fig. 8(a).

To determine the parameter step needed for an accurate esti-
mation of the symmetric derivative, Eq. (11), we model the coinci-
dence count rate between any two projectors, i for Alice and j for
Bob, based on Poisson statistics with the signal rate, rs, the probabil-
ity of detection Tr (ρ̂Âi ⊗ B̂ j), a constant background coincidence
count rate, rb, and integration time T.56 Taken together, the num-
ber of coincidences, N, measured in an integration interval, T, can
be modeled by a discrete Poisson distribution with a mean that
depends on Alice’s rotational angles θ1, θ2, θ3 from her polarization
controller,

N(ai, bj)N=k =
(ri,j(θ1, θ2, θ3)T)k

k!
e−ri,j(θ1 ,θ2 ,θ3)T ,

ri,j(θ1, θ2, θ3) = rs Tr (ρ̂Âi(θ1, θ2, θ3)⊗ B̂j) + rb,

Âi(θ1, θ2, θ3) = RPC(θ1, θ2, θ3)ai ⋅ σ.

(B8)

In our experiment, we are concerned with taking a large enough step
so that the noise from the background counts does not impair the
accuracy of the symmetric derivative (11). In the time-multiplexed
setup, we observe a maximal count with coaligned measurement
bases of rs = 400 pairs/sec and a background accidental coincidence
count of rb = 80 pairs/sec. We use an integration time of T = 5 s.
The simulated coincidence probability of a photon from Alice’s ith
projector and Bob’s jth projector is then

Pi,j =
N(ai, bj)

N(ai, bj) +N(ai,−bj) +N(−ai, bj) +N(−ai,−bj)
. (B9)

The accuracy of the symmetric derivative is determined from
the percent overlap of the derivative with and without background
accidentals (rb = 0) shown in Fig. 8(b). With the observed rates,
we determined dV = Vπ/12, shown as the dashed line, performed
optimally while being small enough that hysteresis effects from the
voltage jumps were not as impactful.
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