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摘要


這項研究聚焦於在 CERN 大型強子對撞機（LHC）由 ATLAS 探測器記錄的質心能量為 

 的質子-質子碰撞中，使用  數據尋找  非共振希格斯玻

色子對產生的信號。分析策略旨在探測希格斯玻色子  的自相交互作用強度  和四重 

 交互作用強度  的異常值。然而，在標準模型 (SM) 預期的背景中

未觀察到顯著超出的訊號。在  的信心水準下，觀測到的 (期望的) 雙希格斯玻色子的產

生率上限為標準模型預測的 5.9 (3.1) 倍。在假設所有其他希格斯玻色子交互作用固定為標準

模型預測的情况下，交互作用強度被限制在觀測到的 (期望的 ) 信賴區間 

  和  内。

該研究還包括使用在 2018 年至 2019 年在 CERN SPS 和 DESY 收集的測試數據，對具有 

 有效厚度的低增益雪崩探測器 (LGADs) 進行性能評估，重點關注 ATLAS 第二階段升

级的高粒度定時探測器 (HGTD)。HGTD 旨在通過精確測量軌跡時間，分辨率約為  到 

，提高粒子-頂點分配的精度，從而減輕 LHC 高亮度運行期間的堆積效應。

13 TeV 140 fb−1 H H → b b̄ τ+τ−
(H ) κλ

H H V V (V = W, Z ) κ2V
95 %

95 %
−3.2 < κλ < 9.1 (−2.4 < κλ < 9.2) −0.5 < κ2V < 2.7(−0.2 < κ2V < 2.4)

50 μ m
30 ps

50 ps
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Abstract

This study focuses on searches for non-resonant Higgs boson pair production in
theHH → bb̄τ+τ− channel using 140 fb−1 of proton-proton collisions at a centre-
of-mass energy of 13 TeV recorded by the ATLAS detector at the CERN Large
Hadron Collider (LHC). The analysis strategy aims to probe anomalous values
of the Higgs boson (H) self-coupling modifier κλ and quarticHHV V (V = W,Z)

coupling modifier κ2V . However, No significant excess above the expected back-
ground from Standard Model (SM) processes is observed. Observed (expected)
upper limit at 95% confidence-level on the di-Higgs boson production rate is set
at 5.9 (3.1) times the SM prediction. The coupling modifiers are constrained
within an observed (expected) 95% confidence interval of −3.2 < κλ < 9.1

(−2.4 < κλ < 9.2) and −0.5 < κ2V < 2.7 (−0.2 < κ2V < 2.4), assuming all
other Higgs boson couplings are fixed to the Standard Model prediction. The
study also includes performance evaluations of Low Gain Avalanche Detectors
(LGADs) with a 50 µm active thickness using testbeam data collected at CERN
SPS and DESY between 2018 and 2019, focusing on the High-Granularity Timing
Detector (HGTD) for the ATLAS phase-2 upgrade. The HGTD aims to enhance
particle-vertex assignments by precisely measuring track time with resolutions
ranging from approximately 30 ps to 50 ps, thereby mitigating pile-up effects
during the High-Luminosity phase of the LHC operations.
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Introduction

The Higgs boson discovery back in 2012 by both the Large Hadron Collider (LHC)’s

experiments ATLAS and CMS[1, 2] marked a significant milestone in particle physics.

The Higgs boson’s existence, proposed almost half a century earlier, was fundamental

in validating the Higgs mechanism [3]. This mechanism, embedded in the Standard

Model (SM) [3–5], elucidates the origin of particle mass through electroweak symmetry

breaking.

While the observed Higgs boson aligns with many SM predictions regarding its in-

teractions and decays, certain critical characteristics remain untested. The SM antici-

pates a unique aspect of the Higgs boson - its ability to self-couple. This coupling’s

strength directly correlates with the Higgs potential’s shape, crucial in exploring elec-

troweak symmetry breaking’s precise nature. Though experimental validation of the

Higgs boson self-coupling is pending, the quest for Higgs boson pair production, ex-

amined in this thesis within the ATLAS experiment at the LHC, holds promise in this

pursuit.

At the LHC, the production of Higgs boson pairs (HH) primarily hinges on the Higgs

boson self-coupling’s potency and the top-quark Yukawa coupling. Predicted HH pro-

duction cross-sections are significantly low - three orders of magnitude less than single

Higgs boson production - posing challenges for current LHC datasets to observe this

process. Modulations in the Higgs boson self-coupling or top-quark Yukawa coupling

could notably amplify the cross-section, potentially enabling HH production’s detection.

Furthermore, diverse theories extending beyond the SM aim to address its limita-

tions. Models like the two-Higgs-doublet models [6] and the Randall-Sundrum model

[7] envisage heavy resonances decaying into Higgs boson pairs. Detecting resonant pair

production of Higgs bosons could directly illuminate physics beyond the SM.

This thesis explores searches for non-resonant Higgs boson pair production in the

final state with two bottom quarks and two τ leptons (bb̄τ+τ− final state). Findings



derive from proton-proton (pp) collision data collected by the ATLAS detector at 13

TeV between 2015 and 2018. The study delves into non-resonant pair production, en-

compassing both the SM Higgs boson couplings and the anomalous Higgs boson self-

coupling.

Chapter 1 provides an overview of theoretical concepts pertinent to this thesis. Chap-

ter 2 elucidates the LHC and the ATLAS detector’s key features. It also outlines Monte

Carlo simulations’ role in collider physics experiments. Algorithms for reconstructing

and identifying different physics objects, crucial for data analysis, are detailed in Chap-

ter 3.

Chapters 4 and 5 outline the search for resonant Higgs boson pair production and

containing the limits for the (anomalous) Higgs boson self-coupling in the bb̄τ+τ− final

state, utilizing 140 fb−1 of 13 TeV pp collision data collected by the ATLAS detector from

2015 to 2018.

Finally, Chapter 6 discusses results from testbeam data on the Low Gain Avalanche

Detectors (LGADs), technology slated for use in the ATLAS phase-2 upgrade project

High Granularity Timing Detector (HGTD) [8] for the High Luminosity LHC [9]. No-

tably, these results have been previously published [10].

Author’s contribution

The work detailed in this thesis was a part of the ATLAS collaboration, comprising

over 3000 members. Given the complexity of the experiment and the joint efforts needed

to operate the detector and its infrastructure, the outcomes from this collaboration re-

flect collective work. Below are the author’s personal contributions to the studies and

findings in this thesis.

This thesis investigates the production of pairs of Higgs bosons in the bb̄τ+τ− chan-

nel, to which the author has significantly contributed over the past four years. Although



not included in this thesis, the author played a substantial role in a previously pub-

lished paper focusing on the same channel [11]. The search included both resonant and

non-resonant HH production, with the author’s primary involvement centered around

estimating fake backgrounds and validating input data. Additionally, the author ex-

plored methods to improve signal acceptance, introducing new trigger strategies, and

conducting Multivariate Analysis (MVA) studies.

For the analyses in this thesis, the author participated in establishing a new anal-

ysis framework and implemented a data-driven method for estimating fake-tau back-

grounds, described in Section 4.8.2. Additionally, the author meticulously estimated the

systematic uncertainties related to the fake-tau estimation method. Leading the MVA

optimization studies detailed in Section 4.11 for the semi-leptonic decay channels, the

author significantly contributed to refining the analysis.

Regarding the results in Chapter 6, the author played a pivotal role in developing

the framework for analyzing testbeam data. The author introduced a method to remove

background noise, discussed in Section 6.7, to enhance signal extraction as well as con-

ducted the study of analysing sensor performance by obtaining the uniformity results

detailed in Section 6.7.2. Actively participating in testbeam data taking at both CERN

and DESY during 2018 and 2019, the author made significant contributions to record

substantial amount of data for the analysis.

Outside the scope of this thesis, the author is actively involved in the ongoing LHC

Run3 data taking as the Online Data Quality Coordinator in the ATLAS data preparation

team. Additionally, the author contributes expertise in Global Monitoring, emphasizing

the importance of data quality in physics analysis.



Chapter 1

The Standard Model and the Higgs

boson

The Standard Model (SM) of particle physics stands as one of the most remark-

able achievements in our understanding of the fundamental building blocks of

the universe. Developed over several decades, this theoretical framework suc-

cessfully describes the interactions between elementary particles and the forces

that govern their behavior. Central to the Standard Model is the discovery and

subsequent confirmation of the Higgs boson, a particle that provides crucial in-

sights into the origin of mass.

At the heart of the Standard Model lies the concept of symmetry and the

fundamental particles it encompasses. These particles are classified into two

categories: fermions and bosons. Fermions, including quarks and leptons, make

up matter, while bosons mediate the forces between particles, such as photons,

gluons, and the W and Z bosons.

However, the question of how particles acquire mass remained a puzzle until

the proposal of the Higgs mechanism [3]. The Higgs boson, named after physi-

cist Peter Higgs, is an essential component of this mechanism. It arises from a

field permeating the universe known as the Higgs field, which endows particles

with mass as they interact with it.

The Higgs boson discovery in 2012 claimed by both CMS [1] and ATLAS[2]

experiments at the LHC was a monumental achievement for particle physics.
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The experiments conducted at CERN confirmed the existence of this elusive par-

ticle, validating the predictions of the Standard Model and providing a crucial

piece of the puzzle to understand the nature of mass and the underlying sym-

metries of the universe.

The Higgs boson’s discovery has opened up new avenues for research, en-

abling scientists to probe deeper into the mysteries of the cosmos. It has shed

light on the nature of the electroweak symmetry breaking and serves as a cor-

nerstone in our quest to unify the fundamental forces of nature.

In this chapter, we will delve into the intricacies of the Standard Model, ex-

ploring the fundamental particles, their interactions, and the theoretical frame-

work that underpins our current understanding of the universe. We will also

examine the experimental techniques employed in the search for the Higgs bo-

son and the significance of its discovery.

1.1 Particles in the Standard Model

The Standard Model of particle physics provides a comprehensive framework

for understanding the fundamental particles and their interactions. It has been

remarkably successful in describing the known particles and their behaviour

within the realm of high-energy physics. In this section, we will discuss the

particle content of the SM, which consists of spin-1
2

fermions (matter particles),

the force careers i.e gauge bosons having spin-1, and the Higgs boson having

spin-0.

1.1.1 Matter Particles

The matter particles in the Standard Model can be further divided into two cat-

egories: leptons and quarks.
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Leptons

Leptons are fundamental particles that do not experience a strong force. There

are three generations of leptons, each containing a charged lepton and a corre-

sponding neutral lepton, called a neutrino. The charged leptons are the electron

(e−), the muon (µ−), and the tau (τ−). The neutrinos associated to the leptons

are electron neutrino (νe), the muon neutrino (νµ), and the tau neutrino (ντ ).

The leptons in the standard model are briefed into three generations having six

flavours.

e−
νe


µ−

νµ


τ−
ντ

 (1.1)

Each charged lepton has an associated antiparticle with opposite charge. The

electron antiparticle is denoted as e+ (positron), the muon antiparticle as µ+, and

the tau antiparticle as τ+. Similarly, there are antineutrinos corresponding to

each neutrino.

Quarks

Quarks are elementary particles that do experience strong nuclear force and

carry electrical charge. There are six types of quarks in the standard model

which exist in six flavours: up (u), down (d), charm (c), strange (s), top (t), and

bottom (b). Each quark flavour has an associated antiparticle called an anti-

quark. Likewise leptons in standard model the quarks are also grouped in to

three generations as shown as follow.
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u
d


c
s


t
b

 (1.2)

Quarks are never found as isolated particles due to a property known as

color confinement. They are always observed bound together in composite par-

ticles called hadrons. Hadrons can be either mesons, which consist of a quark-

antiquark pair, or baryons, which consist of three quarks. Protons (uud) and

neutrons (udd), which are the building blocks of atomic nuclei, are examples of

baryons.

1.1.2 Gauge Bosons

The Standard Model includes four fundamental forces: electromagnetism, the

weak force, the strong nuclear force, and gravity (which is not described within

the framework of the SM). The interactions between particles mediated by these

forces are carried out by gauge bosons.

The electromagnetic force is mediated by photon particle, which is a mass-

less, spin-1 gauge boson. The weak force is mediated by three massive gauge

bosons: the W+, W−, and Z0 bosons. These gauge bosons have spin-1 and are

responsible for processes such as radioactive decay and neutrino interactions.

The strong force, which binds quarks together to form hadrons, is mediated

by massless spin-1 gauge bosons called gluons. Gluons carry the color charge

and are unique to the strong interaction.
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1.1.3 Higgs Boson

The Higgs boson (H) is a spin-0 particle that was discovered at the LHC in 2012

CMS [1, 2]. It is associated with the Higgs field, which gives mass to other par-

ticles through a process known as electroweak symmetry breaking [3]. The dis-

covery of the Higgs boson was a significant milestone in confirming the mecha-

nism by which particles acquire mass in the Standard Model.

To summaries the section 1.1, the particle content of the Standard Model in-

cludes spin-1
2

fermions (leptons and quarks), spin-1 gauge bosons (photon, W

and Z bosons, gluons), and the spin-0 Higgs boson. These particles and their in-

teractions form the foundation of our current understanding of the fundamental

constituents of matter and the forces that govern them.

All the particles content of the Standard Model is briefed in Figure 1.1

FIGURE 1.1: Standard model of elementary particles and interactions [12]

1.2 Gauge Theories in the Standard Model

Gauge theories form a fundamental framework in the description of particle

physics, and they play a crucial role in the Standard Model. These theories are
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based on the principle of local gauge invariance, which introduces symmetries

to account for the fundamental forces and interactions between elementary par-

ticles.

The Standard Model incorporates three gauge theories: Quantum Electrody-

namics (QED), Quantum Chromodynamics (QCD), and the Electroweak Theory.

Each of these theories describes a specific force and has its own gauge bosons,

which are the force-carrying particles.

Gauge theories in the Standard Model rely on the concept of gauge fields,

which mediate the interactions between particles. These gauge fields transform

under specific symmetry groups, such as U(1) for electromagnetism, SU(2) for

the weak interaction, and SU(3) for the strong interaction.

The gauge fields in the Standard Model are coupled to matter fields, such

as quarks and leptons, through covariant derivatives. The covariant derivatives

ensure that the gauge fields transform properly under the corresponding sym-

metry groups. In this section, we will explore three prominent gauge theories in

the Standard Model: Quantum Electrodynamics (QED), Quantum Chromody-

namics (QCD), and Electroweak theory.

1.2.1 Quantum Electrodynamics (QED)

The QED is a gauge theory that describes the electromagnetic interaction be-

tween charged particles. It is a fundamental part of the Standard Model of par-

ticle physics.

In QED, the electromagnetic field is quantized, and the interaction between

charged particles and the electromagnetic field is described by the following

Lagrangian density:

LQED = ψ̄(iγµDµ −m)ψ − 1

4
F µνFµν (1.3)

where:
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• ψ represents a Dirac spinor field, describing charged leptons such as elec-

trons, muons (µ), taus (τ ), and other fundamental particles with half-integer

spin (fermions) in QED,

• m is the mass of the electron,

• γµ are the Dirac gamma matrices,

• Dµ = ∂µ − ieAµ is the covariant derivative with Aµ being the electromag-

netic potential,

• F µν = ∂µAν − ∂νAµ is the electromagnetic field strength tensor.

The Euler-Lagrange equation for the electron field yields the Dirac equation

in the presence of the electromagnetic field:

(iγµDµ −m)ψ = 0 (1.4)

The electromagnetic field is described by Maxwell’s equations, which are ob-

tained from the variation of the electromagnetic field Lagrangian density:

∂µF
µν = −eψ̄γνψ (1.5)

QED predicts phenomena such as the scattering of electrons and photons, as

well as the emission and absorption of photons by charged particles. It has been

extensively tested and verified through various experiments.

Feynman Rules

In QED, the interaction between particles is represented using Feynman dia-

grams 1. Feynman rules can be derived from the QED Lagrangian and are used

to calculate scattering amplitudes.
1Of course, the Feynman diagram is not limited to representing QED interactions alone. It

finds application across various contexts within particle physics, including other fundamental
forces such as Quantum Chromodynamics and weak nuclear interactions. However, in this
context, our discussion specifically emphasizes its role in elucidating QED interactions.

7



One important Feynman rule in QED is the vertex factor, which describes the

interaction between an electron, a positron, and a photon. The vertex factor is

given by:

−ieγµ

where e is the electron charge and γµ is the photon vertex. Other Feynman

rules involve the propagators for electrons, positrons, and photons.

These Feynman rules allow us to compute probabilities for different scatter-

ing processes in QED.

Renormalization

QED is a perturbative theory, but it suffers from ultraviolet divergences in higher-

order calculations. To address these divergences, a process called renormaliza-

tion is used. Renormalization involves introducing counterterms to absorb the

infinities that arise in calculations.

By using renormalization, QED becomes a predictive and well-defined the-

ory, capable of providing accurate predictions for experimental observables.

1.2.2 Quantum Chromodynamics (QCD)

QCD is the gauge theory that describes the strong interaction, which is respon-

sible for the binding of quarks inside hadrons, such as protons and neutrons. It

is a fundamental component of the Standard Model.

The Lagrangian density for QCD is given by:

LQCD =
∑
f

q̄f (iγ
µDµ −mf )qf −

1

4
Ga

µνG
µν
a (1.6)

where q̄f represents the quark fields, mf is the mass of the quark, γµ are the

Dirac gamma matrices, and Dµ is the covariant derivative.
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The covariant derivative in QCD accounts for the interaction between quarks

and gluons, which are the gauge bosons associated with the strong force. It is

defined as:

Dµ = ∂µ − igsG
a
µt

a (1.7)

Here, gs represents the strong coupling constant, Ga
µ is the gluon field, and

ta are the generators of the SU(3) color group, which describes the symmetry of

the strong force.

The field strength tensor Ga
µν in QCD is defined as:

Ga
µν = ∂µG

a
ν − ∂νG

a
µ − gsf

abcGb
µG

c
ν (1.8)

where fabc are the structure constants of the SU(3) color group.

One of the remarkable aspects of QCD is asymptotic freedom. At high en-

ergies or short distances, the strong coupling constant becomes small, allowing

for perturbative calculations. Conversely, at low energies or large distances, the

strong force becomes strong, preventing the direct observation of free quarks

(confinement).

QCD predicts the existence of color-neutral composite particles called hadrons,

which include mesons (quark-antiquark pairs) and baryons (three-quark combi-

nations).

Feynman diagrams are essential tools in QCD calculations. They represent

the interaction vertices involving quarks and gluons, enabling the computation

of scattering amplitudes and decay rates.

QCD has been extensively tested through experiments, such as deep inelas-

tic scattering and hadron colliders. It has proven to be a successful theory for

describing the strong interaction and has contributed significantly to our under-

standing of the subatomic world.
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The study of QCD continues to be an active area of research, exploring phe-

nomena such as quark-gluon plasma and the dynamics of strong interactions in

extreme conditions, such as those found in particle collisions at high energies.

1.2.3 Electroweak Theory

The Electroweak Theory is a gauge theory that unifies the electromagnetic and

weak interactions, incorporating both the electromagnetic force and the weak

nuclear force into a single framework. It is a crucial component of the Standard

Model.

The Lagrangian density for the Electroweak Theory can be written as:

LEW = L̄Liγ
µDµLL + ēRiγ

µDµeR + Q̄Liγ
µDµQL

+ ūRiγ
µDµuR + d̄Riγ

µDµdR − 1

4
W a

µνW
µν
a − 1

4
BµνB

µν (1.9)

where LL and QL are the left-handed lepton and quark doublets, eR, uR, and

dR are the right-handed singlets, γµ are the Dirac gamma matrices, Dµ is the

covariant derivative, W a
µν are the gauge bosons associated with the weak force,

and Bµν is the gauge boson associated with the electromagnetic force.

The Electroweak Theory incorporates the Higgs mechanism, which is re-

sponsible for giving masses to the W and Z bosons while leaving the photon

massless. The Higgs field acquires a vacuum expectation value, breaking the

electroweak symmetry and giving rise to the masses of the particles.

The Electroweak Theory predicts various phenomena, including weak de-

cays, electroweak interactions, and processes involving W and Z bosons. It has

been experimentally verified with remarkable precision, particularly through

high-energy collider experiments.

Feynman diagrams are employed to calculate amplitudes and interpret the

interactions within the Electroweak Theory. These diagrams depict the exchange

of gauge bosons and provide a visual representation of the underlying physics.
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The successful unification of the electromagnetic and weak interactions in

the Electroweak Theory represents a significant achievement in particle physics.

It serves as a cornerstone in our understanding of the fundamental forces and

particle interactions in the subatomic realm.

Further investigations and experiments continue to refine our knowledge of

the Electroweak Theory, shedding light on phenomena such as neutrino oscilla-

tions and the properties of the Higgs boson.

1.3 Spontaneous symmetry breaking and The Brout-

Englert-Higgs mechanism

As stated previously for the Electro-Weak lagrangian in section 1.2.3, the theory

requires both the fermions and the gauge bosons to be massless, as any explicit

mass term would violate the gauge invariance itself. Because of the gauge prin-

ciple, we can’t just add additional mass terms to the system. We also can’t put

away the gauge invariance as the whole theory becomes non-renormalizable.

The mechanism needed to generate masses for Z and W bosons is called

spontaneous symmetry breaking (SSB), where the SU(2) ⊗ U(1) symmetry gets

broken. In SSB the Lagrangian is symmetric, or invariant, under a transforma-

tion, but the ground state, describing the minimum of the system, is not. We can

break the symmetry by expanding the state around a minimum and we say that

the breaking is spontaneous as it does not happen for external reasons.

The spontaneous electroweak symmetry breaking introduces a new scaler

boson called the Higgs boson. A complex scaler field in the of a doublet of SU(2)

with Y = 1 is introduced in this model. Now we want to break the electroweak

symmetry. For this, we need to introduce a new scalar SU(2) doublet:
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Φ =

ϕ+

ϕ0

 =
1√
2

ϕ1 + iϕ2

ϕ3 + iϕ4

 (1.10)

The BEH lagrangian can consequently be written as:

LBEH = (DµΦ)
†(DµΦ)− µ2Φ†Φ− λ(Φ†Φ)2 (1.11)

where Dµis the SU(2)L ⊗U(1)Y covariant derivative from 1.11. We can sepa-

rate the potential out of the Lagrangian:

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2 (1.12)

The extrema of the potential can be found by calculating the zeros of the

derivative.

∂V

∂Φ† = (µ2 + 2λΦ†Φ)Φ = 0 (1.13)

Next, we will allow the mass (or the minimum) to be negative, µ2 < 0, which

gives us the so-called Mexican hat potential, as shown on the right-hand side in

Figure 1.2, where a maximum appears at Φ = 0. The minimum is now shifted

to a specific non-zero value of Φ =
√
−µ2

2λ
, which breaks the symmetry sponta-

neously. This non-zero vacuum expectation value generates mass terms for the

electroweak gauge bosons (W± and Z0) while leaving the photon massless.
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FIGURE 1.2: Potential of the scalar field for different parameters

Symmetries of the vacuum state

We are free to choose the minimum. From Eq. (1.13) we may write the vacuum

state (minimum) now as,

Φ†Φ =

(
ϕ+† ϕ0†

)ϕ+

ϕ0

 (1.14)

from where

< Φ†Φ >= ϕ+†ϕ+ + ϕ−†ϕ− = −µ
2

2λ
(1.15)

It follows that

ϕ− = 0 and ϕ+ =

√
−µ2

2λ
=

v√
2

(1.16)

This corresponds to choosing the so-called unitary gauge. We can explicitly

check how this ground state responds to the symmetries of SU(2)L ⊗ U(1)Y . If

it was invariant, we would get:

eiaΛΦground = Φground ⇒ ΛΦground = 0

where Λ is one of the generators of SU(2)L ⊗ U(1)Y , namely Λ = T 1,2,3 or

Λ = Y/2 = 1. However, we have:
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T 1Φground =
1

2

0 +1

1 0


 0

v/
√
2

 =
+1

2

v/
√
2

0

 ̸= 0 (1.17a)

T 2Φground =
1

2

0 −i

i 0


 0

v/
√
2

 =
−i
2

v/
√
2

0

 ̸= 0 (1.17b)

T 3Φground =
1

2

1 0

0 −1


 0

v/
√
2

 =
−1

2

 0

v/
√
2

 ̸= 0 (1.17c)

Y Φground =
1

2

1 0

0 +1


 0

v/
√
2

 =
+1

2

 0

v/
√
2

 ̸= 0 (1.17d)

The ground state does not respect any of these symmetries. But we can find

one symmetry that is still there. The electric charge Q can be written as Q =

T 3 + Y/2. We can operate Φground by Q:

QΦground = (T 3 + Y/2)Φground =
1

2

[1 0

0 −1

+

1 0

0 1

]
 0

v/
√
2

 = 0 (1.18)

With the pattern SU(2)L ⊗ U(1)Y → U(1)em electroweak symmetry group

is thus broken and is therefore still a symmetry of the Lagrangian around this

minimum. Hence we have broken three generators out of the original four.

According to Goldstone’s theorem [13], the spontaneous symmetry breaking

in the electroweak theory initially suggests the emergence of three massless

Nambu-Goldstone bosons. However, in the Brout-Englert-Higgs mechanism,

these bosons are absorbed by the W± and Z0 gauge bosons, endowing them
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with mass while leaving the photon massless. Therefore, the originally antici-

pated massless particles get assimilated into the massive vector bosons, eluci-

dating that after symmetry breaking, the observed massless particles no longer

exist as separate entities.

Gauge boson masses and the Higgs boson

The field Φ(x) may be expressed using S U(2) transformations by incorporating

four scalar fields θ1, θ2, θ3, and h. These fields serve as parameters that describe

fluctuations around the minimum state:

Φ(x) = expiTaθa/v

 0

v+h√
2

 ≃ 1

2

 θ2 + iθ1

v + h− iθ3

 (1.19)

The fields θ1, θ2, and θ3 represent the massless Goldstone bosons resulting

from the electroweak symmetry breaking. They are removable from the La-

grangian through an SU(2) gauge transformation, leading to the resulting field

expressed in what is commonly known as the unitary gauge:

Φ(x) =

 0

v+h√
2

 (1.20)

Where h(x)is the scalar Higgs field. We’ll drop the explicit dependence of

the field h on the space-time coordinate and use the gauge principle as before.

By using the covariant derivative, we wish to examine the first term of the La-

grangian: |DµΦ|2, as it holds all the interesting kinematic contributions of the

system. By inserting the covariant derivative to the term 1.11.

15



DΦ =
1√
2

∂µ + ig
2
W 3

µ + ig
′

2
Bµ

ig
2

(
W 1

µ − iW 2
µ

)
ig
2

(
W 1

µ + iW 2
µ

)
∂µ − ig

2
W 3

µ + ig
′

2
Bµ


 0

v + h



=
1√
2

 ig
2

(
W 1

µ − iW 2
µ

)(
v + h

)
∂µh− i

(
v + h

)(
g
2
W 3

µ − g
′

2
Bµ

)


And the conjugate is:

DΦ† =
1√
2

(
−ig
2

(
W 1

µ + iW 2
µ

)(
v + h

)
, ∂µh+ i

(
v + h

)(
g
2
W 3

µ − g
′

2
Bµ

))

Using the fields for the physical particles for the photon(Aµ or γµ), W± and

Z0 bosons in the above equation. Thus the kinetic term can be then written as:

|DΦ|2 = 1

2
(v + h)2

(
0 1

)∂µ + ig
2
W 3

µ + ig
′

2
Bµ

ig
2

(
W 1

µ − iW 2
µ

)
ig
2

(
W 1

µ + iW 2
µ

)
∂µ − ig

2
W 3

µ + ig
′

2
Bµ


20

1


(1.21)

This equals to

|DΦ|2 = 1

2
∂µh∂

µh+
1

2
(v + h)2

(g2
4
W−

µ W
+µ +

1

4
(g2 + g

′2)ZµZ
µ
)

(1.22)

Mass terms have appeared in the Lagrangian. The masses for W± and Z can

be read from the Lagrangian and are:

mW =
vg

2
mZ =

v
√
g2 + g′2

2
(1.23)
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It’s also worth noting that the photon is still massless. Also, the Weinberg

angle introduced previously can be written as the ratio between the weak gauge

boson masses:

cos θW =
mW

mZ

(1.24)

This angle is a phenomenologically interesting factor. It states that by mea-

suring the Weinberg angle and the masses, the relation is a great consistency

check of the SM. Indeed, the factor

ρ =
mW

mZ cos θW
(1.25)

has been experimentally measured to be really close to one [14]

Because the photon field doesn’t appear in this mass term means that the

photons stay massless after the SSB as they should. The potential part 1.11 of the

scalar Lagrangian 2.58 is easy to calculate using the fact that Φ†Φ = 1/22(v + h)2

and that λ = −(µv)2 (as defined in 1.16)

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2 (1.26)

=
1

2
(v + h)2(µ2 + λ

1

2
(v + h)2) (1.27)

=
1

2
(v + h)2(µ2 −

(µ
v

)21
2
(v + h)2) (1.28)

=
µ2v2

2
− µ2h2 − µ2

v
h2 − µ4

v4
h4 (1.29)

The first term does not depend on any fields and therefore it does not affect

the physics of the system and can be dropped. The entire Lagrangian is:
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LBHE =
1

2
∂µh∂

µh− 1

2
(2λ)h2 (1.30)

+
[(gv

2

)2
W µ+W−

µ +
1

2

v2(g2 + g
′2)

4
ZµZµ

](
1 +

h

v

)2
(1.31)

− λvh3 − λ

4
h4 +

λ

4
v4 (1.32)

The massless Goldstone bosons transfer their degrees of freedom to the W±

andZ bosons, resulting in the acquisition of mass by these massive gauge bosons.

It can be observed that the Goldstone bosons, removed with the unitary transfor-

mation, are absorbed as additional degrees of freedom of the W± and Z bosons,

corresponding to their longitudinal polarizations: the mechanism gives mass to

the weak bosons. Here are also the termns hWW and a hZZ interactions from

the 2h/v term and a hhWW and a hhZZ interaction from the h2/v2 term. In ad-

dition, these terms have triple and quartic coupling terms of the field h with the

two heavy gauge bosonsW± and Z, which are proportional to the mass squared

of the gauge boson, λV V h = 2m2
v/v

2 and λV V hh = m2
v/v

2respectively.

These boson masses terms can now be identified by looking at the terms in

the equations 1.23 and the Higgs boson has mass mh, given by

mh =
√

−2µ2 = v
√
2λ (1.33)

The remaining terms in Equation 1.32 represent the interactions of the weak

bosons with the Higgs field and the trilinear and quadlinear Higgs self-interactions,

h3 and h4.

The third line in 1.32 that cubic and quartic self-interactions of the Higgs

boson are predicted. The BEH potential can be rewritten in terms of a trilinear

and a quadrilinear coupling as:
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V (H) =
1

2
m2

vh
2 + λhhhvh

3 + λhhhhh
4 − v4 (1.34)

with the trilinear and quartic self-coupling constants for the Higgs boson are

defined as:

λhhh =
m2

H

2v2
(1.35)

and

λhhhh =
m2

H

8v2
(1.36)

Figure 1.3 illustrates the Feynman vertices that represent the trilinear inter-

action of Higgs bosons (depicted in (a)) and the quartic self-interaction of Higgs

bosons (shown in (b))

FIGURE 1.3: (a) Depicts the Feynman vertices representing the trilinear inter-
action among Higgs bosons, while (b) illustrates the Feynman vertices corre-

sponding to the quartic self-interaction of Higgs bosons.

An important remark is that both Higgs boson self-couplings and the scale

of the weak boson masses are closely associated with to the parameters of the

scalar potential and are entirely determined from the mass of the Higgs boson

and the V EV (vacuum expectation value) v. Their measurement thus represents

a test of the validity and coherence of the SM. This can be evaluated by using the
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Fermi constant GF empirical value from the decay of the muon or expectation

value of the Higgs field, given by v = (
√
2GF )

−1/2 ∼ 246 GeV.

In a wider perspective, the Higgs boson self-couplings have no equal in the

SM: in contrast to the weak boson self-interactions, which have a gauge nature,

the Higgs boson self-interactions are purely related to the scalar sector of the

theory and they are responsible for the mass of the Higgs boson itself.

Their experimental determination is thus crucial to reconstruct the Higgs bo-

son potential and exploring the nature of the Electro-Weak symmetry breaking.

Finally, there is a constant term in the Lagrangian density of BEH . While this

is irrelevant in the SM, it contributes to the vacuum energy, which is related to

the cosmological constant that determines the curvature of the Universe. The

value of this constant predicted in the SM is not compatible with astronomical

observations. This is a puzzle that requires either a proper quantum theory of

gravity with additional interactions or a mechanism to reduce the Higgs field

vacuum energy density.

However, while the masses of the Higgs boson (mh) and vector bosons can-

not be precisely predicted due to λ, g, and g′ being free parameters within the

theory, their accurate measurements are crucial. These measurements include

both the boson masses and their interactions with the Higgs boson, essential

for scrutinizing the BEH mechanism, the electroweak theory, and the Standard

Model itself. The primary objective of this thesis is to enhance the measurement

precision and refine calculations pertaining to fake factors. Additionally, it aims

to visualize and analyze model improvements in the investigation of di-Higgs

production. This pursuit intends to probe the triple Higgs self-coupling (λhhh)

and, consequently, gain insights into the structure of the Higgs potential.
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1.4 Fermion Masses and Yukawa Coupling

The Higgs mechanism, presented in the preceding section, adequately explains

the masses of vector bosons; however, it does not account for fermion masses.

Incorporating direct mass terms for fermions would violate the gauge invariance

of the Lagrangian. However, by introducing a new gauge-invariant interaction

term known as the Yukawa term, fermions can acquire their masses through

interactions with the Higgs field, similar to the mechanism through which vector

bosons obtain their masses.

In the Standard Model of particle physics, each fermion type, such as elec-

trons, quarks, and neutrinos, is associated with a corresponding Yukawa cou-

pling. The Yukawa coupling term is given by:

LYukawa = −
∑
f

[
yf ψ̄fϕψf + y′f ψ̄

′
fϕ

†ψ′
f

]
, (1.37)

where LYukawa represents the Yukawa Lagrangian term, yf and y′f are the

Yukawa coupling constants specific to fermions f and f ′ respectively, ψ̄f and

ψ̄′
f are the Dirac conjugates of the fermion fields, ϕ denotes the Higgs field, and

ψf and ψ′
f represent the fermion fields.

For leptons, the Yukawa coupling term can be written as:

LYukawa, lepton = −
∑
ℓ

[
yℓL̄ℓϕEℓ + y′ℓĒℓϕ

†Lℓ

]
, (1.38)

where ℓ represents the lepton generation, yℓ and y′ℓ are the Yukawa coupling

constants for leptons, Lℓ denotes the lepton doublet field, and Eℓ represents the

lepton singlet field.

For quarks, the Yukawa coupling term can be written as:

LYukawa, quark = −
∑
q

[
yqQ̄qϕq + y′q q̄ϕ

†Qq

]
, (1.39)
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where q represents the quark generation, yq and y′q are the Yukawa coupling

constants for quarks, Qq denotes the quark doublet field, and q represents the

quark singlet field.

The Yukawa terms allow for the interaction between fermions and the Higgs

field, resulting in the generation of fermion masses. When the Higgs field ac-

quires a vacuum expectation value (VEV), denoted as ⟨ϕ⟩, it breaks the elec-

troweak symmetry and generates the masses of the fermions. The magnitude of

the fermion mass is proportional to the product of the corresponding Yukawa

coupling constant and the VEV.

The Yukawa coupling terms introduce interactions between the Higgs boson

and fermions, which can be observed experimentally through processes such

as Higgs boson decays into fermion-antifermion pairs. The discovery of the

Higgs boson at the LHC in 2012 by both CMS [1] and ATLAS[2] provided strong

evidence for the existence of Yukawa couplings and the mechanism through

which fermions acquire their masses.

In summary, the Yukawa coupling and the associated Yukawa terms in the

Lagrangian provide a gauge invariant way to explain the masses of fermions

within the framework of the Standard Model. The coupling constants determine

the strength of the fermion-Higgs interaction and play a crucial role in shaping

the fermion mass spectrum.

1.5 The Higgs Boson

The Higgs boson is associated with the Higgs field, a scalar field that permeates

the entire universe. It interacts with other particles and provides them with

mass through the Higgs mechanism section 1.3. The Higgs boson’s discovery

confirmed the existence of the Higgs field and validated the mechanism through

which particles acquire mass.
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The properties of the Higgs boson, such as its mass and its couplings to other

particles, are of great interest to physicists. Further studies of the Higgs boson at

the LHC and future colliders aim to explore its properties in detail and shed light

on unresolved questions in particle physics, such as the nature of dark matter

and the possible existence of new physics beyond the Standard Model.

1.5.1 Higgs Production Modes

The Higgs boson can be produced through several processes in pp collision. The

dominant production modes are:

1. Gluon-Gluon Fusion (gg → H): This is the most common production

mechanism at the LHC, where two gluons from the colliding protons fuse

to form a Higgs boson through a quark loop. The theoretical prediction

for the cross-section of Higgs production through ggF at
√
s = 13 TeV is

σggF
H = 48.58 at next-to-next-to-next-to-leading order (N3LO) in QCD and

next-to-leading order (NLO) in the electroweak theory, for mH =125 GeV

[15].

2. Vector Boson Fusion (qq → qqH): In this mode, two quarks from the col-

liding protons emit electroweak vector bosons (W or Z) that subsequently

fuse to produce a Higgs boson. The presence of the scattered quarks in the

final state allows for efficient background rejection.

3. Higgs-Strahlung (qq̄ → V ∗H): The subsequent significant production mode

of the Higgs boson at the LHC involves its association with a W or Z vec-

tor boson. The majority of the cross-section for V H primarily originates

from qq̄ annihilation, resulting in an off-shell W or Z boson that subse-

quently emits a Higgs boson. This process is commonly referred to as

"Higgsstrahlung". In ZH production, there are contributions induced by

gluon-gluon interactions that don’t entail a virtual Z boson but produce H
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and Z via a top quark loop. The gg → ZH production stands alone as a

process whose contribution begins at O (α2
S).

Figure 1.4 shows the leading-order (LO) Feynman diagrams corresponding

to the above-mentioned process. Figure 1.5 summarizes the single Higgs bo-

son production cross-sections for production modes. Other minor production

W
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q′′ q′′′

q′

(b)

H

(c)

q′

q
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FIGURE 1.4: Examples of leading-order Feynman diagrams corresponding to
the dominant mechanisms for producing the Higgs boson at the LHC.

modes include associated production with a top quark pair annihilation (tt̄H),

and Higgs radiation off a top quark (tH).

1.5.2 Higgs Decay Modes

The Higgs boson has a relatively short lifetime and decays almost immediately

after its production. The decay modes of the Higgs boson are classified based

on the particles it decays into. The most common decay modes are:

1. H → bb̄: The decay into a pair of bottom quarks is the dominant mode

for the Higgs boson, accounting for about 58% of its total decays. This de-

cay channel is experimentally challenging due to the overwhelming back-

ground from other processes involving bottom quarks.
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FIGURE 1.5: The cross-section for single Higgs production is depicted as a func-
tion of the center-of-mass energy (

√
s) for pp collisions. Each result presented

here specifies the perturbation theory order from which it is derived. These
outcomes have been achieved at N3LO in QCD and at NLO in the EW theory

for the process pp → H [16].

2. H → WW ∗: The Higgs boson can decay into a pair of W bosons, either real

or virtual. This mode accounts for approximately 21% of the Higgs decays

and provides crucial information about the Higgs-W boson coupling.

3. H → ZZ∗: Similarly, the Higgs boson can decay into a pair of Z bosons,

real or virtual. This mode has a branching fraction of around 2.6% and is

used to study the Higgs-Z boson coupling and properties of the Z boson.

4. H → γγ: This rare decay channel, with a branching fraction of about

0.23%, involves the Higgs boson decaying into a photon pair. It offers an

excellent signature due to the clean experimental signature of high-energy

photons.

5. H → τ+τ−: The Higgs boson can also decay into a pair of tau leptons with

a branching fraction of 6.3%. This mode is challenging to observe due to
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the difficulty in distinguishing tau leptons from background processes, but

it provides insights into the Higgs-lepton couplings.

Other less significant decay modes include decays to charm quark pairs (H →

cc̄), gluon pairs (H → gg), and other exotic particles.

Table 1.1 summaries the single Higgs decays with their corresponding branch-

ing ratios.

TABLE 1.1: Decay channels and branching ratios of the Higgs boson [17]

Decay Channel Branching Ratio Relative Uncertainty

H → γγ 2.27× 10−3 2.1%

H → ZZ 2.62× 10−2 ±1.5%

H → W+W− 2.14× 10−1 ±1.5%

H → τ+τ− 6.27× 10−2 ±1.6%

H → bb̄ 5.82× 10−1 +1.2% − 1.3%

H → cc̄ 2.89× 10−2 +5.5% − 2.0%

H → Zγ 1.53× 10−3 ±5.8%

H → µ+µ− 2.18× 10−4 ±1.7%

Figure 1.6 illustrates the branching ratios for Higgs boson decay as a function

of its mass mH . The corresponding values for a mass of mH = 125.09GeV are

presented in Table 2.1. It’s important to note that due to the Higgs boson’s lack

of coupling to massless particles such as gluons and photons, its decay into a

pair of such particles occurs exclusively through quark triangle-loops. This phe-

nomenon mirrors the process seen in ggF production, where top-quark loops,

mainly attributed to their high mass and resulting large top-quark Yukawa cou-

pling, dominate the interaction.

1.5.3 SM Higgs boson pair production at the LHC

In the Standard Model, di-Higgs (HH) events are dominantly produced via the

gluon-gluon Fusion (ggF) processes at the LHC, involving both the Yukawa cou-

pling to top quarks and the Higgs boson self-coupling. Figure 1.7 shows the
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FIGURE 1.6: Decay branching ratios for standard model Higgs boson as a func-
tion of the Higgs mass mH [16].

leading-order (LO) ggF HH production Feynman diagrams, i.e., the so-called

box and triangle diagrams. These two diagrams interfere destructively, lead-

ing to a very small HH production cross-section, namely σSM
ggF,HH = 31.05 ±

3% (PDF+αs) +6%
−23% (Scale + mtop) fb, calculated at next-to-next-to-leading-order

(NNLO) accuracy in the finite top-quark mass approximation formH = 125 GeV

and
√
s = 13 TeV [18, 19]. TheHH production cross-section is about three orders

of magnitude smaller than the dominant single Higgs boson production [17].

The second most dominant mode to produce a Higgs boson pair in the SM is

the vector-boson fusion (VBF) process, with an even smaller production cross-

section of σSM
VBF,HH = 1.726 ± 2.1% (PDF+αs) +0.03%

−0.04%(Scale) fb for mH = 125 GeV

at
√
s = 13 TeV [18]. The three tree-level diagrams for VBF HH production are

shown in Figure 1.8.

Figure 1.9 highlighted the possible decay channels for a pair of Higgs bosons.

The bb̄bb̄ channel has the highest branching ratio, however this channel is being

suffered by the large QCD backgrounds. The bb̄γγ channel branching ratio is
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of the top-quark loop and (b) the triple self-coupling of the Higgs boson. The
parameters κt and κλ denote the effective Higgs boson couplings. The κt is
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FIGURE 1.8: Tree-level Feynman diagrams for the non-resonant VBF HH pro-
duction mode. The vertices denoted by κ2V , κV and κλ, represent the V V HH ,

V V H , and HHH coupling modifiers, respectively.

significantly smaller compare to bb̄bb̄ channel however, it can take the advantage

of excellent detector resolution in reconstructing the di-photon invariant mass.

The bb̄τ+τ− final state of the Higgs pair decay has reasonable branching fraction

of 7.3%. Due to its relatively high branching ratio and moderate background

rates, this channel stands out as one of the most promising avenues to explore

for the search of Higgs boson pair production.

The focus of this thesis revolves around the investigation of the HH →

bb̄τ+τ− decay channel. The pursuit of Higgs pair production searches holds

paramount significance as it delves into one of the unmeasured property of the

Higgs boson, the Higgs self-interaction. These searches are instrumental not

only in exploring the Higgs self interaction but also in directly probing the Higgs

potential, ultimately validating the fundamental physics principles outlined in

the Standard Model.
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bb WW ττ ZZ γγ

bb 34%

WW 25% 4.6%

ττ 7.3% 2.7% 0.39%

ZZ 3.1% 1.1% 0.33% 0.069%

γγ 0.26% 0.10% 0.028% 0.012% 0.0005%

FIGURE 1.9: The table presents the branching fractions for different decay chan-
nels of a pair of Higgs bosons, considering a Higgs boson mass of mH = 125.09

GeV [18]

1.6 Limitations of the Standard Model

Over the past decades, the Standard Model (SM) has enjoyed remarkable suc-

cess, accurately predicting the existence of various elementary particles, includ-

ing the Higgs boson. Despite these achievements, the SM falls short in explain-

ing numerous observed phenomena. As a result, scientists believe that the SM

is merely an effective representation of a more fundamental theory, yet to be

discovered at energies beyond our current reach.

One significant drawback of the SM is its failure to incorporate gravity. At

distances smaller than the Planck length 2, the SM and general relativity become

incompatible, and quantum effects of gravity are expected to dominate.

Numerous Grand Unified Theory (GUT) models propose the unification of

electromagnetic, weak, and strong forces into a single force at high energies ap-

proaching the Planck scale. These models possess a more elegant structure than

the SM, which relies on 19 somewhat ad hoc independent parameters (excluding

2The Planck length is defined as lp =
√

ℏGN

c3 = 1.616229(38) × 10−35 meters, where GN

represents the Newtonian constant of gravitation, corresponding to the Planck mass Mpl =
1.2208090(14)× 1019 GeV [12]. These values are commonly known as the Planck scale.
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neutrinos as massive particles). Though the SM can be extended to accommo-

date massive neutrinos, it cannot predict their masses accurately. Additionally,

the SM faces the challenge of fine-tuning loop corrections to the Higgs boson

mass to explain its value, which deviates significantly from the Planck energy

scale. This issue is known as the SM fine-tuning problem.

Another perplexing puzzle within the SM arises from the disparity between

theoretical predictions and experimental measurements of the anomalous mag-

netic moment of the muon. Despite its precise prediction and measurement, a

notable discrepancy remains [20].

The Standard Model faces challenges in elucidating the dominance of matter

compared to antimatter in the Universe. Despite demonstrating CP symmetry

violation in quark and neutrino sectors, the Standard Model’s explanation falls

short in addressing the observed matter-antimatter asymmetry. Notably, the

lack of substantial electromagnetic radiation resulting from matter-antimatter

annihilation suggests a scarcity of antimatter in extensive regions. The existing

imbalance is attributed to a theoretical concept known as baryogenesis; how-

ever, its compatibility with the Standard Model remains uncertain.

Additionally, the SM assumes the conservation of lepton flavor universality.

Nevertheless, recent reports from the BaBar [21, 22], Belle [23, 24], and LHCb [25,

26] collaborations have indicated signs of lepton flavor universality violation

over the past decade. These findings reveal anomalies in B-meson decay and

persistent deviations from SM predictions.

One of the most significant limitations of both the SM and general relativ-

ity is their inability to explain astrophysical and cosmological observations that

point to the existence of dark matter and dark energy. Various observations,

such as the rotational curves of nearby galaxies, suggest the presence of signifi-

cantly more gravitational matter than what is observable. Approximately 5% of

the total energy density of the Universe is accounted for by visible matter, while

dark matter constitutes another 27%, leaving the remaining portion attributed to
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dark energy. However, the SM lacks suitable particle candidates to explain the

properties of dark matter, necessitating the introduction of new physics to ad-

dress these phenomena. Dark energy remains an even greater mystery, believed

to be uniformly distributed throughout the Universe, causing its accelerated ex-

pansion [27].

Beyond the SM (BSM) theories have been proposed to address the aforemen-

tioned limitations of the SM. Some of these theories predict heavy resonances

that could decay into pairs of Higgs bosons, such as scalar resonances from two-

Higgs-doublet models [6] or spin-2 Kaluza-Klein excitations of the graviton.
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Chapter 2

The ATLAS detector at the LHC

CERN, the European Organisation for Nuclear Research, stands as a prominent

hub of scientific investigation globally. Situated near Geneva on the French-

Swiss border, it houses the largest and most intricate scientific instruments known

to mankind. These instruments serve the purpose of delving into the funda-

mental building blocks of matter and exploring the fundamental structure of

the universe. Established in 1954, CERN aimed to establish a center of scientific

excellence in Europe, becoming one of the earliest collaborative endeavors on

the continent. Presently, it boasts 22 member states. Central to CERN’s opera-

tions are its particle accelerators and detectors. A series of accelerators propel

beams of particles, such as protons and ions, to exceedingly high energies, ulti-

mately causing them to collide within the LHC. Detectors meticulously observe

and record the aftermath of these collisions, with one notable example being the

ATLAS experiment, whose data are instrumental in the context of this thesis.

In this chapter, we embark on an exploration of the Large Hadron Collider

accelerator, offering a concise explanation of the physics behind pp collisions.

Additionally, we delve into the realm of Monte Carlo simulations employed

within the ATLAS framework. A focal point of this chapter is an introduction

to the ATLAS experiment, wherein we discuss the crucial detector components

responsible for triggering and capturing data events essential for physics anal-

yses. For more comprehensive insights into the structure and functionalities of

each ATLAS subsystem, we refer readers to References [28–30].
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2.1 The Large Hadron Collider

The LHC [31] at CERN is an extraordinary particle accelerator, renowned for its

unprecedented energy levels. This machine is purpose-built to accelerate and

collide both protons and ions. Specifically, it is engineered to facilitate pp colli-

sions, yielding a center-of-mass energy of 14 TeV and an instantaneous luminos-

ity of 1034 cm−2s−1. Additionally, the LHC orchestrates lead ion collisions, gen-

erating a center-of-mass energy of 2.76 TeV per nucleon and an instantaneous

luminosity of 1027 cm−2s−1.

To achieve the high energies required for experiments, a series of accelera-

tors form an injector chain leading to the LHC, as depicted in Figure 2.1. Pro-

tons are extracted from a hydrogen bottle using electric fields and then fed into

the first accelerator. Each accelerator increases the protons’ energy before pass-

ing them on to the next, ultimately reaching the LHC with an initial energy of

450 GeV. Upon reaching the designed energy, the rotating proton beams in the

LHC collide at four interaction points (depicted as yellow dots in Figure 2.1),

where specialized particle detectors analyze the products of these high-energy

collisions.

Within the LHC, there are four beam-crossing points where seven 1 exper-

iments are situated, with four main ones being ATLAS [30], CMS [32], ALICE

[33], and LHCb[34]. ATLAS and CMS are considered general-purpose parti-

cle detectors and play a crucial role in verifying the SM through precise pa-

rameter measurements and the search for new physics. Among their achieve-

ments is the discovery of the Higgs boson, solidifying their status as leading

TeV-scale particle physics projects. The ALICE experiment focuses on studying

the strong-interaction sector of the SM, exploring quark-gluon plasma in Pb-

Pb collisions at extreme energy densities and temperatures. LHCb, on the other

1The FASER experiment received approval in 2019 and is scheduled to commence operations
in 2022. It aims to explore new domains related to light and weakly-coupled particles while also
investigating the interactions of high-energy neutrinos.
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FIGURE 2.1: The configuration of the LHC and the CERN accelerator complex,
which serves as the injector chain for the LHC [31]

hand, specializes in precise measurements of CP violation and rare B-hadron de-

cays, investigating lepton universality and flavor physics. The other three exper-

iments, TOTEM [35], LHCf, and MoEDAL[36], have smaller footprints. TOTEM

measures total pp cross-sections and elastic and diffractive scattering processes.

LHCf[37] studies properties of neutral particles emitted in the forward region of

LHC collisions. Lastly, MoEDAL is designed to search for magnetic monopoles

predicted by certain Grand Unified Theories (GUT) and superstring theories.

2.1.1 LHC Machine Overview

The LHC is a circular particle accelerator spanning a 27 km circumference, situ-

ated within a tunnel originally constructed for the Large Electron-Positron (LEP)

collider between 1984 and 1989. This tunnel, positioned between the Jura moun-

tains and Geneva airport, lies at depths ranging from 45m to 170m below the

ground surface.
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Proton beams are introduced into the LHC in groups, or bunches, each carry-

ing 1.15× 1011 protons. These bunches, totaling 2808, are organized into "trains"

consisting of 72 bunches each. Within a train, the spacing between bunches is

25 ns, while 12 empty bunches separate consecutive trains. The acceleration of

proton beams is facilitated through radio frequency (RF) cavities, while power-

ful magnetic fields, generated by dipoles reaching 8.33 T, guide the beams along

the LHC ring. Additional quadrupoles and higher-order magnets serve to focus

and adjust the beam trajectory. To accommodate two counter-rotating proton

beams within the same circumference, a single cryogenic structure employing a

complex twin-bore design houses both proton rings.

Collisions between circulating beams occur at "bunch crossings," yielding a

peak collision rate of 40 MHz. In order to maximize the collision rate, the trans-

verse size of the beams is reduced to 17 µm at the IP. Over an approximate dis-

tance of 140 m in each direction at the IP, both beams are confined within a single

beam pipe to prevent unintended collisions. When beams are brought together

at the interaction point, the separation between them is eliminated.

The collision rate is influenced by the instantaneous luminosity L and the

collision cross section σ, linked through the relationship:

dN

dt
= L · σ (2.1)

The expression for instantaneous luminosity is defined as:

L =
N2

b nbfrevFγ

4πϵβ∗ (2.2)

Here, Nb denotes the number of particles per bunch, nb signifies the number

of bunches per beam, and frev represents the revolution frequency. Additionally,

F is a geometric function accounting for the beam crossing angle, γ refers to the

relativistic Lorentz factor, ϵ quantifies the beam emittance, and β∗ characterizes

the beam’s size at the interaction point.
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The integrated luminosity L =
∫
L, dt signifies the cumulative number of

collisions. For a specific process with cross section σprocess, the corresponding

number of events Nprocess is given by Nprocess = L · σprocess. Given the small cross

sections of many intriguing physics phenomena at the LHC, maximizing lumi-

nosity is imperative to capture as many relevant events as possible.

2.1.2 The Operational Timetable of the LHC

The LHC started its operations in November 2009, initiating pp collisions at an

initial center-of-mass energy of 900 GeV. During the initial year, the centre-of-

mass energy progressively increased, and by 2010, it was successfully raised to

7 TeV. Continuing its operations from 2010 to 2011, the LHC operated at a center-

of-mass energy level of 7 TeV, which was later enhanced to 8 TeV in 2012. At the

conclusion of its first operational phase, known as Run 1, the LHC delivered 5.5

fb−1 and 22.8 fb−1 at 7 TeV and 8 TeV, respectively.

After an extensive shutdown the LHC started operation for the second phase

known as Run 2 in 2015, and performed the collisions at 13 TeV. The 1.38 ×

1034 cm−2s−1 peak of the instantaneous luminosity was achieved at 25 ns bunch

crossing. Throughout Run 2, which concluded in December 2018, a total lu-

minosity of 158 fb−1 was delivered, while the ATLAS experiment recorded 149

fb−1. Figure 2.2 illustrates the delivered LHC-integrated luminosity and ATLAS

recorded during this period (Run2).

The thesis analyzes data obtained from the ATLAS experiment during Run 2,

covering the period from 2015 to 2018. This dataset corresponds to an integrated

luminosity of 140 fb−1, following the application of the Good-Run-List require-

ment. This requirement ensures the full operational functionality of essential

components within the ATLAS detector during data acquisition. Figure 2.3 il-

lustrates the yearly integrated luminosity delivered by the LHC and recorded

by the ATLAS experiment throughout 2015 to 2018, depicted over time.

37



FIGURE 2.2: The integrated luminosity as function of time delivered by the
LHC and recorded by the ATLAS during Run2 [38].

(A) (B)

(C) (D)

FIGURE 2.3: The cumulative luminosity over time, where the green line repre-
sents the delivered luminosity to ATLAS during stable beams for pp collisions
at 13 TeV, while the yellow line represents the luminosity recorded by ATLAS

in 2015 (2.3a), 2016(2.3b), 2017(2.3c) and 2018(2.3d) respectively [38].
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2.2 Simulations and proton-proton process in physics

Proton-proton collisions pose significant complexities arising from the internal

composition of protons collisions and the intricate interplay of QCD processes.

In this section, we elucidate the phenomena inherent in pp collisions and outline

the simulation for the physics processes occurring within the collisions and the

ATLAS detector.

2.2.1 Physics of pp collisions

In pp collisions, fundamental interactions take place among constituents known

as partons, encompassing quarks and gluons residing within the protons. These

constituents exhibit behavior akin to free particles due to the principle of QCD

asymptotic freedom. A proton consists of three ’valence quarks’—specifically,

two up quarks and one down quark—defining the fundamental quantum prop-

erties of the proton. Gluons facilitate the binding of these quarks and also en-

gage in interactions among the partons. Additionally, gluons can transiently

fragment into quark-antiquark pairs, known as ’sea quarks,’ contributing to the

overall parton interactions. Each parton carries a fraction of the proton’s mo-

mentum, represented as xi, influencing the effective center-of-mass energy of

the partonic collision.

The expression for the center-of-mass energy in a partonic collision is given

by Equation 2.3:

√
ŝ =

√
x1x2s (2.3)

Here, x1 and x2 represent the momentum fractions carried by the interacting

partons from their respective protons. Parton Distribution Functions (PDFs) [39,

40] describe the likelihood of locating a parton within a proton possessing a

specific momentum fraction xi (where i ∈ (1, 2)). These functions rely on the
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parton’s nature and the collision’s momentum transfer scale Q2. The evolution

of PDFs in (x; Q2) is governed by the DGLAP equation [41]. In Figure 2.4, the

proton’s PDFs are depicted at two distinct Q2 scales: Q2 = 10 GeV 2 and Q2 = 104

GeV 2. The figure illustrates that gluons dominate among the partons, indicating

a notably high ’parton luminosity’ for gluons at the LHC. Consequently, the

LHC is often referred to as a ’gluon collider’ due to the substantial cross-sections

observed in processes initiated by gluon-gluon interactions compared to other

partonic processes.
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FIGURE 2.4: Parton distribution functions (PDFs) for protons at Q2 = 10 GeV 2

(left) and at Q2 = 104 GeV 2 (right) [40].

In pp collisions, the phenomena can be analyzed using the "factorization the-

orem," enabling a breakdown of the collision’s dynamics into distinct compo-

nents. These components comprise the initial protons and their parton distri-

butions detailed by the Parton Distribution Functions (PDFs), the primary inter-

action (hard scattering) among the partons represented by the matrix element

(ME), subsequent parton showering (PS), and the conversion of final-state par-

tons into color-neutral hadrons through hadronization. Figure 2.5 presents a

schematic depiction illustrating these successive stages. Consequently, the ex-

pression for the cross section of the pp→ X process can be articulated as follows:
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σ(pp→ X) =
∑
i,j

∫
dxidxj

∫
dzkdzmfi(xi, µ

2
F )fj(xj, µ

2
F )

× σ̂i,j→k,m

(√
ŝ, αs(µ

2
R)
)
Dk(zk, µ

2
F )Dm(zm, µ

2
F )

(2.4)

The given equation involves various terms and factors to describe the interac-

tions in proton-proton (pp) collisions. Let’s break down the components of the

equation:

• i and j represent the interacting partons within the protons.

• xi and xj are their respective momentum fractions within the proton.

• fi and fj are the PDFs that describe the probability of finding a specific

parton for a given fraction of momentum inside the proton.

• σ̂i,j→k,m represents the partonic cross section for the process whereas k and

m are partons of the final state .

• Dk & Dm are their respective fragmentation functions, that describes the

partonic showers and hadronization processes.

The equation is decomposed into three distinct components: the perturbative

segment (ME), and the non-perturbative elements (PDFs and PS). For the com-

putations, two energy scales, namely the factorization scale µF and the renor-

malization scale µR, are established. The factorization scale delineates the bound-

ary between the perturbative computation of the partonic cross-section and the

non-perturbative evaluations of the parton density functions and fragmentation

functions. Conversely, the renormalization scale serves as a cutoff in the calcu-

lation of the partonic cross-section, managing divergences and influencing the

behavior of the running coupling constant αs, which acquires dependence on

µR.
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It’s important to note that the factorization and renormalization scales are

artifacts of perturbation theories with divergences. In a complete calculation in-

cluding all orders in perturbation theory, the cross section would not depend on

the chosen scales. However, in perturbation theory the cross sections are often

computed at a fixed order that lead to some scale dependence in the calculation.

FIGURE 2.5: View of the various steps involved in the simulation of a pp colli-
sion

2.3 The ATLAS detector

ATLAS serves as one of the two general-purpose particle physics detectors that

is installed at the LHC. Its main purpose of designing is to detect particles pro-

duced in both pp and ion-ion interactions. The exceptional capabilities of the

LHC pp collisions, with their high centre-of-mass energy and luminosity, enable

groundbreaking physics studies at the TeV scale. The detector is equipped to

facilitate various research objectives, including:

• Exploring the Standard Model Higgs boson and precisely measuring its prop-

erties.

• Conducting Supersymmetry searches.

• Performing precision tests of electroweak interactions, flavor physics, and

QCD.
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• Measuring the properties of the top quark.

• Conducting generic searches for new particles and interactions, often re-

ferred to as exotic searches.

To address these multifaceted challenges, ATLAS was meticulously designed

with the following features:

• Complete coverage in azimuthal angle, enabling accurate measurements

of missing transverse energy and wide acceptance in pseudo-rapidity.

• Utilization of high granularity to function effectively in environments with

substantial particle flux and overlapping events.

• Implementation of precision tracking to achieve high-resolution momen-

tum measurements and facilitate the detection of secondary vertices re-

lated to b-hadrons and l-leptons.

• Deployment of precise electromagnetic calorimetry for the precise identi-

fication and energy measurement of electrons and photons.

• Incorporation of full-coverage hadronic calorimetry to ensure accurate mea-

surements of jets and missing transverse energy.

• Ensuring high efficiency in muon identification, momentum resolution,

and charge determination across a wide momentum range.

• Implementation of an efficient triggering system for detecting low transverse-

momentum objects.

Table 2.1 presents the key performance objectives of the ATLAS detector,

showcasing its capabilities. In Figure 2.6, we can observe a schematic repre-

sentation of the ATLAS detector, which stands as the largest volume detector

ever constructed for a particle collider. With dimensions of 44m in length and
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Detector Component Design Resolution η Coverage

Measurement Level 1 Trigger

Tracking σpT /pT = 0.05%pT⊕ 1% ±2.5 None
EM Calorimetry σE/E = 10%/

√
E⊕ 0.7% ±3.2 ±2.5

Hadronic Calorimetry
Barrel and End-Cap σE/E = 50%/

√
E⊕3% ±3.2 ±3.2

Forward σE/E = 100%/
√
E⊕10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9

Muon Spectrometer σpT /pT = 10% at pT = 1 TeV ±2.7 ±2.4

TABLE 2.1: Performance goals of the ATLAS detector. Units of pT and E are
GeV [28].

25m in diameter, it takes the form of a cylinder. The detector is longitudinally

divided into three regions: the central "barrel" and the two outer "end-caps."

The ATLAS detector is a complex system, comprising an inner tracking de-

tector (ID) encircled by electromagnetic calorimeters, hadronic calorimeters, and

a muon spectrometer. To enable precise momentum measurements, the inner

detector operates within an axial magnetic field of 2 T, generated by a solenoid.

Similarly, the muon spectrometer operates within its magnetic field, facilitated

by an air-core toroid system. To manage data collection effectively, a two-level

trigger system is implemented for event selection. Further insights into the vari-

ous sub-systems of the ATLAS detector will be provided in subsequent sections.

2.4 ATLAS Coordinate Framework

The ATLAS experiment uses a Cartesian coordinate system with the origin lo-

cated at the nominal interaction point, as depicted in Figure 2.7. The z-axis co-

incides with the beam line, while the x-y plane lies perpendicular to the beam

line, where positive x points towards the center of the LHC ring, and positive y

points upward.
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FIGURE 2.6: ATLAS detector overview with the labelling of various detector
sub-systems[42].

FIGURE 2.7: Illustration of the ATLAS coordinate system [29].
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When describing the position of a physical object within the detector, a cylin-

drical coordinate system is used. In this system, θ represents the polar angle, r

and ϕ signify the radius and the azimuthal angle in the x-y plane (transverse

plane), respectively. These angles, θ and ϕ, are measured from the positive z-

axis and the positive x-axis, respectively.

The energy (E) and momentum (p) of outgoing particles are projected onto

the transverse plane, enabling the application of conservation laws due to known

energy and momentum of the initial state, whereas the initial component along

the z-axis is unknown. Consequently, transverse momentum is defined as pT =√
p2x + p2y and transverse energy as ET = E sin(θ).

The polar angle θ is often converted to pseudo-rapidity, given by

η = − ln

(
θ

2

)
(2.5)

which approximates the rapidity

y =
1

2
ln
E + Pz

E − Pz

(2.6)

In situations where the particle’s energy (E) far exceeds its mass (E ≫ m)

and the longitudinal momentum component (Pz), the pseudo-rapidity (η) tends

toward 0 in the transverse plane and approaches infinity along the z-axis. Specif-

ically, at 45° from the axis, η equals 1. Pseudo-rapidity and rapidity prove ad-

vantageous in describing angles when the initial z-momentum is unknown, as

in hadron colliders involving parton interactions from protons. Notably, the dif-

ference in rapidity between two particles remains invariant under boosts along

the z-axis. An extensively used metric is the angular distance between objects in

the η − ϕ plane, defined as ∆R =
√

∆η2 +∆ϕ2.
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2.4.1 The ATLAS Magnetic System

The ATLAS detector employs a superconducting magnet system that encom-

passes a volume of approximately 12, 000m3. In contrast to CMS, which utilizes

a single solenoid magnet to generate a 4T magnetic field, the design of ATLAS

includes two distinct magnetic systems: a central solenoid [43], situated between

the Inner Detector and the Electromagnetic Calorimeter, responsible for creating

an axial magnetic field within the ID volume, and a barrel toroid along with

two end-cap toroids, which generate a toroidal magnetic field within the Muon

Spectrometer volume.

The solenoidal magnet is a coil made of superconducting material that gen-

erates an axial magnetic field of 2T for the Inner Detector, achieved through an

8kA electric current and cooled to a temperature of 4.5K. It measures 5.8m in

length, with an inner radius of 1.23m and an outer radius of 1.28m, correspond-

ing to only 0.66 radiation lengths. To optimize the material budget, the coil is

positioned inside the calorimeter cryostat.

The ATLAS toroidal magnet system, shown in Figure 2.8, consists of a barrel

toroid comprising eight separate coils with an electric current of 20kA and two

end-cap toroids that produce magnetic fields of 0.5T and 1T in the central and

end-cap regions, respectively. These magnets are situated outside the calorime-

ters. The barrel has an inner diameter of 9.4m, an outer diameter of 20.1m, and

a length of 25.3m. The end-cap toroids are designed to generate a magnetic

field near the beam axis to deflect particles with small polar angles. Each of

the toroids comprises eight superconducting coils housed within an insulating

vacuum vessel with a diameter of 10.7m and a width of 5m. Together with the

barrel toroid, they ensure almost complete geometric coverage of the magnetic

field.
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FIGURE 2.8: Layout of the ATLAS magnetic system.

2.4.2 Inner detector

The Inner Detector (ID) [43, 44] is the most closest apparatus to the interaction

point in the ATLAS detector. It is specifically designed for reconstructing the

paths traversed by the charged particles results of the collisions of either protons

or heavy ions. The paths are referred to as tracks helping in identifying the

primary vertices of the interactions and possible secondary vertices resulting

from the decay of long-lived particles. With a cylindrical shape and dimensions

of 1.1m in radius and 6.2m in length, the ID surrounds the interaction point.

The hits in the ID are used to reconstruct charged particles trajectories. The

entire ID operates within the solenoidal magnetic field of strenght 2 T, enabling

the measurement of particle momentum and charge from the curvature of their

trajectories. Detailed information on track and vertex reconstruction, crucial for

identifying jets from b-quarks and the hadronic decay of the τ -leptons in the final

state of analysis presented in this thesis, it will be described in Chapter 3.

The ID ensures the sophisticated and coherence tracking of charged particles

having pT > 0.5GeV within the range of |η| < 2.5. It provides a transverse

momentum resolution given by:

σpT
pT

= 0.05%pT ⊕ 1% (2.7)

as sumarised in Table 2.1.
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The three utilized technologies for measuring hits of the tracks are an inner-

most pixel detector which is composed of silicon pixels technology , an interme-

diate silicon strip detector (SCT), and the outermost transition radiation tracker

(TRT). A three-dimensional illustration of the ID layout is shown in Figure 2.9a,

while Figure 2.9b provides a detailed layout.

(A) (B)

FIGURE 2.9: 2.9a The ATLAS Inner detector’s layout. 2.9b a zoomed-in glimpse
at the three subdetectors that make up the ATLAS Inner detector: the pixel
detector and Insertable B-layer, the semiconductor tracker, and the transition

radiation tracker [45].

Pixel detector and the insertable B-Layer (IBL)

The silicon based pixel detector is located very close to the beam in the ATLAS

detector. It is constructed with layers of silicon pixels to achieve high granularity

for precise resolution of primary and secondary interaction vertices. The detec-

tor comprises three cylindrical layers in the barrel region, situated at radial dis-

tances of 50.5 mm, 88.5 mm, and 122.5 mm. Additionally, in the end-caps there

are disks perpendicular to the beams. They are positioned longitudinally with

distances of 49.5 mm, 58.0 mm, and 65.0 mm. The B-layer which is positioned

at a radius of 50.5 mm, plays a significant role in the detection of secondary

vertices. Which enables the jets identification that are originating from b-quark

hadronization. During the LHC first long shutdown back in 2014 the insertable
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B-Layer (IBL) a fourth pixel layer was installed inside the existing detector at

a radius of 33 mm from the beam axis [46]. The IBL significantly improves b-

jet identification by offering an additional space point in close proximity to the

interaction point. The detector is composed of silicon based sensor modules,

resulting in approximately 92 million pixels (and readout channels) in total.

Particles with |η| < 2.5 typically traverse the four layers of the detector, yield-

ing four space points. The pixel detector achieves a resolution of σϕ = 10µm

in the bending direction (R - ϕ) and σZ,R = 115µm in the z (R) direction for the

barrel (end-caps), respectively. The high precision in the hit positions measure-

ments allows us for the accurate reconstruction of tracks and secondary vertices

of short-lived particles, as well as the measurement of the impact parameter of

the tracks. This measurement is importantl for identifying jets originating from

b-quarks and the hadronic decay of τ -leptons.

SCT: SemiConductor Tracker

The SCT is a silicon strip based detector comprising four layers of strips posi-

tioned along the beam-pipe axis in the barrel region and aligned along the R

direction in the end-caps. Identical silicon-strip sensors are placed back-to-back

with the first layer, forming a stereo angle of 40 milliradians. This configuration

allows for a two-sided module, enabling measurement of the second coordinate.

Across both the barrel region and the end-caps, the SCT incorporates more than

6 million channels. The spatial resolution of the detector is σϕ = 17 µm in the

bending direction (R - ϕ) and σz,R = 580 µm in the z direction for the barrel or R

direction for the end-cap.

TRT: Transition Radiation Tracker

The TRT comprises the outermost segment of the ATLAS inner detector. It func-

tions as a straw drift tube tracker while providing additional capabilities for

particle identification through transition radiation. Each TRT module consists of
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bundles of 4mm diameter straws filled with a gas mixture primarily containing

70% Xenon (Xe), 27% Carbon Dioxide (CO2), and 3% Oxygen (O2), all immersed

in a propylene radiator. In the barrel region, these straws align parallel to the

beam axis, whereas in the end-caps, they adopt a radial arrangement.

Particles with a transverse momentum (pT ) greater than 0.5 GeV and an ab-

solute pseudorapidity (|η|) below 2.0 traverse at least 36 straws, except within

the transition zone between the barrel and end-caps (0.8 < |η| < 1.0), where only

22 straws are encountered.

Primarily providing measurements in the bending direction (R−ϕ), the TRT

has a spatial resolution of σϕ = 130 µm. Despite its lower resolution compared to

silicon trackers and its limitations in the z direction, the TRT significantly con-

tributes to pattern recognition and momentum resolution due to the multitude

of measurements and the extended track length.

When charged particles transition between the straw and the propylene fibers

(foils) in the barrel (end-caps), they emit transition radiation photons, absorbed

by the Xenon gas mixture. The intensity of emitted transition radiation relies

on the Lorentz γ-factor of incoming particles, linked to the particle mass at a

specific energy. This information aids in particle identification, particularly in

distinguishing electrons from pions.

The ATLAS detector’s calorimeter system encompasses the electromagnetic

calorimeter (ECal), covering the region |η| < 3.2, and the hadronic calorimeter

(HCal), spanning |η| > 4.9. Figure 2.10 provides an overview of the calorimeter

design. These vital components measure the energy and direction of motion for

electrons, photons, and sufficiently long-lived hadrons.

When traversing a medium, electrons experience energy loss primarily due

to Bremsstrahlung, while energetic photons undergo e+e− pair production. This

process depends on the medium’s characteristic radiation length, X0, which

varies. Passing through a suitable medium, these particles initiate a cascade

of interactions known as an electromagnetic (EM) shower. As the particles lose
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energy within the shower, they eventually stop and get absorbed, producing a

measurable cluster of signals calibrated to determine the initial particle’s energy.

On the contrary, energetic hadrons produce hadronic showers through multi-

ple inelastic interactions. The interaction length, λ, is notably greater thanX0 for

the same medium, leading to the HCal’s placement further away from the inter-

action point compared to the ECal. Moreover, hadronic showers exhibit broader

transverse spread compared to EM showers due to the cascade’s opening angle

scaling with the interaction length. These showers are primarily dominated by

pions, where around one-third of the generated pions are neutral (ϕ0) and decay

into ϕ0 → γγ, dissipating energy as EM showers.

Both the ECal and HCal employ a sampling calorimeter design, consisting

of alternating layers of passive and active materials. These layers produce the

particle shower and measure the deposited energy, respectively. The shower

depth, measured in radiation or interaction lengths, logarithmically correlates

with the initial particle’s energy. Despite its finite depth, this design enables the

calorimeter to accurately measure a wide range of energies.

FIGURE 2.10: View of the ATLAS calorimeter system [47]

Electromagnetic Calorimeter (ECal)

The ECal serves as the innermost calorimeter within the ATLAS detector, dedi-

cated to measuring the energy of electrons and photons. It follows a sampling
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calorimeter design, employing lead as the absorber material and liquid argon

(LAr) as the active medium. Consisting of accordion-shaped cells filled with liq-

uid argon interspersed with lead layers, this configuration efficiently measures

particle energies.

This detector divides into several sections:

1. EMB (Electromagnetic Barrel): Two half-barrels covering the range up to

|η| < 1.475, with a 4 mm gap at z = 0.

2. EMEC (Electromagnetic End-Cap): Two wheels; the first wheel spans 1.375 <

|η|, while the second encompasses 2.5 < |η| < 3.2. Note: The region

1.375 < |η| < 1.52 is impacted by additional instrumental and cooling

material, affecting energy resolution.

In the transverse direction, the EM calorimeter comprises three layers:

1. A high granularity pre-sampler, situated closest to the interaction point,

aids in reconstructing neutral pions decaying into two photons and cap-

tures particles initiating showers in the inner detector.

2. Longer towers with high granularity, following the pre-sampler, detect the

majority of EM showers, allowing measurements of the particles’ ϕ and θ

coordinates.

3. The final layer identifies showers initiated by particles other than electrons

or photons, which begin showering within the EM calorimeter before exit-

ing.

The energy resolution of the ATLAS EM calorimeter is defined by the for-

mula:

σE
E

=
10%√
E

⊕ 0.7%

Specific energy resolution values are detailed in Table 2.1.
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Hadronic Calorimeter (HCal)

The HCal in ATLAS surrounds the EM calorimeter and focuses on measuring

the energy and directional information of hadrons resulting from quark and

gluon hadronization. It comprises three distinctive components:

1. Hadronic Tile Calorimeter:

• Covers the |η| < 1.7 region.

• Utilizes steel as the absorber and plastic scintillator tiles as the active

material.

• Comprises a barrel section (|η| < 0.8) and two extended barrels (0.8 <

|η| < 1.7) located immediately behind the EM calorimeter.

• The readout photomultiplier tubes are connected to scintillators through

wavelength-shifting fibers, forming projective towers in η.

2. Hadronic End-Cap Calorimeter (HEC):

• Consists of two wheels per end-cap covering 1.5 < |η| < 3.2.

• Utilizes copper as the absorber and liquid argon (LAr) as the active

material.

• Located directly behind the EMEC.

3. Forward Calorimeter (FCal):

• Covers the 3.1 < |η| < 4.9 region.

• Designed to accommodate relatively long showers within a compact

volume due to high particle flux and energy.

• Divided into three compartments:

– First compartment: Intended for electromagnetic measurements,

using copper and LAr.
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– Other two compartments: Designed for hadronic measurements,

utilizing tungsten and LAr to contain and minimize lateral spread

of hadronic showers due to tungsten’s high density.

The energy resolution of the Hadronic Calorimeter:

σE
E

=
50%√
E

⊕ 3%

in the barrel and end-caps, whereas it is

σE
E

=
100%√
E

⊕ 10%

in the forward region, as detailed in Table 2.1.

The Muon Spectrometer (MS) stands as the largest and outermost detector

within the ATLAS experiment, enveloping the entire calorimeter system and oc-

cupying a significant portion of the ATLAS cavern. Its primary function is the

precise identification and momentum measurement of muons within the range

of approximately 10 GeV to around 1 TeV. To accomplish this task, the Muon

Spectrometer employs various detector technologies, enabling accurate momen-

tum and directional measurements of muons alongside efficient triggering.

The layout of the Muon Spectrometer, depicted in Figure 2.11, extends over

the range |η| < 2.7. Its performance objectives, outlined in Table 2.1, aim to

achieve a 10% transverse momentum resolution for 1 TeV muon tracks. Com-

prising four subsystems, each utilizing different gas detector technologies, the

Muon Spectrometer integrates Resistive Plate Chambers (RPC) in the barrel re-

gion and Thin Gap Chambers (TGC) in the end-cap region for trigger signal pro-

vision. In contrast, Monitored Drift Tubes (MDT) and Cathode Strip Chambers

(CSC) facilitate precise momentum measurements. The MDT chambers excel in

high-precision measurements along the bending direction across a vast portion

of the detector’s acceptance. Conversely, CSCs operate in the forward region,

where particle flux surpasses the MDT chambers’ capabilities. The arrangement
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of muon chambers in the barrel region (|η| < 1.05) comprises three cylindrical

layers encircling the beam axis, while in the end-cap regions (1.05 < |η| < 2.7),

the chambers are distributed among three wheels.

The extensive coverage and precise muon momentum measurements pro-

vided by the Muon Spectrometer play a pivotal role in the accurate reconstruc-

tion and identification of muons within the ATLAS experiment.

FIGURE 2.11: View of the ATLAS muon spectrometer [48]

2.4.3 Trigger System

As previously discussed in Section 2.1.1, the LHC operates at a high bunch cross-

ing frequency of 40 MHz, equivalent to bunch crossings every 25 ns. Due to this

exceedingly rapid collision rate, the ATLAS detector cannot feasibly process and

record all events in real-time. Hence, the ATLAS Trigger and Data Acquisition

(TDAQ) system [49] is designed to selectively identify and capture only the most

relevant events.

To efficiently manage the event rate, the TDAQ system operates in two se-

quential stages, as depicted in Figure 2.12. Initially, the Level-1 (L1) trigger,

which operates on hardware, swiftly identifies Regions of Interest (RoIs) within

the calorimeters and muon spectrometer. This immediate action reduces the

event rate from 40 MHz to 100 kHz, achieving an overall latency of around 2.5
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µs. Subsequently, the High-Level Trigger (HLT) takes charge, incorporating as-

pects of the L2 and Event Filter levels employed during Run 1. The HLT utilizes

rapid algorithms to access RoI data or full event information, drawing upon

high-resolution data from the calorimeters, muon spectrometer, and inner de-

tector. These algorithms mirror those used for physics object reconstruction and

identification (discussed in Chapter 5) but prioritize speed over precision. The

HLT’s primary task is to identify events containing physics objects—electrons,

muons, photons, jets, or τ -lepton candidates—critical to the ATLAS physics pro-

gram. This stage substantially reduces the event rate by two orders of magni-

tude, maintaining an average rate of 1 kHz with a latency of 0.2 µs.

The Data Acquisition (DAQ) system plays a pivotal role in supervising data

recording onto storage disks. When the L1 trigger system identifies a notewor-

thy event, the DAQ transfers the corresponding event data from detector elec-

tronics to detector-specific Read-Out Drivers (ROD). If the event also satisfies

the HLT criteria, the event data are consolidated and then archived onto disks

for subsequent analysis.

FIGURE 2.12: Illustration of the two-level trigger system in the ATLAS experi-
ment [49] .
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Chapter 3

Physics objects reconstruction in

ATLAS

Following the recording of raw data, a fundamental step in every ATLAS analy-

sis involves reconstructing and identifying the numerous physics entities found

in the final state. This pivotal process initiates by tracing particle tracks within

both the inner detector and the muon spectrometer, facilitating precise mea-

surements of charged particle trajectories. Concurrently, energy deposits in the

calorimeter systems are clustered to characterize particle energies.

Consequently, data from these diverse sub-detectors are amalgamated to re-

construct and identify an array of particles, including but not limited to elec-

trons, muons, photons, jets, and leptons. Moreover, essential event properties,

like missing transverse energy, are computed to infer the existence of neutrinos

or other imperceptible particles. Figure 3.1 illustrates the distinct characteristics

representing various particles as observed within the ATLAS detector.

This chapter provides a comprehensive insight into the intricate algorithms

utilized by ATLAS for the precise reconstruction and identification of pertinent

particles pertinent to this thesis. These sophisticated algorithms are finely tuned

to accurately discern unique particle signatures from complex event data, facili-

tating precise measurements of diverse physics observables.
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FIGURE 3.1: Illustrating the distinctive characteristics exhibited by various par-
ticles within the ATLAS detector [50]

3.1 Track and vertex reconstruction

Tracks are reconstructed [51] by analyzing the hits registered across various lay-

ers of the inner detector when charged particles traverse the responsive material.

A track is defined by a collection of attributes, including transverse and longitu-

dinal impact parameters 1 denoted as d0 and z0 respectively, angular coordinates

ϕ and θ, as well as the charge-to-momentum ratio q/p.

Initial measurements obtained from the Pixel detector and SCT undergo a

process of clustering via connected component analysis (CCA) [52]. This pro-

cedure generates three-dimensional space-points that serve as the foundation

for track reconstruction. Given the high particle density within the LHC envi-

ronment, numerous space-points comprise signals from multiple particles that

1The transverse impact parameter, denoted as d0, refers to the closest distance between the
track projection onto the transverse plane and the interaction point (IP). Similarly, the longitudi-
nal impact parameter, termed z0, is calculated as the minimal absolute disparity between Ztrack
and ZIP.
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have traversed through. Specialized algorithms are utilized to discern and iso-

late these instances. The foundation for the subsequent track reconstruction is

laid by constructing seed tracks using three space-points. Following this, a strin-

gent selection process ensues, ensuring the compatibility of these tracks with

additional space-points.

The chosen seed tracks undergo processing through a combinatorial Kalman

filter [53], which further constructs additional track candidates by considering

available space-points across all layers of the Pixel and SCT detectors. Each track

candidate is then assigned a score based on factors such as the count of incorpo-

rated space-points, any missing space-points in specific layers, the track’s trans-

verse momentum, its χ2 value, and more. This score, representing the track’s

quality, plays a vital role in prioritizing tracks when resolving potential ambigu-

ities. In the subsequent stage, the TRT measurements are also incorporated [54],

followed by an accurate track fit with high resolution.

Once the process of track reconstruction and selection reaches its conclusion,

a specialized algorithm for vertex finding [55, 56] is engaged. The initial seed for

the vertex is determined by identifying the global maximum in the z0 distribu-

tion of tracks in relation to the interaction point. Each track’s compatibility with

this vertex is examined, and if an inconsistency exceeding d0/σ(d0)> 7 is de-

tected, the track remains unaffiliated. This sequence is reiterated until all tracks

find an association with a vertex. The vertex with the highest total of p2T for the

associated tracks is established as the primary vertex (PV) of the event. Any

other reconstructed vertices situated within the bunch-crossing region are cate-

gorized as pileup interactions. Vertices located outside the bunch-crossing area

are denoted as secondary vertices.
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3.2 Electron reconstruction and Identification

The process of reconstructing, identifying, and isolating electrons within the AT-

LAS experiment [57] relies on localized energy clusters in the electromagnetic

calorimeter (ECal), tracks reconstructed in the inner detector (ID), and precise

matching in the η × ϕ space between these components.

ATLAS focuses on electron reconstruction within the |η| < 2.47 region. It

starts by combining energy deposits in the ECal’s layers and presampler to cre-

ate energy towers in cells of 0.025×0.025 in ∆η×∆ϕ. A scanning algorithm looks

for seed clusters formed by these towers, each requiring a minimum transverse

energy of 2.5 GeV. Then, tracks exceeding pT > 0.5 GeV extend into the ECal

volume, associating with these seed clusters. For a valid association, the track’s

impact point and the seed cluster’s barycenter must be within |∆η| < 0.05 and

|∆ϕ| < 0.1. Seed clusters not tied to tracks are considered photon candidates.

Instances where multiple tracks link to a seed cluster choose one as the pri-

mary track. If this primary track aligns with a secondary vertex without pixel

hits, it is deemed a photon converted into an e+e− pair. Thus, for an electron can-

didate, the primary track should originate from the primary vertex. Lastly, the

cluster’s size extends to include any energy spread, encompassing any energy

deposits beyond the ECal in the total cluster energy.

The prompt electrons are those originating from decays of heavy resonances

or semi-leptonic hadron decays, photon conversions, or resulting from spurious

candidates. An electron identification technique [57] employs a multivariate

likelihood method trained to distinguish these prompt electrons from alterna-

tive candidates. The algorithm defines three identification levels, referred to as

working points: loose, medium, and tight. The loose working point prioritizes

achieving the highest efficiency in identifying true prompt electrons, while the

tight working point emphasizes the lowest rejection of non-prompt electrons.

Figure 3.2 illustrates the efficiencies of electron identification corresponding to
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these working points concerning electron ET and η.

The isolation algorithm [57] further rejects non-prompt electrons. An iso-

lation cone, defined with a fixed or pT -dependent radius ∆R around the elec-

tron candidate, is employed. Calorimeter- and track-based isolation variables

are computed. The detailed electron energy calibration is executed using mul-

tivariate techniques [58, 59] derived from Monte Carlo simulations and data,

following the final selection of electron candidates.

(A) (B)

FIGURE 3.2: Electron identification efficiencies were computed using a Z →
e+e− sample for the three working points, plotted against the (a) transverse en-
ergy ET of the electron and (b) its pseudorapidity η [57] . The lower panels
depict the ratios of data-to-simulation, considering both statistical and system-

atic uncertainties.

3.3 Muon reconstruction and Identification

Muon reconstruction and identification procedures leverage data from the ID,

MS, and calorimeter systems. Tracking is autonomously carried out in the ID

and MS.
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Within the MS, the local track segments materialize through patterns of the

hit within individual MS chambers. These segments, spanning diverse MS lay-

ers, are then integrated to establish complete MS tracks [60]. Roughly 96%

of instances involve a global refit for muon reconstruction, amalgamating hits

from both the ID and MS. These muon candidates, a product of this process, are

termed combined muons. Alternative muon categories include tagged ID tracks

harmonized with muon indications in the MS or the calorimeter.

Additional criteria are employed to discern non-prompt muons, often stem-

ming from pion and kaon decays, using supplementary muon identification cri-

teria [60]. Such non-prompt muons frequently exhibit distinctive track geome-

tries resembling "kinks" or originate from secondary vertices. Several variables

that effectively discriminate between prompt and non-prompt muons combine

to establish four levels of muon identification: loose, medium, tight, and high-

pT . The efficiency of muon reconstruction under the medium criteria, depicted

in Figure 3.3, is illustrated concerning muon pT and η.

In a manner akin to electrons, different working points for muon isolation are

established, grounded in varied track- and calorimeter-related parameters de-

signed to quantify the extent of activity within an isolation cone encompassing

the muon candidate. Calibrations of momentum scale, resolution, and dimuon

mass resolution emanate from meticulous scrutiny of J/Ψ → µ+µ−, Υ → µ+µ−,

and Z → µ+µ− processes [61]. These analyses refine MC simulations, harmoniz-

ing them with data and minimizing associated uncertainties.

3.4 Jet reconstruction

Shortly after their creation, quarks and gluons initiate a cascade of interactions

and undergo hadronization, resulting in the formation of a closely aligned clus-

ter of particles known as a jet. Analyzing characteristics such as energy content,

direction, shape, and substructure variables offers insights into the underlying
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(A) (B)

FIGURE 3.3: Efficiency of muon reconstruction in events from J/Ψ → µ+µ−

and Z → µ+µ− decays at the medium identification threshold, depicted as a
function of (a) muon pT and (b) muon η measured in Z → µ+µ− events. The
lower panels illustrate the data-to-simulation ratios, including both statistical

and systematic uncertainties.

initiating parton. Nevertheless, it’s important to note that jets don’t always cor-

respond to individual partons 2. For instance, in scenarios where a pair of quarks

is generated through the decay of a resonance, these quarks can be reconstructed

as a singular jet or even as multiple jets, contingent upon the degree of collima-

tion between the quarks and their radiative products.

A jet’s characterization encompasses both a jet algorithm and a recombination

scheme [62]. The former outlines the methodology for amalgamating specific

inputs into distinct jet collections, whereas the latter outlines the approach for

attributing a momentum to each jet. This definition can be applied to jets simu-

lated at the parton, hadron (particle), or detector level, as depicted in Figure 3.4.

The jet identified at the particle level is commonly referred to as the "truth-jet."

A robust jet algorithm ensures consistency across the variety of reconstructed

jets across all these levels.

A clustering algorithm [64] is employed to delineate interconnected

calorimeter cells that exhibit energy depositions surpassing the calorimeter

noise level, denoted as σcell. These agglomerates are termed topo-clusters. Within

2In the context of jets, the term "parton" lacks a precise definition, but it generally pertains
to either a quark or a gluon originating from the hard-scatter interaction or emerging from the
decay of a massive resonance.
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FIGURE 3.4: Illustration of a jet evolution [63].
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the ATLAS framework, they originate from calorimeter cells with energy Ecell

exceeding 4σcell. Subsequently, neighboring cells satisfying Ecell > 2σcell are in-

corporated to extend the cluster. The formation of topo-clusters culminates with

the addition of a single layer of neighboring cells with Ecell > 0.

The calorimeter jets utilized in the investigations presented in this disserta-

tion are constructed from topo-clusters using the anti-kt jet algorithm [65]. A

salient feature of this algorithm is its compliance with infrared and collinear

(IRC) safety, indicating that the final ensemble of jets remains unaffected by the

introduction of a collinear split among constituents or the occurrence of soft ra-

diation.

The anti− kt algorithm starts with calculating

dij = min

(
1

p2T,i
,

1

p2T,j

)
∆R2

i,j

R2
(3.1)

diB =
1

p2T,i
(3.2)

In the algorithm, dij represents a weighted "distance" between two con-

stituents, diB is the threshold value of this distance for constituent i, explained

below. R signifies the algorithm’s size parameter. The subsequent step involves

determining the minimum value between dij and diB. If the minimum corre-

sponds to dij , constituents i and j are merged. If it corresponds to diB, con-

stituent i is deemed one of the final jets and is removed from the list. This pro-

cess repeats until all constituents are clustered into jets. For ATLAS, the jet size

parameter is conventionally set at R = 0.4.

Multiple procedures are essential to rectify and fine-tune the characteristics

of jets [66, 67]. Initially determined with respect to the primary vertex, the jet

direction is recalibrated, initially computed relative to the nominal interaction

point. Accounting for the average pileup impact, corrections are applied to each

jet based on the identified jet area [68] and the count of reconstructed primary

vertices. The Absolute MC-based calibration aims to harmonize the jet energy
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reconstructed at the electromagnetic scale with the particle-level energy. This

calibration, derived from Monte Carlo (MC) simulations, influences both the

jet’s energy magnitude and its directional pseudorapidity (η). Subsequently,

the global sequential calibration is executed to minimize biases in jet flavor and

counteract energy spillage beyond the reach of the hadronic calorimeter. More-

over, the in situ jet calibration is exclusively tailored for data analysis. These ad-

justments involve aligning a jet’s pT by juxtaposing it against another precisely

measured object. To discriminate jets originating from pileup (pileup jets), the

Jet Vertex Tagger (JVT) [69] is utilized, effectively discerning jets connected with

the hard-scatter interaction.

3.4.1 Identification of b-jets: b-tagging

The identification of jets arising from the hadronization of b-quarks, commonly

referred to as b-tagging, is of paramount importance in analyses aimed at pro-

cesses involving one or more b-quarks in the final state. This significance is

particularly evident in the HH → bb̄τ+τ− analysis, as elucidated in this thesis.

Numerous algorithms have been devised to discriminate jets resulting from the

decay of b-hadrons. These techniques leverage distinct characteristics such as

extended lifetime, substantial mass, and decay multiplicity of b-hadrons, as well

as the distinctive fragmentation pattern of hard b-quarks.

B-hadrons exhibit lifetimes of approximately 1.6 picoseconds (τ ≈ 1.6ps).

This allows the hadron to travel a few millimeters (2 − 3mm) away from the

primary vertex before it undergoes decay. However, this duration is insufficient

for the hadron to reach the calorimeters. Consequently, a crucial feature for

identifying b-hadrons lies in the potential to detect a displaced secondary vertex

within the inner detector. Characteristics such as the secondary vertex’s distance

from the primary vertex, the collective mass of particles associated with the ver-

tex, and the impact parameter of the tracks prove to be valuable quantities for
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identification. Additionally, b-jets can be discerned by capitalizing on the high

multiplicity of charged tracks and the elevated transverse momentum of decay

particles stemming from b-hadrons. For visual clarity, Figure 3.5 provides an

illustrative depiction of the underlying principle governing the identification of

jets originating from b-hadron decays.

FIGURE 3.5: An illustration depicting distinctive features of a b-jet: the appear-
ance of a secondary vertex within the jet and the presence of tracks exhibiting

considerable impact parameters originating from this secondary vertex.

In the ATLAS experiment, identifying b-quark jets relies on three core b-

tagging algorithms: those that hinge on impact parameters, an inclusive sec-

ondary vertex reconstruction method, and a decay chain multi-vertex recon-

struction approach.
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The analysis presented in this thesis utilizes a multivariate classification al-

gorithm, the DL1r tagger [70, 71], which employs a deep neural network to dis-

tinguish b-jets from the background of light-flavour- and charm-quark-initiated

jets. This process utilizes information pertaining to jet kinematics, the impact

parameters of associated tracks, and the presence of displaced vertices. The in-

puts to the DL1r network encompass variables derived from a recurrent neural

network (RNNIP) [72], designed to exploit spatial and kinematic correlations

between tracks originating from the same b-hadrons.

For the analysis detailed in this thesis, the signal regions are defined by se-

lecting exactly two b-jets passing the 77% working point, elaborated further in

Chapter 4. The pseudo-continuous b-tagging information, represented by quan-

tiles corresponding to 77%-70%, 70%-60%, and above 60% b-tagging efficiencies,

is employed in MVA trainings to further leverage the discriminative capabilities

of the flavour-tagging information.

The comparison plots illustrating the DL1r quantiles of the sub-leading b-

tagged jet are depicted in Figure 3.6(a) for SM ggF, ggF (κλ = 10.0), and SM

VBF signals along with the cumulative backgrounds. Additionally, Figure 3.6(b)

demonstrates the same variable for each background component.

(A) (B)

FIGURE 3.6: Sub-leading b-jet DL1r quantiles for (a) ggF (κλ=1.0, in red), ggF
(κλ= 10.0, in blue), SM VBF (in purple) signals, together with the sum of the
backgrounds (in black); and (b) for each background component of this analy-

sis.
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Muon-in-jet and the PtReco corrections

In addition to the standard jet calibration, two supplementary adjustments to

the jet energy scale are implemented to enhance the accuracy of reconstructing

the invariant mass of a resonance decaying into two bottom quarks. The muon-

injet correction [73] is applied to accommodate B- and C-hadron decays into

muons, as muons only deposit a portion of their energy in the calorimeter. If a

muon with pT > 5GeV and meeting the medium identification criteria is iden-

tified within the jet, its four-momentum is combined with that of the jet. When

multiple such muons are detected within the jet, the one closest to the jet-axis

in terms of angular separation is selected, and the calorimeter energy associated

with that muon is subtracted from the jet energy.

An additional adjustment, known as PtReco [73], is applied to mitigate the

residual discrepancy between the reconstructed-jet pT and the pT of the corre-

sponding truth-jet3. The impact of both corrections on the distribution of di-b-jet

invariant mass (mbb) is demonstrated in Figure 3.7, using simulated ZH → l+l−bb̄

samples, where l represents an electron or muon. Additionally, the PtReco cor-

rection method could be replaced by the Kinematic Likelihood Fit [73]. How-

ever, the results presented in this thesis do not employ the latter method.

3.5 Missing transverse energy

The LHC experiences collisions primarily along the longitudinal axis, which en-

ables the application of momentum conservation in the transverse plane. Neu-

trinos and other weakly-interacting particles traverse through the detector un-

noticed. In an ideal detector, the transverse momentum sum of these particles

(p⃗miss
T ) can be derived from the transverse momenta of the observed detector

entities, as follows:
3Matching between the reconstructed jet and the truth-jet is required in terms of geometry.
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FIGURE 3.7: Comparison of the mbb distributions with additional corrections
applied to the jet energy scale. These distributions are shown for simulated
events in the 2-lepton channel within the 2-jet and pZT > 150 GeV region. Each
distribution is fitted with a Bukin function, and the resolution values along with

improvements are indicated in the legend [73].
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p⃗miss
T = −

∑
i

p⃗ visible
T,i (3.3)

The missing transverse momentum (p⃗miss
T ) is computed as the negative sum

of the transverse momenta of all visible particles in the detector:

However, due to inherent limitations in detector precision, certain physics

entities might be reconstructed with reduced accuracy or potentially not recon-

structed at all. These considerations must be factored in when calculating p⃗miss
T .

Furthermore, some objects could fall beyond the detector’s measurable range.

Every component used to compute p⃗miss
T (namely: electrons, muons, pho-

tons, hadronically-decaying τ leptons, jets derived from energy deposits in the

calorimeter, and charged-particle tracks) undergo calibration to enhance the

p⃗miss
T resolution. The measured momentum not assigned to any of the aforemen-

tioned physics entities is known as the ’soft-term’ [74]. It’s derived from recon-

structed charged-particle tracks not linked to other reconstructed entities. These

tracks are cross-referenced with the PV to exclude contributions from pileup.

Information pertaining to the contribution of neutral particles to the track-

based soft-term is omitted due to its sensitivity to pileup contributions and its

anticipated symmetry in ϕ. The magnitude of p⃗miss
T is commonly referred to as

’missing transverse energy’, denoted by Emiss
T .

3.6 Reconstruction and identification of τ leptons

The mean lifetime of τ leptons is very short, approximately 0.29 ps, which means

their decay occurs predominantly within the beam pipe. They decay through the

emission of an off-mass-shell W boson, which then decays either leptonically or

hadronically, as shown in the Feynman diagram in Figure 3.8.
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FIGURE 3.8: Feynman diagram of the τ lepton decay by emission of an off-mass
shell W boson.

3.6.1 τ leptonic decay

The branching fraction of τ leptons decaying into electrons (muons) is 17.8 ±0.4

% (17.4 ±0.4 %) [12]. These electrons and muons, in isolation, cannot be distin-

guished from other promptly-produced electron and muon candidates. More-

over, the two neutrinos produced in the leptonic τ -lepton decay cannot be di-

rectly identified, as discussed in Section 3.5. Consequently, a τ lepton decaying

leptonically, denoted as τ lep in this thesis, is reconstructed as a charged electron

or muon, contributing to the Emiss
T .

3.6.2 Hadronic Decays of τ Leptons

Given its relatively substantial mass of about 1.777 GeV [12], the τ lepton stands

as the sole lepton with adequate mass to engage in hadronic decays, which occur

in roughly 64.8% of instances. When a τ lepton decays hadronically, denoted

as τhad in this work, it results in either one or three charged pions or kaons,

occasionally involving up to two neutral pions along with a ντ . These decays

are classified into "1-prong" decay, involving one charged hadron, and "3-prong"

decay, involving three charged hadrons. Table 3.1 presents a summary of the
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most prevalent hadronic decay modes of the τ lepton and their corresponding

branching ratios.

Decay mode Intermediate resonance Branching ratio [%]
τ− → h−ντ - 11.5
τ− → h−π0ντ ρ(770) 26.0
τ− → h−π0π0ντ a1(1260) 9.5
τ− → h−h+h−ντ a1(1260) 9.8
τ− → h−h+h−π0ντ - 4.8

Other modes with hadrons - 3.2
All modes with hadrons - 64.8

TABLE 3.1: Approximate branching ratios are depicted for the most prevalent
hadronic decay modes of the τ lepton [12]. The notation h− denotes a charged
hadron, which could be either a pion or a kaon. Certain decay modes occur

through intermediary resonances, such as ρ(770) or a1(1260) mesons.

In the following a brief summary is given for the reconstruction of τhad can-

didate:4

Seed jets

The initial step involves identifying a τhad candidate, which is initiated from a se-

lected jet candidate [75]. This set of jets is reconstructed utilizing the anti-kt algo-

rithm with a radius parameter of R = 0.4, akin to the jet ensemble derived from

topo-clusters, as detailed in Section 3.4. Notably, prior to jet formation, topo-

clusters undergo a local hadronic calibration (LC) [64]. We exclusively consider

jets with transverse momentum surpassing 10 GeV within the |η| < 2.5 range.

Vertex Association

The decay vertex for τ -lepton is typically displaced from the primary vertex (PV)

due to the finite τ -lepton decay length. Correctly identifying this vertex allows

4It’s more accurate to differentiate between two terminologies: τhad, denoting a τ lepton
decaying hadronically, and τhad−vis, indicating solely the observable component of the τhad can-
didate, considering that the energy of neutrinos remains unmeasured. For the sake of simplicity,
this thesis utilizes the former terminology, though the specific interpretation should be inferred
from the context.
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us to ensure that the tracks associated with the seed jet are matched to the τ -

lepton decay vertex, effectively suppressing contributions from pileup events

while maintaining high τhad reconstruction efficiency. All tracks within a cone

of 0.2 in ∆R around the seed jet axis (referred to as the core region) are utilized

to select the τ -lepton decay vertex from the PV candidates. Subsequently, the

direction of the τhad candidate is adjusted in relation to the decay vertex, and the

impact parameters are re-evaluated [75].

Track selection

The choice of tracks in the central region of the τhad candidate is fine-tuned to

maximize the efficiency in reconstructing 1- and 3-prong τhad candidates with

the accurate count of charged particles [75].

Energy calibration

In the calibration process for τhad candidates, apart from constructing seed-jets

derived from topo-clusters calibrated to the LC scale, two supplementary en-

ergy adjustments are applied [75]. Initially, an estimation and removal of energy

contributions from pileup interactions are carried out. Following this, correc-

tions are implemented to address emissions that either lack sufficient energy to

reach the calorimeter or fail to form the topo-clusters. Additionally, adjustments

are made for emissions located outside the central region of the τhad candidate.

Identification

The τhadvis reconstruction algorithm alone does not differentiate against other

particles that exhibit jet-like features in the detector. Thus, specialized algo-

rithms are employed to discern hadronic tau lepton decays. In this context,

a recurrent neural network (RNN) classifier is implemented, as elucidated in

Ref.[76]. Given the distinctive characteristics of 1- and 3-prong τhadvis decays,
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the τhadvis-identification (τhadvis-ID) is divided into tailored algorithms for these

cases.

The chosen τhadvis candidates in this thesis must fulfils the criteria of pT > 20

GeV, |η| < 2.5. Candidates in the transition region of the calorimeter, where

1.37 < |η| < 1.52, are excluded due to suboptimal detector coverage. Addition-

ally, candidates must feature either one or three tracks, possess unit charge, and

satisfy the ’loose’ τhadvis-ID working point. The loose WP corresponds to an ef-

ficiency of 85% for 1-prong and 75% for 3-prong (with efficiency being constant

in pT by definition).

Furthermore, a BDT leveraging track and shower shape information is em-

ployed to further reject τhadvis candidates originating from electrons. The ’loose’

working point is chosen, ensuring a selection efficiency of approximately 95%

for true τhadvis candidates.

3.7 Reconstruction of Di-Tau Mass

In τ -lepton decays, one or two neutrinos are produced depending on the decay

mode, causing uncertainty in the reconstructed visible four-momentum of the

τhad due to undetermined neutrino energies. This uncertainty broadens the re-

constructed visible mass, posing challenges in distinguishing signal from back-

ground in resonance analyses involving pairs of τ leptons.

To address this issue, the HH→ bb̄τ+τ− analysis employs the Missing Mass

Calculator (MMC) method [77] to reconstruct the invariant mass of the τ -lepton

pairs. MMC, which relies on likelihood principles, significantly enhances the

resolution of the invariant mass compared to using only the visible mass in-

formation. This technique involves solving a system of equations with several

unknowns (ranging from six to eight, depending on the number of neutrinos in

the τ+τ− final state). These unknowns correspond to the momentum carried by
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the neutrinos for each τ lepton along the x, y, and z axes, as well as the invariant

mass of the two neutrinos from any leptonic τ decays.

Since the number of unknowns surpasses the available constraints, obtaining

an exact solution is not feasible. Nonetheless, the MMC method assigns proba-

bilities to different solutions based on constraints derived from the measured x

and y components of the missing transverse momentum, along with the visible

masses of both τ -lepton candidates. A systematic scan is conducted over the

components of the missing transverse momentum vector and the unresolved

variables. Each point in this scan is assessed based on its likelihood using the

Emiss
T resolution and characteristics specific to the decay of τ -leptons. The esti-

mator for the τ+τ− mass is determined as the most probable value among these

scan points.

Figure 3.9 illustrates the comparison between the reconstructed visible in-

variant mass and the MMC invariant mass for HH→ bb̄τ+hadτ
−
had simulated events.

MMC demonstrates a more accurate estimation of the τ+τ− mass, characterized

by both peak position and relative width. In this thesis’ HH→ bb̄τ+τ− analysis,

the di-τ mass resolution is approximately 15GeV for the SM di-Higgs signal in

the bb̄τ+hadτ
−
had channel, where both τ -leptons decay hadronically.

78



FIGURE 3.9: Comparison between the reconstructed visible invariant mass and
the reconstructed MMC invariant mass for simulated HH→ bb̄τ+hadτ

−
had events.

The plots illustrate the differences in mass estimation techniques for di-τ pairs,
showcasing the MMC method’s ability to provide a more accurate estimation

of the invariant mass compared to using the visible mass alone

79





Chapter 4

Searches for Higgs bosons pair

production in the bb̄τ+τ− final state

with 140 fb−1 of 13 TeV pp collision

data in ATLAS

4.1 Introduction

In this chapter a search for the non-resonant Higgs pair (HH) productions in the

final state with two bjets and two τ leptons using 140 fb−1 of pp collision data

recorded by the ATLAS experiment at
√
s = 13 TeV is presented. The bb̄τ+τ−

channel has one of the largest branching fractions (7.3%) among the investigated

HH decay channels and a relatively clean final state. Since τ leptons can decay

either leptonically (τlep: into e or µ) or hadronically (τhad: typically into one or

three charged pions, plus some neutral pions), in this regard two sub-channels

are considered, namely bb̄ τlepτhad and bb̄ τhadτhad, while the decay channel with

both τ decays leptonically is not studied in the analysis presented in the thesis

but instead is covered in ref [78].

The pervious search performed for the bb̄τ+τ− decay channel was dedicated

for HH cross-section measurements for both resonant and non-resonant signal

81



hypothesis [79], in which the author has also made significant contributions. The

non-resonant analysis set an observed (expected) upper limit on the HH cross-

section to 140 (110) fb at 95% CL, corresponding to 4.7 (3.9) times the SM pre-

diction with respect to the background-only hypothesis. While for constraining

the anomalous trilinear Higgs boson self-couplings λHHH the bb̄τ+τ− channel re-

sults were presented in a combination search with the other HH decay channels.

In the absence of a Higgs boson pair production signal, values of the κλ1 mod-

ifier of the trilinear Higgs boson self-coupling outside of [-2.4, 9.2] ([-2.0, 9.0])

are excluded at 95% CL [80]. Assuming SM HH production and couplings, κλ is

constrained between observed (expected) −2.7 < κλ < 9.5 (−3.1 < κλ < 10.2)

and κ2V
2 between −0.6 < κ2V < 2.7 (−0.5 < κV V < 2.7) at 95% CL [81]. In

this case, limits are obtained using the test statistic (−2ln Λ) in the asymptotic

approximation.

The analysis presented in this thesis has been re-optimized for κλ constraints.

This was achieved by implementing an event categorization based on the invari-

ant mass of the HH system, mHH in the ggF region. Additionally, we enhanced

the κV V sensitivity (discussed in Chapter 5) by introducing a dedicated VBF cat-

egory. Multivariate analysis (MVA) techniques are employed to ensure an op-

timal separation between the ggF/VBF signal and background processes. The

MVA outputs serve as the final discriminants in the fit.

4.2 Data and Monte Carlo samples

The analysis presented in this thesis uses the proton-proton collision data at a

centre-of-mass energy of
√
s =13 TeV, collected by the ATLAS detector at the

LHC between 2015 and 2018, corresponding to an integrated luminosity of L

=140.1 ± 1.2 fb−1[82].

1κλis the modifier Higgs self coupling constant and it is defined as κλ = λHHH

λSM
HHH

2κ2V is the coupling between two vector bosons and two Higgs bosons
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The background and signal processes, both SM non-resonant HH produc-

tion and Beyond the Standard Model (BSM) HH production, are modelled us-

ing MC simulated events. These events underwent a comprehensive simula-

tion of the ATLAS detector based on GEANT [83], as well as the inclusion of

pile-up effects from both the same and adjacent bunch crossings. The latter

was achieved by overlaying each hard-scatter event with minimum-bias events,

which were simulated using the soft quantum chromodynamics (QCD) pro-

cesses of PYTHIA[8.186] [84] with parameters fine-tuned using the A3 tune [85],

along with the use of NNPDF[2.3lo] parton distribution functions (PDFs) [86].

For the simulation of bottom and charm hadron decays, the EVTGEN pro-

gram [87] was employed in all event samples, except for those generated using

SHERPA [88]. In the case of samples generated with SHERPA, the decay model

for bottom and charm hadrons incorporated in the generator itself was utilized.

Following simulation, the events were subjected to the same reconstruction al-

gorithms as the experimental data.

In all datasets featuring a SM Higgs boson, its mass was consistently set to

125 GeV. This mass value was consistently employed in computing the branch-

ing fractions of the Higgs boson decay as well as in determining the cross-

sections for single-Higgs-boson and SM non-resonant HH production, unless

otherwise specified. When referring to cross-section calculation, it is implied to

be an expansion in the strong coupling constant (αs). For a comprehensive list

of event samples utilized in simulating both signal and background processes,

please refer to Table 4.1.

The analysis utilizes MC samples generated using the ATLAS simulation

framework [89] for both signal and background processes. Detailed descrip-

tions of the signal and background MC samples are provided in the subsequent

sections.
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Process MC generator MC QCD ME PDF PS and UE model tune Cross-section order
order hadronisation

Signal
gg → HH
(ggF with κλ = 1, 10)

POWHEG BOX V2 NLO PDF4LHC15nlo PYTHIA 8.244 A14 NNLO FTAPPROX

qq → qqHH(VBF with varied
κλ, κ2V , κV )

MADGRAPH5_AMC@NLO
2.7.3

LO NNPDF3.0NLO PYTHIA 8.244 A14 N3LO(QCD)

Top-quark
tt̄ POWHEG BOX V2 NLO NNPDF3.0NLO PYTHIA 8.230 A14 NNLO+NNLL
t-channel POWHEG BOX V2 NLO NNPDF3.0NLO PYTHIA 8.230 A14 NLO
s-channel POWHEG BOX V2 NLO NNPDF3.0NLO PYTHIA 8.230 A14 NLO
Wt POWHEG BOX V2 NLO NNPDF3.0NLO PYTHIA 8.230 A14 NLO
tt̄Z SHERPA 2.2.1 NLO NNPDF3.0NNLO SHERPA 2.2.1 DEFAULT NLO
tt̄W SHERPA 2.2.8 NLO NNPDF3.0NNLO SHERPA 2.2.8 DEFAULT NLO

Vector boson + jets
W/Z+jets SHERPA 2.2.11 NLO (≤ 2 jets) NNPDF3.0NNLO SHERPA 2.2.11 DEFAULT NNLO

LO (3,4,5 jets)

Diboson
WW,WZ,ZZ SHERPA 2.2.1 NLO (≤ 1 jet) NNPDF3.0NNLO SHERPA 2.2.1 DEFAULT NLO

LO (2,3 jets)

Single Higgs boson
ggF POWHEG BOX V2 NNLO NNPDF3.0NLO PYTHIA 8.212 AZNLO N3LO(QCD)+NLO(EW)
VBF POWHEG BOX V2 NLO NNPDF3.0NLO PYTHIA 8.212 AZNLO NNLO(QCD)+NLO(EW)
qq → WH POWHEG BOX V2 NLO NNPDF3.0NLO PYTHIA 8.212 AZNLO NNLO(QCD)+NLO(EW)
qq → ZH POWHEG BOX V2 NLO NNPDF3.0NLO PYTHIA 8.212 AZNLO NNLO(QCD)+NLO(EW)†

gg → ZH POWHEG BOX V2 NLO NNPDF3.0NLO PYTHIA 8.212 AZNLO NLO+NLL
tt̄H POWHEG BOX V2 NLO NNPDF3.0NLO PYTHIA 8.230 A14 NLO

TABLE 4.1: Generators used to simulate the signal and background processes.
If not otherwise specified, the order of the cross-section calculation refers to the
expansion in the strong coupling constant (αs). The acronyms ME, PS and UE
are used for matrix element, parton shower and underlying event, respectively.
Details of the simulation of the signal and background samples are described
in the text. †The NNLO(QCD)+NLO(EW) cross-section calculation for the pp →
ZH process already includes the gg → ZH contribution. The qq → ZH process
is normalised to the NNLO(QCD)+NLO(EW) cross-section for the pp → ZH

process, after subtracting the gg → ZH contribution.

4.2.1 Signal samples

Simulated HH signal production includes the contributions from the ggF and

VBF processes.

The ggF HH signal samples for both κλ = 1.0 and 10.0 are simulated with

Powheg Box v2 generator [90] at next-to-leading order (NLO) with finite top-

quark mass. Parton showers and hadronisation were simulated using PYTHIA

8.244 with the A14 set of tuned parameters and the NNPDF2.3LO PDF set. Figure

4.1 shows the mHH distribution of the ggF HH signal samples for κλ = 1.0, 10.0

values produced at parton level. The plot demonstrates the interesting feature

that this kinematic variable will further provide in terms of analysis categorisa-

tion as discussed in this chapter.

ggF HH events with different κλ values (in the interval κλ ∈ [−20, 20]) can be
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FIGURE 4.1: Parton level invariant mass distribution of the HH system mHH , for
the nominal ggF HH signal samples with varied κλ= 1.0, 10.0 values overlayed.

provided by reweighting either of the two available samples using the common

HH κλ reweighting tool, which provides per-event weights, depending on the

targeted κλ value and on the truthmHH . Details on the κλ reweighting procedure

for the ggF HH sample are provided in appendix A.1.

The VBF HH signal samples were generated at LO using the Mad-

Graph5_aMC@NLO2.7.3 [91] generator with the NNPDF3.0LO PDF set [92].

The process of parton showering and hadronisation was modelled using Pythia

8.244, utilizing the A14 tune and the NNPDF2.3NLO PDF set. For simulating the

decays of b- and c-hadrons, the EvtGen v1.7.0 program was employed.

VBF samples have been produced for different values of the coupling modi-

fiers κλ, κ2V and κV
3 as shown in table 4.2,

A linear combination of (κλ, κ2V , κV ) = (1, 1, 1), (1, 1.5, 1), (2, 1, 1), (10,

1, 1), (1, 1, 0.5), (-5, 1, 0.5), as demonstrated in appendix A.1. These six basis

samples were chosen to lie in the region where the analysis is expected to be

sensitive, in order to avoid large statistical uncertainties in the interpolation re-

sulting from the reweighting. Figures 4.2 and 4.3 show a representative set of

3κV is the coupling between vector boson and a Higgs boson as shown in figure 1.8.
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κλ κ2V κV

1 1 1
1 0 1
1 0.5 1
1 1.5 1
1 2 1
1 3 1
0 1 1
2 1 1

10 1 1
1 1 0.5
1 1 1.5
0 0 1
-5 1 0.5

TABLE 4.2: κλ, κ2V and κV coupling modifier values considered for the nom-
inal VBF HH samples generation.

relevant distributions of these nominal samples at parton level, with the highest

mjj
4 pair selected as a proxy for the VBF jets, for the τhadτhad and τlepτhad chan-

nels, respectively. As can be seen, the invariant mass distribution of the VBF

jets system is unchanged with respect to the couplings variations. Distributions

of the pseudo-rapidity gap between two VBF jets also don’t change for various

couplings. However, given the large pseudo-rapidity gap is a distinct feature for

VBF jets, this variable provides a good handle for the separation of ggF and VBF

HH processes. Another possibility is to exploit the interesting kinematic region

at large mHH , in particular when κ2V departs from its SM value as shown in 4.4.

4The b-tagged jets are first removed from the pair of jets used to compute the mjj
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(A) κλvariation (κV =κ2V =1) (B) κ2V variation (κλ=κV =1) (C) κV variation (κλ=κ2V =1)

(D) κλvariation (κV =κ2V =1) (E) κ2V variation (κλ=κV =1) (F) κV variation (κλ=κ2V =1)

FIGURE 4.2: Parton level plots for the VBF HH signal sample showing the in-
variant mass distribution and the pseudo-rapidity separation of the VBF jets
system in the τhadτhad channel. For each plot κλ, κ2V and κV are varied respec-
tively as shown in Table 4.2 while the other two couplings are set to their SM

prediction. The distributions are normalised to unity.

(A) κλvariation (κV =κ2V =1) (B) κ2V variation (κλ=κV =1) (C) κV variation (κλ=κ2V =1)

(D) κλvariation (κV =κ2V =1) (E) κ2V variation (κλ=κV =1) (F) κV variation (κλ=κ2V =1)

FIGURE 4.3: Parton level plots for the VBF HH signal sample showing the in-
variant mass distribution and the pseudo-rapidity separation of the VBF jets
system in the τlepτhad channel. For each plot κλ, κ2V and κV are varied respec-
tively as shown in Table 4.2 while the other two couplings are set to their SM

prediction. The distributions are normalised to unity.
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(A) HadHad Channel (B) LepHad Channel

FIGURE 4.4: Nominal VBF HH signal sample plots for various κ2V values at
parton level. mHH distributions are shown in the τhadτhad (a) and τlepτhad (b)
channels. For each plot κλ, κ2V and κV are varied respectively as shown in
Table 4.2 while the other two couplings are set to their SM prediction. The

distributions are normalised to unity.

4.2.2 Background samples

Top Quarks: The generation of tt̄ pairs and single top-quark events in the Wt,

s and t channels is performed utilizing the POWHEGBOXv2 generator [93–

95]. The choice of PDF set is NNPDF30NLO [96]. Subsequently, the events are

linked to PYTHIA8 (version 8.230) [97] for parton showering and hadronization,

employing the A14 set of tuned parameters [98, 99] along with the NNPDF23LO

PDF set [100]. The properties of bottom and charm hadron decays are simulated

using EvtGen v1.6.0 [101]. In all top-quark processes, spin correlations of the top

quarks are conserved. For t-channel production, the decay of top quarks is han-

dled using MadSpin [102]. The top-quark mass is fixed at 172.5 GeV. The NLO

tt̄ production cross section is adjusted to match the theory prediction computed

at NNLO+NNLL. For single top-quark processes, the cross sections are adjusted

to the theory predictions calculated at NLO. The interference between tt̄ and Wt

processes is managed using the diagram removal scheme.

V+ jets: Events featuring W or Z bosons produced alongside with jets are

modeled using the SHERPA2.2.11 [88] generator. This employs NLO matrix ele-

ments accounting for up to two partons, and LO matrix elements for up to five

partons, computed with the Comix [103] and OPENLOOPS [104–106] libraries.
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These matrix elements are harmonized with the SHERPA parton shower using

the MEPS@NLO prescription [107–110], employing a tailored set of parameters

crafted by the SHERPA authors. The NNPDF3.0NNLO PDF set [92] is utilized.

The selection of SHERPA2.2.11 configuration, in lieu of SHERPA2.1.1 employed

in the prior analysis iteration, is motivated by the considerations in Ref. [111].

Drell-Yan and Diboson: Drell-Yan, ZZ, WZ and WW processes, where one

of the bosons decays hadronically and the other leptonically, are simulated using

the SHERPA version 2.2.1 [88] generator. The NNPDF3.0NNLO set of PDFs [92]

is employed along with a dedicated parton shower tuning developed by the

SHERPA authors. The generator NLO cross-sections are utilized.

ttV: Production of W and Z bosons in association with a top-quark pair, ttV ,

is simulated using SHERPA version 2.2.1 with multileg NLO merging for the

ttZ production and SHERPA version 2.2.8 at NLO for the ttW production. The

NNPDF3.0NNLO set of PDFs [92] is used along with a dedicated parton shower

tuning developed by the SHERPA authors. The most accurate NLO generator

cross-sections are utilized.

ttH: SM Higgs production in association with a top-quark pair ttH , is simu-

lated using the POWHEGBOX generator [93–95]. The NNPDF30NLO PDF set

is employed. The events are interfaced to PYTHIA8 version 8.230 [97] for the

parton shower and hadronisation with the A14 set of tuned parameters [98, 99]

and the NNPDF23LO PDF set [100]. The EvtGen program [101] is also utilized.

The cross-section is set to ttH production NLO calculations [15].

ZH: The Higgs boson production in association with a Z boson, ZH , with the

Higgs boson decaying to bb or ττ , is included in the analysis using three samples.

The qqZH(Z → ll, H → bb), ggZH(Z → ll, H → bb) (where ”l” includes all

leptons e, µ, τ ) and qqZH(Z → all,H → ττ), ggZH(Z → all,H → ττ) are

simulated using POWHEGBOXv2. The NNPDF3.0NNLO set of PDFs [92] is

used. The events are interfaced with PYTHIA8 version 8.212 using the AZNLO

tune [112] and the CTEQ6L1 PDF set [113]. The EvtGen program [101] is also
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utilized. The cross-section is set to the NNLO(QCD)+NLO(EW) calculations for

qqZH and to the NLO+NLL in QCD for ggZH .

WH: The associative production of Higgs boson with a W boson, WH ,

with the Higgs boson decaying to bb or ττ , is included in the analysis us-

ing four samples. The W±H(W → lν,H → bb) where ”l” includes all lep-

tons e, µ, τ , W±H(W → all,H → ττ) are simulated using POWHEGBOXv2.

The NNPDF3.0NNLO set of PDFs [92] is used. The events are interfaced with

PYTHIA8 version 8.212 using the AZNLO tune [112] and the CTEQ6L1 PDF

set [113]. The EvtGen program [101] is also utilized. The cross-section is set

to the NNLO(QCD)+NLO(EW) calculations.

ggF H → ττ : The gluon-fusion Higgs boson production with the Higgs bo-

son decaying to ττ is simulated using POWHEGBOXv2. The NNPDF3.0NNLO

set of PDFs [92] is used. The events are interfaced with PYTHIA8 ver-

sion 8.212 using the AZNLO tune [112] and the CTEQ6L1 PDF set [113].

The EvtGen program [101] is also utilized. The cross-section is set to the

N3LO(QCD)+NLO(EW) calculations [15].

VBF H → ττ : The VBF Higgs boson production with the Higgs boson de-

caying to ττ is simulated using POWHEGBOXv2. The NNPDF3.0NNLO set

of PDFs [92]. The events are interfaced with PYTHIA8 version 8.212 using the

AZNLO tune [112] and the CTEQ6L1 PDF set [113]. The EvtGen program [101]

is also utilized. The cross section is set to the NNLO(QCD)+NLO(EW) calcula-

tions [15].

4.3 Object selection

The objects resulting from the pp collisions are reconstructed in the ATLAS de-

tector, as detailed in Chapter 3. The analysis employs the following criteria for

reconstruction and identification:
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• Electrons: are required to satisfy pT > 7GeV and |η| < 2.47, with a veto

in the transition region between the barrel and endcap of the calorimeter

(1.37 < |η| < 1.52). Additionally, electrons must pass the tight identifica-

tion and loose isolation criteria.

• Muons: are required to satisfy pT > 7GeV and |η| < 2.7. Muons must also

pass the medium and loose identification isolation requirments.

• Jets: Reconstructed by utilising the anti-kt algorithm[65] and the Particle-

Flow algorithm [114] with required radius parameter of R = 0.4, and also

have pT > 20GeV and |η| < 2.5. The analysis also makes use of for-

ward jets, in particular for the definition of VBF HH enriched signal re-

gion. These forward jets are required to fall within 2.5 ≤ |η| < 4.5 and

have pT > 30GeV.

• b-Jets: Identified using a multivariate classification algorithm based on a

deep neural network, the DL1r tagger [70, 71], is used to distinguish b-jets

from the background of light-flavour- and charm-quark-initiated jets us-

ing information about the jet kinematics, the impact parameters of tracks

associated with the jet, and the presence of displaced vertices. The inputs

to the DL1r network include variables based on a recurrent neural network

(RNNIP) [72], which can exploit the spatial and kinematic correlations be-

tween tracks that are initiated from the same b-hadrons. In this analysis,

the signal regions are defined by selecting exactly 2 b-jets passing the 77%

working point.

• τhad: are required to have pT > 20GeV and |η| < 2.5, with a veto in the

transition region between the barrel and endcap of the calorimeter (1.37 <

|η| < 1.52). Additionally, it should have either at least one or three tracks

and have passed the medium identification criteria.
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• Anti-τhad: In order to provide fake-τhad-enriched regions used for back-

ground estimation, an anti-τhad selection is defined. Those τhad−vis objects

that fail the RNN loose τhad-ID and have the RNN score greater than 0.01

are labelled as anti-τhad candidates5. For channels where τhad-ID is applied

at the trigger level, anti-τhad candidates are also required to be matched to

the trigger τhad in the same way as is required for signal τhad. This defini-

tion selects objects that are predominantly jets faking hadronic τ decays.

The minimum RNN score requirement ensures that the jets still have some

τhad-like properties and ensures that the composition of quark- and gluon-

initiated jets is closer to that of the signal region. Anti-τhad objects are se-

lected only in events in which there are fewer τhad that pass the offline τhad-

ID than required for a given channel (one for the τlepτhad and two for the

τhadτhad selection). In that case, additional anti-τhad candidates are selected

so that the total number of selected τhad (loose, which always has priority,

and anti-τhad) corresponds to the required multiplicity in each channel.

4.4 Overlap Removal

Following event reconstruction, an overlap-removal procedure is applied to re-

solve ambiguities that may arise when a physical object is detected as mul-

tiple types of particles in the ATLAS detector. The angular distance ∆Ry =√
∆y2 +∆ϕ2 is utilized to quantify the overlap of two reconstructed objects.

Most overlaps between detector objects employed in this analysis are re-

solved using the standard overlap removal tools AssociationUtils [115]. An

exception arises when addressing overlaps between the reconstructed τhad−vis,

5The defined cut, RNN score > 0.01, has per definition an efficiency of approximately 99%
for true-τhad in γ∗ → ττ events, which is independent of the τhad−vis pT due to a flattening
of the RNN score, and a fake-τhad rejection in multijet MC of about 5 (8) for 1-prong (3-prong)
candidates.
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anti-τhad−vis objects, and jets. In these cases, a procedure tailored for this analy-

sis is implemented, as detailed below. The analysis adopts the Standard recom-

mended working point of the AssociationUtils tool [116].

The step-by-step procedure for resolving ambiguities in the reconstructed

objects is outlined as follows:

• e1 - e2: Reject e1 if both electrons share the track and pT1 < pT2

• τhad−vis- e: Reject τhad−vis if ∆Ry < 0.2 and e passes

DFCommonElectronsLHLoose

• τhad−vis- µ: Reject τhad-vis if ∆Ry < 0.2:

– Case 1 (τhad-vis pT > 50 GeV): pT,µ > 2 GeV and combined muon

– Case 2 (τhad-vis pT ≤ 50 GeV): pT,µ > 2 GeV

• µ - e: Reject µ if calo-muon and shared ID track

• e - µ: Reject e if shared ID track

• jet - e: Reject jet if ∆Ry < 0.2

• e - jet: Reject e if 0.2< ∆Ry < 0.4

• jet - µ: Reject µ if ∆Ry < 0.2

• µ - jet: Reject µ if ∆Ry < 0.4

Additionally, an analysis-specific overlap-removal procedure for τhad−vis,

anti-τhad−vis, and jets is implemented:

• jet - τhad−vis: Reject jet if ∆Ry < 0.2

• anti-τhad−vis- jet: Reject anti-τhad if jet is b-tagged and ∆Ry < 0.2

• jet - anti-τhad−vis: Reject jet if ∆Ry < 0.2
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This establishes the following priority: τhad−vis> b-tagged jet > anti-τhad−vis>

un-tagged jet.

An alternative priority of b-tagged jet > τhad−vis > anti-τhad−vis > b-tagged jet

was considered but found to significantly reduce signal acceptance in the 2-tag

region due to limited τhad rejection of the DL1r b-tagging algorithm at the 77%

working point6. With the alternative priority, the signal acceptance is reduced

by approximately 8% (13%) in τlepτhad (τhadτhad).

4.5 Event selection

As outlined in Section 4.1, the analysis is divided into two sub-channels based

on the di-τ decay mode, as summarised in table 4.3.

The bb̄ τhadτhad sub-channel is designed for events featuring two oppositely

charged τhad-vis and two b-jets. In contrast, the bb̄ τlepτhad sub-channel, further di-

vided into two categories based on trigger choice, focuses on events with either

an electron or muon, an oppositely charged τhad-vis, and two b-jets. In both sub-

channels, the two b-jets are required to pass the 77% efficiency working point.

Details regarding the trigger configuration for the bb̄ τlepτhad sub-channel, en-

compassing single-lepton triggers (SLT) and lepton-plus-τhad-vis triggers (LTT),

and for the bb̄ τhadτhad sub-channel, involving a combination of single-τhad-vis trig-

gers (STT) and di-τhad-vis triggers (DTT), are provided in Sections 4.5.1 and 4.5.2

respectively.

4.5.1 τlepτhad event selection

In the τlepτhad sub-channel, events were recorded using a combination of two

types of triggers: single-lepton triggers (SLTs) and lepton-plus-τhad-vis triggers

(LTTs). The SLTs necessitate the reconstruction of either an electron or a muon
6Furthermore, the adopted priority ensures consistent treatment of electrons, muons, and

τhad−vis candidates in relation to b-jets in the signal regions of the analysis, facilitating the use of
an ℓℓbb control region, as will be discussed.
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at the HLT. The required thresholds are determined by the data-taking period,

ranging from 24 GeV to 26 GeV for electrons and from 20 GeV to 26 GeV for

muons.

On the other hand, the LTTs mandate the presence of an electron with pT >

17 GeV or a muon with pT > 14 GeV in addition to a τhad-vis with pT > 25 GeV, re-

constructed at the HLT. For LTTs collecting lepton-plus-τhad-vis events with τhad-vis

pT < 35 GeV , extra criteria at the L1 trigger was applied. This required either an

additional jet with ET > 25 GeV , or two additional jets with ET > 12 GeV . In

cases where the electron-plus-τhad-vis triggers necessitating an additional jet with

ET > 25 GeV did not select the event, the triggers requiring two additional jets

with ET > 12 GeV were utilized.

For events to be selected based on the presence of a muon, the muon must

have |η| < 2.5. To ensure a well-modeled representation of trigger efficien-

cies, the offline electrons, muons, and τhad-vis objects were required to be within

∆R = 0.07, ∆R = 0.1, and ∆R = 0.2 of the corresponding objects at the HLT,

respectively. Minimum pT requirements were imposed on the offline objects.

Specifically, these requirements were 1 GeV above the thresholds set for elec-

trons and muons at the HLT, 5 GeV above the thresholds for τhad-vis at the HLT,

and 80 GeV (45 GeV) for jets, corresponding to an L1-trigger ET threshold of

25 GeV (12 GeV). Events that satisfied the offline SLT lepton pT requirements

were excluded from consideration for the LTT. This measure was implemented

to ensure no overlap between the SLT and LTT categories. Consequently, these

two categories were analyzed separately.

4.5.2 τhadτhad event selection

Events in the τhadτhad sub-channel are captured using a combination of single-

τhad-vis triggers (STTs) and di-τhad-vis triggers (DTTs).
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The STTs admit events with at least one τhad-vis at the HLT, with a minimum

pT threshold ranging from 80 GeV to 160 GeV, dependent on the data-taking

period.

The DTTs select events with a pair of τhad-vis reconstructed at the HLT. The

leading τhad-vis is required to have a minimum pT of 35 GeV (25 GeV for the sub-

leading τhad-vis), where the leading (sub-leading) τhad-vis is defined as the one with

the highest (second-highest) pT in the event.

Starting from the 2016 data-taking period, additional criteria were imple-

mented in the L1 trigger to reduce the DTT rates. In 2016, an extra jet with

ET > 25 GeV was mandated. For 2017 and 2018, if two offline jets with

pT > 45GeV are found, a trigger requiring two additional jets with ET > 12GeV

(and |η| < 2.3) at L1 is employed. Otherwise, another trigger is used, requiring

one additional jet with ET > 25 GeV and the τhad-vis to be reconstructed within

∆R = 2.8 of each other.

To ensure the events are near the trigger efficiency plateaus where the effi-

ciencies are accurately modeled, the offline τhad-vis must be within ∆R = 0.2 of

the corresponding HLT τhad-vis objects. Additionally, minimum offline pT require-

ments are applied to τhad-vis and the jets. The offline pT thresholds for the τhad-vis

range between 100 GeV and 180 GeV for the STTs. For the DTTs, the thresholds

are 40 GeV (30 GeV for the sub-leading τhad-vis).

Additional offline requirements for the DTTs are either that two additional

jets with pT > 45 GeV are present in the event, or that a jet with pT > 80 GeV is

present in the event and the τhad-vis are reconstructed within ∆R = 2.5 of each

other.

For events that satisfy both the STTs and DTTs, the offline requirements used

for the STTs are applied. Events that meet the τhadτhad event selection criteria are

analyzed together.
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τhadτhad category τlepτhad categories
STT DTT SLT LTT

e/µ selection
No loose e/µ Exactly one loose e/µ

e (µ) must be tight (medium and have |η| < 2.5)
peT > 25, 27 GeV 18 GeV < peT <

SLT cut
pµT > 21, 27 GeV 15 GeV < pµT <

SLT cut

τhad-vis selection
Two loose τhad-vis One loose τhad-vis

|η| < 2.3

pT >
100, 140, 180 (25)GeV

pT > 40 (30) GeV pT > 30 GeV

Jet selection
≥ 2 jets with |η| < 2.5

Leading jet pT >
45 GeV

Trigger dependent Leading jet pT >
45 GeV

Trigger dependent

Event-level selection
Trigger requirements passed

Collision vertex reconstructed
mMMC

ττ > 60 GeV

Opposite-sign electric charges of e/µ/τhad-vis and τhad-vis

Exactly two b-tagged jets
mbb < 150 GeV

TABLE 4.3: Summary of the event selections, shown separately for events that
are selected by different triggers. In cases where pairs of reconstructed objects
of the same type are required, thresholds for the (sub-)leading pT object are
given outside (within) parentheses where different event selection thresholds
are applied. When the selection depends on the year of data-taking, the pos-
sible values of the requirements are separated by commas, except for the jet
selection in the LTT and DTT triggers, which use multiple selection criteria as
described in Section 4.5.2. The trigger pT thresholds shown are applied to the

offline physics objects that are matched to the corresponding trigger objects.
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4.6 Event Categorization

Events within each sub-channel, as discussed in Section 4.5, are classified into

ggF and VBF signal regions (SRs) using BDTs detailed in Section 4.9. The ggF

regions are further divided into low- and high-mass SRs based on the invari-

ant mass of the HH system in each event, with a mass cut set at 350 GeV, as

illustrated in Figure 4.5. Additionally, a control region (Z+ HF CR) is defined

for background normalization. This region involves the production of a Z bo-

son associated with one or more jets initiated by heavy-flavour quarks (Z+ HF

background). It is established using bbℓℓ triggers and specific event selection

criteria. The parameter of interest in this region is the mℓℓ shape, with further

details provided in Section 4.7.

had-had channel lep-had channel

targeting τhad τhad bb

targeting τlep τhad bb

targeting ℓℓbb

★ further split is currently under study

event

STT + DTT

event 
selection

SLT LTT SLT + DLT

event 
selection

event 
selection

event 
selection

≥ 4 jets

SR★ Z+HF CR

mHH ggF/VBF 
BDT

BDT trained on bkg 
against SM VBF HH

VBF SR

BDT trained on bkg 
against SM ggF HH

mll shape usedBDT trained on bkg 
against κλ=10 ggF HH

BDT trained on bkg 
against SM ggF HH

low mHH SR high mHH SR

< 350 GeV ≥ 350 GeV

Yes

yes

no

yes

STT: single τhad-vis triggers

DTT: di-τhad-vis triggers 
SLT: single lepton triggers 
LTT: lepton+τhad-vis triggers 
DLT: di-lepton triggers


VBF-like

ggF-like
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mHH ggF/VBF 
BDT

BDT trained on bkg 
against SM VBF HH

VBF SR

BDT trained on bkg 
against κλ=10 ggF HH

BDT trained on bkg 
against SM ggF HH

low mHH SR high mHH SR
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VBF-like

ggF-like

No No

FIGURE 4.5: Schematic representation of the analysis strategy, starting with trig-
gers and event selection for the bb̄ τhadτhad and bb̄ τlepτhad sub-channels. This is
followed by a BDT-based approach to define the orthogonality between ggF
and VBF signal regions. The ggF signal region is then divided based on a mHH

cut of 350 GeV to enhance sensitivity to modified couplings. Furthermore, a
control region (Z+ HF) is defined based on the bbℓℓ trigger and event selection,

with mℓℓ shape serving as the parameter of interest.

For events with at least four jets, a ggF/VBF BDT classifier is applied to op-

timally distinguish events originating from ggF and VBF production modes. If

the event passes a certain ggF/VBF BDT working point, it is considered VBF-like

and is placed in the dedicated VBF signal region.
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Conversely, if an event has less than four jets or fails the ggF/VBF BDT cut,

it is considered ggF-like and is further categorized based on the invariant mass

of the di-Higgs system, mHH . A low-mass ggF signal region is defined by mHH<

350 GeV and targets BSM signals with κλ ̸= 1 values that are enhanced in that

region.

Finally, events with mHH > 350 GeV are categorized in a high-mass ggF re-

gion, targeting SM-like scenarios. The threshold of 350 GeV is chosen to achieve

stringent constraints on κλ while maintaining a sufficiently large sample size

in the low-mass region and retaining sensitivity to the SM-like HH signal. Ad-

ditionally, at this value, the destructive interference between the two ggF LO

Feynman diagrams becomes maximal.

A separate BDT classifier is trained in each signal region, utilizing differ-

ent HH signal hypotheses each time to distinguish HH signal events from back-

ground processes. In the VBF region, a BDT is trained using the SM VBF HH

signal. In the high-mass BDT training, the SM ggF HH signal is used, while

in the low-mass region, the BDT is trained on the ggF κλ =10 signal, which is

enhanced there, as demonstrated in Figure 4.1.

4.7 Z+HF

The SHERPA MC simulation poorly predicts the cross-section of Z boson pro-

duction when associated with heavy flavor (b, c) jets. Therefore, these specific

processes are normalized concerning the observed data within a defined control

region. As the production of jets is unrelated to the decay mode of the Z boson,

the selection of Z → µµ/ee + heavy flavor jets is made due to its high purity,

making it orthogonal to the selection criteria of signal regions. This high purity

sample is utilized in the final fitting procedure to derive the Z+HF normaliza-

tion using data..

The events falling in the control region are selected as follows:
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• Events selected with bbℓℓ trigger selection using single-lepton and di-

lepton triggers;

• Exactly two muons or two electrons with opposite-sign charges;

• Exactly two b-tagged jets (using DL1r tagger and 77% working point);

• 75 GeV < mℓℓ < 110 GeV (select Z mass peak);

• mbb < 40 GeV or mbb > 210 GeV (to veto Higgs mass peak and to ensure

orthogonality to bbℓℓ signal region);

• leading b-jet pT> 45 GeV;

• lepton pT> 40 GeV.

The determination of the normalization for the background of Z+ heavy fla-

vor jets is achieved using data. This involves the inclusion of this control region

as a histogram in a single bin within the final fitting process, elaborated upon in

Section 4.15.2.

4.8 Background estimation

The background estimations for the bb̄τ+τ− analysis are outlined in Table 4.4.

In the bbτhad τhad and bbτlep τhad final states7, several processes contribute sig-

nificantly. These processes have much higher production cross-sections com-

pared to the expected pair production of Higgs bosons. Therefore, the analysis

faces the challenge of developing efficient techniques for extracting the signal.

The tt̄ production process is the dominant background in the τlep τhad chan-

nel and one of the most significant backgrounds in the τhad τhad channel. The

top quark mainly decays into a W boson and a bottom quark. In approximately

7In some instances, for the sake of simplicity, the bar symbol, denoting the presence of an
antiparticle, and the plus and minus signs indicating the electric charge of a particle may be
omitted.
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11.4% of the cases [25], the W boson decays into a τ lepton and the correspond-

ing neutrino. The tt̄ decay into the bbℓτhad final state has a significantly larger

branching ratio compared to the bbτhad τhad final state. Consequently, the back-

ground rates in the τlep τhad channel are almost an order of magnitude larger than

in the τhad τhad channel. The expected signal sensitivity in the τlep τhad channel is

slightly lower as a result.

The tt̄ background encompasses events with one (two) true-τhad objects for

the τlep τhad (τhad τhad ) channel, as well as events where at least one τhad candi-

date is misidentified, often originating from a quark-initiated jet. Figure 4.6 il-

lustrates the corresponding Feynman diagrams. Properly modeling the τhad -ID

for the fake-τhad candidates in simulation is challenging, and the probabilities of

jet → τhad misidentifications are observed to differ between simulation and data.

Consequently, backgrounds with a significant number of events featuring fake-

τhad candidates are estimated using data-driven or semi-data-driven techniques,

as will be explained.

Apart from tt̄, multijet events with quark- or gluon-initiated jets being

misidentified as τhad objects, along with Z(→ ττ)+ jets events, are important

background processes. These contribute more to the τhad τhad channel. Accu-

rately simulating multijet processes is highly challenging, hence these contribu-

tions are estimated using data-driven methods. The Z+ jets events are catego-

rized into three groups: Z + (bb, bc, cc) (abbreviated as Z+ heavy flavor jets, or

simply Z + hf), Z + (bqlf , cqlf), where qlf = {u, d, s}, and Z + qlfqlf (abbreviated as

Z+ light flavor jets, or simply Z+ lf) events.

The estimations for backgrounds where the chosen τhad candidates are an-

ticipated to be correctly identified are derived from simulations. For certain

backgrounds like tt̄ and Z+ HF, the overall normalization is allowed to vary in

the final fitting process, as detailed in Sections 4.8.1 and 4.15.2. For major back-

grounds where the selected τhad candidates might be erroneous, estimations rely
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Background τ hadτ had τ lepτ had

tt̄ & SingleTop Simulation
W/Z + Jets Simulation
Diboson (WW/WZ/ZZ) Simulation
Single Higgs Simulation
tt̄ fake-τhad-vis Scale Factor Combined Fake Factor Method
Multi-jet fake-τhad-vis Fake Factor Method Combined Fake Factor Method

TABLE 4.4: Background estimation for bb̄τ+τ−

on data-driven or semi-data-driven techniques, which will be discussed subse-

quently. Simulations are used for estimating other (minor) backgrounds in sim-

ilar scenarios.

FIGURE 4.6: Illustrates an instance of s-channel tt̄ production, followed by de-
cay into the (a) bbττ final state and (b) bbτ+ misidentified τhad final state.

4.8.1 tt̄ Background Estimations with true-τhad Candidates

For both channels, the tt̄ background with true-τhad candidates is estimated us-

ing MC simulation. The normalization of this background is a flexible parame-

ter determined from data in the final fit. This normalization factor is correlated
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among SRs and the Z → µµ+HF Control Region (CR) discussed in Section 4.7.

The post-fit normalization is primarily influenced by the τlepτhad SRs due to

the substantially higher number of selected tt̄ events, resulting in lower relative

statistical uncertainties. Additionally, the proportion of tt̄ background in rela-

tion to the overall background is greater in the τlepτhad channel compared to the

τhadτhad channel.

In both the τhadτhad SR and the Z → µµ+HF CR, the post-fit normalization of

tt̄ is allowed to deviate from the normalization in the τlepτhad SRs, provided that

the difference falls within the uncertainty range of the product of acceptance

and efficiency for tt̄ events between the respective region and the τlepτhad SRs.

Further details will be discussed in the section covering modeling uncertainties.

4.8.2 Background with a jet misidentified as a τhad in the

τlepτhad channel

The fake- τhad background can have different origins. In Figure 4.7, two Feyn-

man diagrams are shown for the two dominant processes contributing to the

fake- τhad background, which are the tt̄ and multi-jet (referred to as QCD) pro-

cesses.

In the tt̄ events, the fake- τhad background typically originates from quark-

initiated jets from top quark decay; in multi-jet events, jets initiated from both

quarks and gluons can be misidentified as τhad . In the following text, the fake

background initiated by the tt̄ (multi-jet) events is referred to as tt̄ (multi-jet)

fakes.

Fake Factor Method

The fake factor (FF) method is employed to estimate the fake-τhad background

events. This approach is preferred due to the imperfect simulation of these pro-

cesses. The FF represents the ratio of events with τhad in one region to another. In
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FIGURE 4.7: Feynman diagrams representing the origin of fake τhad back-
ground, with the left (a) diagram corresponding to multi-jet events and the right
(b) one to tt̄ events. In the left diagram, the gluon and quark encircled in blue
mimic a τhad and a lepton, respectively. On the other hand, the quark encircled

in red in the right diagram imitates a τhad.

this context, the FF for a specific background source is defined by the equation:

FF =
N(ID selection)

N(anti-ID selection)
(4.1)

Here, the numerator (N(ID selection)) denotes the number of fake-τhad back-

ground events passing the nominal signal region τhad-ID selection, while the de-

nominator (N(anti-ID selection)) refers to the number of fake-τhad background

events passing the anti-τhad selection (as defined in Section 4.3). To ensure an

accurate estimation, events with a true τhad are subtracted from the data events,

i.e., N = data −N(true τhad,MC).

The calculation of fake factors is performed separately for the SLT and LTT

channels, considering the different origins8 of fake-τhad. Specifically, FFs are

computed separately for tt̄ and multi-jet events, as well as for 1- and 3-prong

τhad candidates. The fake factor is parameterized in bins of pT of the τhad, while

the dependence on η is also examined, though no significant trend is observed.

Each dedicated control region for a given source is referred to as FF-CR. The

definitions are as follows:

• tt̄ FF-CR: Identical to the ID/anti-ID selection but with the mbb cut re-

versed: mbb > 150GeV.
8In the LTT case we have the freedom to go lower in the plT where l = e, µ however in addition

we need to require τhad−vis pT > 25 GeV as mentioned in section 4.5.1.
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• Multi-jet FF-CR: Same as the ID/anti-ID selection, except with reversed

lepton isolation requirements. ’Tight’ electrons and ’medium’ muons are

required to fail their respective ’loose’ isolation working points.

The combined fake factor is determined using the factors from individual

FF-CRs:

FF(comb) = FF(multi-jet)× rQCD + FF(tt̄)× (1− rQCD) (4.2)

Here, FF(multi-jet) and FF(tt̄) represent the fake factors calculated in the

multi-jet and tt̄ FF-CRs respectively. The rQCD is defined as the fraction of multi-

jet events in the signal region template. It is measured as a function of the τhad pT ,

split into 1-prong and 3-prong, and categorized by the type of light lepton (e or

µ), given that an electron is more prone to misidentification as a jet than a muon.

A schematic depiction of this method is shown in Figure 4.8. The measurement

of rQCD is performed for events passing the the signal region selection and anti-

ID selection:

rQCD =
N(multi-jet, data)

N(data)−N(true τhad,MC)
(4.3)

where all events predicted from MC in the anti- τhad region are subtracted

from the number of data events, N (data), regardless of whether or not they

contain a true τhad . While the N (multi-jet, data) is calculated by subtracting

all background contributions apart from multi-jet, regardless of whether they

contain fake or true- τhad candidates, from the data in the anti-ID tau region.

The subtracted backgrounds are taken from the MC predictions.

N(multi− jet, data) = N(data)−N ( trueτhad ,MC+ fake τhad ,MC) (4.4)
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mbb < 150 GeV mbb > 150 GeVMJ CR:

FFtt̄

FFcomb = rMJ × FFMJ + (1− rMJ)× FFtt̄

SR Template
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Fraction of multi-jet

FFMJ
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True-τhad-vis subtracted

SR

Anti-Iso tt̄ CR:

ID

Anti-ID
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FIGURE 4.8: Illustration of the integrated fake-factor approach employed for the
evaluation of multi-jet and tt̄ background contributions involving fake-τhad-vis
in the τlep τhad channel. Backgrounds originating from genuine τhad-vis in jets
are derived using simulated data and subsequently subtracted from the ob-
served data across all control regions. Additionally, events where an electron or
muon is incorrectly identified as a τhad-vis are also accounted for, although their

impact is minimal.

tt̄ background reweighting

The precision of the combined fake factor hinges on the accurate representation

of simulated tt̄ events featuring true-τhad. This is crucial as tt̄ constitutes the

primary background subtracted from data in obtaining the fake factors and rQCD.

The tt̄ modeling also directly impacts the estimation of fake background in the

signal region, since the fake factor is applied to anti-ID events after the removal

of the true-τhad tt̄ background. An issue was identified wherein discrepancies

in the true tt̄ background, particularly in regions of high jet count and elevated

top-quark pT, could lead to the calculation of FF yielding non-physical negative

values in the high τhadpT zone. To address this, events from tt̄ production in

simulation were differentially reweighted based on jet count and the scalar sum

of pT of all observable final state objects (HT ) in the event.

These reweighting factors were determined on a bin-by-bin basis in the dis-

tributions of jet count and HT from another tt̄FF− CR, tt̄FF− CR2. This region

shared identical selection criteria with the SR, except for the tt̄ FF-CR mbb re-

quirements (mbb > 150GeV) and an additional mW
T > 40GeV constraint, with

mW
T defined as
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mW
T =

√
2pℓTE

miss
T

(
1− cos∆ϕℓ,Emiss

T

)
is the transverse mass of the lepton and the Emiss

T , with ∆ϕℓ,Emiss
T

.

The presence of a reconstructed τhad candidate was mandated for events in

this region, but this candidate was not required to pass any RNN τhad require-

ments. The mW
T constraint was introduced to mitigate potential contamination

from multi-jet events. The reweighting factors are displayed in Appendix A.2,

Figure A.2. The discrepancy between the reweighted and original fake-τhad back-

ground estimates was taken as a systematic uncertainty attributed to tt̄ back-

ground modeling. Further elaboration can be found in Section 4.13.1.

Fake factor calculation

In order to establish the authenticity of the intended backgrounds in both the tt̄

Control Region (tt̄-CR) and Multi-Jet Control Region (MJ CR), distributions de-

picting the pT of the τ are presented. These distributions are categorized based

on the presence of a τhad or anti-τhad, and further distinguished for 1-prong and

3-prong τhad. Refer to Fig.4.9, Fig.4.10, Fig.4.11, and Fig.4.12 for visual represen-

tations. Notably, the contribution from fake events is solely derived from MC

simulations. As a consequence, any disparity observed between the MC predic-

tion and actual data in the MJ CR is attributed to multi-jet events, which have

not been explicitly accounted for in the simulation for this analysis.

Backgrounds which are not from events with fake-τhad-vis originating from

jets, are estimated from simulation and are subtracted from the distribution of

the data in all the control regions used for the FF measurement. After the sub-

traction, the FFs are derived as the ratio of the number of events in the ID region

to the number of events in the anti-ID region. Figures 4.13 and 4.14 demonstrate

no clear trend when FFs are parameterised in terms of η. They are parameterised

only in terms of the τhad-vis pT, independently for 1- and 3-prong τhad-vis (‘1- and
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FIGURE 4.9: Plots of the τhad pT distributions for the (left) anti-τhad and (right)
τhad selection for SLT (top) and LTT (bottom) channels in the tt̄ control region

with 1-prong τhad.

FIGURE 4.10: Plots of the τhad pT distributions for the (left) anti-τhad and (right)
τhad selection for SLT (top) and LTT (bottom) channels in the tt̄ control region

with 3-prong τhad.
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FIGURE 4.11: Plots of the τhad pT distributions for the (left) anti-τhad and (right)
τhad selection for SLT (top) and LTT (bottom) channels in the multi-jet control

region with 1-prong τhad.

FIGURE 4.12: Plots of the τhad pT distributions for the (left) anti-τhad and (right)
τhad selection for SLT (top) and LTT (bottom) channels in the multi-jet control

region with 3-prong τhad.
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3-prong’ refers to the number of tracks associated with a reconstructed τhad-vis),

and separately for the SLT and LTT categories. Individual fake factors for each

process (multi-jet and tt̄) are then used to provide a combined fake factor.
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FIGURE 4.13: Fake-factors as a function of η for 1-prong and 3-prong τhad can-
didates for multi-jet (left) and tt̄ processes (right) for the τlepτhad SLT category.

No significant trend is observed.
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FIGURE 4.14: Fake-factors as a function of η for 1-prong and 3-prong τhad can-
didates for multi-jet (left) and tt̄ processes (right) for the τlepτhad LTT category.

No significant trend is observed.

Figures 4.15 and 4.16 show respectively the FF for the SLT and LTT cat-

egories calculated separately for tt̄ and multi-jet, and for 1 and 3-prong τhad

candidates. They are parameterised in terms of pT (τhad) requiring opposite-

sign lepton-tau pairs. The method is found to provide a good prediction-to-

data agreement in the 1-b-tag tt̄-CRs, the validation regions, as well as in the

τlepτhad-SRs, for which the figures can be found in the previous publish paper

ref. [117]. The validation study performed for this paper presented in the thesis

is explained in section 4.8.2.
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FIGURE 4.15: Fake-factors for 1-prong and 3-prong τhad candidates for multi-jet
(left) and tt̄ processes (right) for the τlepτhad SLT category.
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FIGURE 4.16: Fake-factors for 1-prong and 3-prong τhad candidates for multi-jet
(left) and tt̄ processes (right) for the τlepτhad LTT category.

Fake factor method validation

To validate the ability of the combined fake factor method to describe the MVA

BDT shape for low-mHH ggF, high-mHH ggF and VBF categories, plots have been

made using the fake factor method to estimate the combined multi-jet and tt̄ con-

tribution in validation regions. The combined FF method is checked for closure

in the tt̄ CR and validated in the 1-b-tagged region, which is the same as the

τlepτhad SR except for the requirement of exactly one b-tagged jet. The combined

fake factor method applied directly to the tt̄ CR can be seen in 4.17. In 4.18, the

BDT distributions for low-mHH ggF, high-mHH ggF and VBF categories in the

1-b-tag validation region are shown respectively for SLT and LTT. The estimated

background distributions agree well with the observed distributions in the SLT

and LTT validation regions.
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(A) (B) (C)

(D) (E) (F)

FIGURE 4.17: The top row shows the SLT BDT distributions for (a) low-mHH

ggF, (b) high-mHH ggF, and (c) VBF categories. The bottom row shows the LTT
BDT distributions for the same categories. These plots are in the signal-depleted

tt̄ CR where the tt̄ FF are measured. This is a simple closure test.

(A) (B) (C)

(D) (E) (F)

FIGURE 4.18: The top row shows the SLT BDT distributions for (a) low-mHH

ggF, (b) high-mHH ggF, and (c) VBF categories. The bottom row shows the
LTT BDT distributions for the same categories. These plots are in the 1-b-tag

validation region.
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4.8.3 Fake- τhad-vis background in the τhad τhad channel

In the τhad τhad channel, two separate methods are used to estimate the back-

grounds with fake- τhad-vis from tt̄ and multi-jet production. Multi-jet production

events can only enter the signal selection when both τhad-vis are fake, whereas for

tt̄ production, predominantly only one reconstructed τhad-vis is fake.

Fake- τhad-vis background from multi-jet production

In the τhadτhad channel, we employ two distinct approaches to assess the pres-

ence of fake-τhad-vis backgrounds originating from tt̄ and multi-jet production.

Multi-jet production events are only considered for the signal selection when

both τhad-vis are fake. In contrast, for tt̄ production, typically only one recon-

structed τhad-vis is fake.

Fake-τhad-vis Background from Multi-jet Production

In the τhadτhad channel, we estimate the fake-τhad-vis background from multi-jet

production using a fake-factor method. Figure 4.19 provides a schematic rep-

resentation of this method. The ID region selection pertains to events with two

identified τhad-vis. To establish an anti-ID region selection, prior to the final step

of the overlap removal procedure discussed in Section 4.4, we examine events

with only one identified τhad-vis to verify if there exists a reconstructed τhad-vis

candidate that satisfies the anti-τhad-vis criteria. The chosen anti-τhad-vis must be

within ∆R < 0.2 of an HLT τhad-vis object, except in the STT category for events

where the identified τhad-vis is already trigger-matched. If multiple anti-τhad-vis

candidates meet the defined criteria, one is randomly selected.

To establish a template for the multi-jet background, an anti-ID region is de-

fined mirroring the SR selection, featuring one identified and one anti-τhad-vis

instead of two identified τhad-vis. This template, designated as the SR Template
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OS, 2 b-tagged jets SS, 1 b-tagged jet SS, 2 b-tagged jets

SR Template

FF = FF1 b -tag × TF1!2 b -tags

ID

Anti-ID FF1 b -tag
TF1!2 b -tags

Non-multi-jet subtracted

SR ID

Anti-ID

τhadτhad channel

FIGURE 4.19: Schematic depiction of the combined fake-factor method to esti-
mate the multi-jet background with fake τhad-vis in the τhad τhad channel. Back-
grounds with true- τhad-vis that are not from multi-jet events are simulated and
subtracted from data in all the control regions. This is indicated by "Non-multi-

jet subtracted" in the legend.

for estimating the multi-jet background within the SR, is constructed by deduct-

ing simulated non-multi-jet events from data in the template region. A signif-

icant portion of the subtracted non-multi-jet events originates from tt̄ produc-

tion. These simulated tt̄ events, which involve fake-τhad-vis, are rectified using

scale factors based on the misidentification efficiencies of the fake-τhad-vis in the

anti-ID region, as outlined in Section 4.8.2.

Similar to the approach employed in the τlepτhad channel, the template is ad-

ditionally adjusted using FFs to estimate the multi-jet background within the

SR.

A control region enriched with multi-jet events is defined within the τhad τhad

SR selection. However, in this control region, it is required that both τhad-vis can-

didates possess the same-sign (SS) charges, in contrast to the SR selection where

opposite-sign (OS) charges are mandated for the τhad-vis candidates. Addition-

ally, events in this control region must exhibit exactly one b-tagged jet per event

(SS CR with 1b-tagged jet). Both this control region and its corresponding anti-

ID counterpart are utilized for FF measurements. The FFs are determined by

calculating the ratio of the number of events in the ID region to the number of

events in the anti-ID region after subtracting all simulated non-multi-jet back-

grounds from the data. They are parameterized based on event characteristics
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and properties of τhad-vis candidates in the event. The FFs are derived separately

for the Single Tau (STT) and Double Tau (DTT) categories, and for different years

of data-taking to accommodate the variations in the τhad-vis identification algo-

rithms and event selection topologies employed in the trigger. In the SS CR

with 1b-tagged jet, the FFs are determined due to the limited number of selected

events and the significant tt̄ background contamination in the SS region with 2

b-tagged jets. To address the transition from 1- to 2 - b-tagged events, transfer

factors (TFs) are introduced. In the DTT category, the FFs are categorized based

on the pT and η of the anti-τhad-vis . Meanwhile, in the STT category, the FFs are

measured inclusively in pT and η, but they are distinguished based on whether

the selected anti-τhad-vis is the pT-leading or sub-leading τhad-vis candidate. In

both categories, FFs are assessed separately for events with 1- and 3-prong anti-

τhad-vis candidates.

TFs are calculated as the ratios of the FFs observed in the Single STT and DTT

categories, within the SS CR, where events feature either 2 or 1 b-tagged jets.

These ratios are computed inclusively for both pT and η of the τhad-vis . Moreover,

the TFs are assessed separately for events with 1- and 3-prong anti-τhad-vis candi-

dates. The TFs are also stratified based on whether the chosen anti-τhad-vis is the

pT-leading or sub-leading τhad-vis candidate. This analysis is conducted indepen-

dently for different years of data-taking. The results demonstrate compatibility

within the statistical uncertainty.

Figure 4.20 shows a completion test of the fake factor estimation strategy in

the 1-tag SS region for the low-mHH ggF SR, high-mHH ggF SR and VBF SR anal-

ysis categories. This region is used to estimate the fake factors and can therefore

only contribute as a closure check.

Figure 4.21 shows the multi-jet fake validation region (1-tag OS) for the low-

mHH ggF SR, high-mHH ggF SR and VBF SR analysis categories. This region is

not used in the development of the method and therefore constitutes an inde-

pendent validation region.
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(A) (B) (C)

FIGURE 4.20: Closure check of the fake factor method in 1-tag SS ID-region
showing the leading τhad pT distributions for the (a) low-mHH ggF, (b) high-

mHH ggF and (c) VBF categories in the τhadτhad channel.

(A) (B) (C)

FIGURE 4.21: Validation of the multi-jet estimate in the 1-tag OS multi-jet val-
idation region showing the leading τhad pT distributions for the (a) low-mHH

ggF, (b) high-mHH ggF and (c) VBF categories in the τhadτhad channel.
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(corrected simulation)
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FIGURE 4.22: Schematic depiction of the fake-τhad-vis scale-factor method to es-
timate the tt̄ background with fake-τhad-vis in the τhadτhad channel.

Fake- τhad-vis background from tt̄ production

Background events with fake-τhad-vis from tt̄ production in the τhadτhad channel

are estimated using simulation. However, the fake-τhad-vis misidentification ef-

ficiencies are corrected by scale factors (SFs) derived from data. A schematic

depiction of this method is shown in 4.22.

The SFs are derived in the tt̄CR within the τlepτhad SLT category, as outlined in

Section 4.8.1. For consistency with the τhadτhad SR criteria, the tt̄ CR is redefined

to include events with τhad-vis |η| < 2.5.

The SFs are determined as a function of the pT of the fake-τhad-vis, separately

for 1- and 3-prong fake-τhad-vis objects. This is achieved by fitting the trans-

verse mass of the W-boson (mW
T ) distribution of simulated events to data using

a profile-likelihood fit.

The mW
T distribution fit enables the disentanglement of contributions from

tt̄ events with true- and fake-τhad-vis, while accounting for commonalities in the

modelling of tt̄ simulation.

Separate fits are conducted for different trigger categories.

For 1-prong fake-τhad-vis, the SFs are approximately unity for fake-τhad-vis pT

values below 40 GeV, decreasing to SF ∼ 0.6 for fake-τhad-vis pT values above

70 GeV. The SFs for 3-prong fake-τhad-vis are generally about 20% larger than

those for the 1-prong counterparts.
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The tt̄ background contribution with fake-τhad-vis in the τhadτhad SR is esti-

mated from simulated events that pass the SR selection, with weights deter-

mined by the corresponding SFs for each fake-τhad-vis in the event.

Uncertainties in the detector response and the modelling of tt̄ events, along

with other minor contributing processes, are considered in the likelihood fit

when extracting the SFs.

The covariance matrix of the measured SFs, which encompasses all statistical

and systematic uncertainties in the measurement, is diagonalised. The resulting

eigenvectors are employed to define independent nuisance parameters (NPs),

which are then incorporated into the final signal extraction fit. Theoretical mod-

elling uncertainties in simulated tt̄ events, to which the SFs are applied, are es-

timated as detailed in Section 4.12 and are also integrated into the final signal

extraction fit.

When estimating the fake-τhad-vis background from multi-jet production us-

ing the fake-factor method (Section 4.8.3), a significant portion of tt̄ events fea-

turing at least one fake-τhad-vis must be subtracted from data in the OS region

with 2 b-tagged jets and anti-ID conditions (SR Template). This is done to esti-

mate the multi-jet contribution in the τhadτhad SR. The modelling of the simulated

tt̄ events with fake-τhad-vis in the anti-ID region is adjusted using SFs obtained

through the same method as described above. These SFs are measured in a con-

trol region akin to the tt̄ CR, with the exception that the τhad-vis candidate must

meet the anti-τhad-vis requirements.

The measured SFs for 1-prong fake-τhad-vis in the anti-ID region closely ap-

proach unity for fake-τhad-vis pT values below 40 GeV, mirroring the trend ob-

served in the ID region. The SFs then follow the same trend of decreasing in

value with increasing fake-τhad-vis pT.

For 3-prong fake-τhad-vis, the SFs are generally about 10%–20% larger than

those for the 1-prong fake-τhad-vis objects.
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4.9 Multivariate analysis

The event preselection presented in Table 4.3 is not optimised in terms of sensi-

tivity to pair production of Higgs bosons. A set of Boosted Decision Trees (BDTs)

[118] is used to maximise the sensitivity of the analysis to the signal processes.

The output of a multivariate algorithm is used as a final discriminant for the sig-

nal extraction, as described in Section 4.14. Section 4.10.1 explains the general

MVA approach, while Section 4.11 give the details of the MVA trainings in the

τhadτhad, τlepτhad channels.

4.10 Introduction to Boosted Decision Trees (BDT)

Boosted Decision Trees (BDTs) are prominent classification methods in high-

energy physics utilized to categorize events into distinct groups, often labeled as

"signal" (S) and "background" (B). A decision tree represents a binary-tree struc-

ture, illustrated in Figure 4.23. It sequentially evaluates various variables xi from

a training dataset with known event classifications (signal or background). Each

split in the tree makes decisions based on individual variables, progressing until

reaching a stop criterion like MaxDepth or MinNodeSize.

FIGURE 4.23: A schematic depiction of a decision tree structure [118].
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At each split, the tree selects the variable that maximizes the separation be-

tween signal and background events. Leaf nodes at the bottom of the tree are

labeled "S" for signal and "B" for background based on the majority classification

of events in those nodes, effectively delineating the phase space into signal and

background regions.

During training, decisions are based on various separation criteria. The stan-

dard criterion, the Gini-Index, measures purity (p) after a cut and is defined as

p · (1− p), where p is given by:

p =
S

S +B
.

Boosting amplifies this process by employing multiple trees to form a forest.

Each tree is constructed from the same dataset, but events are weighted differ-

ently in each tree. These trees are then combined into a unified classifier through

weighted averaging. Boosting enhances stability and improves separation com-

pared to a single decision tree. In "Adaptive" boosting, misclassified events are

assigned higher weights in subsequent trees based on the misclassification rate

(err) of the previous tree, given by:

α =
1− err

err
.

The event weights are then normalized. The boosted event classification

yBoost(x) is computed by aggregating individual classifier results (h(x)) as fol-

lows:

yBoost(x) =
1

Ncollection

Ncollection∑
i

ln(αi) · hi(x),

where Ncollection is the total number of classifiers used in the boosted event classi-

fication. Smaller (larger) yBoost(x) values indicate a background-like (signal-like)

event. After BDT training, the BDT’s classification output assigns a "score" to

events based on their input variable values, reflecting their "background-like" or
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"signal-like" nature. Figure 4.24 illustrates separate score distributions for back-

ground and signal events using the training and testing samples. Comparing

these distributions helps ensure the BDT is not "overtrained," meaning it doesn’t

excessively use sample-specific features during training that are not generally

useful for signal-background separation, resulting in less powerful separation

on independent testing samples compared to training samples.

FIGURE 4.24: Separate score distributions for background and signal events
using the training and testing samples.

4.10.1 General MVA and optimisation strategy

Folding strategy

The MVA strategy is designed to guarantee a reliable and unbiased estimation

of the analysis sensitivity. This necessitates that simulated events are not used

simultaneously in defining the BDT (including its hyperparameters and input

variables) and generating the histogram templates for the BDT output score dis-

tributions.

The simplest strategy, which adheres to this requirement, involves dividing

the available set of simulated events into three equal partitions. In our specific

implementation, this partitioning is based on the event number.
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Model Fold 0
event_number %3 = 0

Fold 1
(event_number %3 = 1)

Fold 2
(event_number %3 = 2)

BDT 0 Training Validation Testing
BDT 1 Testing Training Validation
BDT 2 Validation Testing Training

TABLE 4.5: Partitioning of simulated events for training, optimization, and
evaluation of BDT models.

Subsequently, three distinct BDT models are trained, each utilizing a differ-

ent partition of the available simulated events (referred to as "training folds," see

Table 4.5). The same set of hyperparameters and input variables is used for each

training. These selections are made by optimizing the BDT’s performance on the

"validation folds," which are not seen during training.

The simulated events within the "testing folds" are employed in creating the

histogram fit templates. By design, these events are not involved in the BDT

optimization process, ensuring an unbiased estimation of the expected analysis

significance.

Optimization of Hyperparameters

Certain MVA training hyperparameters play a crucial role in determining the

classification accuracy of the BDT. Key factors include the number of trees

(NTrees) in the ensemble and the depth of each decision tree (MaxDepth).

An integrated optimization process is conducted for these hyperparameters.

For a specific combination of hyperparameter values, a set of BDTs is trained fol-

lowing the folding protocol detailed in Section 4.10.1. Subsequently, the binned

distribution of the BDT output score is computed separately for both signal and

the combined background, using the simulated events found in the validation

folds. The same algorithm that defines the binning for the likelihood fit (see Sec-

tion 4.15.1) is employed for this purpose. The binned signal significance serves

as the performance metric,
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Z =

√∑
i∈bins

2

(
(si + bi) log

(
1 +

si
bi

)
− si

)
, (4.5)

where si and bi represent the anticipated numbers of signal and background

events in bin i, respectively.

Hyperparameter values are explored within predefined ranges, contingent

on the analysis region and BDT type. Bayesian optimization is employed to

favorably select hyperparameter configurations that yield higher values for the

binned significance. The ultimate hyperparameter set is chosen from the pool of

parameter points encountered during the optimization process.

Selection of Input Variables

A large number of kinematic variables with discriminative potential can be de-

fined for the bbττ system. However, it is advantageous to streamline this set by

removing highly correlated or redundant observables. The goal is to retain a

"minimal" yet "comprehensive" set of inputs that maintains near-maximal dis-

crimination power. (It’s worth noting that while this variable selection is not

strictly mandatory—provided that all variables utilized as inputs to the BDT are

well-modeled—it is viewed as a simplification.)

The process begins with a list of all available variables, from which a reason-

ably minimal set is constructed iteratively:

• A small set of core "baseline" input variables is always incorporated. (The

specific variables in the baseline set are contingent on the BDT, and will be

elaborated on below.)

• Additional variables are chosen from the remaining list in a step-by-step

manner: at each juncture, the observable that leads to the most substantial

enhancement of the binned signal significance (calculated in accordance

with Eq. 4.5 on the validation folds) is selected.
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• In the event that no extra variable results in an augmentation of the valida-

tion significance, the variable with the smallest impact is included instead.

• If no progress is observed over Np consecutive steps, the optimization pro-

cess is terminated.

It’s important to acknowledge that such thoughtful optimization strategies

can be susceptible to statistical noise in the performance measure employed to

guide the algorithm. To mitigate the impact of statistical fluctuations on the

significance measure Z, efforts are made to compute the binned significance on

a coarser binning compared to that used in the fit, as elucidated below.

4.11 bbττ -Analysis MVA strategies

In this section the MVA studies performed for both the channels τhadτhad and

τlepτhad (SLT and LTT) channels will be presented.

4.11.1 ggF/VBF BDT

The analysis presented in this thesis is utilising the idea to categorize an event

into ggF signal or VBF HH signal after an event is checked for the number of

jets as described in Section 4.6). The BDT is trained using ggF HH as signal

and VBF HH as background. The final BDT scores are achieved by optimising

both the kinematic variables and hyperparameters for the two channels (τhad τhad

and τlep τhad ) of the analysis as mentioned in the section 4.10.1. The aim of this

classification is to improve the κ2V constraint by creating a dedicated category

for VBF events.

The BDT is only applied to VBF candidate events, and only such events are

used in the training. VBF candidate events are defined as events that have at

least two jets in addition to the H → bb ones. Nearly half of the ggF HH events

pass the VBF candidate requirement and the other half fail, while around 80%
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of the VBF HH events pass. The BDT is trained so that ggF-like 9 events are

assigned with the scores near 1.0 while VBF-like 10 events are assigned with the

scores near -1.0. Accordingly, events with the scores below a chosen cut value

(working point) fall into the VBF category.

Kinematic variable optimisation

The procedure of optimising the variable used to train the BDT for the catego-

rization of ggF and VBF HH signal is explained in the Section 4.10.1. As the

last step of the BDT optimisation, the minimal set of training variables offering

near-maximal separation power is determined. This is done by starting from a

small set and iteratively adding variables one at a time from a pre-defined list

of candidate variables. The variable leading to the largest increase (or minimal

decrease) in Z is included, until no changes are observed. The starting set of

variables includes the invariant mass of the VBF jets, defined as the two jets

with the highest pT not associated with the H → bb̄ decay, and their pseudo-

rapidity gap
(
∆ηVBF

jj

)
. The final set of variables for the categorisation BDTs for

each channel is summarised in Table 4.6. It includes the VBF jets pseudorapid-

ity product, their angular separations
(
∆ϕVBF

jj and ∆RVBF
jj

)
and the invariant

mass mHH . In addition, the Fox-Wolfram moments fi of i-th order [119] as well

as their modified definitions for usage in hadron collider experiments hi have

shown to further increase the separation power, together with the centrality C

of the τ leptons and selected jets, defined asC =
∑

i pT(i)∑
i E(i)

, and their effective mass.

The distributions of the resulting BDT scores are shown in Fig. 4.25 for all three

channels of the analysis. VBF candidate events are assigned to the VBF category

if their BDT score is evaluated below a set threshold. The value of this cut is

optimised to achieve the best sensitivity to the signal strength modifiers κλ and

9A MVA score near 1 suggests a resemblance to the signal. Since ggF is designated as the
signal, an event resembling ggF is expected to exhibit a score close to 1.

10A MVA score near -1 suggests a resemblance to the background. Since VBF is designated as
the background, an event resembling ggF is expected to exhibit a score close to 1.
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κ2V , along with the upper limits on HH production for ggF and VBF production

modes separately and combined. The BDT cut values are set to 0.1,−0.13 and

-0.1 for the τhad τhad , τlep τhad SLT and τlep τhad LTT SRs respectively.

Variable τhad τhad τlep τhad SLT τlep τhad LTT
mVBF

jj ✓ ✓ ✓

∆ηVBF
jj ✓ ✓ ✓

VBFη0 × η1 ✓ ✓

∆ϕVBF
jj ✓

∆RVBF
jj ✓

∆Rττ ✓

mHH ✓

fa
2 ✓ ✓

Ca ✓ ✓

ma
Eff ✓

f c
0 ✓ ✓

fa
0 ✓

ha3

TABLE 4.6: Input variables for the VBF-ggF categorisation BDTs in each of the
three analysis channels. The superscripts a and c specify the selection of jets
that are taken into account for the calculation in addition to the two τ -lepton
candidates. For variables with a c, only the four-momenta of central jets, i.e.
jets with |η| < 2.5, are included, while an a indicates that all available jets are

included.

The distribution of the optimised variables as a comparison between ggF and

VBF signal are shown in Appendix A.3.

Hyperparameter optimisation

A 2-D scan was performed by using the various range of maximum depth of

the decision tree (MaxDepth) and the number of trees (NTrees) in order to find

the optimal combination of hyperparameters. NTrees and MaxDepth were al-

lowed to vary from 100 to 1000 and from 2 to 10, respectively, as shown in Figure

4.26. The number of trees and their depth are chosen to maximise the value of

the number-counting significance (Z) as shown in equation 4.5 computed from

the binned distribution of the BDT discriminant.
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(A) ggF/VBF BDT distribu-
tion for the τhad τhad channel

(B) ggF/VBF BDT distribution for
the τlep τhad -SLT channel

(C) ggF/VBF BDT distribution
for the τlep τhad -LTT channel

FIGURE 4.25: Figures (a), (b), and (c) display different aspects of the BDT anal-
ysis. (a) shows the ggF/VBF BDT score distributions for bbτhadτhad, (b) shows
the ggF/VBF BDT score distributions for bbτlepτhad-SLT, (c) shows the ggF/VBF
BDT score distributions for bbτlepτhad-LTT channels.The signal refers to the ggF
process, while the background denotes the VBF process. The BDT cut values
are set to 0.1,−0.13 and -0.1 for the τhad τhad , τlep τhad SLT and τlep τhad LTT SRs

respectively

The Final list of the hyperparameters optimised for the (a) τhad τhad and (b)

τlepτhad SLT and (c) τlepτhad LTT are shown in the Table 4.7

Hyperparameter τhadτhad τlepτhad SLT τlepτhad LTT

NTrees 109 126 292
MaxDepth 6 4 2
MinNodeSize 1% 1% 1%
BoostType Grad Grad 1%
Shrinkage 0.2 0.2 0.2
IgnoreNegWeightsInTraining True True True

TABLE 4.7: Optimised hyperparameters for the BDT in the (b) τhad τhad (b)
τlepτhad SLT (c) τlepτhad LTT.
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(A) τhad τhad channel.
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(B) τlepτhad SLT channel.

(C) τlepτhad LTT channel.

FIGURE 4.26: Hyperparameters optimization for the ggF/VBF BDT for the
three channels. (a) τhad τhad , (b) τlepτhad SLT, (c) τlepτhad LTT

4.11.2 Signal region MVA Discriminants

In order to enhance the discrimination between the HH signal and the back-

ground, BDTs are employed in each of the analysis channels. These SR-specific

BDTs, totalling nine, are tailored to each analysis category. The signal in the ggF

high-mHH and VBF categories corresponds to the ggF and VBF Standard Model

production of HH pairs, respectively. In the ggF low-mHH category, the signal

is defined as ggFHH production with a coupling strength modifier of κλ = 10.

The training process employs the sum of all backgrounds normalized to their

respective cross-sections. The BDTs are trained on events selected within each

respective category. For VBF category BDTs, events from both VBF and ggF cat-

egories are utilized to maximize sample size.
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To optimize and evaluate the BDTs, the simulated events are divided into

three samples using the procedure described in Section 4.6. The number of trees

and their depth are determined to maximize the signal significance Z calculated

from the binned distribution of the BDT output as shown in Tables 4.8, 4.9 and

4.10 respectively.

TABLE 4.8: Training hyperparameters chosen for the BDTs in the τhadτhad anal-
ysis categories.

Hyperparameter low-mHH ggF SR high-mHH ggF SR VBF SR
NTrees 204 241 465

MaxDepth 2 3 3
MinNodeSize 1% 1% 1%

BoostType Grad Grad Grad
Shrinkage 0.2 0.2 0.2

IgnoreNegWeightsInTraining True True True

TABLE 4.9: Training hyperparameters chosen for the BDTs in the τlepτhad-SLT
analysis categories.

Hyperparameter low-mHH ggF SR high-mHH ggF SR VBF SR
NTrees 421 152 406

MaxDepth 5 5 4
MinNodeSize 1% 1% 1%

BoostType Grad Grad Grad
Shrinkage 0.2 0.2 0.2

IgnoreNegWeightsInTraining True True True

TABLE 4.10: Training hyperparameters chosen for the BDTs in the τlepτhad-LTT
analysis categories.

Hyperparameter low-mHH ggF SR high-mHH ggF SR VBF SR
NTrees 122 235 239

MaxDepth 6 5 3
MinNodeSize 1% 1% 1%

BoostType Grad Grad Grad
Shrinkage 0.2 0.2 0.2

IgnoreNegWeightsInTraining True True True
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The input variables for the BDTs are selected to maximize signal-to-

background separation for each trained BDT for the ggF signal region is sum-

marised in table 4.11 while for the VBF signal region is summarised in table 4.12

while the detail explanation of these variables is also provided in the appendices

A.4 and A.5.
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TABLE 4.11: Optimized list of variables for the bb̄τ−τ+ analysis for the ggF
signal regions.

Variable τhadτhad τlepτhad SLT τlepτhad LTT
low-mHH high-mHH low-mHH high-mHH low-mHH high-mHH

mbb ✓ ✓ ✓ ✓ ✓ ✓
mMMC

ττ ✓ ✓ ✓ ✓ ✓ ✓
mHH ✓ ✓ ✓ ✓ ✓ ✓
∆Rbb ✓ ✓ ✓ ✓ ✓

∆R (τ0, τ1) ✓ ✓ ✓ ✓ ✓ ✓
N(jets) ✓ ✓ ✓
pT(HH) ✓ ✓

HT ✓ ✓ ✓ ✓
T1 ✓ ✓ ✓ ✓ ✓
T2 ✓ ✓ ✓

Emiss
T ✓ ✓ ✓

Emiss
T Centrality ✓

MT2 ✓ ✓
mW

T ✓ ✓ ✓
mT (τ1) ✓ ✓ ✓
pT (τ0) ✓ ✓ ✓
pT (τ1) ✓ ✓ ✓
pT (b0) ✓ ✓ ✓
pT (b1) ✓
pT(bb) ✓
pT(ττ) ✓

∆pT (τ0, τ1) ✓ ✓
η (τ0) ✓ ✓
η (τ1) ✓ ✓

∆η (τ0, τ1) ✓
∆ϕ

(
bb, Emiss

T

)
✓ ✓

∆ϕ(bb, ττ) ✓ ✓ ✓
∆ϕ

(
ττ, Emiss

T

)
✓ ✓ ✓ ✓

∆ϕ
(
τ1, E

miss
T

)
✓ ✓

DL1r quantile (b0) ✓ ✓ ✓
DL1r quantile (b1) ✓ ✓ ✓

∆R (b0, τ0) ✓ ✓ ✓
∆R (b1, τ1) ✓ ✓
∆R (b1, τ0) ✓ ✓
meff(ττj) ✓
meff(ττbb) ✓
m (b0τ0) ✓
m (b1τ0) ✓
m∗

HH ✓ ✓
mHH scaled ✓
cent(bbττ) ✓ ✓
spher(bbττ) ✓ ✓
pflow (bbττ) ✓

coshelicity (bb) ✓ ✓
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TABLE 4.12: Optimized list of variables for the bb̄τ−τ+ analysis for the VBF
signal regions.

Variable τhadτhad τlepτhad SLT τlepτhad LTT
mHH ✓ ✓ ✓

mbb ✓ ✓ ✓

mMMC
ττ ✓ ✓ ✓

∆Rbb ✓ ✓

∆R (τ0, τ1) ✓ ✓

VBF η0 × η1 ✓ ✓

∆ηVBF
ji ✓ ✓

∆ϕVBF
ji ✓

∆RVBF
jj ✓ ✓

mVBF
jj ✓ ✓ ✓

N(jets) ✓

HT ✓

sT ✓

T2 ✓

mW
T ✓

∆ηHH ✓

pT(HH) ✓

m∗
HH ✓

mHH scaled ✓

pT (τ0) ✓

pT(ττ) ✓

pT (b0) ✓

η (τ0) ✓

η (τ1) ✓

∆R (b0, τ0)

Thrust T(ττjf) ✓

Circularity C(ττjf) ✓

Planar Flow P(ττjf) ✓

f0(ττjf) ✓

f2(ττjf) ✓

f4(ττjf) ✓

meff(ττjf) ✓

cos θ+ ✓

cos(θ)
helicity
ττ ✓
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The variables are arranged in a list ordered by their impact on the signal

significance Z, following the same procedure as outlined in Section 4.15.1. The

initial set for each analysis SR and category includes the invariant masses of the

selected b-jets (mbb), τ -lepton pair
(
mMMC

ττ

)
, and HH system (mHH). It also en-

compasses the angular separations between b-jets (∆Rbb) and between τ -leptons

(∆Rττ ). In the τlep τhad LTT high-mHH category, ∆Rbb is omitted, and in the

τlep τhad LTT VBF category, both ∆Rbb and ∆Rττ are excluded. Additional vari-

ables, determined via Z-based optimization, fall into several categories. Vari-

ables requiring the presence of a charged lepton are excluded in the τhad τhad

SR. Higgs candidates H are reconstructed from either b-jet or τ -lepton pairs. In

the low- and high-mHH categories, variables describing the kinematic proper-

ties of the selected b-jets and τ -leptons are included. This incorporates the pT

of the leading and subleading b-jets and τ leptons, along with their pseudo-

rapidities and the transverse mass of the τ leptons. Angular separations be-

tween (sub)leading b-jet and (sub)leading τ lepton, along with the pseudorapid-

ity separation and pT difference between the selected τ -lepton candidate and

the charged lepton are considered. Variables related to the reconstructed H can-

didate topologies include azimuthal angular separation between b-jet pair and

τ -lepton pair, as well as between either b-jet or τ -lepton pair and the magnitude

Emiss
T of the missing pT vector p⃗miss

T . Further variables encompass event prop-

erties like the transverse mass of the W boson candidate in the τlepτhad channel,

topness variable [120], reduced and scaled invariant mass of the HH system,

pT of the reconstructed HH system, and effective mass of the HH decay prod-

ucts. Distinctive event configurations are represented through Fox-Wolfram mo-

ments, circularity, sphericity, and planar flow variables reconstructed from the

HH decay products. Finally, b-tagging information is provided by the quantile

distribution of the DL1r tagger output for the selected b-jets, which serves as a

training variable. For VBF categories, additional variables are included to target

specific features of VBF HH events.
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τhadτhad pre-fit MVA variables modelling

The following shows a representative set of the pre-fit MVA input variable dis-

tributions in each of the τhadτhad signal regions. In all the plots, the background

is adjusted using scale factors obtained from a full fit to data. Figure 4.27 shows

how key variables are modelled in the three signal regions.

τlepτhad-SLT pre-fit MVA variables modelling

The following figures show a representative set of the pre-fit MVA input vari-

able distributions in each of the τlepτhad-SLT signal regions. In all the plots, the

background is adjusted using scale factors obtained from a full fit to data. Figure

4.29 shows how key variables are modelled in the three signal regions, whereas

figure 4.30 shows new variables introduced for the signal-background BDT in

each region.

τlepτhad-LTT pre-fit MVA variables modelling

The following figures show a representative set of the pre-fit MVA input vari-

able distributions in each of the τlepτhad-LLT signal regions. In all the plots, the

background is adjusted using scale factors obtained from a full fit to data. Figure

4.31 shows how key variables are modelled in the three signal regions, whereas

figure 4.32 shows new variables introduced for the signal-background BDT in

each region.
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(A) low-mHH ggF SR (B) high-mHH ggF SR (C) VBF SR

(D) low-mHH ggF SR (E) high-mHH ggF SR (F) VBF SR

(G) low-mHH ggF SR (H) high-mHH ggF SR (I) VBF SR

(J) low-mHH ggF SR (K) high-mHH ggF SR (L) VBF SR

FIGURE 4.27: Representative set of pre-fit MVA input variable distributions in
the τhadτhad SRs.
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(A) low-mHH ggF SR (B) low-mHH ggF SR (C) low-mHH ggF SR

(D) high-mHH ggF SR (E) high-mHH ggF SR (F) high-mHH ggF SR

(G) VBF SR (H) VBF SR (I) VBF SR

FIGURE 4.28: Representative set of pre-fit MVA input variable distributions in
the τhadτhad SRs.
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(A) low-mHH ggF SR (B) high-mHH ggF SR (C) VBF SR

(D) low-mHH ggF SR (E) high-mHH ggF SR (F) VBF SR

(G) low-mHH ggF SR (H) high-mHH ggF SR (I) VBF SR

(J) low-mHH ggF SR (K) high-mHH ggF SR (L) VBF SR

FIGURE 4.29: Representative set of pre-fit MVA input variable distributions in
the τlepτhad SLT SRs.
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(A) low-mHH ggF SR (B) low-mHH ggF SR (C) low-mHH ggF SR

(D) high-mHH ggF SR (E) high-mHH ggF SR (F) high-mHH ggF SR

(G) VBF SR (H) VBF SR (I) VBF SR

FIGURE 4.30: Representative set of pre-fit MVA input variable distributions in
the τlepτhad SLT SRs.
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(A) low-mHH ggF SR (B) high-mHH ggF SR (C) VBF SR

(D) low-mHH ggF SR (E) high-mHH ggF SR (F) VBF SR

(G) low-mHH ggF SR (H) high-mHH ggF SR (I) VBF SR

(J) low-mHH ggF SR (K) high-mHH ggF SR (L) VBF SR

FIGURE 4.31: Representative set of pre-fit MVA input variable distributions in
the τlepτhad LTT SRs.
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(A) low-mHH ggF SR (B) low-mHH ggF SR (C) low-mHH ggF SR

(D) high-mHH ggF SR (E) high-mHH ggF SR (F) high-mHH ggF SR

(G) VBF SR (H) VBF SR (I) VBF SR

FIGURE 4.32: Representative set of pre-fit MVA input variable distributions in
the τlepτhad LTT SRs.
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4.12 Systematic uncertainities

The systematic uncertainties related to both the estimation of backgrounds and

signal in the τlep τhad and τhad τhad SRs are evaluated and eventually propagated

to the final fit. These systematic included both sets of experimental and theoret-

ical modelling uncertainties and will be summarised in the following sections.

4.12.1 Experimental uncertiainities

The uncertainties arising from the experiment depends upon the factors such

as data collection conditions, detector specifications, and techniques employed

for object reconstruction and identification. These uncertainties are consistent

across different analyses and have been incorporated in accordance with the

ATLAS Collaboration’s guidelines for this study documented in the thesis. They

are detailed below, along with a comprehensive list of all the experimental un-

certainties considered in the analysis.

Luminosity and pile-up

The measured integrated luminosity of the dataset used for the results presented

in this chapter has an associated uncertainty of 0.83% [121]. This uncertainty

in normalization is taken into account for all simulated signal and background

samples, where the normalization is not treated as a variable in the fitting pro-

cess. The luminosity uncertainty is consistent across all processes it applies to.

Additionally, the pileup profile of the simulated events is adjusted to align with

the data.

Trigger requirements

Scale factors for trigger efficiency are computed based on the pT of the triggering

object. This correction accounts for the disparity in trigger efficiency between

simulation and actual data. The uncertainties associated with these trigger scale
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factors are extended as systematic uncertainties linked to the trigger selection

process.

Jets

Jet energies necessitate calibration post-reconstruction to accommodate detector

characteristics and the intricacies of the jet reconstruction algorithm, while also

addressing discrepancies in the jet response observed between collected data

and MC simulations. The uncertainties associated with jet energy scale correc-

tions (JES) are contingent upon the pT and η of the jet. These uncertainties stem

from various sources and are categorized into three sets of uncorrelated uncer-

tainties [67]. Additionally, an uncertainty in the jet energy resolution (JER) is

incorporated, considering disparities in energy resolution between simulations

and data, along with experimental uncertainties related to measuring the jet en-

ergy resolution [122].

b-tagging

b-tagging corrections in MC simulations encompass scale factors applied to

counter variations in flavour-tagging efficiency observed between simulated

data and actual data. These factors are assessed independently for b, c, and

light-flavour jets with respect to the jet’s pT and η [123]. The correction factors

encompass distinct sources of uncertainties, which are disaggregated into uncor-

related components, resulting in three uncertainties for c-jets, four uncertainties

for b-jets, and five uncertainties for light-flavour jets.

τhad

The efficiency of τhad reconstruction and identification in MC is adjusted using

scale factors determined as a function of τhad-vis pT to accommodate disparities

between simulation and actual data [75]. Systematic uncertainties arising from

the efficiency scale factors are taken into account.
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The energy scale of τhad-vis is calibrated post-reconstruction. Any remain-

ing discrepancies between simulation and data, along with uncertainties in the

energy scale corrections, are considered as systematic uncertainties [75]. Fur-

thermore, specific uncertainties related to the removal of overlap between τ and

electrons are incorporated.

Background Modeling Uncertainties for MC-Based Processes

Modeling uncertainties pertain to our understanding of background and signal

processes as simulated in MC. These uncertainties hinge on the settings used in

theoretical cross-section calculations and MC simulations, including factors like

PDF sets, factorization and renormalization scales, αs, matrix element genera-

tors, parton shower models, and tuning parameters. Theoretical uncertainties

in cross-section calculations impact only the normalization and are consistent

across all analyses. However, uncertainties in acceptance, which influence both

normalization and shape, are contingent on the analysis-specific selections ap-

plied.

Background modeling uncertainties for MC-based processes encompass both

theoretical cross-section uncertainties and acceptance uncertainties. Cross-

section uncertainties solely affect normalizations and are applied universally

to all backgrounds (with the exception of tt̄ and Z+HF processes, which have

freely floating normalization factors in the fit). Acceptance uncertainties have

the potential to impact both normalizations and the shapes of final discrimi-

nant distributions. Typically, their contribution is divided into a normalization

acceptance uncertainty, affecting event yields in the signal region, and a shape

uncertainty, influencing the form of the final discriminant distributions.

Acceptance uncertainties for minor backgrounds (Z+ light-flavor jets, W+

jets, and Diboson) are adopted from the ATLAS SM V Hbb analysis [124]. Mean-

while, acceptance uncertainties for tt̄ Z+ HF jets, single-top (Wt channel), tt̄H ,

and ZH processes are estimated within the signal regions (and control regions

143



for tt̄ and Z+ HF jets) of this analysis through comparisons between nominal

and alternative MC simulated samples or samples with varied event weights, as

elaborated in subsequent sections.

The normalisation acceptance uncertainties are derived by comparing the

acceptance, denoted as Ai for each alternative sample i, to the acceptance of

the nominal sample. Equivalently, we compare the expected number of events,

denoted as Ni for each variation i, to the nominal expected events in the signal

regions for all samples normalized to the same cross-section:

σi
A =

Ai
variation − Anominal

Anominal
=
N i

variation −Nnominal

Nnominal
.

If one region in the final fit is more effective than others at constraining a

certain normalization factor, a relative normalisation acceptance uncertainty is

assigned. This is estimated by comparing the relative number of events pre-

dicted by the alternative model in one region R to another region R′, in relation

to the same fraction in the nominal model:

σAR/AR′ =

Avariation,R
Avariation,R′

− Anominal,R
Anominal,R′

Anominal,R
Anominal,R′

=

Nvariation,R
Nvariation,R′

− Nnominal,R
Nnominal,R′

Nnominal,R
Nnominal,R′

.

Acceptance uncertainties for the normalization of backgrounds are applied

across all regions and treated as correlated between regions, except for tt̄ and

Z+ HF backgrounds, whose normalizations are unconstrained (floated) in the

global likelihood fit. For these two processes, relative acceptance uncertainties

between regions with a shared underlying normalization are applied. Shape

acceptance uncertainties are applied when discrepancies are identified in the

final discriminant distributions of the nominal and alternative samples. This

comparison is conducted by examining the normalized distributions of the BDT

scores and calculating the ratio of alternative to nominal events per bin.
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Uncertainties on tt̄

The normalisation of the tt̄ background is estimated from data in likelihood fits,

so the analysis is not sensitive to uncertainties in its expected cross-section. The

normalisation is freely floated in the final fit and correlated between the SRs and

the Z+HF CR.

Relative acceptance normalisation uncertainties are applied on tt̄ in all chan-

nels of the analysis to account for potential differences in the normalisation be-

tween the SRs and the Z+HF CR. Shape variations are also checked and applied,

correlated with the relative acceptance uncertainties on the normalisation, where

found to be relevant.

Uncertainties for Z +HF Processes

For Z + HF processes, uncertainties arise from various sources related to

the modeling of hard-scatter events and parton showers. These uncer-

tainties are assessed by comparing the nominal sample with an alternative

MADGRAPH5_AMC@NLO + PY THIA8 sample. The alternative sample in-

corporates up to three additional partons in the final state, achieving NLO ac-

curacy in the QCD coupling. This is accomplished by merging additional jet

multiplicities using the FxFx NLO matrix-element and parton-shower merging

prescription [125]. The alternative samples employ the A14 parton-shower tune

and the NNPDF2.3Lo PDF set. Uncertainties stemming from missing higher-

order QCD corrections are evaluated through variations in renormalization and

factorization scales, along with PDF and αS variations.

The impact of higher-order electroweak corrections for Z + HF processes

is found to be negligible and thus not considered. The matching between

matrix-element calculation and parton-shower is scrutinized by varying the

SHERPA matching parameter (CKKW) and the resummation scale (QSF). All

these sources of uncertainty influence the fractional contribution of Z + HF in
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each analysis category, with the most significant effect arising from renormaliza-

tion and factorization scale variations, ranging up to 13% of the nominal values

depending on the analysis category and signal region (SR).

Among these uncertainties, the modeling of the hard-scatter and the parton-

shower, as compared with the alternative MADGRAPH5_AMC@NLO +

PY THIA8 sample, is the most influential on the shape of the BDT score in the

analysis SRs. This same source of uncertainty also has a notable impact on the

shape of the mll variable in the CR. It is treated as a dedicated uncertainty inde-

pendent from the BDT score shape uncertainty in the likelihood fit.

Additionally, an extra systematic uncertainty is incorporated to account for

any remaining discrepancy between data and MC simulation in the dedicated

CR, based on the pT of the selected lepton pair. This uncertainty is applied in

all analysis SRs as a function of the pT of the τ lepton pair selected from the MC

truth record.

4.12.2 Uncertainties in Signal Modeling

For the SM ggF and VBF processes in the production of HH signals, uncertain-

ties arising from uncalculated higher-order QCD corrections are assessed. These

uncertainties are determined by independently varying the renormalization and

factorization scales within the hard-scatter calculation, alongside variations in

PDFs and the strong coupling constant (αS).

Additionally, uncertainties related to parton showers are evaluated by com-

paring the nominal samples against alternative PowHEG+Herwig7 samples

specifically for the ggF HH process. All identified sources of uncertainty im-

pact the fractional contribution of the signal in each analysis category. However,

it’s important to note that variations in the BDT score are only considered for

the parton shower uncertainties associated with the ggF HH process.
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Estimates for Other MC-Based Backgrounds

For minor backgrounds, such as single-top s- and t-channels, Z+ light-flavour

jets, W+ jets, and di-boson processes, acceptance uncertainties only affect the

normalization. Specifically, a 20% acceptance uncertainty is applied for the

single-top production in s- and t-channels, while the Z+ light-flavour jets back-

grounds receive an uncertainty of 23%.

Regarding W+ jets, a 37% acceptance uncertainty is applied in the τlepτhad

channel, while 50% is assigned to the τhadτhad channel, accounting for contribu-

tions from fake τ leptons. Additionally, acceptance uncertainties of 25%, 26%,

and 20% are applied to WW , WZ, and ZZ processes, respectively.

4.13 Data-driven background modelling uncertiani-

ties

The final group of systematic uncertainties addresses the modeling of back-

ground processes that involve pseudo-τhad candidates, estimated through data-

driven or semi-data-driven methodologies as previously elaborated in Section

4.8.2.

4.13.1 Processes with fake- τhad candidates in the τlep τhad chan-

nel

Several sources of uncertainty are considered for the estimation of the fake back-

ground:

• The statistical uncertainty associated with the values of FFtt̄, FFQCD, and

rQCD is taken into account and propagated to the final estimates of the fake

background.
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• To account for uncertainties in non-tt̄ backgrounds being subtracted from

the data, a conservative 30% uncertainty is assigned. This is achieved by

varying the Fake Factor (FF) up and down by 30% when applying it to

non-tt̄ backgrounds that pass the anti-ID selection.

• The uncertainty stemming from the tt̄ modeling is evaluated by compar-

ing the fake background derived with and without the tt̄ reweighting

(for more details, refer to Section 4.8.2). The latter method is ultimately

adopted, as it exhibits a higher variation, covering all fake backgrounds

derived using variation samples.

• The value of rQCD is highly sensitive to the normalization and shape of the

tt̄ background. However, given the similarity between FFQCD and FFtt̄,

rQCD has a relatively small impact on the combined fake factor in practice.

Therefore, the uncertainty on rQCD is estimated by varying the value from

0 to 0.5.

4.13.2 Processes with fake- τhad candidates in the τhad τhad chan-

nel

As mentioned in section 4.8.3 that in the τhad τhad channel the background with

fake- τhad are measured for multi-jet and tt̄ productions. So the sources of un-

certainties will be taking into account for the both the method adopted in esti-

mating fake- τhad backgrounds.

Modelling of the multijet background

Uncertainties in the estimate of the simulated τhad-vis background from multi-jet

production include statistical variations in FFs and TFs (mentioned in the 4.8.3),

along with uncertainties in the normalization and shape of non-multi-jet back-

grounds. These non-multi-jet backgrounds are subtracted from the data when
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constructing the S) Template. Additionally, an uncertainty factor is introduced

to address the extrapolation from SS to Opposite OS events. This systematic

variation is determined by comparing FFs computed from SS and OS events

with at least one b-tagged jet. For OS events, an additional criterion is applied:

mMMC
ττ > 110 GeV and Emiss

T /σ
(
Emiss

T

)
< 3, where σ

(
Emiss

T

)
represents the event-

based approximation to the resolution of Emiss
T [126]. This ensures that the sam-

ple is predominantly composed of multi-jet events. The fidelity of modeling

the multi-jet background is thoroughly assessed for closure in the SS Control

Regions with 1 and 2 b-tagged jets, demonstrating commendable agreement be-

tween observed data and predictions.

Modeling of the tt̄ Background with Simulated τhad Candidates

The likelihood fit, used to extract SFs, accounts for uncertainties related to detec-

tor response and the modeling of backgrounds such as single top-quark, W/Z+

jets, and tt̄ events with simulated τhad candidates. Additionally, uncertainties in

replicating the trigger requirements for τhad-vis are taken into consideration. The

covariance matrix of the measured SFs encompasses all statistical and systematic

uncertainties. It is diagonalized, resulting in eigenvectors that define indepen-

dent nuisance parameters. These parameters are then integrated into the final

signal extraction fit.

4.14 Statistical Analysis

In the context of particle physics, this analysis is essentially a search for a theo-

retical process that has yet to be experimentally observed. It involves a statistical

hypothesis test where we first establish the null hypothesis, H0, which describes

the known background processes. The observed data are then assessed for their

level of agreement with this null hypothesis. If the data deviate significantly
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from what is expected under the null hypothesis, we have grounds to claim a

discovery.

In contrast, when it comes to setting exclusion limits on a potential new sig-

nal, we test the compatibility of the alternative hypothesis, H1, which includes

both the background and the proposed signal, with the data. If the observed

data are inconsistent with this hypothesis, we can rule out the presence of the

new signal.

The outcome of our search is quantified using a p-value, which represents the

likelihood, given H , of encountering data with the same level of inconsistency

with the predictions of H or greater. A p-value below a certain threshold implies

that the given hypothesis is incompatible with the observed data. This p-value

is typically converted into a significance level, denoted as Z, defined so that a

normally distributed variable with Z standard deviations above its mean has an

upper-tail probability equal to p:

Z = Φ−1(1− p) (4.6)

Here, Φ−1 represents the quantile function (inverse of the cumulative distri-

bution) of the standard Gaussian.

In the realm of particle physics, specific thresholds have been established

for claiming discoveries or setting exclusion limits. For instance, the commu-

nity employs a threshold of Z = 5 (corresponding to p = 2.87 × 10−7) to re-

ject the background-only hypothesis and assert a discovery. On the other hand,

when aiming to exclude an alternative signal hypothesis, a threshold of p = 0.05

(equivalent to a 95% CL, or Z = 1.64) is utilized.

Exclusion limits are determined in cases where no new signal is discovered.

They typically represent upper bounds on the cross section of the hypothetical

new signal. This implies that if such a process exists, it must occur with a cross

section below this specified value, with a certain level of confidence (typically
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95% CL).

During the development of the analysis, it is beneficial to assess the sensitiv-

ity by calculating the expected significance or exclusion limit prior to examining

the actual observed data. This can be achieved by computing the median signifi-

cance or median exclusion limit using "Asimov" datasets, which are constructed

based on a predefined assumption, either H1 to mimic the presence of the signal

or H0 to emulate the background-only scenario, rather than the actual observed

data.

4.14.1 Profile Likelihood Ratio

In particle physics, the profile likelihood ratio, often used as a test statistic [127],

is employed in the frequentist approach to calculate p-values. This method en-

compasses both the signal and background models, involving the parameter of

interest, such as the signal process’s cross-section, as well as nuisance parame-

ters that represent systematic uncertainties. These nuisance parameters are not

assumed to be known a priori and must be inferred (profiled) from the data.

For a hypothesis test based on a binned distribution of a discriminating vari-

able x, the likelihood function can be represented as the product of Poisson prob-

abilities across all bins:

L(n | µ, θ) =
N∏
i=1

(µsi + bi)
ni

ni!
e−(µsi+bi),

Here, n denotes the number of observed data events, µ signifies the signal

strength (defined as µ = σ/σtheory , where µ = 1 represents the theoretical ex-

pectation and µ = 0 indicates no signal), s refers to the expected number of

signal events, b represents the expected number of background events, and θ

encompasses a set of nuisance parameters affecting the signal and background

predictions. These parameters could be known, estimated from Monte Carlo

(MC), or derived from the data.
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The profile likelihood ratio is defined as:

λ(µ) =
L(µ,

ˆ̂
θ)

L(µ̂, θ̂)
.

In this ratio, the numerator denotes the profile likelihood function. ˆ̂
θ repre-

sents the value of θ that maximizes the likelihood L for the given µ (it is the con-

ditional maximum-likelihood estimator of θ) and varies with µ. The denomina-

tor is the maximized (unconditional) likelihood function. µ̂ and θ̂ denote the val-

ues obtained by maximizing the likelihood, serving as the maximum-likelihood

(ML) estimators of µ and θ. As λ(µ) is defined, it follows that 0 ≤ λ ≤ 1. A value

of λ close to 1 suggests good agreement between the data and the tested µ value.

The test statistic, quantifying the degree of inconsistency between the data

and the hypothesized µ, is derived from the profile likelihood ratio:

qµ = −2 ln
L(µ,

ˆ̂
θ)

L(µ̂, θ̂)
.

Higher values of qµ imply greater incompatibility between the observed data

and the tested µ. The hypothesis test involves assessing the level of incompati-

bility between the observed data and the hypothesized µ value directly, utilizing

the test statistic qµ to measure the discrepancy and then computing the p-value:

pµ =

∫ ∞

qµ,obs

f(qµ | µ) dqµ,

Here, qµ,obs denotes the observed data’s test statistic value, and f(qµ | µ)

represents the probability density function of qµ, given the signal strength µ.

Discovery

To claim a discovery of a new signal, it is crucial to reject the null hypothesis

H0, which represents the background-only scenario. This is accomplished by
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demonstrating the incompatibility of the observed data with H0, using the test

statistic q0:

q0 = −2 ln
L(0,

ˆ̂
θ)

L(µ̂, θ̂)
, (4.7)

where µ = 0 in Equation 4.14.1, followed by the computation of its observed

p-value:

p0 =

∫ ∞

q0,obs

f(q0 | 0) dq0 (4.8)

If p0 falls below the threshold of 2.87 × 10−7, corresponding to a 5σ signifi-

cance, it implies that the observed data are incompatible with the background-

only hypothesis. Hence, a discovery can be claimed. The experiment’s sensi-

tivity to detecting a particular signal’s discovery can be evaluated by comput-

ing the expected median significance using an Asimov dataset constructed with

background plus signal, setting µ = 1, instead of utilizing the actual observed

data.

Exclusion Limit

The test statistics described in Equation 4.14.1 are also applicable for excluding

a specific theory by computing it for µ = 1:

q1 = −2 ln
L(1, θ̂)

L(µ̂, θ̂)
(4.9)

A smaller value of q1 indicates a greater compatibility of the data with the

theory and lesser compatibility with the pure background expectations. The

probability density functions f(q1 | 1) and f(q1 | 0), given µ = 1 or µ = 0,

respectively, are derived from MC samples. The ability of the analysis to discern

the sought-after model from the background relies on distinguishing between

these two probability density functions.

Initially, determining the expected exclusion limit on the new signal is es-

sential in the analysis design. By defining q̃1 as the median of the f(q1 | 0)
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FIGURE 4.33: Construction of the CL
exp
s+b (upper plot) and CLobs

s+b (lower plot).
In both cases the CLs+b is given by the blue area.

function (essentially the average outcome for a background-only experiment),

the so-called CLexp
s+b can be calculated as:

CLexp
s+b =

∫ ∞

q̃1

f(q1 | 1) dq1 (4.10)

This represents the median CL at which the experiment can exclude the sig-

nal with µ = 1 in a background-only scenario. A smaller expected CL obtained

this way implies a better capability of the experiment to exclude the signal.

By calculating qobs
1 with the observed data, the observed exclusion CL is de-

termined by:

CLobs
s+b =

∫ ∞

qobs
1

f(q1 | 1) dq1 (4.11)

Figure 4.33 illustrates the construction of CLexp
s+b and CLobs

s+b.

The method commonly used for setting exclusion limits for new physics sig-

nals is the "modified frequentist approach," CLs [128]. This approach is more
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conservative compared to CLs+b and is adopted to prevent the exclusion of sig-

nals due to underfluctuations of the background. The CLb can be defined as:

CLobs
b =

∫ ∞

qobs
1

f(q1 | 0) dq1 (4.12)

If the background experiences an underfluctuation, both CLs+b and CLb can

be small. This implies that qobs
1 is inconsistent not only with the signal plus

background hypothesis but also with the background-only hypothesis. In such

cases, the CLs method is utilized to avoid unwarranted exclusion. It employs

CLs as the CL:

CLs =
CLs+b

CLb

(4.13)

CLs is always greater than CLs+b, making it a conservative choice. This ap-

proach makes it more difficult to exclude potential signals. If CLs is less than

5%, the observed data can exclude the signal with µ = 1 at 95% CL. In searches

for new physics, exclusion limits are typically set on the signal strength µ (or on

the cross section), rather than simply determining whether a signal with a given

cross section and µ = 1 is excluded or not. The test statistics qµ is a function of µ.

For each value of µ, the analysis for the case µ = 1 demonstrated above can be

repeated to ascertain the value of µ = µ∗ for which CLs equals 5%. By increas-

ing µ, CLs(µ) decreases. Thus, µ∗ signifies the upper limit on µ, indicating that

a signal with µ ≥ µ∗ can be excluded at the 95% CL.

4.15 Fit Model for HH → bb̄τ+τ−

The analysis HH → bb̄τ+τ− events involves a simultaneous binned maximum-

likelihood fit to the output distributions of the MVA over all event categories:

τhadτhad and τlepτhad as summarised in table 4.13. Additionally, it includes fit-

ting to the mll distribution in the Z+Heavy Flavor Control Region (Z+HF CR) as

outlined in Section 4.6 and Section 4.7.
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low-mHH SR high-mHH SR VBF SR Inclusive
τhadτhad BDT BDT BDT -

τlepτhad SLT BDT BDT BDT -
τlepτhad LTT BDT BDT BDT -
Z + HF CR - - - mll

TABLE 4.13: Regions entering the fit and fitted observable in each analysis re-
gion and channel.

The likelihood function for the analysis can be expressed as:

L(µ,θ;data) =
Ncats∏
c=1

Lc(µ,θ;data)
∏

k∈constraint NPs

fk(θk) (4.14)

Here, µ and θ are vectors representing the parameters of interest (POIs) and

nuisance parameters (NPs) respectively. Ncats signifies the number of analysis

categories. The term Lc refers to the likelihood function for category c. Certain

categories of NPs are subject to external constraints denoted by fk.

The POIs are the parameters targeted for measurement, such as the signal

strength denoted as µ, or coupling modifiers like κλ and κ2V . The fit model

encompasses NPs, some of which are solely determined from data and are re-

ferred to as unconstrained. Other parameters are constrained using information

from auxiliary measurements in addition to the data. These parameters, known

as constrained, quantify the impact of systematic uncertainties on the measure-

ment.

In each category, the likelihood is represented in binned form as the product

of Poisson distributions, one for each analysis bin:

Lc(µ,θ;data) =
nbins∏
i=1

P

(∑
s

N c
Hs

(µ) +
∑
b

N c
Bb
, ni

)
(4.15)

Here, ni denotes the observed number of data events in each bin, and∑
sN

c
Hs
(µ) +

∑
bN

c
Bb

represents the combined signal and background yields.

The evaluation of the POIs is conducted using a statistical test relying on the

profile likelihood ratio:
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Λ(µ) =
L(µ,

ˆ̂
θ(µ))

L(µ̂, θ̂)
(4.16)

In the numerator, the NPs are set to their profiled values ˆ̂
θ, which condi-

tionally maximize the likelihood function for fixed values of POIs µ. In the de-

nominator, both the POIs and NPs are set to their best-fit values µ̂ and θ̂ respec-

tively, which maximize the likelihood without any conditions. In the asymptotic

regime, where the likelihood approximately follows a Gaussian distribution, the

value of −2 lnΛ(µ) conforms to a χ2 distribution with degrees of freedom equal

to the dimensionality of the vector µ.

4.15.1 Binning

The MVA output score distributions are initially constructed with a fine binning

scheme and are subsequently rebinned to create the fit templates. The aim is to

strike a balance between reducing the number of bins, maximizing the retained

expected sensitivity, and ensuring the stability and validity of the fit, especially

in the context of the asymptotic approximation. The same rebinning algorithm,

known as Trafo60, is utilized for both τlep τhad and τhad τhad channels.

All BDT score histograms are constructed with 2090 bins using a non-

uniform binning strategy. The scores are distributed from -1 to 0.990 with a

bin width of 10−3 (1990 bins). For the range from 0.990 to 1, an even finer bin

width of 10−4 is employed (100 bins), capturing the most signal-like scores.

The rebinning process commences with these finely binned histograms. Bins

are iteratively merged, starting from the most signal-like MVA bins, until spe-

cific criteria are met.

In this analysis, the following general function is used to transform the BDT

output histograms:

Z(I[k, l]) = Z (zs, ns(I[k, l]), Ns, zb, nb(I[k, l]), Nb)
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where:

• I[k, l] represents an interval of histograms, encompassing bins from k to l.

• Ns and Nb denote the total number of signal and background events in the

histogram, respectively.

• ns(I[k, l]) and nb(I[k, l]) stand for the total number of signal and back-

ground events in the interval I[k, l].

• zs and zb are parameters utilized to fine-tune the algorithm.

For this analysis, the function takes the form:

Z = zs
ns

Ns

+ zb
nb

Nb

Here, the values (zs, zb) = (10, 5) have been chosen for the BDT in all analysis

regions. The higher value for zs compared to zb facilitates finer binning in the

high BDT output score regime, which exhibits a very high signal-to-background

ratio.

The rebinning process begins with the rightmost bin (high-BDT score) of the

original histogram. Bins are progressively added from right to left, expand-

ing the range of the interval I[k, last], and Z is recalculated at each step. Once

Z (I [k0 , last ]) > 1, all bins in the interval I [k0 , last ] are merged into a single bin.

In this context, "last" refers to the rightmost bin of the original histogram in the

first iteration. After each iteration, the "last" bin is the rightmost one, excluding

any newly formed bins from previous iterations.

Additionally, two further criteria are enforced after each iteration, and the

above steps are repeated until these conditions are met:

• The MC statistical uncertainty on the sum of backgrounds in each bin is

required to be less than 20%.
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(A) (B)

FIGURE 4.34: Post-fit modelling of the di-lepton invariant mass (a) and pT (b)
distribution in the CR. In both cases the NP extracted from the fit to mll are

used.

• Each bin must contain an expected number of background events greater

than 3.

4.15.2 Z+HF CR fit

The modelling of the Z + HF background in the CR defined in section 4.7 is

validated through a fit to data in the CR, with the SRs still blinded. This also

results in a more accurate estimate of the Z +HF normalisation factor.

The default fit configuration as defined in previous sections, has floating nor-

malisation factors forZ+HF and tt̄ processes and no normalisation uncertainties

originating from modelling for the two samples, since they are implemented as

extrapolation uncertainties in the various signal regions.

Figure 4.34 shows the post-fit distributions of the mll and pllT after a fit to the

mll distribution; a good description of the data is achieved for the ZpT variable.
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Chapter 5

Results and Future Prospects

In Chapter 4, the main analysis strategy is explained in detail. While in this

chapter, the main analysis results will be presented. As already explained in

Section 4.6, the analysis events are categorized into three main channels, i.e.,

bbτhadτhad and bbτlepτhad-SLT and bbτlepτhad-LTT, followed by further categoriza-

tion into ggF and VBF. Thus, in this chapter, the results will be presented first

for the individual channels and then combined results for all the channels.

The findings will encompass setting limits on both observed and expected

signal strengths (µggF and µVBF), as well as constraining the Higgs self-coupling

(κλ = λHHH/λ
SM
HHH) and the coupling constants between two vector bosons and

two Higgs bosons (κ2V = gHHV V /g
SM
HHV V ). Additionally, this chapter will pro-

vide insights into potential future research directions.

5.1 bbτlepτhad channel results

In this section SM production HH productions, κλ and κ2V postfit results will be

described. The postfit results will be compared with the expected numbers. The

expected results are estimated by performing fit for the “Asimov” dataset. Asi-

mov is a dataset in which all observed quantities are set equal to their expected

values. The τlep τhad fit includes the τlep τhad SLT and LTT signal regions and the

Z + HF control region.
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The bbτlepτhad post-fit expected1 and observed limits for the SM pair produc-

tion of Higgs bosons are documented in table 5.1. These numbers shows the 95%

CL expected and observed upper limits on the HH signal strength (ggF+VBF),

as well as separately for each production mode for the τlep τhad channels and

their combination.

µHH µggF µVBF

τlepτhad SLT Observed 16.4 16.9 133
Expected 6.4 6.6 128

τlepτhad LTT Observed 22 18 767
Expected 20 21 323

τlepτhad Observed 16.0 15.9 213
Expected 5.98+2.3

−1.7 6.04+2.3
−1.6 112+43.9

−31.3

TABLE 5.1: Observed and expected 95% CL limits on the HH signal strength
(ggF+VBF), as well as separately for each production mode in the τlepτhad chan-

nel.

The results summarised in table 5.1 indicates that for the SLT channel of the

τlepτhad analysis, the difference between observed and expect limit on µHH is

larger compare to LTT results. This is expected due to the fact that an excess is

noted with respect to the SM hypothesis (µHH = 1) at 2.3 σ from the individual fit

of the τlepτhad SLT SR. This effect can also be visualised in the figure 5.1b. Similar

behaviour (large difference in the expected and observed limit for the LTT µV BF )

can be noted. This is arising due to an access (significance of 2-sigma) in the

VBFSR as shown in figure 5.1f.

Table 5.2 displays the predicted 95%CL intervals for κλ (κ2V ) values based on

the negative log-likelihoods (NLL) calculated as a function of κλ (κ2V ). The NLL

calculations were performed assuming the standard model (SM) hypothesis for

HH production. Figure 5.2 illustrates the expected and observed profiles of the

1The expected upper limits for the separate production mode signal strengths are derived by
assuming background only hypothesis
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(A) SLT BDT score in the low-
mHH

(B) SLT BDT score in the high-
mHH

(C) SLT BDT score in
theVBFSR

(D) LTT BDT score in the low-
mHH

(E) LTT BDT score in the low-
mHH

(F) LTT BDT score in the
VBFSR

FIGURE 5.1: The plots display distributions obtained from a combined fit to the
data, assuming the Standard Model hypothesis. The ggF and VBF signal dis-
tributions are superimposed and scaled up by a factor of 400 compared to the
SM expectation. The dashed histograms represent the total background before
the fit. The lower panels illustrate the ratio of data to the total sum of signal
and background after the fit, with hatched bands indicating the associated sta-
tistical and systematic uncertainties. To enhance clarity in the viewing, these
histograms employ uniform bin widths, although their contents correspond to

those utilized in the fit as mentioned in the section 4.15.1.
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95% CI for κλ 95% CI for κ2V

Observed LTT [-9.04,16.32] [-4.88,0.04],[2.27,7.16]

Observed SLT [-8.29,0.90],[7.53,14.37] [-1.28,3.47]

Observed τlepτhad [-7.87,0.29],[8.01,13.92] [-1.54,3.71]

Expected LTT [-8.74,15.82] [-2.86,5.14]

Expected SLT [-5.01,12.37] [-0.67,2.85]

Expected τlepτhad [-4.67,11.87] [-0.64,2.83]

TABLE 5.2: Observed and expected 95% CL intervals for κλ and κ2V in the
τlepτhad channel.

NLL as functions of κλ and κ2V , respectively. These profiles are shown sepa-

rately for each of the two τlep τhad channels, as well as for their combined results.

In terms of expected sensitivity, the SLT channels exhibit the highest impact.

For the SLT channel, the observed profile for κλ reaches a minimum around

-5. This is primarily influenced by an excess observed in the high mHH region, in-

dicating a preference for parameters that increase the signal contribution. Con-

versely, positive values of κλ with equivalent cross section are less favored due

to the absence of an excess in the low mHH region. Regarding κλ, the combined

τlep τhad result is also predominantly influenced by the SLT channel.

As for κ2V , the profile from the LTT channel indicates a deviation from the

Standard Model hypothesis at a significance of 2-sigma, driven by an excess

observed in the VBF SR. In contrast, the SLT channel does not exhibit a similar

excess, resulting in a best-fit value that is compatible with the Standard Model

within approximately 1-sigma.
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(A) (B)

(C) (D)

FIGURE 5.2: The negative logarithm of the likelihood ratio, comparing various
hypotheses for κλ (top) and κ2V (bottom) to an Asimov dataset (left) and actual
data (right). The curves are presented for both individual τlep τhad channels and

their combined results.

5.2 bbτhadτhad channel results

Table 5.3 shows the 95% CL observed and expected upper limits on the HH

signal strength (ggF+VBF), as well as separately for each production mode, ob-

tained from either a one-dimensional fit of µggF (µVBF) while fixing the other sig-

nal strength to 1, or a simultaneous 2D fit of µggF and µVBF
44, in the τhad τhad chan-

nel. Table 5.4 reports the observed and expected 95% CL intervals of κλ (κ2V ) val-

ues, determined by the negative log-likelihoods (NLL) as a function of κλ (κ2V ).

The NLL results are evaluated under the SM HH production hypothesis.

Figure 5.3 shows the postfit distributions for the bbτhadτhad channel. From the

figure we can see that how the fit make the data to MC comparison better.

µHH µggF µVBF

τhadτhad
observed 3.4 3.6
expected 3.9 4.0

TABLE 5.3: Observed and expected 95% CL limits on the HH signal strength
(ggF+VBF), as well as separately for each production mode in the τhadτhad chan-

nel.
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(A) (B)

(C)

FIGURE 5.3: The figure displays post-fit BDT distributions for the τhadτhad chan-
nel following a combined fit to data under the Standard Model assumption. The
ggF and VBF signal distributions are superimposed and scaled to 400 times the
SM expectation. Dashed histograms represent the total pre-fit background. The
lower panels depict the data-to-total post-fit signal and background ratio, with
hatched bands indicating the associated statistical and systematic uncertainties.
To enhance visualization, the histograms utilize uniform bin widths rather than

the bin edges employed in the fit, while maintaining the same bin contents.

95% CI for κλ 95% CI for κ2V
Observed [-1.46,7.97] [-0.22,2.40]
Expected [-2.76,9.44] [-0.41,2.59]

TABLE 5.4: Observed and expected 95% CL intervals for κλ and κ2V in the
τhadτhad channel.
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(A) (B)

FIGURE 5.4: Negative logarithm of the likelihood ratio comparing different κλ
(a) and κ2V (b) hypotheses for the fit to data and Asimov dataset constructed

under the SM hypothesis in the τhad τhad channel.

Figure 5.4 illustrates the anticipated and observed likelihood scans for the κλ

and κ2V parameters. In the fit involving κλ (κ2V ), all other couplings impacting

both single-Higgs and di-Higgs production, including κ2V (κλ), are fixed at their

Standard Model predictions. Notably, when fitting the data, stronger constraints

are obtained for both parameters compared to what was initially expected. This

is attributed to the presence of fitted negative signal strengths. Specifically, for

κλ, the scan converges towards the point with the minimum cross section, as the

predictions for HH cannot be zero for any value of the parameter.

5.3 Combined Results for bb̄τ+τ− analysis

In this section, we present the results for the bb̄τ+τ− channel based on the analy-

sis of the BDT score distributions in the 9 orthogonal categories. These distribu-

tions are depicted in Figures 5.1 and 5.3, following a maximum likelihood fit to

the L(µHH , θ) function.

The observed data aligns well with the predicted values within the assessed

uncertainties. The maximum likelihood estimator for the total HH production

signal strength, denoted as µ̂HH , is determined to be 2.2± 1.7 through the com-

bined fit to the data. This estimate encompasses both statistical and systematic

uncertainties, obtained by varying the log-likelihood based test statistics Λ by

one unit.
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Furthermore, the maximum likelihood estimators for the unconstrained nor-

malization factors of the tt̄ and Z+ heavy-flavor backgrounds are found to be

0.96± 0.03 and 1.34± 0.08, respectively, following the combined fit to the data.

An observed 95% confidence level (CL) upper limit of 5.9 is set on µHH , com-

pared to an expected limit of 3.1 in the background-only hypothesis (µHH = 0).

Additionally, by simultaneously fitting µggF and µVBF, observed (expected)

upper limits of 5.8 (3.2) and 91 (72) are established for each production mode,

assuming that the signal strength parameters can vary independently.

In scenarios where either µVBF or µggF is fixed to the Standard Model predic-

tion, the observed (expected) upper limits are set at 5.8 (3.2) and 94 (71), respec-

tively.

Table 5.5 provides a summary of the signal strength upper limits, both in-

dividually for each signal region (SR) and from the combined fit. The results

for the individual channels are derived from the combined likelihood fit of the

BDT score distribution in a single SR, along with the mℓℓ distribution from the

dedicated control region (CR).

Notably, the observed limit on µHH from the combined fit is slightly more

conservative than the expected limit due to an excess observed in the τlep τhad

SLT SR, particularly in the high-mHH category. The local significance of this

excess is calculated to be 2.3σ with respect to the SM hypothesis (µHH = 1),

based on the individual fit of the τlep τhad SLT SR.

In Figure 5 the observed and expected values of −∆ log(L) are plotted against

the coupling strength modifiers κλ and κ2V . These plots assume that all other

coupling modifiers are at their SM predictions. The combined fit allows us

to establish observed (expected) 95% confidence intervals for κλ in the range

of [−3.2, 9.1] ([−2.4, 9.2]) when assuming κ2V = 1), and for κ2V in the range of

[−0.5, 2.7] ([−0.2, 2.4]) when assuming κλ = 1). Further constraints are imposed

on κλ and κ2V when considering the possibility of both coupling strength modi-

fiers varying simultaneously.
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µHH µggF µVBF

τhad τhad
observed 3.4 3.6 87
expected 3.9 4.0 103

τlep τhad SLT observed 16.4 16.9 133
expected 6.4 6.6 128

τlep τhad LTT observed 22 18 767
expected 20 21 323

Combined observed 5.9 5.8 91
expected 3.1+2.8

−1.4 3.2+2.8
−1.5 72+63

−33

TABLE 5.5: This table presents the observed and expected 95% confidence level
upper limits for µHH , µggF, and µVBF obtained from individual likelihood fits
in different channels, along with the combined results. The limits for µggF and
µVBF are provided both from a simultaneous fit of both signal strengths and
from independent fits for single production modes. The uncertainties associ-
ated with the combined expected upper limits are represented by a 2σ uncer-

tainty band.

(A) (B)

FIGURE 5.5: The plots display the values of −∆ log(L) for various κλ (a) and
κ2V (b) hypotheses. The results are derived from fits to both the observed data
(shown in orange) and an Asimov dataset (depicted as dashed blue lines) gen-
erated under the assumption of the Standard Model hypothesis. For each sce-
nario, all coupling modifiers except the parameter being scanned are held at

their SM values.
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5.4 Future prospects of the Analysis

The analysis of HH → bb̄τ+τ− stands out as a particularly promising channel

within the broader field of HH studies, as highlighted in the previously pub-

lished paper [129] in combination with other HH searches (bb̄bb̄, bb̄γγ) in AT-

LAS. Looking ahead to Run 3 of the LHC, there is substantial interest in delv-

ing deeper into the bb̄τ+τ− final state in the context of both resonant and non-

resonant searches. In a prior publication addressing both resonant and non-

resonant searches [11], in which the authors has also made a significant contri-

butions observed an excess in the resonant search at a resonance mass of 1TeV,

yielding a local (global) significance of 3.1 σ (2.0 σ), as depicted in Figure 5.6.

Building upon this groundwork, future analyses could exploit the combined

dataset from both LHC Run 2 and Run 3 and capitalizing on enhanced recon-

struction techniques for example better τ -had identification, novel strategies to

mitigate fake backgrounds, and more accurate estimation methods. Analytical

techniques could also be improved by re-optimizing MVA techniques, such as

investigating the GNN approach [130] etc. This integrated strategy holds signif-

icant promise for unearthing further insights into the behavior of Higgs boson

pairs, thereby advancing our understanding of the underlying physics.

Furthermore, looking forward, the exploration of Higgs pair production re-

mains a compelling area of investigation, especially with the forthcoming High-

Luminosity LHC (HL-LHC) era. Preliminary results indicate the projected sen-

sitivity to non-resonant Higgs boson pair production in the bb̄τ+τ− final state,

using the ATLAS detector at the HL-LHC [131]. This study assumes 3000 fb−1

of proton-proton collisions at a center-of-mass energy of 14 TeV. The estimated

95% confidence level upper limit on the SMl Higgs boson pair production rate,

with and without systematic uncertainties, is 0.71 and 0.49 times the SMl ex-

pectation, respectively, concerning the background-only hypothesis. This yields

a signal significance of 2.8σ and 4.0σ, respectively. Assuming Standard Model
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FIGURE 5.6: Limits at the 95% confidence level (CL) on the cross-section for res-
onant HH production are presented as a function of the scalar resonance mass
mX. The dashed lines represent the limits from each individual channel. The
combined limits from both channels are represented by the black lines. The
turquoise and yellow bands correspond to the ±1σ and ±2σ variations around
the expected combined limit, respectively. These limits are determined using
the profile-likelihood test statistic along with the modified frequentist CLs tech-

nique [11].

couplings, the modifier κλ self-coupling is estimated to be constrained to the 1σ

confidence interval [0.3, 1.9] ∪ [5.2, 6.7]. In the absence of a Higgs boson pair

production signal, values of κλ [1.7, 5.4] ([2.4, 4.5]) are projected to be excluded

at the 95% confidence level.
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Chapter 6

ATLAS upgrade for HL-LHC:

Performance evaluation of Low Gain

Avalanche Diodes for the High

Granularity Timing Detector

6.1 The High Luminosity upgrade program for LHC

The upcoming high luminosity LHC (HL-LHC) physics program holds great

promise for researchers in the field. The upgraded accelerator is poised to de-

liver an unprecedented integrated luminosity of approximately 3000fb−1 over a

span of 10 years to the ATLAS and CMS detectors. This extended operational pe-

riod will empower scientists to delve even deeper into the quest for new physics

and gain a more comprehensive grasp of the particle physics searches for exam-

ple Higgs boson’s properties [9]. The new phase of the LHC will incorporate

various cutting-edge technologies, which are depicted and summarized in Fig.

6.1.

Yet, alongside this groundbreaking proton-proton luminosity comes fresh ex-

perimental hurdles. The experiments will need to contend with the aging of the

existing detectors in a radiation-intensive environment. Additionally, they must
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FIGURE 6.1: The LHC/HL-LHC project schedule (updated in February 2022).

develop innovative techniques to accurately isolate and measure the outcomes

of the most intriguing collisions. Tackling these challenges demands a wealth of

expertise and proficiency from the dedicated researchers and engineers driving

the project forward. However, the potential payoffs are monumental in terms of

advancing our comprehension of the universe and the fundamental principles

governing it. The most recent HL-LHC schedule is shown in figure 6.2.

FIGURE 6.2: The LHC/HL-LHC project schedule (updated in February 2022).
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6.2 The Next Phase: ATLAS Upgrade with High-

Granularity Timing Detector

6.2.1 Preparing ATLAS for the future – The ATLAS phase 2 up-

grade

For the ATLAS detector to operate effectively under the increased luminosity

of 5-8 times and to fully exploit on the benefits of the HL-LHC upgrade, sev-

eral critical issues must be addressed. This significant overhaul, scheduled for

2026-2028 during the LHC Long Shutdown 3 (LS3), is referred to as "the phase 2

upgrade."

The challenges and considerations for the ATLAS upgrade encompass:

• The trigger and data acquisition system, necessitating accommodation for

higher trigger rates.

• The tracking system, involving the transition from the gas-based TRT outer

tracker to a full silicon version. This upgrade aims to enhance event record-

ing rates and improve background rejection.

• The luminosity measurement system, aimed at achieving precise measure-

ments as detailed in Chapter 1, Section 2.

• The muon spectrometer, targeting improvements in efficiency, resolution,

isolation and coverage.

• The development of strategies to effectively reject significantly higher pile-

up contributions during high luminosity operation, as illustrated in Fig.

2.9.

Corresponding projects have been proposed and scheduled, including the

Inner Tracker (ITk) Pixel [133] and Strip [8], the Liquid Argon Calorimeter
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FIGURE 6.3: In the HL-LHC phase, a simulated tt̄ event was generated under
conditions of an average pile-up of 200 collisions per bunch crossing at the AT-

LAS detector [132].

(LAr) [134], the Tile Calorimeter [135], the High-Granularity Timing Detector

(HGTD) [136], the Muon Spectrometer [137], and the Trigger and Data Acquisi-

tion (TDAQ) [138]. This thesis primarily focuses on the HGTD upgrade, which

introduces innovative silicon detector technology and introduces the concept of

4-D tracking (depicted in Fig. 6.4) with a precision of 30 ps, marking a significant

milestone in particle experimentation.

6.2.2 The High-Granularity Timing Detector (HGTD) in AT-

LAS Phase 2

The HGTD is a proposed component [136], [139] for the ATLAS experiment,

slated for integration in the phase 2 upgrade in preparation for the HL-LHC, set

to commence operations in 2029. Operating at significantly higher luminosity,

the HL-LHC will yield a substantial increase in collision rates. The HGTD has

been engineered to manage this heightened collision rate by providing precise

timing measurements.

One of the primary functions of the HGTD is to address the challenge of pile-

up, which refers to the occurrence of multiple proton-proton collisions within

the same bunch crossing. This phenomenon complicates the differentiation of
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FIGURE 6.4: This figure depicts simulated interaction distributions along both
the Spatial axis (aligned with the LHC beam line) and Timing axis (measured
from the central time of the bunch crossing) for a single HL-LHC bunch cross-
ing. Approximately 200 pile-up interaction vertices are indicated by stars.
These pile-up vertices are denoted in black. A single hard scattering vertex is
marked by a red star. The red band represents the nominal Inner Tracker (ITk)
resolution in the forward region (2mm) for soft particles in the spatial direction,
while the green band corresponds to the expected time resolution of the High-
Granularity Timing Detector (HGTD) (50 ps) in the timing direction. (Figure

adapted from [136]).

particles produced in each collision. The HGTD’s remarkable timing resolution

enables the separation of signals from distinct collisions, thereby mitigating the

impact of pile-up on ATLAS measurements through the implementation of 4-

D tracking. As illustrated in Fig. 6.4, the precise timing data furnished by the

HGTD greatly facilitates the isolation of the hard-scattering vertex, which serves

as our signal candidate.

In addition to its timing capabilities, the HGTD will supply supplementary

tracking information, enhancing the identification of particle types and the re-

construction of particle trajectories when paired with the inner tracker. The

HGTD system comprises two sealed vessels, each housing two instrumented

double-sided layers affixed to cooling and support disks. These layers employ

Low Gain Avalanche Detectors (LGAD) sensor technology, utilizing silicon sen-

sors with moderate gain to enhance timing performance. Positioned in the gap

region between the barrel and end-cap calorimeters (as depicted in Fig. 6.5),

177



approximately ±3.5m from the nominal interaction point, the HGTD spans a

pseudo-rapidity range from 2.4 to 4.0.

FIGURE 6.5: HGTD position in the ATLAS at the HL-LHC[136].

Figure 6.6 offers an encompassing portrayal of the key components consti-

tuting the HGTD for integration onto each of the end-cap calorimeters. These

elements encompass the hermetic vessel, inclusive of its front and rear covers,

as well as inner and outer rings. Complementing this, the assembly includes

two instrumented double-sided layers securely positioned within cooling disks,

featuring sensors on both the front and back faces. Moreover, the setup incorpo-

rates two moderator components strategically placed internally and externally

to the hermetic vessel. This comprehensive arrangement is pivotal in ensuring

the precise and effective operation of the HGTD for accurate timing measure-

ments.

FIGURE 6.6: HGTD system composition [136].

The HGTD will measure the arrival times of minimum-ionizing particles

with an average time resolution of approximately 30 ps per track at the onset

178



of HL-LHC operations. Towards the conclusion of the HL-LHC operation, the

time resolution is anticipated to be slightly degraded to 50 ps.

Regarding the HGTD’s layout of LGAD sensors (outlined in Table 6.1), each

sensor features an active area measuring 19.5mm × 19.5 mm, resulting in a total

of 16,064 sensors covering the entire HGTD area, with a 15 × 15 pixel array on

each sensor.

Pseudo-rapidity coverage 2.4 < |η| < 4.0

Thickness in z 75 mm(+50 mm moderator)
Position of active layers in z ±3.5 m

Weight per end-cap 350 kg

Radial extension:
Total 110 mm < r < 1000 mm

Active area 120 mm < r < 640 mm

Pad size 1.3 mm× 1.3 mm

Active sensor thickness 50µm

Number of channels 3.6M

Active area 6.4 m2

Module size 30× 15pads(4 cm× 2 cm)

Modules 8032

Collected charge per hit > 4.0fC

Average number of hits per track
2.4 < |η| < 2.7 (640 mm > r > 470 mm) ≈ 2.0

2.7 < |η| < 3.5 (470 mm > r > 230 mm) ≈ 2.4

3.5 < |η| < 4.0 (230 mm > r > 120 mm) ≈ 2.6

Average time resolution per hit (start and end of operational lifetime)
2.4 < |η| < 4.0 ≈ 35ps (start), ≈ 70ps(end)

Average time resolution per track (start and end of operational lifetime) ≈ 30ps (start) ≈ 50ps(end)

TABLE 6.1: Main parameters of the HGTD design. The table is taken from [136]
with the recent updates implemented.

The detector is designed to encompass a pseudo-rapidity range of 2.4 < |η|

< 4.0, achieved through multiple layers of LGAD sensors, possessing an active

thickness of 50 µm. It comprises a total of 3.6 million channels and an active

area of 6.4 m2. The modules are sized at 2 cm × 2 cm with a pixel dimension

of 1.3 mm × 1.3 mm. The collected charge per hit must exceed 4.0 fC. The aver-

age number of hits per track typically ranges from 2.0 to 2.6, contingent on the

pseudo-rapidity range. The average time resolution per hit at the start and end

of the operational lifetime is ≈ 35ps and ≈ 70ps, respectively, while the average
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time resolution per track is ≈ 30ps at the start and 50ps at the end. The main

parameters of the HGTD design are summarized in the Tab. 6.1.

6.3 Performance Evaluation of the Low Gain

Avalanche Detectors in Test Beam at CERN

and DESY

As detailed in Section 6.2.2, the HGTD [136], [139] will be installed in the end-

cap/forward region of the ATLAS detector. Covering a pseudorapidity, η, range

from 2.4 to 4.0, it will enhance the capabilities of the envisaged new inner

tracker [133], [8] to mitigate pile-up effects on final physics states involving for-

ward jets/particles. Given the anticipated high radiation levels in this region,

corresponding to an integrated luminosity of 4000fb−1, the detector’s sensors

and front-end electronics must withstand a neutron equivalent fluence of up to

2.5× 1015neq/cm
2 and a total ionizing dose of 2MGy. This estimation is made at

a distance of 120 mm from the beam pipe. With a safety factor of 1.5 in mind, the

inner (middle) ring of the detector should be replaced every 1000fb−1 (2000fb−1)

to maintain optimal performance levels.

The HGTD is poised to measure the time of a minimum ionizing particle

(MIP) with a resolution ranging from roughly 30ps at the onset of HL-LHC oper-

ations to about 50ps towards the end. This yields an average time resolution per

hit of 35ps and 70ps, respectively. Considering the necessity for precise time mea-

surements alongside high radiation tolerance, the sensors chosen for the HGTD

employ LGAD technology [140]. These sensors boast an active layer thickness

of 50µm and a pad area of 1.3 × 1.3 mm2 as summarised in table 6.1. The time

resolution is closely tied to the analog performance of the front-end, render-

ing the design of the read-out Application-Specific Integrated Circuit (ASIC) a

180



formidable task. It is crucial for the time jitter to remain sufficiently low so as

not to compromise the sensor’s performance.

The HGTD ASIC, also known as the ATLAS LGAD Time Read Out Chip

(ALTIROC) [141], features a discriminator set at ∼ 2fC. It is engineered to pro-

vide precise time measurements even for low charges, reaching values as low

as 4fC. This capability is essential to account for the reduction in sensor gain

resulting from radiation exposure. Ensuring a minimum hit efficiency of 95%,

while factoring in the jitter of the ALTIROC, this 4fC threshold aptly fulfills the

requirements of the HGTD.

The results presented in the following sections are already published in the

paper [10]. The author has the significant contribution to the paper both in ob-

taining the results and collecting the data during 2018 and 2019. In 2018 the tests

were carried out at the CERN SPS [142] with a high-energy pion beam, while in

2019 they were carried out at the DESY II Test Beam Facility [143] with an elec-

tron beam.

6.4 Sensor Characteristics

In this section, we outline the key attributes and characteristics of the sensors

subjected to various irradiation campaigns. The section provides details on the

levels of irradiation applied and includes an initial overview of the electrical

properties.

6.5 Low Gain Avalanche Detectors

The LGAD sensors are thin n-on-p silicon devices originally developed by the

Centro National de Microelectrónica (CNM) in Barcelona, in collaboration with

the CERN-RD50 initiative [140, 144, 145]. Their design was subsequently refined

to optimize high-precision time measurements. LGADs operate by implanting a
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highly doped p-type layer, a few micrometers thick, between the high-resistivity

p-type bulk and the n+ implant. This configuration acts as a high-field charge

multiplication layer, providing a moderate gain typically ranging from 5 to 70.

The tested prototypes were manufactured by both CNM and Hamamatsu

Photonics (HPK). Wafers (W) from both vendors encompass various pad struc-

tures, including single-pad diodes and segmented arrays of pad diodes with

differing granularities. CNM sensors were produced on 4-inch silicon-on-silicon

wafers, featuring an active thickness of 50µm and a resistivity of 12 kΩcm. These

sensors were mounted on a 300 µm-thick support wafer, with an additional 1 µm

of buried oxide layer (refer to figure 6.7).

FIGURE 6.7: Cross section of a single-pad CNM LGAD sensor [10].

To enhance radiation hardness, CNM explored different doping materials:

Boron for wafer 41, a combination of Boron and Carbon for wafer 52, and Gal-

lium for wafer 63 [146]. Carbon-enriched LGADs aimed to achieve similar per-

formance to Boron-based ones, but at lower bias voltages. Conversely, HPK sen-

sors were produced on 6-inch silicon-on-insulator wafers, featuring an active

thickness ranging from 45 µm to 46 µm, and a resistivity between 3.4 kΩcm and

4.6 kΩcm. HPK exclusively used Boron to manufacture two types of LGADs with

distinct doping profiles, offering varying gain layer depths (1.6 µm for type-3.1

and 2.2 µm for type-3.2), edge sizes of 300 µm and 500 µm, as well as differ-

ent nominal inter-pad distances (ranging from 30 µm to 95 µm) in the case of

1CNM production run 10478.
2CNM production run 10478.
3CNM production run 10924.
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2 × 2 arrays. The tests reported in this paper were conducted on CNM single-

pad sensors, featuring an overall active area of 1 × 1 mm2, a gain layer of about

0.7 × 0.7 mm2, and a single guard ring (GR) structure of 0.135 mm. Addition-

ally, tests were carried out on HPK single-pad and 2× 2 array sensors, boasting

an overall active area of 1.3 × 1.3 mm2. Schematic views of the CNM and HPK

single-pad LGAD sensors are illustrated in figures 6.8 and 6.9.

FIGURE 6.8: Geometry of CNM.
FIGURE 6.9: HPK 3.1 single-pad

LGAD sensors

6.5.1 Radiation Effects

In silicon, radiation-induced damage primarily leads to a decrease in the effec-

tive doping concentration and the removal of acceptors. This introduces trap-

ping centers, reducing the mean free path of charge carriers and increasing leak-

age current [147]. Additionally, a surface effect occurs with the accumulation

of positive charge in the oxide (SiO2) and the Si − SiO2 interface, affecting in-

terpixel capacitance. These factors significantly influence detector performance

and charge collection efficiency. For LGADs, radiation damage leads to a degra-

dation of gain with fluence at a fixed voltage [148]. As a result, it becomes neces-

sary to increase the applied bias voltage after irradiation to partially compensate

for this loss.
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To assess LGAD performance following irradiation, sensors were exposed to

fluences up to 3 × 1015neq/cm
2 at various facilities using different particle types

and energies. The primary facilities included the TRIGA reactor in Ljubljana for

1 MeV neutrons, the CERN Proton Synchrotron (PS) IRRAD facility for 24 GeV

protons, and the CYRIC facility in Japan for 80 MeV protons. Table 6.2 provides

details of the LGAD sensors tested in beam experiments, including information

on the manufacturer, sensor IDs, multiplication layer implant type, irradiation

type, and fluence. Additionally, it includes a designated device name for ease

of reference. The table also contains relevant information, such as sensor type

(Boron, Carbon, Gallium, 3.1, or 3.2), geometry (single-pad or array), irradiation

level in units of 1014neq/cm
2, and the type of particle to which the devices were

exposed.

6.5.2 I-V and C-V Measurements

Prior to the beam test, electrical measurements were conducted on the sensors

using a cooled probe station equipped with needle contacts. The objective was to

analyze the gain layer voltage (Vgl), full depletion voltage (Vfd), and breakdown

voltage (Vbd) of each sensor by performing current-voltage (I-V) and capacitance-

voltage (C-V) scans with the guard ring grounded.

Figure 6.10 illustrates the I-V characteristics of several tested sensors. For

both CNM and HPK sensors, it was observed that prior to irradiation, there ex-

isted a bulk leakage current of approximately 1nA. Following irradiation, this

value increased to around 0.1µA, showing an increase of approximately two

orders of magnitude. Interestingly, Gallium-type LGADs exhibited leakage cur-

rents about two orders of magnitude higher than their counterparts at lower

fluences.

For unirradiated devices, the breakdown voltage (Vbd) was observed to be be-

low 100 V at −30◦C for CNM sensors, 140 V for HPK-3.2, and 270 V for HPK-3.1
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Device name Vendor Sensor ID Implant Irradiation type Fluence
[
neq/cm

2
]

LGA35 CNM W9LGA35 Boron unirradiated

Boron S CNM W4S1030 Boron unirradiated

Boron S1n CNM W4S1095 Boron n 1× 1014

Boron S6n CNM W4S1016 Boron n 6× 1014

Boron S1p CNM W4S1067 Boron p 1× 1014

Carbon S CNM W5S1013 Boron+Carbon unirradiated

Carbon S1n CNM W5S1005 Boron+Carbon n 1× 1014

Carbon S1p CNM W5S1038 Boron+Carbon p 1× 1014

Gallium S CNM W6S1021 Gallium unirradiated

Gallium S1n CNM W6S1007 Gallium n 1× 1014

Gallium S30n CNM W6S1006 Gallium n 30× 1014

Gallium S1p CNM W6S1028 Gallium p 1× 1014

3.1 A HPK 3.1 W8 2x2 SE5IP3 Boron unirradiated

3.1 S8n HPK 3.1 W8 P2LGE5 Boron n 8× 1014

3.1 S10p HPK 3.1 W8 LGE5 Boron p 10× 1014

3.2 A HPK 3.2 W18 2x2 SE5IP3 Boron unirradiated

3.2 S8n HPK 3.2 W18 P4LGE5 Boron n 8× 1014

3.2 A15n HPK 3.2 W18 2x2 SE5IP3 Boron n 15× 1014

3.2 S15n HPK 3.2 SE3 (high gain) Boron n 15× 1014

TABLE 6.2: List of CNM and HPK LGAD sensors investigated during the
2018–2019 beam test campaigns, categorized as single-pads (“S”) or arrays
(“A”) with the details on the multiplication layer implant, irradiation level, and

type.

FIGURE 6.10: Leakage current-voltage characteristics of CNM (left) and HPK
(right) sensors. It is important to note that all measurements were conducted at
a temperature of −30◦C, except for the two unirradiated HPK devices, which

were tested at 20◦C [10].
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at 20◦C. Subsequently, the I-V curve for HPK sensors was measured at −30◦C,

revealing Vbd values of 70 V for HPK-3.2 and 200 V for HPK-3.1 [138]. This be-

havior aligns with expectations, as breakdown voltage tends to decrease with

lower temperatures and increase with higher fluences.

The C-V measurements shown in Figure 6.11 highlight the gain layer voltage

(Vgl) and full depletion voltage (Vfd) for unirradiated HPK sensors. Specifically,

Vgl was measured at 40 V for HPK-3.1 and 55 V for HPK-3.2, while Vfd was de-

termined to be 50 V for HPK-3.1 and 65 V for HPK-3.2. This discrepancy arises

from the variance in gain layer depth, where a deeper gain layer necessitates

higher bias for full depletion, as evidenced in the case of HPK-3.2. Compara-

ble measurements for CNM sensors demonstrated analogous Vgl and Vfd val-

ues below 50 V [146]. Moreover, the detector capacitance was measured to be

C = 2.9pF for both CNM and HPK sensors.

In summary, the I-V and C-V measurements provided crucial insights into

the electrical characteristics of the tested sensors, shedding light on their behav-

ior under various conditions.

FIGURE 6.11: Unirradiated HPK sensors capacitance-voltage dependence
showing a full depletion voltage of 50V for HPK-3.1 and 65V for HPK-3.2 [10].
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6.6 Experimental Setups for Test Beams

The HGTD beam test campaigns were carried out at two different facilities: the

CERN SPS H6A line [142] , utilizing a high-momentum 120GeV pion beam, and

the DESY TB 22 line [143], employing a 5GeV electron beam. While the setups

share similarities, there were specific adaptations made at DESY to mitigate mul-

tiple scattering effects. This included a reduction in the number of simultane-

ously evaluated Devices Under Test (DUTs). The DUTs were positioned between

the two telescope arms, as shown in Figure 6.12.

At CERN, up to six DUTs were accommodated in a thermally insulated en-

closure capable of reaching temperatures as low as −40◦C [149]. Measurements

were conducted at both −30◦C and −20◦C.

At DESY, a maximum of three DUTs were tested concurrently, and a cooling

system comprising a styrofoam box with a designated compartment for dry ice

packs was employed [150]. Temperature levels were monitored using a Pt100

sensor, maintained within the range of −40◦C to −25◦C.

In both test beam configurations, a beam telescope [151] was utilized for

position-dependent measurements. This facilitated the evaluation of sensor ef-

ficiency and charge uniformity as a function of the incident particle’s position.

Additionally, an independent time reference was supplied to the Data Acquisi-

tion (DAQ) system through a Silicon Photomultiplier (SiPM) assembly [152].

6.6.1 Waveform Analysis

The following steps were carried out for waveform analysis:

1. Conversion of oscilloscope binary data into a ROOT ntuple containing raw

waveform information of each DUT, sampled with a time bin of 25 ps. A

typical LGAD signal is illustrated in Figure 6.13.
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FIGURE 6.12: Schematic representation of the beam tracking system with DUT
placement [10].

2. Determination of pulse polarity, maximum, minimum, start, and stop

points of the signal. A check for the complete pulse within the oscilloscope

acquisition window was performed.

3. Computation of pedestal and noise in the range from the 10% to 90% points

before the start of the pulse. Pedestal was defined as the mean, and noise

as the standard deviation of a Gaussian fit. The obtained pedestal value

was subtracted from all data points of the waveform on an event-by-event

basis. Re-calculation of the minimum, maximum, start, and stop points

followed.

4. Computation of waveform properties including charge (q), rise time, jitter,

signal-to-noise ratio, and Time Of Arrival (TOA) at different thresholds.

For each event, the charge (q) was determined by dividing the integral of

the pulse by the transimpedance of the read-out board (Rb) and the gain of the

voltage amplifier (Gampl):

q =

∫ stop
start Adt

Rb ×Gampl
(6.1)
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FIGURE 6.13: LGAD recorded waveform. The signal integral is shown by the
red area.

The Time Of Arrival (TOA) was obtained using the Constant Fraction Dis-

criminator (CFD) method. The TOA is defined as the point at which the signal

crosses a predefined fraction (fCFD) of its total amplitude. For the time reso-

lution estimate, the TOA value at fCFD = 20% was used for the time references

and the unirradiated DUTs, whereas for the irradiated DUTs, the TOA value was

taken at fCFD = 50%. The impact of this choice on the time resolution estimate

is discussed in section 6.7.3.

The final step was to create a merged file containing the oscilloscope data

along with the telescope-reconstructed data for user analysis.

6.6.2 Track Reconstruction

The telescope, in conjunction with the FE-I4, played a crucial role in providing

tracking information to reconstruct particle trajectories and pinpoint the pre-

cise impact point on the DUT. This process relied on six MIMOSA planes, as

shown in figure 6.12. The positions of the MIMOSA, FE-I4, and DUT planes

were known with a precision of 1 mm along the beamline (z direction). This in-

formation, combined with recorded hits from each MIMOSA plane, enabled the
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reconstruction of particle trajectories and determination of the (x, y) coordinates

of hits on the DUT planes.

After eliminating "hot" pixels from the MIMOSA planes (those with an oc-

cupancy greater than ten times the average), the remaining hits were organized

into clusters. For tracking purposes, only clusters with a maximum of 6 hits

were considered. In the FE-I4 plane, a cluster was required to have a maximum

of 2 neighboring hits. The cluster coordinates were calculated as the centroids of

the hit coordinates in x and y. Subsequently, only events with exactly one cluster

in the FE-I4 plane were retained.

The alignment of the MIMOSA planes was achieved through iterative adjust-

ments of their coordinates in x and y relative to a reference plane. This process

aimed to minimize the discrepancy between the reconstructed track position at

the MIMOSA plane and the measured hit position in the same plane. The posi-

tion resolution was determined from the fitting performed during the alignment

procedure.

For data collected at CERN SPS, a track fitting procedure was applied. Using

the z position of the MIMOSA planes along the beam axis, along with the x and

y positions of the hits in these planes, 3D-tracks were constructed, starting with

the planes closest to the FE-I4. The reconstructed tracks were required to coin-

cide with a hit in the FE-I4 plane, and only events with a single reconstructed

track through the six MIMOSA planes were considered. The track fitting pro-

cedure was slightly modified for data collected at DESY, taking into account

differences in the experimental setup and beam type. Tracking was initiated in

the upstream MIMOSA planes, and no matching requirement was imposed be-

tween the extrapolated track and the FE-I4 cluster [153]. Events with more than

one candidate track were retained if the candidate tracks were compatible with

kinks resulting from multiple scattering along a single track.

Once the tracks were reconstructed, their trajectories were evaluated at the

z coordinates of the DUTs to determine the (x, y) coordinates of the hits. This
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information was then stored in a file. The precision on the position of the ex-

trapolated reconstructed track in the DUT planes was approximately 3 µm in

both the x and y directions.

6.7 Results

In this section, we present a comprehensive evaluation of LGAD sensor per-

formance, both pre- and post-irradiation, using particle beams and utilizing re-

constructed track information. We delve into key LGAD properties: collected

charge, time resolution.

To mitigate background contributions, two types of cuts were employed (see

Figure 6.14). First, a geometrical cut based on the relative positions of the DUT

and time references (LGA35, SiPM) within the FE-I4 ROI was applied. Addi-

tionally, a timing cut was imposed, utilizing a 2 ns window centered around the

maximum of the time difference distribution between the Time of Arrival (TOA)

of the DUT and SiPM, as read out by the same oscilloscope. The TOA was deter-

mined for all devices using the Constant Fraction Discriminator (CFD) method,

with fCFD = 20% for unirradiated DUTs and references, and fCFD = 50% for

irradiated DUTs.

Figure 6.14 showcases reconstructed tracks inside the FE-I4 ROI at the DUT

plane, both before and after the timing cut application. Following the geometry-

based cleaning selections, the remaining events represent reconstructed tracks

that traverse the DUT within the FE-I4 ROI.

In order to aid in the interpretation regarding irradiation fluence, data points

corresponding to the same fluence level are depicted in matching colors. Solid

markers signify neutron irradiation, while empty markers denote proton irradi-

ation. Black points, whether solid or empty, correspond to unirradiated DUTs.
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(A) (B) (C)

FIGURE 6.14: Reconstructed tracks inside the FE-I4 ROI at the DUT plane (a)
before and (c) after the timing cut. (b) Time difference distributions between the

DUT and LGA35.

6.7.1 Collected Charge

Collected charge is a critical parameter for assessing the performance of LGAD

sensors. As specified in Table 6.2, a minimum threshold of 4 fC is set for a sen-

sor to be considered valid. From the selected events, following the application

of the cleaning criteria, a charge distribution was obtained for each DUT us-

ing Equation 6.1. These distributions were then fitted with a Landau-Gaussian

convoluted function. The reported collected charge for each sensor is identified

as the Most Probable Value (MPV) from this fit, denoted as Charge MPVM for

subsequent calculations.

To illustrate, Figure 6.15 presents a charge distribution for Carbon S1p oper-

ated at a bias voltage of 220 V, both before (left) and after (right) the application

of cleaning selections. The right-hand side of Figure 6.15 also includes the re-

sulting fit function with an MPV of 9.8 fC. It’s worth noting that the negative

charge remaining after the cleaning cuts may arise from noise events or fluctu-

ating signals resulting from particles hitting the sensor’s edge.

Figures 6.16a and 6.16b display the results for CNM and HPK sensors, re-

spectively. Unirradiated sensors consistently exhibit high collected charge, even

at low bias voltages. Conversely, irradiated sensors yield a lower collected

charge compared to their unirradiated counterparts at the same bias voltage.

They require a higher bias voltage to achieve a similar performance. The gain
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(A) (B)

FIGURE 6.15: Charge distribution of Carbon S1p operated at 220 V, before (a)
and (b) after applying the signal selections. The fit function with an MPV of 9.8

fC is shown in (b).

of the sensors decreases with irradiation; the higher the fluence, the greater the

bias voltage required to attain the minimum required charge of 4 fC for accurate

timing.

For the CNM sensors, three types underwent irradiation at a fluence of 1014

neq/cm
2 with neutrons (S1n DUTs) and protons (S1p DUTs). A comparison re-

veals that neutron-irradiated DUTs demonstrate superior performance at the

same bias voltage. Specifically, Carbon S1n collects more charge than Boron

S1n, while Gallium S1n requires more voltage to yield the same charge. This

corroborates findings from laboratory data [154]. Unirradiated DUTs, such as

Boron S6n and Gallium S30n, were not operated at higher voltages to prevent

premature sensor failure.

Regarding HPK sensors, 3.2 A did not function adequately at low temper-

atures and could not be operated at voltages exceeding −70 V due to self-

triggering issues [139], [154]. Nevertheless, after irradiation, type-3.2 demon-

strated improved performance compared to type-3.1, as evident in the case of

3.2 S 8 n which required less voltage to achieve comparable performance than

3.1 S8 n. Type-3.2 possesses a deeper and higher-dose multiplication layer, re-

sulting in a reduced acceptor removal rate. Consequently, the gain is higher at

the same voltage for the same irradiation level. This aligns with the observations
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in Figure 5.8 (a) in [139].

(A) (B)

FIGURE 6.16: (a) Collected charge results for CNM (b) and HPK sensors. The
horizontal line drawn represents the HGTD requirement specific to minimum

collected charge value of 4 fC.

6.7.2 Charge Uniformity

To investigate the uniformity of charge distribution within the sensors pads, a

two-dimensional (2D) occupancy map was constructed. This map depicts the

occupancy as a function of the reconstructed particle position in the DUT plane.

To simplify interpretation and increase the event count, the charge uniformity

was assessed along the x-axis, integrating over the y-axis. The active area of the

sensor was divided into ten bins of 0.1×1 mm2, as illustrated in Figure 6.17 (left).

In each bin k, the collected charge, denoted as Charge MPVk
, was calculated.

An example of the charge distribution in one bin, along with a fitted Landau-

Gaussian function for DUT Carbon S1p, is shown in Figure 6.17 (right).

The uniformity of the charge was assessed for each DUT at the maximum

applied voltage. Figure 6.16 demonstrates how the collected charge varies with

bias voltage and irradiation level. To facilitate comparison between sensors with

different collected charges, the value computed in each bin is normalized to the

overall collected charge of the sensor. Thus, the uniformity of the charge along

the x-axis is expressed as a relative charge, defined as:
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(A) (B)

FIGURE 6.17: On the left, we observe a 2D map illustrating the hit distribu-
tion in relation to the reconstructed particle position within the DUT plane for
Carbon S1p, which was operated at a bias voltage of 220 V. The black boxes
represent the bins along the x-axis. On the right, we have the charge distribu-

tion computed within a bin size of 0.1× 1 mm2.

Relative Charge =
ChargeMPVk

ChargeMPV

(6.2)

Figure 6.18 illustrates the uniformity for CNM sensors, while Figure 6.19 dis-

plays the results for HPK sensors. The uniformity along the y-axis was also

examined and found to be similar. Small deviations were observed for the unir-

radiated and low-fluence CNM sensors. The uniformity of Carbon S1p exhib-

ited slightly larger deviations, but these remained within 10% of the average and

were not deemed significant. Similarly, the uniformity of Gallium S30n showed

a spread within 5% over most of its surface. The tested HPK sensors demon-

strated excellent uniformity across all fluences. At the highest fluence, A15n-ch0

exhibited a more pronounced decrease in relative charge at the edges compared

to other DUTs. Generally, for both vendors, larger deviations were noticeable at

the periphery of the sensors, attributable to edge effects.
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FIGURE 6.18: Relative charge along the x-axis for CNM Boron, Carbon and
Gallium sensors, indicating the temperature and the bias voltage of operation.

FIGURE 6.19: Relative charge along the x-axis for HPK 3.1 and 3.2 sensors, in-
dicating the temperature and the bias voltage of operation.
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6.7.3 Time Resolution

Time resolution is a crucial parameter in evaluating sensor performance. It can

be determined as follows:

σ2
LGAD = σ2

Landau + σ2
Time walk + σ2

Jitter (6.3)

The Landau fluctuations, σLandau, result from non-uniform energy deposition

along the particle path within the sensor. Thinner sensors reduce this effect but

may suffer from increased capacitance and lower deposited charge. Thus, a

compromise must be struck. The time walk effect, σTime walk, arises from signals

of different amplitudes reaching a fixed discriminator at different times. This

can be mitigated with specific reconstruction techniques. The jitter term, σJitter,

is proportional to electronic noise and rise time, inversely proportional to signal

slope.

For all combinations of DUTs and references tested together, a distribution of

TOA differences was built to extract the DUT time resolution. The width of the

time difference distribution between devices i and j is given by:

σi,j = σi ⊕ σj (6.4)

where σi and σj are the individual time resolutions of the two devices, and

σi,j is estimated as the width of a Gaussian function fit.

When exactly three devices are considered, it is possible to derive the indi-

vidual time resolutions by measuring the resolution of several time differences.

For example, considering two references and a DUT, the time resolution of the

DUT can be extracted as:

σDUT =

√
σ2

DUT-Ref1 + σ2
DUT-Ref2 − σ2

Ref2-Ref1

2
(6.5)
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When more than three devices are considered simultaneously, the system is

over-constrained, and one way to determine the individual time resolutions is

through a χ2 minimization:

χ2 =
N∑
i=1

j<i∑
j=1

(
σ2
ij − σ2

i − σ2
j

)2
σ2
σ2
ij

(6.6)

For each DUT, the two references (LGA35 and SIPM) were used to compute

its time resolution using Eq. (6.5). An example of a time difference distribution

together with the Gaussian fit function used to extract the resolution is shown

in Figure 6.14 (figure b).

Figures 6.20 and 6.21 illustrate the time resolution as a function of the bias

voltage for CNM and HPK sensors, respectively. Both figures show an improve-

ment in time resolution with higher bias voltages.

For Gallium sensors in Figure 6.20, neutron- and proton-irradiated sensors at

a fluence of 1014neq/cm
2 were tested. DUT Gallium S1n achieves a time resolu-

tion of 27.4ps, suggesting that neutron irradiation causes less damage compared

to proton irradiation. The latter results in a time resolution of 38.3ps at the same

bias voltage for DUT Gallium S1p.

The same trend is observed for Carbon sensors in the bias voltage range of

150 V to 160 V, where both neutron- and proton-irradiated sensors were tested.

The neutron-irradiated one shows better performance.

Gallium S30n reaches the target time resolution at the expense of being op-

erated at a rather high voltage. Detailed studies on the uniformity of the time

resolution within the pad for this sensor are included in [150].

Figure 6.21 for HPK 3.2 sensors is in agreement with figure 5.11 (a) in [136].

At 8 × 1014neq/cm
2, HPK 3.2 performs better than HPK 3.1. For HPK sensors,

a conclusion on the impact of the irradiation type on the sensor performance

cannot be made. DUT 3.2 S8n achieves the best resolution of about 30ps at 400 V.

The time resolution, along with the collected charge obtained in Section 6.7.1,

198



FIGURE 6.20: Time resolution as a function of the bias voltage for CNM Boron,
Carbon and Gallium sensors.

FIGURE 6.21: Time resolution as a function of the bias voltage for HPK 3.1 and
3.2 sensors.
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allows us to define the best operating voltage point for each sensor and irradia-

tion level. Looking at these two key parameters in Figure 6.22, we observe that

for irradiated DUTs from both vendors, all sensors follow the same trend. This

figure is in agreement with figure 5.8 (a) in [136] for HPK 3.2 sensors. The plot

is divided into four regions where LGADs meeting the HGTD requirements in

terms of collected charge > 4fC and time resolution < 70ps appear in the bottom

right area.

FIGURE 6.22: Time resolution as a function of the bias voltage for HPK 3.1 and
3.2 sensors.

6.8 Conclusion

The ATLAS High Granularity Timing Detector is poised to revolutionize time

measurements of Minimum Ionizing Particles (MIPs) through the integration of

LGADs bump-bonded to ALTIROC chips. In this study, the LGAD components

have been individually scrutinized before the holistic module performance eval-

uation. The outcomes of LGAD assessments, conducted at CERN SPS and DESY
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test beam facilities, encompass unirradiated as well as irradiated sensors ex-

posed to neutrons or protons at varying fluences. Two distinct sensor structures,

encompassing single-pads and 2 × 2 pad arrays, sourced from CNM and HPK,

have been the subject of our inquiry. The paper underscores key LGAD proper-

ties: collected charge, time resolution, and hit reconstruction efficiency.

In the case of CNM LGADs, an investigation into diverse doping materials

was pursued to enhance radiation resilience. Boron plus Carbon sensors out-

perform their Boron counterparts in charge collection at identical fluences and

bias voltages. Conversely, Gallium-based sensors exhibit a reduction in charge

collection. The inclusion of Carbon proves instrumental in diminishing the op-

erational voltage required to achieve comparable charge accumulation, a cru-

cial factor at higher fluences where conventional LGADs necessitate elevated

voltages for optimal performance. The transition from Boron to Gallium dop-

ing does not yield discernible advantages, substantiating the decision to abstain

from further exploration along this trajectory—a finding corroborated by labo-

ratory measurements.

In the realm of HPK LGADs, two distinct doping profiles were subjected to

scrutiny. Notably, Type-3.2 demonstrates superior performance post-irradiation,

outclassing Type-3.1 and consequently earning its designation as the baseline

choice in the HGTD TDR. The initially inferior performance of Type-3.2 prior to

irradiation is attributed to the heightened Boron dose.

All evaluated LGADs satisfy the HGTD mandate of a charge collection ex-

ceeding 4fC for optimal ALTIROC operation conducive to precise timing mea-

surements. These sensors achieve time resolutions beneath 70 ps, while also

attaining a hit reconstruction efficiency surpassing 95% at a 2fC threshold when

operated at peak voltage levels. The test beam results align seamlessly with

laboratory measurements. Notably, Gallium S30n emerges as a frontrunner,

demonstrating compliance with HGTD prerequisites in terms of charge collec-

tion, time resolution, and hit efficiency following a fluence of 3× 1015neq/cm
2.
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Additionally, ongoing R&D efforts are underscored in our recent publica-

tion [155]. Our exploration encompasses Carbon-enriched LGAD samples pro-

cured from Fondazione Bruno Kessler (FBK) in Italy, Institute of Microelectron-

ics (IME) Chinese Academy of Sciences in China, and University of Science and

Technology of China (USTC)-IME. Throughout 2021 and 2022, these LGADs un-

derwent irradiation simulations to replicate end-of-life conditions, subsequently

subjecting them to rigorous testing at DESY and CERN particle beam facili-

ties. Even after irradiation at fluences ranging from 1.5 to 2.5 × 1015 neq/cm2,

the LGADs—operating at voltages below 550 V—successfully meet the speci-

fied objectives. These sensors consistently achieve a collected charge exceeding

4 fC, ensuring an optimal time resolution below 70 ps. Moreover, they main-

tain an efficiency greater than 95% across their surfaces at a charge threshold

of 2 fC. These encouraging results validate the feasibility of employing LGAD-

based timing detectors for the HL-LHC.
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Appendix A

Appendix

A.1 Parametrisation procedure

The HH production via ggF and VBF modes depends fundamentally on

κλ, κt, κV and κ2V coupling modifiers. Given the higher cross-section, the ggF

production mode gives the strongest handle on κλ, while the VBF topology has

a unique sensitivity to κ2V because the ggF process does not involve the V V HH

interaction. In the SM, the first and the third tree-level Feynman diagrams in

figure 1.7 interfere destructively. However, if κ2V deviates from its SM value,

the cross-section is significantly enhanced and the kinematics get harder.

The complete simulation of HH samples with a fine grid in the (κλ, κ2V )

plane is computationally expensive and time-consuming. To overcome this lim-

itation, a representative number of MC simulation samples for selected coupling

values are produced as described in 4.2.1, and a sample combination technique

is employed to model the signal hypothesis across the coupling parameter space.

The process of combining a few samples in such a way as to cover the entire

parameter space of coupling constants is based on exploiting the underlying

mathematics of the differential cross-section formula.

ggF HH Parametrization

The ggF HH production process described by the triangle and box diagrams, as

depicted in Figure 1.7. These diagrams involve the coupling modifiers κλ and
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κt.

The differential cross section for ggF HH production can be expressed as:

dσ (κλ, κt)

dmHH

= |A (κt, κλ)|2

=
∣∣κλκtM∆ (mHH) + κ2tM□ (mHH)

∣∣2
=κ2λκ

2
t |M∆ (mHH)|2

+ κλκ
3
t [M

∗
∆ (mHH)M□ (mHH)

+ M∗
□ (mHH)M∆ (mHH)]

+ κ4t |M□|2

=κ2λκ
2
ta1 (mHH)

+ κλκ
3
ta2 (mHH)

+ κ4ta3 (mHH) .

(A.1)

Setting κt to its SM prediction (κt = 1), Equation A.1 simplifies to an equation

quadratically dependent on the κλ coupling value:

dσ (κλ)

dmHH

= κ2λa1 (mHH) + κλa2 (mHH) + a3 (mHH) (A.2)

In Equation (A.2), the ai matrix element expansion values depend on mHH ,

which cannot be trivially derived as an analytic function.

To address this, for a given κλ, the cross-section in each mHH bin can be

determined by solving a set of linear equations for a1, a2, and a3, using three

different cross-section values (in the samemHH bin) for three different κλ values.

This reweighting approach based on truth-mHH weights does not allow for a

continuous variation in κλ (or κt, or both). Instead, fixed values can be probed

for one coupling at a time.

To overcome this limitation and enable the analysis to be described by a para-

metric likelihood in κλ, the expected number of events and the discriminant

distributions are obtained by a linear combination of samples. These samples
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are generated from Eq. (A.1) with linear coefficients expressed as functions of

(κλ, κt) at reconstruction level. The basis of the linear combination is composed

of the SM MC sample and two other samples (κλ=0 and κλ=20) obtained using

the reweighting procedure from the SM sample.

sample (κλ, κt) =κ
2
t

[(
κ2t +

κ2λ
20

− 399

380
κλκt

)
sample(0, 1)+(

40

38
κλκt −

2

38
κ2λ

)
sample(1, 1) +

(
κ2λ − κλκt

380

)
sample(20, 1)

]
(A.3)

Given a set of κλ, κt values, the signal distribution and yield are obtained

by summing the signal distributions and yields of the three samples from the

basis. In practice, the basis samples are processed through reconstruction and

selection (or alternatively, the SM sample, after passing the analysis selections,

is reweighted to the other κλ basis samples). Then, the signal component in

the likelihood is described by three signal sub-components, evaluated by the

distribution and yield of the three samples from the basis. Each component

contributes to the signal likelihood with a weight that scales with the linear co-

efficient function of (κλ, κt) as in Eq. (A.3).

The validity of the κλ reweighting procedure is tested by checking the closure

with a dedicated κλ=10 ggF HH sample for the BDT distributions in each of the

analysis regions. This closure test is shown in Figure A.1.

VBF HH parametrisation

The VBF HH production dependence on κλ, κV and κ2V coupling modifiers is

modelled in a similar manner to the ggF mode, but with no truth reweighting.

The kinematics of the VBF mode involves both the Higgs pair and the two VBF

jets generated by the hadronisation of the two quarks that participate in the hard

scattering. Given this topology, the reweighting approach is discarded, since it

is not trivial to establish a limited number of variables that can fully describe
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FIGURE A.1: Comparison of the SMBDT distributions between a dedicated
κλ=10 ggF HH sample and a sample obtained using the reweighting proce-

dure described in this section.

the VBF HH kinematics. Instead, a linear combination of the existing VBF HH

MC samples allows to parametrise the VBF HH signals as a function of the three

coupling modifiers κλ, κV and κ2V , and is performed directly after reconstruc-

tion and selection, in order to generate the distribution of any variable for the

desired κλ, κV and κ2V values as described in the following.

As shown in Figure 1.8, the total amplitude for HH production via VBF at LO

is given by the sum of three diagrams, scaling with κλ*κV , κ2V and κ2V respec-

tively:

AV BF (κλ, κ2V , κV ) = A1 · κλκV + A2 · κ2V + A3 · κ2V , (A.4)

where A1, A2 and A3 represent the normalisation coefficients for each diagram.

Hence, the differential cross section dσV BF

dΦ
(where dΦ represents the infinitesi-

mal phase space element) can be expressed as a function of the three coupling
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modifiers affecting the VBF HHproduction as follows:

dσV BF

dΦ
(κλ, κ2V , κV ) ∝ |AV BF (κλ, κ2V , κV )|2

= |A1 · κλκV + A2 · κ2V + A3 · κ2V |2

= |A1|2 · κ2λκ2V + |A2|2 · κ22V + |A3|2 · κ4V + (A1A
∗
2 + A∗

1A2) · κλκV κ2V

+ (A1A
∗
3 + A∗

1A3) · κλκ3V + (A2A
∗
3 + A∗

2A3) · κ2V κ2V

= x1 · κ2λκ2V + x2 · κ22V + x3 · κ4V + x4 · κλκV κ2V + x5 · κλκ3V + x6 · κ2V κ2V

.

(A.5)

The differential VBF HH cross section can be written as a polynomial of the

coupling modifiers κλ, κ2V and κV , whose coefficients are identified by the xi

terms, with i = 1, 2, ..., 6. The following expression holds for the differential

cross-section of the generic variable Φ for SM VBF HH events:

dσV BF

dΦ
(1, 1, 1) = x1 + x2 + x3 + x4 + x5 + x6. (A.6)

This suggests the possibility of solving a system of linear equations, whose

unknowns are represented by the xi terms, while the constant term is identified

with the distribution of any variable Φ (correctly normalized using the predicted

cross section) extracted from an available VBF HH MC sample, simulated with

a determined variation of the coupling values. Given the six unknowns xi, six

VBF HH reference samples, generated with different values of the couplings κλ,

κ2V and κV , are needed.

By inverting the 6 × 6 coefficient matrix of the system of linear equations,

one can obtain an expression of the xi variables in terms of the known

dσV BF/dΦ(κ2V , κλ, κV ) distributions, extracted using the six basis samples. Fi-

nally, plugging the solutions for the xi variables in Eq. (A.5), yields the distribu-

tion of any variable Φ for VBF HH events, simulated with any variation of the

couplings κλ, κ2V and κV in form of linear combinations of six reference sam-

ples, whose linear coefficients appear as functions of the probed κ2V , κλ and κV
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values.

This procedure results in a natural parametrisation of VBF HH events in the

(κλ, κ2V ) plane (by fixing κV = 1), once a basis is chosen. The potential choices

of basis are constrained by the available VBF HH MC samples, summarised in

Table 4.2, and can be optimised depending on the desired effect for signal gen-

eration. The basis chosen for the VBF HH parametrisation was shown to be able

to model the VBF HH kinematics across a large parameter space, reaching κ2V ,

κλ and κV values well beyond the SM [156]:

dσV BF

dΦ
(κ2V , κλ, κV ) =

(
κ22V
5

− κ2V κ
2
V

5
− κ2V κV κλ

10
+

κ3V κλ
10

)
× dσV BF

dΦ
(3, 1, 1)

+

(
4κ22V
5

− 4κ2V κ
2
V

5
− 12κ2V κV κλ

5
+

12κ3V κλ
5

)
× dσV BF

dΦ
(
1

2
, 1, 1)

+

(
−5κ2V κ

2
V

4
+

5κ2V κV κλ
4

+
κ3V κλ
8

− κ2V κ
2
λ

8

)
× dσV BF

dΦ
(1, 2, 1)

+
(
−κ2V κ

2
V + κ2V κV κλ + κ4V − κ3V κλ

)
× dσV BF

dΦ
(0, 0, 1)

+

(
κ2V κ

2
V

36
− κ2V κV κλ

36
− κ3V κλ

72
+

κ2V κ
2
λ

72

)
× dσV BF

dΦ
(1, 10, 1)

+

(
−κ22V +

29κ2V κ
2
V

9
+

5κ2V κV κλ
18

− 29κ3V κλ
18

+
κ2V κ

2
λ

9

)
× dσV BF

dΦ
(1, 1, 1).

(A.7)

The method is being validated likewise ggF parameterisation by comparing

the reweighted distributions to dedicated simulated samples for different values

of κλ and κ2V .

A.2 tt̄− reweighting
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FIGURE A.2: Shown are the scale factors for the tt̄ shape correction as functions
of HT for various Njets. The error bars represent the statistical uncertainties
derived from both the data and simulated samples. Figures reproduced from

internal analysis documents.

A.3 ggFVBF optimised variables

A.3.1 τhadτhad ggFVBF BDT optimised variables
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TABLE A.1: Input variables used for the ggF/VBF BDT training in the τhadτhad
channel.

Variable Description
mHH Invariant mass of the HH system, reconstructed from the τ -lepton pair (using the MMC) and b-tagged jet pair
∆R(τ, τ) The ∆R between the two visible τ decay products
VBF η0 × η1 Product of the pseudorapidities of the leading and sub-leading VBF jets
∆ηVBF

jj The ∆η between the two VBF jets
∆ϕVBF

jj The ∆ϕ between the two VBF jets
mVBF

jj Invariant mass of the VBF jet system
fwm2(ττjf) 2nd order Fox-Wolfram moment, taking into account the τ -lepton pair and central and forward jets
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FIGURE A.3: Distributions of ggF/VBF BDT input variables in the
τhadτhadchannel showing the separation between the ggF HH events (labelled

as signal in blue) and the VBF HH events (labelled as background in red).

A.3.2 τlepτhad SLT ggFVBF BDT optimised variables
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TABLE A.2: Input variables used for the ggF-VBF BDT training in the τlepτhad
SLT channel.

Variable Description
cent(ττjf) Centrality, taking into account the τ -lepton pair and central and forward jets
∆ηVBF

jj The ∆η between the two VBF jets
∆RVBF

jj The ∆R of the VBF jet system
fwm0(ττj) 0th order Fox-Wolfram moment, taking into account the τ -lepton pair and central jets
mEff(ττjf) Effective mass, taking into account the τ -lepton pair and central and forward jets
mVBF

jj Invariant mass of the VBF jet system
VBFη0 × η1 Product of the pseudorapidities of the leading and sub-leading VBF jets

FIGURE A.4: Distributions of ggF/VBF BDT input variables in the τlepτhadSLT
channel showing the separation between the ggF HH events (in blue) and the

SM VBF HH events (in red).
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A.3.3 τlepτhad LTT ggFVBF BDT optimised variables

TABLE A.3: Input variables used for the ggF-VBF BDT training in the τlepτhad
LTT channel.

Variable Description
cent(ττjf) Centrality, taking into account the τ -lepton pair

and central and forward jets
∆ηVBF

jj The ∆η between the two VBF jets
∆RVBF

jj The ∆R of the VBF jet system
fwm0(ττjf) 0th order Fox-Wolfram moment, taking into ac-

count the τ -lepton pair and central and forward
jets

mEff(ττjf) Effective mass, taking into account the τ -lepton
pair and central and forward jets

mVBF
jj Invariant mass of the VBF jet system

hcm3(ττjf) 3rd order Had Fox-Wolfram moment, taking into
account the τ -lepton pair and central and for-
ward jets
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FIGURE A.5: Distributions of ggF/VBF BDT input variables in the τlepτhadLTT
channel showing the separation between the ggF HH events (in blue) and the

SM VBF HH events (in red).

A.4 τhadτhad ggF-SR optimised variables

A.4.1 τhadτhad ggF low mHH optimised variables
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TABLE A.4: Input variables for the low-mHHggF BDT training in the τhadτhad
channel.

Variable Description

mHH

Invariant mass of the HH system, reconstructed
from the τ -lepton pair (using the MMC) and b-
tagged jet pair

mbb Invariant mass of the b-tagged jet pair system

mMMC
ττ

Invariant mass of the τ -lepton pair system, cal-
culated using the MMC

∆R(b, b) The ∆R between the two b-tagged jets
∆R(τ, τ) The ∆R between the two τhad-vis

n−jets Number of jets in the event

HT
Total hadronic transverse energy in the event,
perpendicular to the beamline

T2
Topness, as defined in Ref. [120] assuming σt =
15GeV and σW = 5GeV

Emiss
T The missing transverse momentum of the event

MT2 Stransverse mass, as defined in Ref. [157]
pT (τ0) Transverse momentum of the leading τhad-vis

pT (τ1) Transverse momentum of the sub-leading τhad-vis

pT (b0)
Transverse momentum of the leading b-tagged
jet

∆ϕ(bb, Emiss
T )

The ∆ϕ between the b-tagged jet pair system and
missing transverse energy

∆ϕ(bb, ττ)
The ∆ϕ between the b-tagged jet pair and τ -
lepton pair systems

quant b0 b-tagging quantile of leading b-tagged jet
quant b1 b-tagging quantile of sub-leading b-tagged jet

m∗
HH

Reduced 4-object invariant mass, defined as
m∗

HH = mHH −mbb −mMMC
ττ + 250GeV

∆R(b0, τ0)
The ∆R between the leading b-tagged jet and
τhad-vis

cent(bbττ)
Centrality, taking into account only the HH de-
cay products

meff(ττj)
Effective mass, taking into account the τ -lepton
pair and central jets

spher(bbττ)
Sphericity, taking into account only the HH de-
cay products

η(τ0) Pseudorapidity of the leading τhad-vis

η(τ1) Pseudorapidity of the sub-leading τhad-vis214



A.4.2 τhadτhad ggF high mHH optimised variables
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TABLE A.5: Input variables for the low-mHHggF BDT training in the τhadτhad
channel.

Variable Description

mHH

Invariant mass of the HH system, reconstructed
from the τ -lepton pair (using the MMC) and b-
tagged jet pair

mbb Invariant mass of the b-tagged jet pair system

mMMC
ττ

Invariant mass of the τ -lepton pair system, cal-
culated using the MMC

∆R(b, b) The ∆R between the two b-tagged jets
∆R(τ, τ) The ∆R between the two τhad-vis

n−jets Number of jets in the event

HT
Total hadronic transverse energy in the event,
perpendicular to the beamline

T2
Topness, as defined in Ref. [120] assuming σt =
15GeV and σW = 5GeV

Emiss
T The missing transverse momentum of the event

MT2 Stransverse mass, as defined in Ref. [157]
pT (τ0) Transverse momentum of the leading τhad-vis

pT (τ1) Transverse momentum of the sub-leading τhad-vis

pT (b0)
Transverse momentum of the leading b-tagged
jet

∆ϕ(bb, Emiss
T )

The ∆ϕ between the b-tagged jet pair system and
missing transverse energy

∆ϕ(bb, ττ)
The ∆ϕ between the b-tagged jet pair and τ -
lepton pair systems

quant b0 b-tagging quantile of leading b-tagged jet
quant b1 b-tagging quantile of sub-leading b-tagged jet

m∗
HH

Reduced 4-object invariant mass, defined as
m∗

HH = mHH −mbb −mMMC
ττ + 250GeV

∆R(b0, τ0)
The ∆R between the leading b-tagged jet and
τhad-vis

cent(bbττ)
Centrality, taking into account only the HH de-
cay products

meff(ττj)
Effective mass, taking into account the τ -lepton
pair and central jets

spher(bbττ)
Sphericity, taking into account only the HH de-
cay products

η(τ0) Pseudorapidity of the leading τhad-vis

η(τ1) Pseudorapidity of the sub-leading τhad-vis216



A.4.3 τhadτhad VBFSR optimised variables
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TABLE A.6: Input variables for the high-mHH ggF BDT training in the τhadτhad
channel.

Variable Description

mHH

Invariant mass of the HH system, reconstructed
from the τ -lepton pair (using the MMC) and b-
tagged jet pair

mbb Invariant mass of the b-tagged jet pair system

mMMC
ττ

Invariant mass of the τ -lepton pair system, cal-
culated using the MMC

∆R(b, b) The ∆R between the two b-tagged jets
∆R(τ, τ) The ∆R between the two τhad-vis

n−jets Number of jets in the event

T1
Topness, as defined in Ref. [120] assuming σt =
5GeV and σW = 5GeV

Emiss
T The missing transverse momentum of the event

pT (HH) Transverse momentum of the HH system
mT (τ1) Transverse mass of the sub-leading τhad-vis

∆ϕ(bb, Emiss
T )

The ∆ϕ between the b-tagged jet pair system and
missing transverse energy

∆ϕ(bb, ττ)
The ∆ϕ between the b-tagged jet pair and τ -
lepton pair systems

quant b0 b-tagging quantile of leading b-tagged jet
quant b1 b-tagging quantile of sub-leading b-tagged jet

∆R(b0, τ0)
The ∆R between the leading b-tagged jet and
τhad-vis

∆R(b1, τ1)
The ∆R between the sub-leading b-tagged jet
and τhad-vis

cent(bbττ)
Centrality, taking into account only the HH de-
cay products

spher(bbττ)
Sphericity, taking into account only the HH de-
cay products

pflow (bbττ)
Planar flow, taking into account only theHH de-
cay products

η(τ0) Pseudorapidity of the leading τhad-vis

η(τ1) Pseudorapidity of the sub-leading τhad-vis
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A.5 τlepτhad-SLT ggF-SR optimised variables

A.5.1 SLT ggF low mHH optimised variables
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TABLE A.7: Input variables for the low-mHH ggF BDT training in the τlepτhad
SLT channel.

Variable Description

mHH

Invariant mass of the HH system, reconstructed
from the τ -lepton pair (using the MMC) and b-
tagged jet pair

mbb Invariant mass of the b-tagged jet pair system

mMMC
ττ

Invariant mass of the τ -lepton pair system, cal-
culated using the MMC

∆R(b, b) The ∆R between the two b-tagged jets

∆R(τ lep )
The ∆R between the lepton and the hadronic τ
system

mTW The transverse mass of the reconstructed W bo-
son

cos(θ)
helicity
bb̄

The angle of two b-jets with respect to the Higgs
rest frame

pT (τ) Transverse momentum of the hadronic τ

∆ϕ
(
ττ, Emiss

T

) The ∆ϕ between the τ -lepton pair system and
missing transverse energy

Emiss
T The missing transverse momentum of the event

n−jets Number of jets in the event

pT (b0)
Transverse momentum of the leading b-tagged
jet

T1
Topness, as defined in Ref. [120] assuming σt =
5GeV and σW = 5GeV.

pT (HH) Transverse momentum of the HH system

∆R (b1, τ1)
The ∆R between the sub-leading b-tagged jet
and lepton

∆R (b1, τ0)
The ∆R between the sub-leading b-tagged jet
and τ

∆R (b0, τ0) The ∆R between the leading b-tagged jet and τ

pT ( lep ) Transverse momentum of the lepton
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A.5.2 SLT ggF high mHH optimised variables

TABLE A.8: Input variables for the high-mHH ggF BDT training in the τlepτhad
SLT channel.

Variable Description

mHH

Invariant mass of the HH system, reconstructed
from the τ -lepton pair (using the MMC) and b-
tagged jet pair

mbb Invariant mass of the b-tagged jet pair system

mMMC
ττ

Invariant mass of the τ -lepton pair system, cal-
culated using the MMC

∆R(b, b) The ∆R between the two b-tagged jets
∆R(τ lep ) The ∆R between the lepton and the hadronic τ

mTW The transverse mass of the reconstructed W bo-
son

cos(θ)
helicity
bb̄

The angle of two b-jets with respect to the Higgs
rest frame

HT
Total hadronic transverse energy in the event,
perpendicular to the beamline

quant b0 b-tagging quantile of leading b-tagged jet
T1 Topness, as defined in Ref. [120]
quant b1 b-tagging quantile of sub-leading b-tagged jet
pT (τ) Transverse momentum of the τ

∆R (b1, τ0)
The ∆R between the sub-leading b-tagged jet
and τ

∆ϕ
(
ττ, Emiss

T

) The ∆ϕ between the τ -lepton pair system and
missing transverse energy

pT ( lep) Transverse momentum of the lepton
mT (τ) Transverse mass of the τ

pT (b1)
Transverse momentum of the sub-leading b-
tagged jet

A.5.3 SLT VBF-SR optimised variables
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TABLE A.9: Input variables for the VBF BDT training in the τlepτhad SLT channel.

Variable Description

mHH

Invariant mass of the HH system, reconstructed
from the τ -lepton pair (using the MMC) and b-
tagged jet pair

mbb Invariant mass of the b-tagged jet pair system

mMMC
ττ

Invariant mass of the τ -lepton pair system, cal-
culated using the MMC

∆R(b, b) The ∆R between the two b-tagged jets
∆R(τ lep ) The ∆R between the two τ -lepton pair system
mVBF

jj Invariant mass of the VBF jet system

fwm0 (ττjf)
0th order Fox-Wolfram moment, taking into ac-
count the τ -lepton pair and central and forward
jets

HT
Total hadronic transverse energy in the event,
perpendicular to the beamline

∆RVBF
jj The ∆R of the VBF jet system

mEff(ττjf)
Effective mass, taking into account the τ -lepton
pair and central and forward jets

fwm4 (τjf)
4th order Fox-Wolfram moment, taking into ac-
count the τ -lepton pair and central and forward
jets

fwm2 (ττjf)
2nd order Fox-Wolfram moment, taking into ac-
count the τ -lepton pair and central and forward
jets

∆ηHH The ∆η between the invariant mass of the HH
system

∆ηVBF
jj The ∆η between the two VBF jets

pflow(ττjf)
Planar flow, taking into account the τ -lepton pair
and central and forward jets
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A.6 τlepτhad-LTT ggF-SR optimised variables

A.6.1 LTT ggF low mHH optimised variables

TABLE A.10: Input variables for the low-mHH ggF BDT training in the τlepτhad
LTT channel.

Variable Description

mHH

Invariant mass of the HH system, reconstructed
from the τ -lepton pair (using the MMC) and b-
tagged jet pair

mbb Invariant mass of the b-tagged jet pair system

mMMC
ττ

Invariant mass of the τ -lepton pair system, cal-
culated using the MMC

∆R(b, b) The ∆R between the two b-tagged jets
∆R(τ lep ) The ∆R between the two τ -lepton pair system

mTW The transverse mass of the reconstructed W bo-
son

∆pT (τ lep ) pT (lep)− pT (τ)

∆ϕ
(
lep, Emiss

T

) The ∆ϕ between lepton and missing transverse
energy

HT
Total hadronic transverse energy in the event,
perpendicular to the beamline

∆ϕ
(
ττ, Emiss

T

) The ∆ϕ between the τ -lepton pair system and
missing transverse energy

mT (lep) Transverse mass of the MET and the lepton
MT2 STransverse momentum
∆η(τ lep ) The ∆η between the τ and lepton

T1
Topness, as defined in Ref. [120] assuming σt =
5GeV and σW = 5GeV.

T2
Topness, as defined in Ref. [120] assuming σt =
15GeV and σW = 5GeV.

Emiss
T Centrality Position of the Emiss

T of the event in ϕ between
τs.

A.6.2 LTT ggF high mHH optimised variables
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TABLE A.11: Input variables for the high-mHH ggF BDT training in the τlepτhad
LTT channel.

Variable Description

mHH

Invariant mass of the HH system, reconstructed
from the τ -lepton pair (using the MMC) and b-
tagged jet pair

mbb Invariant mass of the b-tagged jet pair system

mMMC
ττ

Invariant mass of the τ -lepton pair system, cal-
culated using the MMC

∆R(τ lep ) The ∆R between the two τ -lepton pair system
∆pT (τ lep ) pT (lep)− pT (τ)

∆ϕ
(
lep, Emiss

T

) The ∆ϕ between lepton and missing transverse
energy

HT
Total hadronic transverse energy in the event,
perpendicular to the beamline

∆ϕ
(
ττ, Emiss

T

) The ∆ϕ between the τ -lepton pair system and
missing transverse energy

m∗
HH

Reduced 4-object invariant mass, defined as
m∗

HH = mHH −mbb −mMMC
ττ + 250GeV

T1 Topness, as defined in Ref. [120]
T2 Topness, as defined in Ref. [120]

mHHscaled

Scaled mHH variable, computed from the four-
momenta of the two Higgs candidates as
mHHscaled = (αpµH1 + βpµH2)

2, where α =
125GeV/mH1 and β = 125GeV/mH2

mEff(bb̄ττ)
Effective mass, taking into account only the HH
decay products

m (b0τ) Invariant mass of the leading b-jet and τ

pT (τ lep)
Transverse momentum of the τ -lepton pair sys-
tem

m (b1τ) Invariant mass of the sub-leading b-jet and τ

pT (bb̄)
Transverse momentum of the b-tagged jet pair
system

pT (b0)
Transverse momentum of the leading b-tagged
jet

∆ϕ(bb̄, τ lep )
The ∆ϕ between the b-tagged jet pair and τ -
lepton pair systems
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A.6.3 LTT ggF VBFSR optimised variables
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TABLE A.12: Input variables for the VBF BDT training in the τlepτhad LTT chan-
nel.

Variable Description

mHH

Invariant mass of the HH system, reconstructed
from the τ -lepton pair (using the MMC) and b-
tagged jet pair

mbb Invariant mass of the b-tagged jet pair system

mMMC
ττ

Invariant mass of the τ -lepton pair system, cal-
culated using the MMC

mVBF
jj Invariant mass of the VBF jet system

VBF η0 × η1
Product of the pseudorapidities of the leading
and sub-leading VBF jets

n−jets Number of jets in the event
T2 Topness, as defined in Ref. [120]

ST

Total transverse energy in the event, summed
over all jets, τhad-vis and leptons in the event and
Emiss

T

pT (HH) Transverse momentum of the HH system
pT (τ) Transverse momentum of the τ ’s
cos θ∗ Tau decay angle

pT (τ lep )
Transverse momentum of the τ -lepton pair sys-
tem

pT (b0)
Transverse momentum of the leading b-tagged
jet

m∗
HH

Reduced 4-object invariant mass, defined as
m∗

HH = mHH −mbb −mMMC
ττ + 250GeV

mTW The transverse mass of the reconstructed W bo-
son

cos(θ)
helicity
ττ

The angle of the τ -lepton pair with respect to the
Higgs rest frame

mHHscaled

Scaled mHH variable, computed from the four-
momenta of the two Higgs candidates as
mHHscaled = (αpµH1 + βpµH2)

2, where α =
125GeV/mH1 and β = 125GeV/mH2

∆R (b0, τ0) The ∆R between the leading b-tagged jet and τ
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