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ABSTRACT OF THE DISSERTATION

Baryon Acoustic Oscillations in the Lyman-α Forest of High Redshift Quasars

By

Daniel Margala

Doctor of Philosophy in Physics

University of California, Irvine, 2017

Professor David Kirkby, Chair

One of the main goals of the third generation of the Sloan Digital Sky Survey (SDSS)

Baryon Oscillation Spectroscopic Survey (BOSS) is to measure the baryon acoustic oscillation

(BAO) scale in the Lyman-α forest from observations of high-redshift (z > 2) quasars. The

transmitted flux fraction in the forest provides a measure of the neutral hydrogen density

along the line of sight that can be used to infer the clustering of the underlying dark matter

distribution. Measurements of the BAO scale constrain the expansion history of the universe

and can be used to infer the characteristics of dark energy. During the period 2009-14, the

BOSS observed ∼ 150, 000 (z > 2) quasars from a total sky area of 10,400 square degrees.

I present a model for spectrophotometric calibration errors these observations of quasars and

describe the correction procedure we have developed and applied to this sample. Calibra-

tion errors are primarily due to atmospheric differential refraction and guiding offsets during

each exposure. The corrections potentially reduce the systematics for any studies of BOSS

quasars, including the measurement of baryon acoustic oscillations using the Lyman-α forest.

The model suggests that, on average, the observed quasar flux in BOSS is overestimated by

∼ 19% at 3600 Å and underestimated by ∼ 24% at 10,000 Å. In addition, a new method

for simultaneously fitting a universal quasar continuum along with observing frame system-

atics is discussed. I also describe the sub-sampling method used to estimate the correlation

xii



function of the matter density tracer field and demonstrate this method using a new multi-

threaded software package designed to efficiently process pixel-pairs. The technique used to

fit cosmological models to the estimated correlation function is summarized as well.

The BOSS BAO observations using the SDSS DR12 sample yield measurements ofDH(z)/rd =

9.1 ± 0.3 and DM(z)/rd = 37.8 ± 2.1 at z = 2.34. These measurements represent a 1-2σ

tension with the prediction from a flat ΛCDM model with Planck best-fit parameters.

xiii



Chapter 1

Introduction

In this thesis, I describe my contributions to field of cosmology as a member of the BOSS

collaboration. In this chapter, I give a brief overview of the historical context and the

relevant parts of the modern cosmological model of our universe. In Chapter 2, I describe

the SDSS telescope, focusing on the BOSS survey. In Chapter 3, I describe the procedure for

processing the calibrated quasar spectra observations from the telescope and preparing the

data set used in this work. In Chapter 4, I describe the method for estimating the correlation

function of the Lyman-α forest flux density field. Next, in Chapter 5, I describe the fitting

method used to measure the baryon acoustic oscillation (BAO) scale from the correlation

function estimate described in the previous chapter. In Chapter 6, I provide a summary of

BAO scale measurements and discuss their implications for cosmological models and dark

energy. Finally, in Chapter 7, I give a brief summary and outlook.

1



1.1 History

The universe seems to be expanding. In 1929, Edwin Hubble first discovered this by measur-

ing the redshift of several galaxies using Cepheid variable stars. The detection of the CMB a

few decades later, along with precision follow-up study, has provided a wealth of information

regarding the origins of our universe. In 1998, we discovered that the rate of expansion is

actually increasing using observations of supernovae in distant galaxies. More recently, the

2dF and SDSS galaxy surveys pioneered a new technique for measuring the expansion rate

of our universe using tracers of the matter density field. Using the expansion rate has proved

to be a powerful and effective tool for better understanding the dynamics and constituents of

our universe. The Big Bang cosmological model encapsulates our modern understanding of

how the universe we observe today came to be. In short, it describes how the universe formed

starting from an initial hot, dense state, expanding and cooling into the present. The Stan-

dard Model of particle physics is a theory concerning the electromagnetic, weak, and strong

interactions, as well as classifying all the elementary particles known. he ΛCDM (Lambda

cold dark matter) is a parametrization of the Big Bang cosmological model in which the

universe contains a cosmological constant, denoted by Lambda (Greek Λ), associated with

dark energy, and cold dark matter (abbreviated CDM). The model assumes that general

relativity is the correct theory of gravity on cosmological scales. Measuring the expansion

history allows us to measure the energy content and better understand the characteristics of

the constituents of the universe.

1.2 Friedmann Equation

In Einstein’s theory of general relativity, the curvature of space-time is related to the matter

and energy content contained with it. The space-time metric tensor, gµν , which characterizes
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an invariant line element, ds2 = gµνdx
µdxν , is related to the matter and energy content by

the field equation.

Gµν + Λgµν =
8πG

c4
Tµν . (1.1)

The Einstein tensor, Gµν = Rµν− R
2
gµν , is a specific divergence-free combination of the Ricci

tensor and the metric, where R is the curvature scalar R = Rµ
µ and the Ricci tensor itself

is related to the Riemann curvature tensor via Rµν = Rα
µαν . Tµν is the energy-momentum

tensor. G is Newton’s gravitional constant and c is the speed of light.

The Friedmann–Lemaître–Robertson–Walker (FLRW) metric is an exact solution of Ein-

stein’s field equations of general relativity; it describes a homogeneous, isotropic expanding

or contracting universe. The FLRW metric starts with the assumption of homogeneity and

isotropy of space. It also assumes that the spatial component of the metric can be time-

dependent. The metric can be written as:

ds2 = c2dt2 − a2(t)

[
dr2

1− kr2
+ r2(dθ2 + sin2 θdφ2)

]
. (1.2)

where k is the curvature parameter. This equation governs the conversion between radial and

transverse distances. The expansion or contraction of space is represented by the evolution

of the scale factor a(t) = (1 + z)−1. The Friedmann equation,

H2 =

(
ȧ

a

)2

=
8πG

3
ρ− kc2

a2
, (1.3)

describes how the evolution of the scale factor is related to the total energy density (radiation

+ matter + dark energy) ρ. The Friedmann equation can be re-written in terms of present

values of individual density components,

Ωx =
ρx
ρc

=
8πG

3H2
ρx , (1.4)
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and the curvature parameter,

Ωk = 1−
∑

Ωx, (1.5)

as:

H2

H0
2 = Ω0,Ra

−4 + Ω0,Ma
−3 + Ω0,ka

−2 + Ω0,Λ (1.6)

Spatial curvature is nearly flat from observations (k = 0).

The energy components considered herein are pressureless (cold) dark matter, baryons, ra-

diation, neutrinos, and dark energy. The densities of CDM and baryons scale as a−3 and are

typically represented together by Ωcb. The energy density of neutrinos with non-zero mass

scales like radiation at early times and like matter at late times, with

ρν+r(a)

ρcrit

=
8π3k4

BG

45~3v5H0

×

[
TCMB(a)4 + Tν(a)4

∑
i

I(mic
2/kBTν(a))

]
(1.7)

where both CMB temperature TCMB and neutrino temperature scale inversely with scale fac-

tor, and the neutrino temperature is given by Tν = TCMB

(
4
11

)1/3
gc, where gc = (3.046/3)1/4

accounts for small amount of heating of neutrinos due to electron-positron annihilation. The

integral I is given by

I(r) =
15

π4

∫ ∞
0

√
x2 + r2

ex + 1
x2dx (1.8)

and must be evaluated numerically. When we refer to the z = 0 matter density parameter

Ωm, we include contributions of radiation (which is small compared to the uncertainties in

Ωm) and neutrinos (which are non-relativistic at z = 0), so

Ωm + Ωde + Ωk ≡ 1 . (1.9)
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1.2.1 Power Spectrum

The contribution to the variance of the density field per logarithmic interval k:

∆2(k) ≡ (2π)−3 × 4πk3P (k) =
dσ

d ln k
(1.10)

per linear k:

dσ2 = (2π)−3P (k)4πk2dk (1.11)

The total variance is given by:

σ2 = (2π)−3

∫ ∞
0

4πk2P (k)dk (1.12)

That describes the variance in a shell of dV = 4πk2dk, rewrite this for rectangular volume

dV = dk1dk2dk3

σ2 = (2π)−3

∫ ∞
−∞

∫ ∞
−∞

∫ ∞
−∞

dk1dk2dk3P (k) (1.13)

For a finite volume on a grid with N points per axis and separation, d, between points, we

can rewrite this as:

σ2 =
8

(2π)3

[∫ kmax

0

∫ kmax

0

∫ kmax

0

dk1dk2dk3P (k)

−
∫ kmin

0

∫ kmin

0

∫ kmin

0

dk1dk2dk3P (k)

]
(1.14)

where kmin = 2π/(Nd) and kmax = π/(Nd). The box in k-space spans −kmax to kmax.
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1.2.2 Correlation Function

The spatial correlation function ξ(r) is related to the Fourier space power spectrum P (k) as

ξ(r) =
1

2π

∫
dkk2P (k)

sin kr

kr
(1.15)

The two-point auto-correlation function is a function that describes the probability that two

overdensities are separated at a given distance.

1.2.3 Cosmological Models

We build the cosmological model starting from an isotropic linear power spectrum predication

P̃ (k, z0) at some reference redshift z0, then embed this prediction in redshift space (we use

tildes to denote linear-theory predictions without any redshift space distortions). In the

general case of plane-parallel redshift-space distortion r → (r, µ) we have:

ξcosmo(r, µ, z0) =
∑
` even

L`(µ)ξ`,cosmo(r, z0) (1.16)

with

ξ`,cosmo(r, z0) =
i`

2π2

∫ ∞
0

k2j`(kr)P`(k, z0)dk (1.17)

where L` is the Legendre polynomial, j` is the spherical Bessel function, and P`(k, z0) are

the multipoles of the redshift-distorted power spectrum P (k, µk, z0) with µk ≡ ẑ · k̂:

P`(k, z0) =
2`+ 1

2

∫ +1

−1

P (k, µk, z0)L`(µk)dµk . (1.18)
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Specializing to linear theory and the distant observer approximation, the infinite series of

ξcosmo(r, µ, z0) is truncated at ` = 4, with

P̃`(k, z0) = b2(z0)C`(β(z0))P̃ (k, z0) (1.19)

and

C`(β) ≡ 2`+ 1

2

∫ +1

−1

(
1 + βµ2

k

)2
L`(µk)dµk =


1 + 2

3
β + 1

5
β2 ` = 0

4
3
β + 4

7
β2 ` = 2

8
35
β2 ` = 4

, (1.20)

where b(z) and β(z) are the tracer bias and redshift-space distortion paramter at redshift z,

respectively. We can therefore write

ξcosmo(r, µ, z0) = b2(z0)
∑
`=0,2,4

C`(β(z0))L`(µ)ξ̃`,cosmo(r, z0) (1.21)

in terms of the undistorted linear-theory multipoles

ξ̃`,cosmo(r, z0) =
i`

2π2

∫ ∞
0

k2j`(kr)P̃ (k, z0)dk . (1.22)

1.3 Baryon Acoustic Oscillations

1.3.1 Sound Horizon

In the early universe, photons are tightly coupled to the electron-proton fluid via Compton

scattering. The comoving sound horizon, the distance a sound wave can travel during this
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epoch, is defined as

rs(z) =

∫ η(z)

0

dη cs(1 + z) (1.23)

with the sound speed, cs, given by

cs(z) =
c√

3(1 +R)
(1.24)

where R ≡ 3ρb/4ργ is the baryon to photon energy density ratio and c is the speed of light.

The presence of baryons reduces the sound speed from the standard value for a relativistic

fluid, cs = c/
√

3.

1.3.2 Baryon Drag Depth

For a more detailed review, see Hu and Sugiyama [1996].

The baryon drag epoch, zdrag, is defined by the redshift at which the baryon drag depth

equals one, τb(η(zdrag)) = 1. I suppose that the word drag is referring to the notion that the

baryons are dragged along by the photons up until this point in time. As the universe cools,

the photons eventually let go of the baryons and they sit there for the rest of eternity. The

baryon drag depth is defined as

τb(η) =

∫ η0

η

dη′ τ̇b (1.25)

where η is the conformal time (η0 is ...), τ̇b = τ̇ /R and τ is the usual photon optical depth

τ(η) =

∫ η0

η

dη′ neσTa c (1.26)

where ne is the number density of free electrons, σT is the Thomson scattering cross-section,
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and a = 1/(1 + z) is the scale factor.

1.3.3 Change of Variables

The following can be used to change the variable of integration from η to z:

dη

dz
= − 1

H
(1.27)

since η and H are defined as

dη ≡ dt/a, aH ≡ da

dt
(1.28)

and the derivative of the scale factor a with respect to z is

da

dz
= −a2 (1.29)

Now we can rewrite Equation 1.25 (using Equation 1.26 and Equation 1.27) as

τb(z) =
4

3

∫ z

0

dz′

H(z)
neσTaργ/ρb c (1.30)

1.3.4 Number Density of Free Electrons

This calculation follows the abundance calculations in Chapter 3 of Dodelson [2003].
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Chemical Equilibrium

Assuming the reaction e−+p↔ H+γ remains in equilibrium, xe can be obtained by solving

the chemical equilibrium equation

x2
e

1− xe
=

1

nH

(
mekBT

2π~2

)3/2

e−ε0/kBT (1.31)

where ε0 = (me + mp − mH)c2 = mec2α2

2
is the ionization energy from the ground level,

T = T0(1 + z) is the radiation temperature, xe = ne/nH is the free electron fraction, and nH

is the Hydrogen number density, given by

nH = (1− YP )
ρb
mpc2

= (1− YP )
Ωbρcrit,0(1 + z)3

mpc2
(1.32)

where YP is the primordial Helium abundance, Ωb is the baryon fraction today, and ρcrit,0 is

the critical energy density of the universe today.

Detailed Evolution

Detailed evolution of the free electron fraction is governed by the following differential equa-

tion

dxe
dz

=
C

(1 + z)H(z)

{
(1− xe)βHe−E2→1/kBT − x2

enbαH
}

(1.33)

where E2→1 is the energy difference between the n = 2 and n = 1 levels. The case B

recombination rate for Hydrogen, αH , is given by

αH = F
atb

1 + ctd
× 10−19m3s−1 (1.34)
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with a = 4.309, b = −0.6166, c = 0.6703, d = 0.5300 and t = T/104K. The factor F is

1.14, and allows this simplified 3-level atom description to the multi-level calculation. The

photoionization rate, βH , is given by

βH = αH

(
mekBT

2π~2

)3/2

e−E2s/kBT (1.35)

with E2s being the ionization energy of 2s level. The factor C is given by

C =
1 +KΛ2γnH(1− xe)

1 +K(Λ2γ + βH)nH(1− xe)
(1.36)

where Λ2γ = 8.22458s−1 is the 2 photon decay rate and K = λ3
α/(8πH(z)) accounts for the

cosmological redshifting of Lyα photons.

Matter Temperature

More accurate treatment .

The matter temperature should technically be used in the calculations above but the effect

is small and is not necessary for the level of precision require here [Seager et al., 1999]. The

differential equation for TM to be solved simultaneously is given by

dTM
dz

=

(
8σTaRT

4
R

3H(z)(1 + z)mec

)(
ne

ne + nH + nHe

)
(TM − TR) +

2TM
(1 + z)

(1.37)

where TR = T0(1+z) is the radiation temperature (T0 is the temperature today), aR = 4σB/c

is the radiation constant, and nHe = Ypρb/4mp is the Helium number density.
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1.3.5 Putting It All Together

Substituting ne = xenH and ργ/ρb = a−1Ωγ/Ωb into Equation 1.30 we have

τb(z) =
4Ωγ c σT

3Ωb

∫ z

0

dz′
xenH
H(z)

(1.38)

Plugging in for the Hydrogen number density given by Equation 1.32, we have

τb(z) =
4(1− YP )Ωγ c σTρcrit,0

3mpc2

∫ z

0

dz′
xe(1 + z)3

H(z)
(1.39)

Solving this equation for τb(z) = 1 yields the the drag epoch redshift zdrag which can be used

along with Equation (1.23) to compute the BAO scale.

1.4 Summary

The field of cosmology involves physical models from the smallest to largest scales in the uni-

verse. A fascinating interaction between matter and radiation in the early universe provides

a standard ruler for us to observe and measure the evolution of the the space-time metric.

In the next chapter, I will provide an overview of the BOSS survey and the spectral obser-

vations of quasars which allow us to better understand and constrain the physical models of

our universe touched upon in this chapter.
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Chapter 2

The Baryon Oscillation Spectroscopic

Survey

One of the main goals of the third generation of the Sloan Digital Sky Survey [SDSS-III;

Eisenstein et al., 2011] Baryon Oscillation Spectroscopic Survey [BOSS; Dawson et al., 2013]

is to measure the baryon acoustic oscillation (BAO) scale in the Lyman-α forest from ob-

servations of high-redshift (z > 2) quasars [Busca et al., 2013, Slosar et al., 2013, Kirkby

et al., 2013, Font-Ribera et al., 2014, Delubac et al., 2015]. The transmitted flux fraction

in the forest provides a measure of the neutral hydrogen density [Gunn and Peterson, 1965,

Rauch, 1998, Meiksin, 2009] along the line of sight that can be used to infer the clustering of

the underlying dark matter distribution [Cen et al., 1994, Bi et al., 1995, Zhang et al., 1995,

Hernquist et al., 1996, Miralda-Escudé et al., 1996, Bi and Davidsen, 1997, Hui et al., 1997,

Theuns et al., 1998]. Measurements of the BAO scale constrain the expansion history of the

universe and can be used to infer the characteristics of dark energy [Weinberg et al., 2013].

During the period 2009-14, BOSS observed 294,512 quasars from a total sky area of 10,400

square degrees. As a result, the survey contains the largest sample of spectroscopic quasar
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observations to date and enables an unprecedented view into the multiple areas of quasar

science, e.g. clustering of quasars [White et al., 2012], quasar luminosity function [Palanque-

Delabrouille et al., 2013, Ross et al., 2013, McGreer et al., 2013], and variability properties

of broad absorption lines in quasar spectra caused by high-velocity outflows [Filiz Ak et al.,

2012, 2013, Hall et al., 2013, Vikas et al., 2013, Filiz Ak et al., 2014].

2.1 Survey design

The BOSS double spectrograph mounted at the Cassegrain focus of the 2.5-m SDSS telescope

[Gunn et al., 2006] located at Apache Point Observatory1 (APO) simultaneously records 1000

spectra over a 3◦ field of view. The light from each target is captured by an optical fiber

plugged into an aluminum plate at the focal plane and transported to either one of two spec-

trographs for analysis [Smee et al., 2013]. The circular focal plane hole for each 2 arcsecond

(120µm) diameter fiber is predrilled according to each target’s sky position at a nominal ob-

serving time. Each BOSS plate includes 20 spectrophotometric standard star targets which

are used for spectrophotometric calibration. The calibrations are derived by fitting stellar

spectrum models to the recorded spectra for these targets. Spectrophotometric calibration

errors in BOSS quasar spectra are primarily due to offsets in fiber hole positioning between

quasar targets and spectrophotometric standard stars that are intentionally introduced to

improve the signal to noise ratio of the Lyman-α forest region of high-redshift quasars. Ad-

ditionally, there are 16 “guide” stars for each plate which are each observed with coherent

fiber bundles and used for guiding the telescope during exposures; see Dawson et al. [2013]

for more details.
1http://www.apo.nmsu.edu/
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2.2 Improved calibration

One potential source of systematics for any study of BOSS quasars is spectrophotometric

calibration errors. Calibration errors in BOSS are larger than for SDSS-I [York et al., 2000]

due to a design tradeoff that improves throughput in the Lyman-α forest of quasar spectra.

In this work, we describe the dominant source of these errors in BOSS spectra and our

procedure for reducing them. The miscalibration of BOSS spectra, on average, accounts for

a ∼ 19% excess at 3600 Å and a ∼ 24% decrement at 10,000 Å with a smooth transition

between (see Figure 2.8).

2.3 Data Samples

We use data from the v5_7_0 BOSS spectroscopic pipeline [Bolton et al., 2012] processing of

the SDSS Data Release 12 [Alam et al., 2015]2. There are two primary classes of targets used

in this work: spectrophotometric standard stars (main sequence F stars used for calibration)

and quasars; see Dawson et al. [2013] and Ross et al. [2012], respectively, for descriptions of

the target selection for these samples.

The BOSS DR12 sample contains a total of 487,276 targets with focal plane offsets, dis-

tributed between 2,377 observations of 2,340 plates. Of those targets, the BOSS data pro-

cessing pipeline [Bolton et al., 2012] identified 284,085 as quasars and 159,886 as stars.

These stars are often referred to as “failed quasars”, since they were targeted as quasars due

to their photometric similarities [Ross et al., 2012]. Table 2.1 summarizes the different target

samples.

In addition to the primary BOSS spectrophotometric standard stars, a small subset of ob-

servations contain a second sample of spectrophotometric standard stars which were selected
2http://www.sdss.org/dr12/
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Target Sample lambda_eff (Å) objtype class NDR12 Nvalidation

Offset targets 4000 - - 487,276 4,104
Quasars 4000 qso qso 284,085 1,737
Failed quasars 4000 qso star 159,886 1,049
Spec. standards 5400 spectrophoto_std star 49,635 400
Offset standards 4000 - star 1,770 486

Table 2.1: Target samples used in this work. For the DR12 samples, we include any poten-
tially useful spectra, only requring that the fiber was plugged (i.e., that the unplugged bit
of the zwarning bitmask is not set). For the validation samples, we additionally require
that the spectra have no known problems (zwarning = 0) and that the spectra are from
plates in the validation sample (plate keyword matches a plate in the validation set). The
offset standards are identified via the qso_std bit of the ancillary_target2 bitmask.

and designed to have the same offsets in the focal plane as the BOSS quasar targets. This

sample was collected as part of an ancillary program [Dawson et al., 2013, Alam et al., 2015].

These stars were selected and visually inspected to ensure a uniform distribution across the

focal plane, in a manner similar to normal spectrophotometric standard stars targeted in

BOSS. The algorithm for photometric selection applied to this sample was identical to the

algorithm for primary spectrophotometric standard stars in BOSS.

Spectrophotometric standard stars offset in the focal plane are identified by bit 20 of the

ancillary_target2 keyword in DR12 data model3. We will refer to these objects as

“offset standards”. There are 1,770 offset standard star targets confirmed as stars distributed

between 161 observations. Of those observations, 79 contain at least 10 offset standards in

total, and 20 contain at least 10 offset standards per spectrograph.

As part of this ancillary program, we modified the BOSS data processing pipeline to use the

offset standards for spectrophotometric calibration, instead of the normal spectrophotometric

standard stars. This sample provides a vital cross-check of the throughput correction model

described below. In particular, we use the sample of 20 plates with at least 10 offset standards

in each spectrograph for validation tests. In Table 2.1, the column labeled Nvalidation indicates

the number of targets in the validation sample for each of the relevant target samples. We
3http://www.sdss.org/dr12/algorithms/bitmasks/
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refer to the sample of self-calibrated offset standard stars as “offset standards”.

The design wavelength λi for a target is encoded in the lambda_eff quantity of a plateDesign

file and is propagated to a target’s corresponding entry in spPlate and spAll files in the

DR12 data model4. The design hour angle h0 for each plate is encoded in the ha quantity

of its plateHoles file, but is not propagated to spPlate or spAll. We calculate the design

altitude a0 using the design hour angle and the central sky position of a plate.

The distribution of point-spread function (PSF) full-width half-maxima (FWHM) for all

observations in DR12 is shown in Figure 2.1. For each observation, we summarize the

PSF FWHM using an unweighted mean calculated from the individual exposures of the

observation. The PSF FWHM is available via the seeing50 keyword in spCFrame files for

each exposure and is estimated from guide star images. Similarly, we calculate the mean

hour angle for an observation hobs and the mean altitude aobs of the individual exposures.

We calculate the observing hour angle from the midpoint of the times stored in taibeg and

taiend keywords in spCFrame files for each exposure. We display the distribution of hobs

for plates relative to their design observing hour angle h0 in Figure 2.2.

The BOSS data processing pipeline combines individual 15-minute exposures, typically about

four, into a single co-added spectrum. Ideally, the individual exposures should be corrected

prior to co-addition, however, few BOSS analyses currently make use of individual expo-

sures. Instead, we calculate a correction for co-added data using the mean PSF FWHM and

observing hour angle of the exposures for an observation. There were 79 plates observed

during the beginning of the survey which do not have PSF FWHM data recorded; for those

observations, we use the sample median as an estimate for the PSF FWHM.
4http://data.sdss3.org/datamodel/
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Figure 2.1: Distribution of focal plane PSF FWHM, as indicated by the seeing50 keyword,
for DR12 observations. A total of 79 observations are missing this information and omitted
here. The mean (median) FWHM is 1.54 arcseconds (1.49 arcseconds).

2.4 Methods

2.4.1 Fiber illumination

The nominal transformation from sky coordinates (α, δ) to focal-plane coordinates r = (x, y)

depends on:

• The sky coordinates (α0, δ0) of the focal plane origin r = 0.

• The wavelength λ of incident light.

• The time of the observation, expressed as the local hour angle h for the right ascension

α0.
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Figure 2.2: Distribution of hobs − h0 for DR12 observations. The mean and RMS are 2.5◦

and 9.4◦, respectively.

The last two are due to wavelength-dependent refraction through the atmosphere with a

time-dependent angle of incidence equal to the telescope altitude. We assume constant

nominal conditions for atmospheric temperature and pressure for all refraction calculations.

The atmospheric differential refraction (ADR) angle between 4000 Å and 5400 Å is about 0.5

arcseconds (the significance of these wavelengths is explained below), which is comparable

to the 2 arcsecond diameter of BOSS fibers and the typical point-spread function (PSF) full-

width half-maximum (FWHM) during DR12 observations of 1.5 arcseconds. In Figure 2.3,

we show differential refraction angles relative to both 4000 Å (blue) and 5400 Å (red) light at

various observing altitudes. The magnitude of ADR decreases at higher observing altitudes.

Each BOSS plate is designed for a specific pointing (α0, δ0) at a nominal design hour angle h0.

The nominal orientation of the focal-plane coordinate system at hour angle h is fixed such

that the +ŷ direction is aligned with increasing δ and +x̂ is pointing eastwards. Photons at

wavelength λ observed at time h from a target i at sky coordinates (αi, δi) then have a PSF
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Figure 2.3: Differential refraction of light in the atmosphere. The blue (red) curves show the
differential refraction of light relative to 4000 Å (5400 Å). Lines show observing altitudes
of 50◦, 60◦, 70◦, 80◦, and 90◦. At 90◦, the differential refraction is zero in both cases. The
blue and red vertical dashed lines indicate the two relevant design waveslengths, 4000 Å
and 5400 Å, respectively. The black vertical solid line indicates the interesection wavelength
which is essentially independent of observing altitude.

centered at the focal plane position

ri(λ, h) ≡ r(λ, h;αi, δi, α0, δ0) . (2.1)

The fiber hole for each target i is positioned at r(λi, h0) so that the the target’s nominal design

wavelength λi is centered on the fiber, and therefore has the maximum possible throughput,

at time h0. Any departures from λ = λi or h = h0 will therefore introduce a fiber centering

offset

di(λ, λi, h) ≡ |ri(λ, h)− r(λi, h0)| (2.2)

and a correspondingly reduced throughput that we calculate below.
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In practice, the majority of fibers are positioned using the same central wavelength λi =

5400 Å. The exception are fibers assigned to high-redshift quasar targets, which use a bluer

λi = 4000 Å in order to improve the throughput (and hence also signal-to-noise ratio) in the

Lyman-α forest region (λLyα(1 + z) = 4000 Å at z = 2.29). Figure 2.4 shows an example of

r∗i (λ, h) trajectories (the asterisked quantity is explained in the following section) plotted for

a single quasar target with λi = 4000 Å, covering a range of wavelengths λ and hour angles

h. The origin of the calibration errors that we seek to fix in this work is this difference of

design wavelengths. Focal-plane offsets were first introduced in the SDSS-III BOSS survey,

so quasar spectra recorded during SDSS-I do not have these calibration errors.

The overall system throughput for target i includes a geometrical factor Ai(λ, λi, h) that

measures the fraction of incident light that enters its aperture. This fiber acceptance fraction

depends on the PSF size and shape and its centroid offset di(λ, h). In the following, we

assume that all PSFs have circular Gaussian profiles described by a standard deviation σ

that is independent of wavelength and constant during an exposure, so that

Ai(λ, λi, h) = AGauss(σ, di(λ, λi, h)) (2.3)

with

AGauss(σ, d) ≡ σ−2

∫ D/2

0

e−(d2+r2)/(2σ2)I0(rd/σ2) dr , (2.4)

where D = 2 arcseconds is the BOSS fiber diameter and I0 is a modified Bessel function

of the first kind. We show later that our corrections are relatively insensitive to these

assumptions since they involve fiber-acceptance ratios. Figure 2.1 shows the distribution of

PSF sizes measured for DR12 observations and Figure 2.5 shows examples of acceptance

fractions calculated under different assumptions.
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Figure 2.4: Target centroid position relative to a fixed fiber hole as a function of wavelength
λ and observing hour angle h, as predicted for an ideal guiding model. The black circle
represents a fiber hole (2 arcsecond diameter). The colored lines indicate the target’s centroid
position for specific wavelengths of incident light (4000 Å to 7000 Å in 500 Å intervals) as
a function of observing hour angle h. The observing hour angle window shown here is ± 3
hours from the design hour angle h0 of the plate. The spacing between points is 1 hour. The
fiber hole is positioned such that λi = 4000 Å light is centered at the design hour angle h0.

2.4.2 Telescope guiding

BOSS exposures are typically 15 minutes long, during which time an active telescope guiding

loop uses 16 bright stars in the focal plane to maintain the pointing towards (α0, δ0). Without

any additional adjustments, the variation of di(λ, λi, h) during the exposure would noticeably

reduce target throughputs relative to their optimum values at h0 where di(λi, λi, h0) = 0.

Therefore the guide loop also makes small adjustments to the focal plane position δr, radial

scale s, and rotation θ during each exposure, which modify the transformation from sky to
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Figure 2.5: Acceptance fraction as a function of offset distance for typical PSF sizes. The
dotted, solid, and dashed curves respectively correspond to acceptance fractions calculated
using PSF FWHM values of 1.2, 1.5, and 1.8 arcseconds. The green and black curves
respectively correspond to Gaussian and Kolmogorov PSF shapes. The solid vertical line
indicates the BOSS fiber aperture radius.

focal-plane coordinates according to

r→ G(s, θ) · r + δr , G(s, θ) ≡ (1 + s)R(θ) (2.5)

where R is a 2D rotation matrix acting on focal-plane coordinates. The corresponding

centering offset for fiber i is then

d′i(λ, λi, h) = |G(s(h), θ(h)) · ri(λ, h) + δr(h)− ri(λi, h0) | , (2.6)

where the prime denotes the effects of the guiding adjustments δr(h), s(h), and θ(h).

It is not feasible to reconstruct the actual history of guiding adjustments δr(h), s(h), and

θ(h) during an exposure so we instead adopt an ideal guiding model, which assumes that
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the plate center tracks (α0, δ0) optimally and that the guider makes continuous adjustments

to minimize the chi-square figure of merit

χ2(s(h), θ(h)) ≡
∑
g

d′g(λ, λi, h)2 (2.7)

where the sum is over the 16 guide stars, indexed by g and given equal weight, and the

resulting adjustments optimize throughput at λg = 5400 Å. We denote the trajectories

resulting from ideal guiding as r∗i (λ, h) and the corresponding centering offsets as d∗i (λ, λi, h).

Figure 2.6 shows an example of trajectories ri(λi, h) (left panel) and r∗i (λi, h) (right panel) at

each target’s design wavelength λi for an entire plate. The middle panel shows trajectories

when only the plate center (α0, δ0) is tracked and no additional adjustments are made to track

the guide stars. We find that, under the ideal guiding assumption, the translation, scale,

and rotation degrees of freedom completely remove the monopole and dipole contributions

to centering offsets for targets with λi = λg = 5400 Å (shown in red), but lead to larger

offsets with some residual monopole and dipole for the smaller set of quasar targets with

λi = 4000 Å (shown in blue).
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Figure 2.6: The ideal guiding model for an example plate (PLATE = 6114). The black
circle indicates the plate’s 3◦ field of view. The colored lines represent a target’s λi light
path spanning a range of ± 3 hours from the design hour angle of the plate. Red (blue)
lines indicate λi = 5400 Å (4000 Å) targets. The fiber centroid offset distances have been
exagerated relative to the plate dimensions with the scale indicated in the bottom left of
each panel.
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2.4.3 Spectrophotometric calibration

The mean rate of detected photons from source i at wavelength λ and hour angle h is related

to the source’s true spectral energy distribution (SED) fi(λ) by a fiber-dependent calibration

factor C

dni
dh

(λ, λi, h) = fi(λ)Ci(λ, λi, h) , (2.8)

which we split

Ci(λ, λi, h) = A∗i (λ, λi, h)Bi(λ, h) (2.9)

into the fiber-acceptance fraction A∗i (λ, λi, h) assuming ideal guiding (denoted by the aster-

isk), and a term Bi that includes all other contributions to the signal throughput but is

independent of a target’s design wavelength λi. The quantities that we actually measure

from an exposure are the integrated photon counts

ni(λ, λi, hobs) =

∫ hobs+∆h/2

hobs−∆h/2

dni
dh

(λ, λi, h) dh (2.10)

' dni
dh

(λ, λi, hobs) ∆h , (2.11)

where hobs is the exposure midpoint hour angle and ∆h = 3.75◦ (15 minutes) is the expo-

sure duration. The variation of the integrand is sufficiently small over ∆h that we use the

trapezoidal approximation to the integral in the following. Figure 2.2 shows the distribution

of hobs − h0 for all DR12 observations.

The 20 spectrophotometric calibration targets on each plate, indexed by c, are chosen so

that their true SED fc(λ) can be directly estimated as f̃c(λ) using a stellar-model fit to their

observed photon counts nc(λ, λc, hobs). We use these SED estimates to provide estimates of
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the calibration factors C̃c(λ, λc, hobs) at 20 locations across each plate, and then interpolate

these factors to the locations of every fiber, C̃i(λ, λi, hobs). We then estimate the SED of all

targets on a plate as

f̃i(λ) = C̃i(λ, λi, hobs)
−1 ni(λ, λi, hobs)/∆h . (2.12)

A key point of this work is that the method used by the BOSS data processing pipeline

to interpolate the standard-star calibrations C̃c to other targets in the focal plane does not

account for differences in each target’s design wavelength λi. Since the calibration stars have

λc = 5400 Å, this only affects the quasar targets, which are designed with λi = 4000 Å.

Under the ideal guiding assumption, the SED mis-calibration of targets with λi 6= λc is the

ratio of acceptance fractions at the actual (λi) and assumed (λc) design wavelengths

R∗i (λ) ≡ A∗i (λ, λc, hobs)

A∗i (λ, λi, hobs)
, (2.13)

and our improved calibration consists of scaling the pipeline SED estimates by this factor

f̃i(λ)→ R∗i (λ) f̃i(λ) . (2.14)

To summarize, the corrections R∗i (λ) that we implement depend on:

• The actual fiber centering offsets d∗i (λ, λi, hobs) and the assumed offsets d∗i (λ, λc, hobs)

at the exposure midpoint hobs (both under ideal guiding conditions).

• The design hour angle h0, which determines the locations of each fiber on the focal

plane.

• The PSF size σ.

Figure 2.7 shows scatter plots of d∗i (λ, λi, hobs) versus d∗i (λ, λc, hobs) for all offset targets in
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DR12 observations (hobs and h0), for six different wavelengths λ, with contours of R∗i (λ)

superimposed for three different PSF sizes σ. Additionally, we show contours of R∗i (λ) for

a nominal PSF size assuming a Kolmogorov atmospheric turbulence model [Tatarskii, 1961]

which includes a wavelength dependent scaling of the nominal PSF FWHM ∝ λ−1/5 [Fried,

1966].

In Figure 2.8, we show the central 68% and 95% quantiles of R∗i (λ) for all 487,276 offset

targets in DR12. In general, the corrections R∗i (λ) are smooth, monotonic functions that

cross unity near 4500 Å(as expected, see Figure 2.3). Comparing with the subset of R∗i (λ)

where |hobs − h0| < 1.25◦ (5 minutes), approximately 10% of all observations, we see that

the vertical spread at the crossover λ is caused by plates observed away from their design

hour angle. On average, our model suggests that the observed quasar flux is overestimated

by ∼ 19% at and underestimated by ∼ 24% near 3600 Å and 10,000 Å, respectively.

2.4.4 Correction Parametrization

In order to summarize the general properties of our correction model for all DR12 observa-

tions, we fit a parametrized model

1 + c1 log λ/λ0 + c2 (log λ/λ0)2 (2.15)

to each throughput correction prediction R∗i (λ). Figures 2.9-2.11 show the median best fit

parameter per plate and its relationship to either aobs or (hobs − h0). The points in each

figure are colored by (aobs−a0) for the corresponding observation. The λ0 parameter, which

corresponds to the crossover point of the multiplicative correction, is strongly correlated with

(aobs−a0), as seen in Figure 2.9. The value of c1 sets the overall size of the correction and is

strongly correlated with the altitude of the observation, as seen in Figure 2.10. Figure 2.11

shows a similar relationship betwen the magnitude c2 and observing altitude. Observations

27



0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
d ∗i (λ,λi ,hobs) (arcseconds)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4
d
∗ i
(λ
,λ
c
,h

o
b
s)

 (
a
rc

se
co

n
d
s)

0.50

0.60

0.70

0.80

0.9
0

1.
11 1.

25

1
.4

3

1.
67

2
.0

0

λ = 3600 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
d ∗i (λ,λi ,hobs) (arcseconds)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

d
∗ i
(λ
,λ
c
,h

o
b
s)

 (
a
rc

se
co

n
d
s)

0.50

0.60

0.70

0.80

0.9
0

1.
11 1.

25 1.
43 1.

67

2
.0

0

λ = 4000 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
d ∗i (λ,λi ,hobs) (arcseconds)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

d
∗ i
(λ
,λ
c
,h

ob
s)

 (
ar

cs
ec

on
d
s)

0.50

0.60

0.70

0.80

0.9
0

1.
11

1.
25 1.
43 1.
67

2
.0

0

λ = 4500 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
d ∗i (λ,λi ,hobs) (arcseconds)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

d
∗ i
(λ
,λ
c
,h

ob
s)

 (
ar

cs
ec

on
d
s)

0.50
0.70

0.90

1.
11

1.
43

2
.0

0

λ = 5400 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
d ∗i (λ,λi ,hobs) (arcseconds)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

d
∗ i
(λ
,λ
c
,h

ob
s)

 (
a
rc

se
co

n
d
s)

0.50

0.60

0.70

0.80

0.90

1.
11 1.

25 1.
43 1.

67

2
.0

0

λ = 7000 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
d ∗i (λ,λi ,hobs) (arcseconds)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

d
∗ i
(λ
,λ
c
,h

ob
s)

 (
a
rc

se
co

n
d
s)

0.50

0.60

0.70

0.80

0.90

1.1
1 1.

25 1.
43

1
.6

7

2
.0

0
λ = 10000 

100

101

102

103

104

100

101

102

103

104

100

101

102

103

104

100

101

102

103

104

100

101

102

103

104

100

101

102

103

104

Figure 2.7: 2D histrogram of d∗i (λ, λi, hobs) and d∗i (λ, λc, hobs) focal plane position offsets
relative to the fiber hole center for all offset targets. The color of each 2D bin in a panel
corresponds to the number of entries as indicated by the panel’s adjacent vertical color bar.
The green and black contours represent levels of R∗i (λ) calculated assuming Gaussian and
Kolmogorov PSF shapes, respectively. In the panel labeled λ = 5400 Å the additional
dotted, solid, and dashed contours represent levels of R∗i (λ) for PSF FWHM of 1.2, 1.5, and
1.8 arcseconds, respectively.
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Figure 2.8: Throughput correction summary. The shaded regions correspond to the the
central 68% and 95% quantiles of the predicted correction at each wavelength. The black
solid and dashed lines similarily correspond to the central 68% and 95% quantiles of R∗i (λ)
for observations where |hobs−h0| < 1.25◦ (5 minutes), approximately 10% of all observations.

at higher altitude tend to have smaller c1 and c2 values, which corresponds to a smaller

correction. For reference, we also display the relationship between (hobs−h0) and (aobs−a0)

in Figure 2.12.

2.5 Validation

In order to validate our model, we use observations that have been calibrated with offset

standards, as described previously. In Figure 2.13, we display the median flux ratio of DR12

failed quasar spectra, with (blue) corrections and without (red) corrections, compared to their

corresponding spectra from the “validation” reduction. The corrections remove a wavelength-

dependent systematic bias in the distribution of BOSS quasar spectra. The vertical spread

in each distribution indicates that there are other factors affecting the calibration but that

they are independent of the effect described in this work. Figure 2.14 displays a similar

comparison between a set of quasar targets with spectroscopic observations in both BOSS

and SDSS-I. In this case, the SDSS-I observation is used for reference since focal plane

offsets were not introduced prior to BOSS. We note a significant drop off below 5000 Åbut

do not necessarily expect agreement between SDSS-I and BOSS because of changes to the
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Figure 2.9: Relationship between median fit parameter λ0 and hour angle difference (hobs −
h0) for all 2377 DR12 plates with offset targets. Points are colored by the corresponding
altitude difference (aobs − a0) for the observation.

spectrographs and the intrinsic variability of quasars on these timescales.

Following the assessment of spectrophotometric calibration performed in Dawson et al.

[2013], we calculate synthetic AB magnitudes [Oke and Gunn, 1983] using SDSS filter-curve-

weighted5 integration of spectra for BOSS targets and compare them to their targets’ cor-

responding SDSS imaging magnitudes [Gunn et al., 1998, Fukugita et al., 1996]. We apply

AB magnitude corrections for SDSS imaging magnitudes (mAB−mSDSS) used by the BOSS

data processing pipeline for the g-, r-, and i-band of 0.036, 0.015, and 0.013. The BOSS

spectrophotometric calibration of standard stars yields (g − r) colors that are on average

0.022 ± 0.003 magnitudes redder compared to their SDSS imaging magnitudes. Note that

we calculate the sample dispersion using the normalized median absolute deviation. For the

offset standards, the (g−r) colors are 0.117±0.004 magnitudes bluer before applying the cor-

rection and 0.006±0.004 magnitudes redder after. Using spectra from the validation pipeline
5http://www.sdss.org/instruments/camera/#Filters
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Figure 2.10: Relationship between median fit parameter c1 and observing altitude aobs for
all 2377 DR12 plates with offset targets. Points are colored by the corresponding altitude
difference (aobs − a0) for the observation.

yields (g−r) colors that are 0.010±0.003 magnitudes redder. Figure 2.15 displays the distri-

bution of color residuals ∆(g−r) between SDSS imaging and BOSS synthetic magnitudes for

the offset standards. The red and blue distributions correspond to synthetic magnitudes cal-

culated from the BOSS DR12 spectra before and after applying the corrections, respectively.

The black dashed line corresponds to synthetic magnitudes calculated using spectra from

the validation pipeline that uses offset standard stars for spectrophotometric calibration.

A complete listing of magnitude and color residuals for the relevant data samples is given in

Table 2.2. Our corrections generally remove a significant bias in the mean and reduce the

dispersion of the magnitude and color residuals.
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Figure 2.11: Relationship between median fit parameter c2 and observing altitude aobs for
all 2377 DR12 plates with offset targets. Points are colored by the corresponding altitude
difference (aobs − a0) for the observation.
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(aobs−a0) for all 2377 DR12 plates with offset targets. Points are colored by the corresponding
design hour angle h0 for the observation.
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blue (red) curve shows the median flux ratio between corrected (uncorrected) BOSS spectra
and their corresponding “validation” calibrated spectra. The shaded region corresponds to
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Figure 2.14: Median flux ratios of quasar spectra that were observed in both SDSS-I and
BOSS. The blue (red) curve shows the median flux ratio between corrected (uncorrected)
BOSS spectra and their corresponding SDSS-I spectra.
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Data Sample # Targets ∆(g − r) ∆(r − i) ∆g ∆r ∆i
Mean Disp. Mean Disp. Mean Disp. Mean Disp. Mean Disp.

Spec. standards 400 0.022 0.057 0.014 0.032 0.032 0.057 0.011 0.052 −0.004 0.060
Offset standards 486 −0.117 0.098 −0.053 0.068 0.084 0.122 0.201 0.159 0.255 0.214
Corr. offset standards 486 0.006 0.085 0.004 0.062 0.047 0.124 0.041 0.163 0.037 0.198
Spec. offset standards 486 0.010 0.077 0.008 0.058 0.054 0.086 0.044 0.097 0.036 0.127
Failed quasars 1,049 −0.067 0.132 −0.065 0.127 0.071 0.158 0.138 0.187 0.203 0.245
Corr failed quasars 1,049 0.058 0.135 −0.006 0.116 0.029 0.157 −0.028 0.186 −0.023 0.238

Table 2.2: Band-pass filter magnitude and color differences between SDSS imaging and synthetic AB magnitudes calculated
from BOSS spectra. The sample mean and dispersion are listed for various data samples. Dispersions are calculated as the
normalized median absolute deviation.
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Figure 2.15: Residual (g− r) color distribution between SDSS imaging and BOSS synthetic
magnitudes for a sample of offset standard stars. The red and blue distributions correspond
to synthetic magnitudes calculated from the BOSS DR12 spectra before and after the cor-
rection, respectively. The black dashed line corresponds to synthetic magnitudes calculated
from the modified data processing pipeline that uses offset standard stars for spectrophoto-
metric calibration.

2.6 Discussion

The corrections described here provide a significant improvement over the uncorrected quasar

spectra in DR12 and are publicly available6. However, there are limitations to attempting

to correct the quasar spectrophotometric calibration as a post-processing step after the data

processing pipeline, since many simplifying assumptions are required. In order to achieve

better results, it is necessary and desirable to use as much of the existing pipeline calibra-

tion algorithms as possible but with spectrophotometric standards observed with the same
6http://darkmatter.ps.uci.edu/tpcorr/.
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focal-plane offsets as the quasar targets. Short of including spectrophotometric standards

with focal plane offsets, the throughput corrections described here can be applied as a pre-

processing step of the calibration process. Other improvements over the method described

here include using a more realistic description for the PSF, using the actual guiding ad-

justments for determining centroid offsets, and applying corrections to individual exposures

prior to co-addition. This is especially relevant for the extended Baryon Oscillation Spec-

troscopic Survey (eBOSS) 7 of SDSS-IV, which uses similar focal plane offsets for quasar

targets. We are currently working with the eBOSS data processing team to implement the

throughput corrections described for individual exposures into the data processing pipeline.

The proposed Dark Energy Spectroscopic Instrument [DESI; Levi et al., 2013] includes an

atmospheric dispersion compensator in its design so the effects of ADR should be much

reduced for that survey.

2.7 Calibration Tests

The observed flux f obs
i for a target i related to its true flux f true

i by

f obs
i = f true

i Di (2.16)

where Di represents the distortion of the true flux caused by the atmosphere, telescope,

and/or spectrograph. If we could observe a “standard” target j under precisely the same

conditions (same sky position, focal plane hole, fiber cable, camera pixels) as target i, we

could fit for the distortion Dj using a model of the true flux fmodel
j and observation f obs

j .

Let’s call the thing we learn from this exercise the calibration Cj where

Cj ≡ Dj
−1 = fmodel

j /f obs
j (2.17)

7http://www.sdss.org/surveys/eboss/
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We could then estimate the true flux f est
i,j using information from both observations as

f est
i,j = f obs

i Cj

(
Dj

Di

)
(2.18)

If i and j were observed under the exact same conditions we could assume Di = Dj. Un-

fortunately, we can’t observe i and j under the exact same conditions so Di 6= Dj. The

measured fluxes will have different losses due to camera pixels, fiber cables, focal plane po-

sitions, atmospheric transmission, etc. For example, if we assume that the λdesign for the

fiber hole position is the only difference in the observations, the distortion ratio becomes

Dj/Di = Λj/Λi. More specifically, if the fiber for j is positioned for 5400 Å and the fiber i

is positioned for 4000 Å) our true flux estimate for i becomes

f est
i,j = f obs

i Cj

(
Λ5400

Λ4000

)
(2.19)

The pipeline does some fancy stuff to try to account for the ratio of distortions using multiple

“standards” distributed across the field of view during the observations. At the end of the

day we are left with something more like:

f est
i,{j} = f obs

i Ci,{j} (2.20)

where Ci,{j} is an estimate of the calibration for target i derived from a set of observed fluxes

{j}.
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2.8 How well do we measure Ci,{j}

If we estimate f true
i using two sets of “standard” targets {j} and {j′} we can compare the

calibrations using the ratio of flux estimates:

f est
i,{j}

f est
i,{j′}

=
Ci,{j}
Ci,{j′}

(2.21)

Then we can estimate the uncertainty in Ci,{j} using the distribution of ratios from a sample

of targets i. The uncertainty in the calibration is related to RMS of this distribution by a

factor of
√

2. For two sets of standards, {j} = 1 and {j′} = 2, the RMS of the distribution

of ratios is related to the RMS of each of the flux estimates:

σ2
f1/f2

|f1/f2|2
=
σ2
f1

f 2
1

+
σ2
f2

f 2
2

(2.22)

With the expectation that f = f1 = f2 and σf = σf1 = σf2 we have:

σ2
f1/f2

= 2σ2
f (2.23)

2.9 Half Plate Calibration Test

The calibration Ci for a target i is:

Ci,{j} = f est
i,{j}/f

obs
i (2.24)
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where i belongs to a plate p and a spectrograph s and the set of “standards” {j} is different

for each spectrograph. The spectrograph is related to a target’s fiber id by:

s =


1 : 1 ≤ i ≤ 500

2 : 501 ≤ i ≤ 1000

(2.25)

We can study the calibration due to the set of “standard” targets with the assumption that

there are not any other spectrograph dependent sources of error in an observation. The

mean correction for a spectrograph observation is obtained by averaging the corrections for

all the targets in each spectrograph for an observations:

Cp,s = 〈Ci{j}〉i,{j}∈p,s (2.26)

The average mean correction for either spectrograph over all observations is:

Cs = 〈Cp,s〉p (2.27)

A deviation from the mean correction for a spectrograph observation is:

∆Cp,s = Cp,s − Cs (2.28)

The RMS of the mean correction is:

σs =
√
〈C2

p,s〉p − C2
s ≡

√
〈∆C2

p,s〉p (2.29)

For an observation we can compare the relative calibrations in each spectrograph:

∆Cp = ∆Cp,2 −∆Cp,1 (2.30)
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The RMS of this distribution tells us about relative difference in calibration between spec-

trographs.
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Chapter 3

The Lyman-α Forest Sample

In this chapter, I describe the procedure for estimating the matter density field tracer δF (~r)

using quasar observations from the BOSS survey discussed in the previous chapter. I start by

summarizing the sample of quasar observations in Section 3.1. In Section 3.2, I describe the

pixel selection criteria and processing steps to set up efficient computation in the following

sections. Then, in Section 3.3, I detail the continuum fitting procedure that is used to esti-

mate the unabsorbed flux in the Lyman-α forest region of the quasar spectrum observations.

Finally, the transformation from flux measurements to the matter density field tracer δF (~r)

is explained in Section 3.4.

3.1 DR12Q Sample

This work uses BOSS quasar observations from the SDSS Data Release 12 (DR12) sample

[Dawson et al., 2013]. The quasar target selection of BOSS is described in Ross et al. [2012].

The DR12 Quasar Catalog (DR12Q) is used to select observations for this analysis. The

DR12Q is a manually curated catalog of BOSS quasar observations that have been visually
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identified and confirmed as described in Pâris et al. [2016]. In total, 155,446 high redshift

(2.1 < z < 3.5) quasars with optical spectra are used in this analysis. The distribution of

observations on the sky is shown in Figure 3.1 and spans the entire BOSS survey footprint,

which is approximately 10,400 square degrees or one quarter of the entire sky.

Figure 3.1: Distribution of DR12 high redshift (2.1 < z < 3.5) quasar observations on
the sky (Eckert IV projection). The data are binned in equal area pixels corresponding to
approximately 13.42 square degrees using HEALPix [Górski et al., 2005], with grid resolution
parameter Nside = 16. The color bar indicates the corresponding number of quasars per
square degree. The thick black line indicates the position of the galactic plane.

The DR12Q redshift estimate (indicated by Z_VI in the catalog) is used to select quasars

with redshift 2.1 < z < 3.5. The redshifts in the DR12Q catalog have been fit manually

starting from the automated estimate of the BOSS data reduction pipeline. Manual fitting

is sometimes necessary in cases where an emission line is misidentified, a dubious feature is

considered an emission line, or when emission lines are correctly identified but not properly

centered. The lower limit of the redshift cut is imposed by the lower limit of the wavelength

range of the BOSS spectrograph 3,600 Å < λobs < 10,500 Å. The upper limit is applied
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to the sample because the number density of quasars becomes low enough such that there

are not enough neighboring lines of sight to effectively probe the BAO scale. The redshift

distribution of all quasars in the DR12Q sample is shown in Figure 3.2, the vertical dashed

lines indicate the redshift limits described previously. In Figure 3.3, I show a few example

high signal-to-noise quasar observations with redshifts spanning the limits of the sample.

The most prominent emission line in all cases is Lyman-α. The Lyman-α forest is notably

visible on the blue side of the Lyman-α emission peak.

Figure 3.2: Redshift distribution of the DR12 quasar sample. The blue line shows the redshift
distribution for all visually confirmed quasars in DR12. The green and red lines show the
redshift distribution of visually confirmed quasars in DR12 that have been flagged with
ZWARNING and BAL_FLAG_VI, respectively. The vertical dashed lines indicate the boundaries
of the high redshift quasar sample (2.1 < z < 3.5) used in this work.
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Figure 3.3: Example high signal to noise quasar spectra. The corresponding redshifts are
approximately 2.2, 2.5, 3, and 3.5 from top to bottom.

44



In addition to the quasar redshift, a number of spectral features can potentially be used to

filter a sample for analysis. The most prominent and commonly used features to characterize

potentially biased spectra are Broad Absorption Lines (BAL) and Damped Lyman-α systems

(DLA). Observations that have been identified in the DR12Q catalog (via the BAL_FLAG_VI

flag) to contain BAL features are excluded. Observations with DLA are also indicated in

the DR12Q but usually one would mask or attempt to correct the region the spectrum

that contains the DLA. Other spectral features that potentially could systematically affect

a BAO measurement are metal absorption lines and sky lines. Attempts to mask or filter

pixels that are affected by these sources of contamination has been carried out by the BOSS

Lyman-α working group but have not seen any significant evidence that they impact the

final measurement of the BAO peak position. In the few cases where an object has been

observed on multiple occasions, the observation marked SPEC_PRIMARY is used. Finally, we

require that spectra have ZWARNING equal to zero from the BOSS data reduction pipeline

which indicates that a spectrum has no known problems.

3.2 Pixel Selection

The goal of this phase of the analysis is to process and organize the data so that the following

operations can be performed efficiently in parallel whenever possible. First, each spectrum

is normalized by the integrated inverse variance weighted flux between 1,275 Å < λrest <

1,285 Å, where λrest = λobs/(1 + zquasar). Then, spectral observations are trimmed to only

contain pixels in the Lyman-α forest, defined as 1,040 Å < λrest < 1,200 Å (conservatively

between the Lyman-α and Lyman-β hydrogen transition wavelengths). Additionally pixels

with wavelength less than 3,600 Å are excluded due to the significant drop off of signal-

to-noise in the BOSS spectrographs. Pixels that are masked by the BOSS data reduction

pipeline are ignored, as well as those with inverse variance equal to zero. Figure 3.4 shows the
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observed flux in the forest region after normalizing each of the spectra. Each row corresponds

to a unique quasar spectrum, using one of every hundredth quasar in redshift sorted order.

After pixel selection, the spectra are down-sampled by a factor of three, using an inverse

variance weighted average. This is done to reduce the overall number of pixels in the cor-

relation function estimate which naively has a computational complexity of O(N2) where

N is the total number of pixels in the sample and N2 is effectively the number of pixel

pairs, approximately (150, 000 × 400)2 = 3.6 × 1015. Down-sampling by a factor of three

reduces the computational cost by nearly an order of magnitude, with negligible impact on

the measurement.

Finally, the spectra are transformed to their corresponding rest frames, effectively aligning

the sample for efficient use matrix operations in the following steps. Figure 3.5 shows the

sample after aligning the data in the quasar rest-frame.
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Figure 3.4: One percent of the DR12 Lyman-α forest sample aligned in the observing frame.
The observed flux in the forest region has been normalized by the inverse variance weighted
average flux observed between 1, 275 Å < λrest < 1, 285 Å of the corresponding quasar.
Each row corresponds to a unique quasar spectrum, using one of every hundredth quasar in
redshift sorted order.
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Figure 3.5: One percent of the DR12 forest sample aligned in the rest frame. The plot on the
left shows the normalized flux values of pixels aligned in the quasar rest frame. The redshift
of the corresponding absorbers is shown on the right where the color scale from lightest to
darkest corresponds to the interval 1.9 < z < 3.5.
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3.3 Continuum Fitting

The approach described here has been developed to emphasize computational efficiency. The

aim is to establish a baseline analysis that will serve as a starting point so that future analyses

can test and assess a multitude of potential systematic effects and analysis design decisions.

The basic idea is to turn the continuum fitting problem into one that can be solved using

the method of linear least squares. Note that, for given quasar observations, the observed

flux at wavelength λo from the quasar q can be modeled as

f(q, λo) = a(q) (λr/λ?)
b(q) C(λr)F̄ (λo)(1 + δF (q, λo))T (λo) (3.1)

where λr = λo/(1 + zq) is the rest-frame wavelength of the quasar. The term C(λr) rep-

resents a universal mean unabsorbed quasar spectrum. The function T (λo) represents an

observed frame transmission function. The parameters a(q) and b(q) allow for variation in

the normalization and slope of individual quasars. The mean quasar transmission in the

forest is given by F̄ (λo). The observed wavelength is interchangeable with the redshift of

the intervening Lyman-α absorbing neutral hydrogen via λo = (1 + z)λα. The fluctuations

in transmission that we seek to measure from the data are represented by δF . In order to

simultaneously fit for individual quasar shape parameters and the universal continuum and

transmission model, we treat the fluctuations as noise and linearize the model by taking the

log. Equation (3.1) becomes

log f(q, λo) = log a(q) + b(q) log λr/λ? + log F̄ (λo) + logC(λr) + log T (λo) . (3.2)

To keep the baseline analysis as simple as possible, we model the mean absorption in the

Lyman-α forest using F̄ (λo) = exp(−τ(λo)) and assume a power law model for the redshift

49



evolution of τ(λo) = α(1 + z)β following FG08, which leads to

log f(q, λo) = log a(q)+b(q) log λr/λ?+logC(λr)−α(1+z)β−log(1+zq)+log T (λo) . (3.3)

Figure 3.6 shows the continuum C(λr) in the lyman alpha forest region (1040 < λr < 1200)

DR12 high redshift quasars. Figure 3.7 shows the distributed of fitted shape parameters a

and b for the sample.

Figure 3.6: Fitted continuum C(λr) in the lyman alpha forest region (1040 Å < λr < 1200 Å)
DR12 high redshift quasars.
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Figure 3.7: Distribution of fitted shape parameters a and b.
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3.3.1 Method of Least Squares

For N observations, y, with covariance C, and M model parameters, β, the least squares

solution to the overdetermined (N > M) set of linear equations,

Xβ = y , (3.4)

is given by

β̂ = [XTC−1X]−1[XTC−1y] , (3.5)

where the matrix X encodes the structure of the linear model. The matrix X is N by M ,

where N is the total number of quasar pixels andM is the total number of model parameters.

This matrix is sparse; there are fewer than 5N nonzero entries.

The estimate, β̂, minimizes the χ2 objective function,

χ2 = [y −Xβ]TC−1[y −Xβ] . (3.6)

The model matrix X is computed for the pixel sample described in the previous section

for corresponding y pixel fluxes. The linear_model solver from the scikit-learn python

package is used to estimate β̂.

Assuming that the covariance matrix is diagonal (uncertainties are uncorrelated), a weighted

least squares fit can be performed by substituting X =
√
C−1 X̃ and y =

√
C−1 ỹ, where the

tilde represents the unweighted quantity. However, in this analysis, we assume equal weights

since further study must be done to properly understand how the actual pixel variances

transform after linearization.
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3.4 The Matter Density Tracer Field δF

Rearranging Equation (3.1) yields our estimate for the field δF along a line of sight

δF (q, λo) = f(q, λo)/
(
a(q) (λr/λ?)

b(q) F̄ (λo)C(λr)
)
− 1 (3.7)

An example delta field along a single line of sight is shown in Figure 3.8. The pixel flux

variances are similarly transformed to be variances of our δF values. The observed variance

in the distribution of δF due to cosmic variance is added in quadrature. The mean δF

as a function of observed wavelength for the entire data sample is shown in Figure 3.9.

Ideally, the mean δF should be zero but we clearly see structure at wavelengths associated

with absorption and emission in the observing frame. For example, the calcium H and K

absorption lines are apparent in Figure 3.9. Although there is residual structure, Slosar et al.

[2013] and Busca et al. [2013] showed that there is not a significant impact on the position

of the BAO peak position.

The observed matter density tracer field along the quasar line of sight δF (q, λo) can be written

as δF (~r) where

~r ≡ (r, α, δ) ≡ (dC(z), α, δ) (3.8)

with the co-moving line of sight distance

dC(z) = dH

∫ z

0

dz′

E(z′)
(3.9)

and the Hubble distance dH = c/H0 and

E(z) =
√

Ωm(1 + z)3 + Ωk(1 + z)2 + ΩΛ (3.10)
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where the redshift z is determined by

z = λo/λLyα − 1 . (3.11)

Figure 3.8: Example fit for a single quasar. The top panel shows the observed flux in the
Lyman alpha forest for this quasar. The fitted unabsorbed continuum is shown in blue. The
bottom panel shows the corresponding delta field.
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Figure 3.9: Mean δF per observed wavelength. The calcium H and K absorption lines are
clearly visible.
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Chapter 4

The correlation function and its

covariance

In the previous chapter, I described the procedure for taking observed spectra of quasars

and transforming them into measurements of δF (α, δ, z). The objective of this chapter is to

compute the correlation of δF and its covariance.

4.1 Correlation function estimate

After estimating the transmitted flux fraction field, δF , we estimate its auto-correlation. A

correlation function is a statistical correlation between random variables at two different

points in space or time, usually as a function of the spatial or temporal distance between

the points. We can use correlation functions to characterize how far and on what scales the

distribution of points differs from a random distribution [Ivezić et al., 2014]. The probability

of finding a point in a volume element, dV , is directly proportional to the density of points,

ρ. The probability of finding a pair of points in two volume elements, dV1 and dV2, separated
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Quantity Count % Reduction
Lines of sight 152,768 -
LOS pairs 23,338,061,824 -
Distinct LOS pairs 11,668,954,528 50.0%
Distinct LOS pairs considered 69,332,985 99.4%
Distinct LOS pairs used 34,356,219 50.4%
Pixels 26,147,581 -
Pixel pairs 683,695,992,151,561 -
Distinct pixel pairs 341,847,983,001,990 50.0%
Distinct pixel pairs considered 1,005,960,788,725 99.7%
Distinct pixel pairs used 260,122,842,193 74.1%

Table 4.1: Pixel pair counts

by a distance, r, is given by

dP12 = ρ2dV1dV2 (1 + ξ(r)) (4.1)

where ξ(r) is known as the two-point correlation function. The two-point correlation function

relates directly to the power spectrum, P (k), through the Fourier transform,

ξ(r) =
1

2π

∫
dkk2P (k)

sin(kr)

kr
(4.2)

where the scale of the function, λ, is related to the wave number k by k = 2π/λ. The

correlation function can be used to describe the density of fluctuations of sources by

ξ(r) = 〈δ(x)δ(x+ r)〉 , (4.3)

where δ(x) = (ρ − ρ̄)/ρ is the density contrast, relative to the mean value of ρ̄, at position

x. The naive computation scaling of the n-point correlation function, where we evaluate

all permutations of points is O(Nn), with N the size of the data and n the order of the

correlation function. The computational expense of this operation can become prohibitive

for large samples of points.
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Figure 4.1: Line of sight correlation function of δF (λr). The correlation function is binned
as a function of wavelength ratio.

4.2 Binning coordinates

We seek to measure:

ξ(r, µ, z) ≡ 〈δ(s1)δ(s2)〉 − 〈δ(s1)〉〈δ(s2)〉 (4.4)

where

|s1 − s2| = r , |s1| − |s2| = µr ,
1

2
|s1 + s2| = c

∫ z

0

dz′

Hfid(z′)
(4.5)

We estimate the correlation function in bins of

ξijk = ξ(rijk, µijk, zk) (4.6)
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where

rijk =
√
r2
‖(∆vi, zk) + r2

⊥(∆θj, zk) (4.7)

and

µijk = r‖(∆vi, zk)/rijk (4.8)

A pair of pixels (i, j) with line of sight separation angle ∆θij, line of sight separation ∆vij =

c log λj/λi and redshift zij =

√
λiλj

λα
− 1. Where λα ≈ 1216 Å is the wavelength of light

associated with the energy of the n = 2 to n = 1 transition of neutral Hydrogen.

There are three sets of binning coordinates: polar (r, µ, z), Cartesian (r‖, r⊥, z), and observing

(∆ log λ,∆θ, λ). A fiducial cosmology must be chosen to translate observing coordinates

into polar or Cartesian. We assume a homogeneous ΛCDM universe with ΩΛ = 0.73 and

ΩM = 1 − ΩΛ. We compute the co-moving distance for all observed pixels in the Lyman

alpha forest assuming this cosmology.

4.3 Sky bins

In order to facilitate computation of the correlation function over a finite volume, we as-

sign observations into small sky bins. A natural binning scheme is to use the observations

plates for this, however, these are of fixed size and are overlapping. We additionally employ

HEALPix, a technique commonly used in the CMB community. Now instead of searching for

neighboring sightlines over the entire survey, we only have to look in neighboring sky bins.

This significantly reduces the computational complexity of the correlation function estimate.

We calculate the minimum redshift of our survey volume as zmin = 10 (log λmin − log λLyα)−1

and calculate the transverse co-moving distance, DM,max at this redshift for the appropriate
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binning scheme. For observing coordinates, this is specified. For Cartesian this corresponds

to θmax = r⊥,max/DM,max. And for polar coordinates, θmax = rmax
√

1− µ2
min/DM,max. For

N objects, there are N2 possible pairs. If we exclude cases where i == j then we have

N(N − 1) and not repeated pairs i, j == j, i then we have N(N − 1)/2 distinct pairs.

For example, using just the observations from the southern galactic cap, we have 39,118

lines of sight. There are 6,759,094 total analysis pixels yielding an average of 172.787

per LOS. There are 765,089,403 distinct LOS Pairs and 22,842,672,470,871 distinct pixel

pairs. Whole sky, 157,843 sight lines. 12,457,127,403 distinct LOS pairs, 74,395,900 con-

sidered (0.6%), 36,861,872 used (50%). Distinct pixel pairs 370,632,343,404,576, considered

1,095,587,702,034 (0.3%), used 281,469,767,392 (25%). Runtime is 183m10.299s on laptop.

We can exploit the spatial structure in the observations to trim this down.

4.3.1 HEALPix

We do this by splitting the sky into equal area quadrilaterals using HEALPix. Then, for

a given quasar, we can restrict our comparison to the nearby HEALPix bins. Check out

Figure 4.2 for a killer example. We set the distance of HEALPix bins to include equal to our

maximum scale (r = 200 Mpc/h) at the minimum redshift of our δ-field (z ≈ 1.96) where

the transverse comoving scale is ∼ 3681.2 Mpc/h. This scale is 0.0543301radians. Using

this technique, we cut our comparisons done by ∼ 98%. There is still a small amount of

related to the HEALPix bin size, in this case, only ∼ 50% of the LOSes are actually within

200 Mpc/h. This similarly cuts down the number of pixels that we have to compare. There

is another overhead in pixel comparison because our quasars are at various redshifts. At the

end of the day, ∼ 0.28% of distinct pixel pairs are used to estimate ξ(r). For a pair of pixels,

we check that they are within the binning grid. The first check is on the separation along

the line of sight. The check is on the
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Figure 4.2: Example sight line distribution in small patch of sky. The left panel shows the 2D
distribution of sight lines in a region of sky around a particular line of sight (black dot). The
green quadrilaterals correspond to HEALPix boundaries. The purple circles correspond to
the plate outline of BOSS observations. The blue (gray) points indicate neighbors in nearby
sky pixels inside (outside) the maximum angular scale, which is indicated by the red circle.
The right panel shows the sight line distribution in the parallel and transverse directions
relative to a single line of sight (black line). The segments of sightlines within 200 Mpc/h
of the example sight line are colored green.

4.4 Covariance matrix

In order to fit for the BAO peak position, we must also estimate the covariance matrix of

the binned correlation function. We can estimate the covariance matrix C(A,B) via sub-

sampling by re-using the correlation function estimates in separate sky regions described

above. Another method used by the BOSS Lyman-alpha working group is a Rick expansion

of the four-point function of the δF field.

4.4.1 Sub-sampling

We estimate the covariance of the correlation function

〈ξijkξi′j′k′〉 − 〈ξijk〉〈ξi′j′k′〉 (4.9)
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Figure 4.3: 1D correlation function.

via sub-sampling by rewriting this as

CAB =
1

WAWB

∑
ij∈A

∑
kl∈B

wiwjwkwl

(
〈δ̂iδ̂j δ̂kδ̂l〉 − 〈δ̂iδ̂j〉〈δ̂kδ̂l〉

)
(4.10)

WA =
∑
ij∈A

wiwj, and, WB =
∑
kl∈B

wkwj (4.11)

Estimate CAB by dividing footprint into subsamples ξsA, ξsB

CAB =
1

WAWB

∑
s

WAWB

(
ξ̂sAξ̂

s
B ξ̂A − ξ̂B

)
(4.12)
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Figure 4.4: Correlation function estimated in (r, µ) bins.

where W s
A are the sums of weights in subsample s

neglect inter-forest sub-samples:

CAB =
1

WAWB

∑
ij∈A

∑
kl∈B

wiwjwkwlξ1d(λi/λk)ξ1d(λj/λl) (4.13)

4.4.2 Smoothing

Smooth the covariance matrix with the assumption that the correlation coefficient,

c(A,B) =
C(A,B)√

C(A,A)C(B,B)
, (4.14)
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depends only on the difference of separations of bins A and B, on ∆r‖ = r‖ − r′‖ and

∆r⊥ = r⊥− r′⊥. Therefore, correlation coefficients with the same ∆r‖ and ∆r⊥ are averaged

and assigned to each element of c(A,B).

Elements close to zero are clipped to zero to avoid numerical representation issues.

The final smoothed covariance matrix is given by:

C̃(A,B) = c̄(∆r‖,∆r⊥)
√
C(A,A)C(B,B) . (4.15)

These assumptions as justified and validated in xyz which show estimates of the covariance

via this procedure accurate at the few percent level.

4.5 Summary

In this section I have described how to estimate the transmitted flux density field’s correlation

function the corresponding covariance. using three binning techniques and two sub sampling

methods. In the next chapter, I will describe how the BAO peak position is measured from

the estimated correlation function and covariance.
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Figure 4.5: Covariance matrix of the 1D correlation function.
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Chapter 5

Cosmological Fits

In this chapter I describe the fitting method procedure used to measure the BAO scale from

the correlation function estimate described in the previous chapter. Much of this is described

in more detail in Kirkby et al. [2013]. We have a correlation function estimate ξ(r‖, r⊥), now

fit a cosmological model to determine α‖ and α⊥. Summarize method for fitting correlation

function.

5.1 Models and Parameters

We model a measurement of the correlation function

ξ(r, µ, z) ≡ 〈δ(s1)δ(s2)〉 − 〈δ(s1)〉〈δ(s2)〉 (5.1)
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where the ensemble averages are taken over realizations of a (possibly biased) tracer δ(s) of

the large-scale distribution of matter in redshift space s, with (r, µ, z) defined via1

|s2 − s1| = r , |s2| − |s1| = µ · r ,
1

2
|s2 − s1| = c

∫ z

0

dz′

Hfid(z′)
(5.2)

for some fiducial cosmology with Hubble function Hfid(z). The model combines a cosmologi-

cal prediction ξcosmo with a parametrization of possible multiplicative and additive broadband

distortions introduced by the analysis method.

5.1.1 Physical Coordinates

The physical coordinates for a pair of pixels (i, j) measured in the absorption spectra of two

quasars are the separation angle ∆θij between the quasar lines of sight (∆θij = 0 if the pixels

are taken from the same quasar’s spectrum) and the observed absorption wavelengths λi and

λj. We convert the observed wavelengths to a relative velocity for the absorption systems2

∆vij = c log (λj/λi) (5.3)

and an average absorption redshift

zij =

√
λiλj

λα
− 1 (5.4)

where λα ' 1216 Å is the rest wavelength of the Lyman−α transition which determines pixel

redshifts zi = λi/λα − 1. We calculate the corresponding co-moving separations along (r‖)

1We use the notation µ ≡ ẑ · r̂ and µk ≡ ẑ · k̂
2This definition is not identical to the Doppler velocity that an observer at one absorber would measure

for the other absorber, but does agree to second order in the wavelength ratio
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and perpendicular to (r⊥) the line of sight as

r‖ = DC,fid(zj)−DC,fid(zi) =
1 + zij
Hfid(zij)

·
[
1 +O(∆vij/c)

2
]

(5.5)

r⊥ = DA,fid(zij) ·∆θij = c

∫ zij

0

dz′

Hfid(z′)
·∆θij (5.6)

where DC,fid(z) and DA,fid(z) are the co-moving line of sight and angular distance functions,

respectively, for the assumed fiducial cosmology Hfid(z).

5.1.2 Cosmological Models

We build the cosmological model starting from an isotropic linear power spectrum predication

P̃ (k, z0) at some reference redshift z0, then embed this prediction in redshift space (we use

tildes to denote linear-theory predictions without any redshift space distortions). In the

general case of plane-parallel redshift-space distortion r → (r, µ) we have:

ξcosmo(r, µ, z0) =
∑
` even

L`(µ)ξ`,cosmo(r, z0) (5.7)

with

ξ`,cosmo(r, z0) =
i`

2π2

∫ ∞
0

k2j`(kr)P`(k, z0)dk (5.8)

where L` is the Legendre polynomial, j` is the spherical Bessel function, and P`(k, z0) are

the multipoles of the redshift-distorted power spectrum P (k, µk, z0) with µk ≡ ẑ · k̂:

P`(k, z0) =
2`+ 1

2

∫ +1

−1

P (k, µk, z0)L`(µk)dµk . (5.9)
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Specializing to linear theory and the distant observer approximation, the infinite series of

ξcosmo(r, µ, z0) is truncated at ` = 4, with

P̃`(k, z0) = b2(z0)C`(β(z0))P̃ (k, z0) (5.10)

and

C`(β) ≡ 2`+ 1

2

∫ +1

−1

(
1 + βµ2

k

)2
L`(µk)dµk =


1 + 2

3
β + 1

5
β2 ` = 0

4
3
β + 4

7
β2 ` = 2

8
35
β2 ` = 4

, (5.11)

where b(z) and β(z) are the tracer bias and redshift-space distortion paramter at redshift z,

respectively. We can therefore write

ξcosmo(r, µ, z0) = b2(z0)
∑
`=0,2,4

C`(β(z0))L`(µ)ξ̃`,cosmo(r, z0) (5.12)

in terms of the undistorted linear-theory multipoles

ξ̃`,cosmo(r, z0) =
i`

2π2

∫ ∞
0

k2j`(kr)P̃ (k, z0)dk . (5.13)

Non-linear Effects

The expected effects of non-linear structure growth on the BAO feature can be modeled with

an anisotropic Gaussian roll-off of the linear power spectrum [Eisenstein et al., 2007]:

P̃NL(k, µk, z0) = exp(−k2Σ2(µk)/2 · P̃ (k, z0)) (5.14)
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where

Σ2(µk) = µ2
kΣ

2
‖ + (1 + µ2

k)Σ
2
⊥ . (5.15)

Redshift Evolution

In general, we model the redshift evolution of a parameter p(z) for z near z0 in terms of two

parameters p0 and γp via

p(z) = p0

(
1 + z

1 + z0

)γp
. (5.16)

We apply this evolution to the parameters b2(z) and β(z), introduced above, and to the BAO

scale parameters αiso(z), α‖(z), and α⊥(z) introduced below. Given a covariance matrix for

the parameters p0 and γp,

Cp =

 σ2
0 ρσ0σγ

ρσ0σγ σ2
γ

 (5.17)

where

J =

(
δp(z)

δp0

,
δp(z)

δγp

)
(5.18)

is the Jacobian. The error on p(z) is smallest at

log

(
1 + z

1 + z0

)
= −b− ρa+

√
b2 − (1− ρ2)a2 (5.19)

with

a ≡ σ0

ρ0σγ
, b ≡ 1

2γp
. (5.20)
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Figure 5.1: Two-dimensional representation of r2ξ(r⊥, r‖) in units of (h−1Mpc)2. The right
panel shows the measurement and the left panel shows the best-fit model. The BAO feature
is at r ∼ 100h−1Mpc. The effects of metal-Lyα correlations are seen in the lowest r⊥ bin,
in particular the peak at 50 < r‖ < 70h−1Mpc due to SiIIa and SiIIb.

5.1.3 DR12

The DR12 two-dimensional representation of r2ξ(r⊥, r‖) is shown in Figure 5.1. The right

panel shows the measurement and the left panel shows the best-fit model. The BAO feature

is at r ∼ 100h−1Mpc. The effects of metal-Lyα correlations are seen in the lowest r⊥ bin,

in particular the peak at 50 < r‖ < 70h−1Mpc due to SiIIa and SiIIb.

5.2 Results

The two-dimensional ∆χ2 surface for α‖ and α⊥ for DR12 and a mock catalog are presented

in Figure 5.3 and Figure 5.4, respectively. Note the significant extended plateau in the α⊥

direction in Figure 5.3. This plateau resembles those seen using less sophisticated contin-

uum fitting procedures explored by the BOSS LyaF working group [Delubac et al., 2015].

Figure 5.4, the surface seems to be somewhat more sharply peaked near the fiducial values
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Figure 5.2: Correlation function for the metal-free mocks in four ranges of µ. The black
curves correspond to mocks with Lyα absorption but without the addition of a quasar
continuum. The red points and curves correspond to mocks with the addition of a continuum.
The points correspond to stacks of 100 mocks and the light curves to individual mocks. The
heavy curves correspond to the input model.
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for α⊥ and α‖, although the faint blue region indicates a similar extended plateau as in

Figure 5.3.

Figure 5.3: 2D ∆χ2 surface of α⊥ and α‖ for DR12. The ∆χ2 surface values are indicated
by the colorbar on the right. Contours corresponding to 1-, 2-, and 3-σ are shown in black.
Note the significant extended plateau in the α⊥ direction. This plateau resembles those seen
using less sophisticated continuum fitting procedures explored by the BOSS LyaF working
group [Delubac et al., 2015]

.

A comparison of the fitted α⊥ and α‖ on a set of ten mock catalogs is shown in Figure 5.5.

The figure compares the results of the BOSS analysis on noiseless mocks, the BOSS analysis

on full mocks (noise + metals), and the analysis described in this work on noisey mocks

without metals. The spread is comparable between the various analyses, however a sample
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of 10 points is too small to draw any firm conclusions.
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Figure 5.4: 2D ∆χ2 surface of α⊥ and α‖ for mock-000. The ∆χ2 surface values are indicated
by the colorbar on the right. Contours corresponding to 1-, 2-, and 3-σ are shown in black.
While, the surface seems to be somewhat more sharply peaked near the fiducial values for
α⊥ and α‖, the faint blue region indicates a similar extended plateau as in Figure 5.3.
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Figure 5.5: Measured α⊥ and α‖ for 10 mock catalogs. The blue pluses, orange cross, and
green circles indicate the fitted α⊥ and α‖ on 10 mock catalogs using the BOSS analysis
on noiseless mocks, the BOSS analysis on full mocks (noise + metals), and the analysis
described in this work on noisey mocks without metals. The spread is comparable between
the various analyses, however a sample of 10 points is too small to draw any firm conclusions.
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Chapter 6

Cosmological implications of baryon

acoustic oscillation measurements

In this chapter I discuss the cosmological implications of baryon acoustic oscillation mea-

surements. First I relate the measurements of α‖ and α⊥ back to the standard ruler rd.

Next, I summarize BAO scale measurements form the BOSS galaxy and LyaF surveys, fo-

cusing on the combination of the LyaF auto-correlation and LyaF-QSO cross-correlation

measurements. Finally, I discuss constraints on cosmological models using Planck MCMC

chains.

6.1 From alpha to distance measures

As discussed in Chapter 1, the baryon acoustic oscillation (BAO) scale is computed from

first principles, using physical parameters that are well constrained by cosmic microwave

background (CMB) data. BAO measurements in the line-of-sight dimension allow direct

determination of the expansion rate H(z). The comoving angular diameter distance DM ∝
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∫ z
0
cH−1(z)dz is also constrained from transverse clustering.

The BAO scale is set by the radius of the sound horizon at the drag epoch zd when photons

and baryons decouple,

rd =

∫ ∞
zd

cs(z)

H(z)
dz (6.1)

For reasonable variations relative to a fiducial model, the ratio of BAO scales is given accu-

rately by the ratio of rd values from the equation above. Thus, a measurement of α⊥ from

clustering at redshift z constrains the ratio of the comoving angular diameter distance to the

sound horizon:

DM(z)/rd = α⊥DM,fid(z)/rd,fid . (6.2)

A measurement of α‖ constrains the Hubble parameter H(z) and the analogous quantity:

DH(z) = c/H(z) , (6.3)

with

DH(z)/rd = α‖DH,fid(z)/rd,fid . (6.4)

An isotropic BAO analysis measures some effective combination of these two distances. If

redshift-space distortions are weak, then the constrained quantity is the volume average

distance

DV (z) =
[
zDH(z)D2

M(z)
]1/3

, (6.5)
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Name Redshift DV /rd DM/rd DH/rd
6dFGS 0.106 3.047± 0.137 - -
MGS 0.15 4.480± 0.168 - -

BOSS LOWZ Sample (DR12) 0.32 8.611± 0.095 8.774± 0.142 25.926± 0.761
BOSS CMASS Sample (DR12) 0.57 13.784± 0.142 14.774± 0.237 21.042± 0.523
Margala auto-correlation (DR12) 2.33 - 38.673± 6.915 8.870± 0.392
LyaF auto-correlation (DR12) 2.33 - 37.770± 2.130 9.070± 0.310

LyaF-QSO cross-correlation (DR11) 2.36 - 36.288± 1.344 9.000± 0.300
Combined LyaF (DR11) 2.34 - 36.489± 1.152 9.145± 0.204

Table 6.1: Summary of BAO constraints. These values are taken from Jones et al. [2009]
(6dFGS), Beutler et al. [2011] (MGS), Alam et al. [2017] (BOSS galaxies), Bautista et al.
[2017] (BOSS LyaF auto-correlation) and Font-Ribera et al. [2014] (BOSS LyaF cross-
correlation). Note that the BOSS galaxy and LyaF auto-correlation results are based on
DR12, however, the LyaF-QSO cross-correlation and combined LyaF results are from DR11.

with

DV (z)/rd = αDV,fid(z)/rd,fid . (6.6)

6.2 BAO constraints

A summary of BAO measurements from various surveys is presented in Table 6.1.

6.2.1 LyaF auto-correlation

The BAO scale was first measured at higher redshift (z ∼ 2.4) from the auto-correlation of

the Lyα forest fluctuations in the spectra of high-redshift quasars from BOSS DR9 [Busca

et al., 2013, Kirkby et al., 2013, Slosar et al., 2013] following the pioneering work of measuring

3D fluctuations in the forest [Slosar et al., 2011]. Improved measurements using roughly twice

as many quasar spectra from BOSS DR11 are presented in Delubac et al. [2015] and the full

BOSS DR12 analysis is presented in Bautista et al. [2017].
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6.2.2 LyaF-QSO cross-correlation

BAO have also been measured in the cross-correlation of the Lyα forest with the density

of quasars in BOSS DR11 [Font-Ribera et al., 2014]. While the number of quasar-pixel

pairs is much lower than the number of pixel-pixel pairs in the auto-correlation function, the

clustering signal is much stronger because of the high bias factor of quasars.

6.2.3 Joint LyaF auto and cross correlation

Combine the LyaF auto-correlation and LyaF-QSO cross-correlation measurements. Even

though these results are derived from the same volume, we can consider them as independent

because their uncertainties are not dominated by cosmic variance. They are dominated

instead by the combination of noise in the spectra and sparse sampling of the structure in

the survey volume, both of which affect the auto-correlation and cross-correlation almost

independently. A number of tests using mock catalogs and several analysis procedures are

presented in Delubac et al. [2015], finding good agreement between error estimates from

the likelihood function and from the variance in mock catalogs. This independence allows

us to add the χ2 surfaces from both publications, which are publicly available at http:

//darkmatter.ps.uci.edu/baofit/.

6.3 Visualizing BAO constraints

Figure 6.1 shows H(z)/(1 + z), which is the proper velocity between two objects with a

constant comoving separation of 1 Mpc. This quantity is declining in a decelerating universe

and increasing in an accelerating universe. The x-axis is set to be
√

1 + z, which makes

H(z)/(1+z) a straight line of slope H0 in an Einstein-de-Sitter (Ωm = 1) model. Transverse
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BAO measurements are shown in Figure 6.2. These are plotted as c ln(1 + z)/DM(z) so that

a constant (horizontal) line in the H(z)/(1 + z) plot would produce the same constant line

in this panel, assuming a flat universe. This quantity would decrease monotonically in a

non-accelerating flat cosmology.

The quantities in both Figure 6.1 and Figure 6.2 approach H0 as z approaches zero, inde-

pendent of other cosmological parameters. Note that the H(z) and DM(z) measurements

from a given data set at a particular redshift are covariant. In these figures, the points are

anti-correlated. For example, if H(z) at z = 2.34 were scattered upward by a statistical

fluctuation, then the corresponding z = 2.34 point in Figure 6.2 would, labeled "Margala",

be scattered downward. Note that the uncertainty in measurement of DM(z) presented in

this work is much larger than published BOSS result. This is not surprising as there are

several differences between the methods and the BOSS analysis significantly more mature.

Both figures show predictions for a flat ΛCDM model with Ωm = 0.3 and H0 = 67.3 ±

1.1 km s−1 Mpc−1 as determined from a combination of SNIa and BAO results from Aubourg

et al. [2015]. It is also interesting to note that the value of DM(1090) from the angular scale

in the CMB, transformed to c ln(1+z)/DM(z) = 151 km s−1 Mpc−1 at z = 1090 with percent

level accuracy, is a factor of two larger than any of the low-redshift values in Figure 6.2.

6.4 Constraints on Dark Energy Models

The combination of BAO measurements with precise CMB measurements from the Plank

and WMAP satellites yields tight constraints on the parameters of the ΛCDM cosmological

model and on one-parameter extensions of this model. Figure 6.3 and Figure 6.4 compare

the predictions of models constrained by CMB data to the BOSS BAO constraints on DM

and DH at z = 0.57 and z = 2.34, from CMASS galaxies and the LyaF. Figure 6.3 shows
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Figure 6.1: BAO measurements and model predictions of H(z) as a function of redshift, with
physically informative scalings. The quantity plotted is H(z)/(1 + z), the proper velocity
between objects 1 comoving Mpc apart. The x-axis is set to

√
1 + z so that a pure matter

universe (Ωm = 1) appears as a decreasing straight line

results for oΛCDM models (base_omegak/planck_lowl_lowLike_highL), which assume a

constant dark energy density but allow non-zero space curvature. Each point in the left

and middle panels represents a model from the Planck Collaboration MCMC chains, based

on a combination of Planck, WMAP polarization, and ACT/SPT data. The right panel

shows the one-dimensional PDF for the curvature parameter Ωk and the equation of state

parameter w in Figure 6.3 and Figure 6.4, respectively. Figure 6.4 shows results for wCDM

models (base_w/planck_lowl_lowLike_highL), which assume a flat universe but allow a

constant equation-of-state parameter w ≡ p/ρ 6= −1 for dark energy. The CMB data alone

are consistent with a wide range of w values, and they are generally better fit with w < −1.

However, the combination with CMASS BAO data sharply limits the acceptable range of

w, favoring values close to −1.0 (a cosmological constant). Improving the fit to LyaF BAO

results by going to w < −1.3 is in opposition with CMASS measurements.
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Figure 6.2: BAO measurements and model predictions of DM(z) as a function of redshift,
with physically informative scalings. The quantity plotted is c ln(1 + z)/DM(z), a scaling
that matches a constant line H(Z) = (1 + z)H0 in Figure 6.1 to the same constant line in
this figure for a flat universe. The x-axis is set to

√
1 + z as in Figure 6.1.

Figure 6.3: BAO constraints in the DM−DH planes at z = 0.57 (left) and z = 2.34 (middle)
compared to predictions of oΛCDM constrained by CMB data. Black curves show 68%,
95%, and 99.7% likelihood contours from the CMASS and LyaF BAO measurements, rel-
ative to the best-fit values (black dots). Colored points represent individual models from
Planck+WP+ACT/SPT MCMC chains, which are color-coded by the value of Ωk as illus-
trated in the right panel. White curves show 68% and 95% likelihood contours for the CMB
data alone
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Figure 6.4: BAO constraints in the DM−DH planes at z = 0.57 (left) and z = 2.34 (middle)
compared to predictions of wΛCDM constrained by CMB data. Black curves show 68%,
95%, and 99.7% likelihood contours from the CMASS and LyaF BAO measurements, rel-
ative to the best-fit values (black dots). Colored points represent individual models from
Planck+WP+ACT/SPT MCMC chains, which are color-coded by the value of w as illus-
trated in the right panel. White curves show 68% and 95% likelihood contours for the CMB
data alone
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Chapter 7

Conclusion

As discussed in Chapter 1, observations of the baryon acoustic oscillation scale provide

a unique probe for better understanding our universe. Combined with Cosmic Microwave

Background data, BAO measurements yield powerful constraints on the cosmological models

and the dark energy equation of state.

In Chapter 2, I presented corrections to spectrophotometric calibration process that provide

a significant improvement over the uncorrected quasar spectra in DR12. Other improvements

over the method described here include using a more realistic description for the PSF, using

the actual guiding adjustments for determining centroid offsets, and applying corrections

to individual exposures prior to co-addition. This is especially relevant for the extended

Baryon Oscillation Spectroscopic Survey (eBOSS) 1 of SDSS-IV, which uses similar focal

plane offsets for quasar targets. We are currently working with the eBOSS data processing

team to implement the throughput corrections described for individual exposures into the

data processing pipeline. The proposed Dark Energy Spectroscopic Instrument [DESI; Levi

et al., 2013] includes an atmospheric dispersion compensator in its design so the effects of

ADR should be much reduced for that survey.
1http://www.sdss.org/surveys/eboss/
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A new procedure for simultaneously fitting a universal quasar continuum and observing frame

systematics was described in Chapter 3. So far, preliminary results using the technique on

DR12 observations are comparable to some of the early work done by the BOSS collaboration

but there is a lot of potential left to investigate. In Chapter 4, I presented the process for

estimating the two-point correlation function and its covariance using various sub-sampling

and binning schemes. The software developed for this is publicly available and will be useful

for future surveys such as eBOSS and DESI. In Chapter 5, I provided a brief overview of

the technique used for fitting cosmological models to the two-point correlation function of

the observed Lyman-α flux density tracer field of high-redshift quasars. Finally, in Chapter

6, I summarized the BAO measurements and provided a glimpse into how they impact

constraints of cosmological models, specifically for dark energy.

Soon, the eBOSS, using the same telescope but an alternative class of targets selected for

observation, will extend the range of BAO measurement via galaxy clustering to redshifts

0.7 < z < 2.0. DESI will go above and beyond the observing prowess of the SDSS 2.5m

telescope with a 4m telescope capable of observing 5,000 objects simultanesouly. This will

enable measurements of BAO using various probes covering redshifts 0.1 < z < 4. Since the

dawn of time, humans have looked to the sky for answers regarding existence and origins.

These measurements continue this great quest to understand our universe.
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Appendix A

Public Access to Data and Code

The data used in this work publicly available at http://www.sdss.org/dr12/.

The software developed for this analysis and to generate the results presented here are

publicly available. A list of the primary packages is provided here:

• bossdata1: A python package for working with spectroscopic data from the Sloan

Digital Sky Survey.

• tpcorr2: Throughput correction code for offset fibers in SDSS.

• lyabao3: Quasar continuum fitting and Lyman-α flux-density tracer extraction.

• turbo-octo-spice4: A software package for estimating the two-point correlation func-

tion of density fields along lines of sight.

• likely5: A C++ library of numerical utilities to support likelihood analysis.
1https://github.com/dkirkby/bossdata/
2https://github.com/dmargala/tpcorr/
3https://github.com/dmargala/lyabao/
4https://github.com/dmargala/turbo-octo-spice/
5https://github.com/igmhub/likely/
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• cosmo6: A C++ library for numerical evaluation of cosmological quantities.

• baofit7: A software package for analyzing cosmological correlation functions to esti-

mate parameters related to baryon acoustic oscillations and redshift-space distortions.

6https://github.com/igmhub/cosmo/
7https://github.com/igmhub/baofit/
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