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Abstract

This PhD thesis focuses on the study of solar neutrinos with Borexino and JUNO.
The first simultaneous analysis of all solar neutrino fluxes has been performed using Borexino Phase-II

data. For this purpose, an innovative multivariate analysis has been designed and implemented. A soft-
ware framework is created to perform such an analysis. Thanks to parallel computing techniques and
graphics processing units (GPU), this software framework reduces the computing time by a factor of 200
compared with the existing tools. New analytical models of the detector response have been developed
and benchmarked against simulations. A comprehensive study of the sensitivity and systematic uncer-
tainties has also been performed. The results obtained from this analysis assuming the MSW-LMA model
are:

• ν(pp): (6.1± 0.5 +0.3
−0.5)× 1010 [cm−2s−1]

• ν(7Be): (4.99± 0.11 +0.06
−0.08)× 109 [cm−2s−1]

• ν(pep): (1.27± 0.19 +0.08
−0.12)× 108 [cm−2s−1] (Assuming HZ ν(CNO)),

and (1.39± 0.19 +0.08
−0.13)× 108 [cm−2s−1] (Assuming LZ ν(CNO))

• ν(CNO): < 7.9× 108 (95% C.L.) [cm−2s−1]

The estimation of the fluxes has been combined with an independent analysis of the 8B solar neutrino flux
based on Borexino data in order to perform phenomenological studies on the solar models and neutrino
oscillation models. It is found that, assuming the MSW-LMA model, the Low Metallicity model (B16-LZ)
is rejected with a confidence level of 96.6% (2.2 σ); it is also found that, assuming the High Metallicity
model (B16-HZ), the vacuum oscillation model is rejected with a confidence level of 98.2% (2.4 σ).

The sensitivity of Borexino to CNO solar neutrinos has been studied assuming a constraint on the its
major background 210Bi. Different methods to measure the 210Bi decay rate with its daughter 210Po have
been considered and characterized. In order to reduce the systematic uncertainties, we have created a
special dataset whose events are reconstructed using only the PMTs that have been operating stably over
the considered data-taking period. This dataset is proved to be be useful for various studies, including
testing fundamental assumptions made in the method to measure the 210Bi decay rate and improving the
light yield monitoring in the Monte Carlo simulation.

In the context of the JUNO experiment, fundamental aspects of the analysis and simulation framework
needed for studying the solar neutrinos have been developed, including the event generator used in
simulation, the algorithms used to suppress event pile-up effect and contribution of dark noise of PMTs,
and energy/vertex reconstruction softwares optimized for sub-MeV events.

The signal and backgrounds rates have been evaluated, as well as the efficiencies of various event
selection for detecting the 8B solar neutrinos with JUNO. It is demonstrated that JUNO can achieve around
2 to 1 signal-to-background ratio in the observed energy range from 2 to 3 MeV, making it possible to test
new physics models. A comprehensive study of the sensitivities of JUNO to different solar neutrino
components has also been performed. According to our estimation, the evaluated sensitivities are

• ν(7Be): 7% statistical + systematic uncertainty (assuming 0.5% light yield accuracy)

• ν(CNO): 13% statistical + systematic uncertainty (assuming 0.1% light yield accuracy)





Preface

In 2015 when I started my PhD project, the answers to two questions
in solar neutrino physics were still at large:

• Which of the two solar metallicity models is correct?

• What is the solar neutrino survival probability in the transition
region?

One year later, my colleague and former room-mate demonstrated
a method to reach the lowest 8B solar neutrino detection threshold
in the world. Due to the lack of statistics, no conclusions could be
drawn. I instead decided to work on the precise measurement of so-
lar neutrino fluxes to answer the first question and joined the Borex-
ino collaboration. In 2018 when I started writing this thesis, Borexino
has just put its result of Phase-II data analysis on arXiv, a moderate
preference towards the High Metallicity model.

My work in Borexino has been a journey full of excitements. With
Dr. Nicola Rossi as my supervisor, I started to study the detector
response model. Finally I found the correct formulae and performed
the measurement of 7Be solar neutrino interaction rate with 3% accu-
racy. At the same time, I was unsatisfied with the hour-scale fitting
speed of our fitting code, which prevented our progress in under-
standing our spectrum and killed our passion, so I reformed our
fitting code to accelerate it with parallel computing, and the fitting
time finally reached a few seconds. In 2017 Summer, the collabora-
tion decided to announce the results on solar neutrinos based on 3.5
years of new data. My tutor Dr. Matteo Agostini has encouraged
my classmate to use a multi-dimensional probability density func-
tion based fitting method to extract the solar neutrino interaction
rate. I joined this project by estimating its shape-related systematic
uncertainty using a new method just before the deadline for sub-
mitting the analyses to the collaboration, and after a few weeks of
overtime working the three of us succeeded to finalize the analy-
sis in time. Later on I also deployed this method for other fitting
approaches. A new challenge emerged when it was found we had
problems modeling our data after 2016 summer. At the same time
our main computing farm "centro nazionale dell’Istituto Nazionale
di Fisica Nucleare" (CNAF) was flooded on November 9th. 2017 and
had been unavailable for 148 days till April 20th. 2018. This dark
period became a good chance to slow down and review weak points
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of our analysis. After a few weeks of meditation, a few hours of dis-
cussing in the Whatsapp group and a few more hours of checking, I
found that the temporal stability of the light yield was worse than
estimated. I proposed to produce a new dataset using only the 1000
stablest high quality PMTs to get rid of such instability. Moreover,
this dataset provided also a way to track the temporal stability of
detector for Monte Carlo simulation.

At the same time, significant progress has been made towards the
detection of CNO solar neutrinos. We re-evaluated Borexino’s sen-
sitivity on CNO solar neutrino flux and it was found that we could
reach a 3 σ discovery of CNO solar neutrino given a 10% constraint
of the 210Bi decay rate under the high metallicity hypothesis. The
main background of CNO solar neutrinos, 210Bi, can be estimated
through its daughter 210Po. In the last days, after the coldest winter
in my life, I started to look at the distribution of the 210Po event ver-
texes, and I found a beautiful vortex. The vortex bottom has a stable
position, so I was convinced that this was not due to fluctuations.
The rate at the vortex bottom was low enough to claim a CNO solar
neutrino discovery. I was so excited that night that I texted all my
friends that I saw the most beautiful vortex in the world.

In the second part of my thesis, I worked with Dr. Gioacchino
Ranucci as my supervisor on JUNO. We formed a little group with a
few people from Italy and started studying the sensitivity of JUNO
to 7Be solar neutrinos, hoping to study all solar neutrinos one-by-
one. However we found that the impact of the dark noise was crit-
ical assuming the baseline design of the PMTs, and thus I started
developing reconstruction algorithms to suppress dark noise. At the
same time, Chinese colleagues evaluated the background level and
drew the conclusion that the background level for 8B solar neutrino
through elastic scattering channel was too high. With my experience
in Borexino, I found they had underestimated the muon-neutron
veto efficiency for two important cosmogenic backgrounds, and they
didn’t treat the 238U chain backgrounds properly. After correcting
these two factors, I found JUNO to be able to reach 2 MeV energy
threshold, which would be even as important as determining the
mass ordering.

At last, I would like to dedicate this thesis to my father. It is he
who planted the seeds of eagerness to explore in my heart, and he
supported me all the way. 谨以此书献给我的父亲志民。是他在我心
里种下渴望探索的种子，也是他支持我一路前行。



Introduction

In 2018, neutrino astronomy was surely the hottest topic in the physics
community. On 2018 July the large ice based Cherenkov detector
IceCube announced the discovery of the first extra-galactic neutrino
source, a blazer visible also by the Gamma-ray telescopes Fermi and
MAGIC, and several other experiments1. 1 T. IceCube et al., “Multi-messenger

observations of a flaring blazar co-
incident with high-energy neutrino
IceCube-170922A”, Science, eaat1378,
July 2018, doi: 10 . 1126 / science .

aat1378, arXiv: 1807.08816

However neutrino astronomy is not a fresh concept. Neutrinos
have been proposed to be used to study the Sun since 19642,3. Al-

2 R. Davis, “Solar Neutrinos. II. Experi-
mental”, Physical Review Letters, vol. 12,
no. 11, pp. 303–305, Mar. 1964, doi: 10.
1103/PhysRevLett.12.303
3 J. N. Bahcall, “Solar neutrinos. I. the-
oretical”, Physical Review Letters, vol. 12,
no. 11, pp. 300–302, 1964, doi: 10 .

1103/PhysRevLett.12.300

though at the beginning people were confused by the missing neutri-
nos due to neutrino oscillation phenomena4, in 2001 the solar model

4 R. Davis, D. S. Harmer, and K. C.
Hoffman, “Search for neutrinos from
the sun”, Physical Review Letters, vol. 20,
no. 21, pp. 1205–1209, 1968, doi: 10.

1103 / PhysRevLett . 20 . 1205, arXiv:
arXiv:1011.1669v3

was confirmed with the measured solar neutrino flux5. In 2009, a

5 The SNO collaboration, “Measure-
ment of the Rate of νe + d> + p + e−

Interactions Produced by 8B Solar Neu-
trinos at the Sudbury Neutrino Obser-
vatory”, Physical Review Letters, vol. 87,
no. 7, p. 071301, July 2001, doi: 10 .

1103/PhysRevLett.87.071301

more realistic model was proposed6, however it is in tension with

6 M. Asplund et al., “The Chemi-
cal Composition of the Sun”, Annual
Review of Astronomy and Astrophysics,
vol. 47, no. 1, pp. 481–522, Sept. 2009,
doi: 10 . 1146 / annurev . astro . 46 .

060407.145222, arXiv: 0909.0948

helioseismology data. The new model and old model can be distin-
guished through the neutrino fluxes. The SuperK experiment, with
50 kilo-tons of water, did measure the 8B solar neutrino flux with 2%
precision7. However the result is exactly at the middle of two model

7 The Super-Kamiokande collabora-
tion, “Solar neutrino measurements
in Super-Kamiokande-IV”, Physical
Review D, vol. 94, no. 5, pp. 1–33, 2016,
doi: 10 . 1103 / PhysRevD . 94 . 052010,
arXiv: 1606.07538

predictions and no conclusions could be drawn.
Borexino, on the other hand, had been working hard to improve

its precision of 7Be solar neutrino flux. Because the 7Be solar neu-
trino flux is three orders of magnitude higher than the 8B solar neu-
trino flux, the precisions are almost the same even though Borexino
is only around 1/100 of SuperK. The main challenge is to reduce
the radioactive contaminations in the detector by more than ten or-
ders of magnitude. After 3 years of data taking from 2007 May till
2010 May, Borexino succeeded to make a 5% 7Be solar neutrino flux
measurement. In order to improve the signal to background ratio of
the previous measured solar neutrino fluxes, Borexino undertook a
dedicated purification campaign and started another round of data
taking in 2011 December. In 2017 summer at the TAUP conference,
the collaboration announced a simultaneous measurement of pp, 7Be
and pep solar neutrino fluxes and the precision on 7Be solar neutrino
flux reached 3% while the significance on pep solar neutrino detec-
tion reached more than 5 σ. Combined with Borexino’s 8B solar neu-
trino measurement, a moderate preference towards the old model
was found.

Another exciting challenge is the detection of CNO solar neutri-
nos. The CNO-cycle is another mechanism of proton-proton fusion
and is more important compared to the pp-chain mechanism for stars
that are heavier or older than the Sun, and the neutrinos from this
process are not detected yet. The predicted CNO solar neutrino flux

https://doi.org/10.1126/science.aat1378
https://doi.org/10.1126/science.aat1378
https://arxiv.org/abs/1807.08816
https://doi.org/10.1103/PhysRevLett.12.303
https://doi.org/10.1103/PhysRevLett.12.303
https://doi.org/10.1103/PhysRevLett.12.300
https://doi.org/10.1103/PhysRevLett.12.300
https://doi.org/10.1103/PhysRevLett.20.1205
https://doi.org/10.1103/PhysRevLett.20.1205
https://arxiv.org/abs/arXiv:1011.1669v3
https://doi.org/10.1103/PhysRevLett.87.071301
https://doi.org/10.1103/PhysRevLett.87.071301
https://doi.org/10.1146/annurev.astro.46.060407.145222
https://doi.org/10.1146/annurev.astro.46.060407.145222
https://arxiv.org/abs/0909.0948
https://doi.org/10.1103/PhysRevD.94.052010
https://arxiv.org/abs/1606.07538
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differs by almost a factor 2 between the two solar models and a pre-
cise measurement could provide a conclusive evidence in favor of
one of them. Borexino might claim a 3 σ discovery of CNO solar
neutrino if its main background 210Bi is measured within 10%. To
achieve such a precision, the convective motions need to be reduced
and a reliable model describing the 210Po background is needed. The
collaboration has been working on it.

Besides studying the Sun, solar neutrinos are also an excellent
source to study the neutrino oscillation properties, especially those
related to forward scattering on electrons (i.e. the matter effect), be-
cause solar neutrinos need to propagate through a large distance of
ultra high density region before leaving the Sun. For pp and 7Be solar
neutrinos the matter effect is negligible while for 8B solar neutrino
the matter effect dominates because of the so-called MSW resonance.
The non-trivial energy dependence of the neutrino survival proba-
bility in the transition region8 is not observed yet and interesting for 8 See Definition of the transition region

see Section 1.1.5.the physicists. Besides, the magnitude of the matter effect is deter-
mined by ∆m2

12
9. There is tension between its value determined by 9 C. Giunti and C. Kim, Fundamentals of

neutrino physics and astrophysics, vol. 54,
2, Oxford University Press, USA, 2007,
p. 720, doi: 10 . 1093 / acprof : oso /

9780198508717.001.0001 Section 9.3

solar neutrinos10 and that determined by reactor neutrinos11. New

10 The Super-Kamiokande collabora-
tion, “Solar neutrino measurements in
Super-Kamiokande-IV”
11 The KamLAND collaboration, “Re-
actor on-off antineutrino measurement
with KamLAND”, Physical Review D -
Particles, Fields, Gravitation and Cosmol-
ogy, vol. 88, no. 3, pp. 1–10, 2013, doi:
10.1103/PhysRevD.88.033001, arXiv:
1303.4667 [hep-ex]

physics models, like non-standard interactions have been proposed
to reconcile the two results, and a precise measurement of the 8B so-
lar neutrino flux between 3 to 5 MeV neutrino energy range would
rule out or confirm such proposals12. Currently the measurement

12 M. Maltoni and A. Yu. Smirnov,
“Solar neutrinos and neutrino physics”,
The European Physical Journal A, vol. 52,
no. 4, p. 87, Apr. 2016, doi: 10.1140/

epja / i2016 - 16087 - 0, arXiv: 1507 .

05287

with the lowest average neutrino energy is 7.9 MeV and the preci-
sion is around 8%, given by Borexino Phase-II analysis13,14.

13 The Borexino collaboration, “Im-
proved measurement of 8B solar neutri-
nos with 1.5 kt y of Borexino exposure”,
vol. 016, pp. 1–13, Sept. 2017, arXiv:
1709.00756
14 The Borexino collaboration, “Com-
prehensive measurement of pp-chain
solar neutrinos”, Nature, vol. 562,
no. 7728, pp. 505–510, Oct. 2018, doi:
10.1038/s41586-018-0624-y

JUNO as the next generation experiment is designed to determine
the mass ordering of neutrinos. It will be located not as deep under-
ground as Borexino and the requirement on purity is less stringent,
so the signal to background level for solar neutrinos will be worse
as compared with Borexino. These disadvantages, however, would
be compensated by its huge mass assuming good knowledge of the
theoretical energy spectra and the detector response. For 8B solar
neutrinos, because we would like to measure the energy distribu-
tion, it is essential to suppress cosmogenic and natural radioactivity
backgrounds. The cosmogenic backgrounds can be suppressed with
algorithms using the reconstructed muon tracks and the vertexes of
cosmogenic neutrons. The natural radioactive background events in
the critical visible energy range (2–3 MeV) can be suppressed with
the analysis of the scintillation light arrival time of each event. Af-
ter applying all these techniques the detection threshold can reach 2
MeV and the neutrino energy range can reach 7 MeV.

Personal contributions

The work presented in this thesis was conducted at Laboratori Nazion-
ali del Gran Sasso (INFN) in the context of the Borexino collaboration
and at Gran Sasso Science Institute in the context of the JUNO col-
laboration. My contributions can be summarized as the following:

https://doi.org/10.1093/acprof:oso/9780198508717.001.0001
https://doi.org/10.1093/acprof:oso/9780198508717.001.0001
https://doi.org/10.1103/PhysRevD.88.033001
https://arxiv.org/abs/1303.4667
https://doi.org/10.1140/epja/i2016-16087-0
https://doi.org/10.1140/epja/i2016-16087-0
https://arxiv.org/abs/1507.05287
https://arxiv.org/abs/1507.05287
https://arxiv.org/abs/1709.00756
https://doi.org/10.1038/s41586-018-0624-y
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1. I played a leading role in the development of the fit method for
Borexino using the energy observable charge and the analytical
response function, in order to match the required precision of the
Phase-II analysis. The main advantage of this energy observable is
that its resolution is better than for other variables in the region of
interest of 7Be, pep and CNO solar neutrinos. The 7Be solar neu-
trino interaction rate is correlated with resolution parameters. Af-
ter improving the resolution model, I could use a common model
for decaying 210Po and constant-rate components, and the 210Po
peak can pin down one degree of freedom of the model. After
applying non-uniformity corrections, I almost removed the cor-
responding resolution terms and eliminated the other degree of
freedom, and the sensitivity on 7Be solar neutrino interaction rate
reached 3%.

2. I developed a new procedure in Borexino to estimate the energy-
distribution related systematic uncertainties. In Borexino the sig-
nal and backgrounds are highly entangled, and thus a careful esti-
mation of the energy-distribution related systematic uncertainties
is needed to guarantee the reliability of the fitting result. I have
proposed to extract the systematic uncertainty by testing the fit on
a large ensemble of pseudo-experiment parameterized with a toy
Monte Carlo including all systematic uncertainties. This method
takes into account bin-to-bin correlations introduced by each sys-
tematic source properly, and it is not limited to the χ2 regime.
I also studied the systematic uncertainties related to the stability
of detector light yield, which were previously neglected. I devel-
oped procedures to track the detector light yield using 210Po and
14C backgrounds. The tracked light yield is also used as a new
input for Monte Carlo simulation.

3. In JUNO I played a leading role in studying JUNO’s physics
potential regarding solar neutrinos. I have developed the event
generator of solar neutrinos used in simulation, which provides
the energy and momentum of recoil electrons, and a specialized
reconstruction algorithms to suppress dark noise and 14C pile-
ups, which affects the precision on 7Be and pp solar neutrinos,
respectively. I also reviewed backgrounds estimations and pro-
posed new methods to suppress backgrounds for 8B solar neutri-
nos. According to my estimation, we could reach 2 MeV detection
threshold for 8B solar neutrino. JUNO could hence be a unique
experiment and determine ∆m2

12 from both reactor anti-neutrinos
and solar neutrinos. It could also measure the survival probability
in the transition region, confirming or rejecting non-standard in-
teractions as the cause of the 2 σ discrepancy between KamLAND
and the solar neutrino global fit results.

4. I also created and developed GooStats. GooStats is a package to
run multivariate fits on graphics processing units. The computa-
tion of likelihoods is parallelized and the fitting time is shortened
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from days to seconds. The flexible design makes it easy to imple-
ment new statistical analysis modules. Modules used to extract
solar neutrino rates and magnetic moments have been developed
and used in recent Borexino publications15,16. Modules used to 15 The Borexino collaboration, “Com-

prehensive measurement of pp-chain
solar neutrinos”
16 The Borexino collaboration, “Limit-
ing neutrino magnetic moments with
Borexino Phase-II solar neutrino data”,
Physical Review D, vol. 96, no. 9,
p. 091103, Nov. 2017, doi: 10 . 1103 /

PhysRevD . 96 . 091103, arXiv: 1707 .

09355

differentiate neutrino mass ordering through the three neutrino
vacuum oscillation pattern has also been developed. The package
is described in 17.

17 X. Ding, “GooStats: A GPU-based
framework for multi-variate analysis in
particle physics”, Journal of Instrumen-
tation, vol. 13, no. 12, P12018–P12018,
Dec. 2018, doi: 10.1088/1748- 0221/

13/12/P12018

Thesis layout

The thesis is organized in the following way:

1. Chapter 1 introduces the solar models, the neutrino oscillation
theory, and the role of Borexino and JUNO in these two fields.
Future experiments are also discussed.

2. Chapters 2–8 cover the analyses methods and results of Borex-
ino. Chapter 2 describes the main features of the Borexino de-
tector and reviews the analyses at the beginning of 2016, i.e. the
starting point of this thesis. Chapter 3 discusses the new fitting
procedure using a multivariate fit analytical response function ac-
celerated by graphics processing units. Chapter 4 discusses an
improved detector response models. Chapter 5 discusses various
sources of systematic uncertainty, especially temporal stability of
detector light yield, and the method to estimate the magnitude
of these systematic uncertainties. Chapter 6 describes the results
and discusses their physics impact. Chapter 7 is devoted to the
estimation of sensitivity of Borexino on CNO solar neutrinos as-
suming a measured 210Bi decay rate. Chapter 8 discusses the 210Bi
meausurement using its daughter 210Po.

3. Chapter 9–11 cover the physics potential of JUNO for solar neu-
trinos. Chapter 9 introduces the JUNO detector and its physics
program. Chapter 10 presents the estimation of signal and back-
ground rates after event selection for the 7Be solar neutrinos. Chap-
ter 11 describes the work on reconstruction for sub-MeV events
and the sensitivity estimation for 7Bi and CNO solar neutrinos,
respectively.

4. Chapter 12 summarizes the conclusions of this thesis.

Related publications

The collaboration has published the Phase-II results as

• The Borexino collaboration, “Comprehensive measurement of pp-
chain solar neutrinos”, Nature, vol. 562, no. 7728, pp. 505–510, Oct.
2018, doi: 10.1038/s41586-018-0624-y

The content of this Nature paper is strongly based on the results pre-
sented in this thesis. The software used to obtain them has been
published separatedly as

https://doi.org/10.1103/PhysRevD.96.091103
https://doi.org/10.1103/PhysRevD.96.091103
https://arxiv.org/abs/1707.09355
https://arxiv.org/abs/1707.09355
https://doi.org/10.1088/1748-0221/13/12/P12018
https://doi.org/10.1088/1748-0221/13/12/P12018
https://doi.org/10.1038/s41586-018-0624-y
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• X. Ding, “GooStats: A GPU-based framework for multi-variate
analysis in particle physics”, Journal of Instrumentation, vol. 13,
no. 12, P12018–P12018, Dec. 2018, doi: 10 . 1088 / 1748 - 0221 /

13/12/P12018

Besides, additional papers describing the analysis details are cur-
rently under preparation18. 18 The Borexino collaboration, “First Si-

multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”, pp. 1–8, July 2017,
arXiv: 1707.09279

https://doi.org/10.1088/1748-0221/13/12/P12018
https://doi.org/10.1088/1748-0221/13/12/P12018
https://arxiv.org/abs/1707.09279
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1
Introduction

In this chapter, an introduction to the solar physics and neutrino
oscillations is given. Experimental searches on solar neutrinos are
also introduced.

In 1968, results from Homestake1, that the measured solar neu-

1 R. Davis, D. S. Harmer, and K. C.
Hoffman, “Search for neutrinos from
the sun”, Physical Review Letters, vol. 20,
no. 21, pp. 1205–1209, 1968, doi: 10.

1103 / PhysRevLett . 20 . 1205, arXiv:
arXiv:1011.1669v3

trino flux was well below the predicted value2, known as the Solar

2 J. Bahcall, N. Bahcall, and G. Sha-
viv, “Present Status of the Theoretical
Predictions for the 37Cl Solar-Neutrino
Experiment”, Physical Review Letters,
vol. 20, no. 21, pp. 1209–1212, 1968, doi:
10.1103/PhysRevLett.20.1209

Neutrino Problem3, has triggered numerous experimental and theo-

3 For a review of the problem, see J. N.
Bahcall and R. K. Ulrich, “Solar mod-
els, neutrino experiments, and helio-
seismology”, Reviews of Modern Physics,
vol. 60, no. 2, pp. 297–372, 1988, doi:
10.1103/RevModPhys.60.297

retical development on neutrino physics. The Solar Neutrino Problem
was solved in 2001 by the SNO experiment discovering the neutrino
flavor transformation of solar neutrinos4,5. Neutrino flavor trans-

4 The SNO collaboration, “Measure-
ment of the Rate of νe + d> + p + e−

Interactions Produced by 8B Solar Neu-
trinos at the Sudbury Neutrino Obser-
vatory”, Physical Review Letters, vol. 87,
no. 7, p. 071301, July 2001, doi: 10 .

1103/PhysRevLett.87.071301
5 The SNO collaboration, “Direct Ev-
idence for Neutrino Flavor Transfor-
mation from Neutral-Current Interac-
tions in the Sudbury Neutrino Obser-
vatory”, Physical Review Letters, vol. 89,
no. 1, pp. 1–6, 2002, doi: 10 .

1103/PhysRevLett.89.011301, arXiv:
0204008 [nucl-ex]

formation is governed by the neutrino oscillation. It is a quantum
mechanical phenomenon, and is described with Pontecorvo-Maki-
Nakagawa-Sakata matrix6. For solar neutrinos, the oscillation is

6 B. Pontecorvo, “Mesonium and
anti-mesonium”, Sov.Phys.JETP, vol. 6,
p. 429, 1957; B. Pontecorvo, “Inverse
beta processes and nonconservation
of lepton charge”, Sov.Phys.JETP,
vol. 7, pp. 172–173, 1958; Z. Maki,
M. Nakagawa, and S. Sakata, “Remarks
on the Unified Model of Elementary
Particles”, Progress of Theoretical Physics,
vol. 28, no. 5, pp. 870–880, Nov. 1962,
doi: 10.1143/PTP.28.870

amplified due to the neutrino coherent scattering on matter and
is described by the Mikheyev–Smirnov–Wolfenstein effect7. Nowa-

7 L. Wolfenstein, “Neutrino oscillations
in matter”, Physical Review D, vol. 17,
no. 9, pp. 2369–2374, May 1978, doi:
10 . 1103 / PhysRevD . 17 . 2369; S. P.
Mikheyev and A. Y. Smirnov, “Reso-
nance Amplification of Oscillations in
Matter and Spectroscopy of Solar Neu-
trinos”, Sov. J. Nucl. Phys. Vol. 42,
pp. 913–917, 1985

days, open questions remains, such as the absolute scale of neutrino
masses, octant of θ23, value of CP violation phase angle δCP

8.

8 P. F. de Salas et al., “Status of neutrino
oscillations 2018: 3σ hint for normal
mass ordering and improved CP sen-
sitivity”, Physics Letters, Section B: Nu-
clear, Elementary Particle and High-Energy
Physics, vol. 782, pp. 633–640, 2018, doi:
10 . 1016 / j . physletb . 2018 . 06 . 019,
arXiv: 1708.01186

Neutrinos, due to their low cross sections of interaction with mat-
ter, can easily travel astrophysical distance, and thus can be used as
a probe to study the astronomy. Solar neutrinos have been used as
one of the most powerful tools to test the model of the Sun, the Stan-
dard Solar Model. The Standard Solar Model plays a fundamental role
for stellar models. It is used to calibrate stellar models, and is also a
benchmark against which we can test additional physical processes
in stars. A solar model was proposed in 20099 and it was believed

9 M. Asplund et al., “The Chemi-
cal Composition of the Sun”, Annual
Review of Astronomy and Astrophysics,
vol. 47, no. 1, pp. 481–522, Sept. 2009,
doi: 10 . 1146 / annurev . astro . 46 .

060407.145222, arXiv: 0909.0948

to be improved significantly in several aspects. However, it lost the
agreement with high precision helioseismic data, and this is known
as the Solar Metallicity Problem. Solar neutrinos may again provide a
key to this mystery.

This chapter is organized as in the following: Section 1.1 intro-
duces the neutrino oscillation phenomena, including vacuum oscil-
lation and oscillation in matter. Section 1.2 introduces the neutrino
astronomy, the Standard Solar Model and neutrinos as a probe to study
the Standard Solar Model. Section 1.3 introduces the physics results
achieved by the Borexino experiment and the physics program and
potential of the JUNO experiment. At last, Section 1.4 introduces
future experiments that have potentials on solar neutrino physics.

https://doi.org/10.1103/PhysRevLett.20.1205
https://doi.org/10.1103/PhysRevLett.20.1205
https://arxiv.org/abs/arXiv:1011.1669v3
https://doi.org/10.1103/PhysRevLett.20.1209
https://doi.org/10.1103/RevModPhys.60.297
https://doi.org/10.1103/PhysRevLett.87.071301
https://doi.org/10.1103/PhysRevLett.87.071301
https://doi.org/10.1103/PhysRevLett.89.011301
https://doi.org/10.1103/PhysRevLett.89.011301
https://arxiv.org/abs/0204008
https://doi.org/10.1143/PTP.28.870
https://doi.org/10.1103/PhysRevD.17.2369
https://doi.org/10.1016/j.physletb.2018.06.019
https://arxiv.org/abs/1708.01186
https://doi.org/10.1146/annurev.astro.46.060407.145222
https://doi.org/10.1146/annurev.astro.46.060407.145222
https://arxiv.org/abs/0909.0948
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1.1 Neutrino oscillations

In this section, the neutrino oscillation phenomena is introduced. We
start from a simple explanation using a 2-neutrino model, then we
review the history of its discovery, after that its current description
in vacuum and in matter, and at last the open questions. Discus-
sions are related but not limited to solar neutrinos. More general
discussions, including the discovery of neutrinos, historical and cur-
rent experimental and theoretical studies can be found in10,11,12. For 10 S. F. King, “Models of neutrino mass,

mixing and CP violation”, Journal of
Physics G: Nuclear and Particle Physics,
vol. 42, no. 12 2015, doi: 10 . 1088 /

0954-3899/42/12/123001, arXiv: 1510.
02091
11 Particle Data Group, “Review of Par-
ticle Physics”, Physical Review D, vol. 98,
no. 3, p. 030001, Aug. 2018, doi: 10.

1103/PhysRevD.98.030001 Section 14
12 C. Giunti and C. Kim, Fundamentals of
neutrino physics and astrophysics, vol. 54,
2, Oxford University Press, USA, 2007,
p. 720, doi: 10 . 1093 / acprof : oso /

9780198508717.001.0001

even more introductory materials, I recommend reading the textbook
written by Griffith13.

13 D. J. Griffiths, Introduction to Elemen-
tary Particles, 2008, doi: 10 . 3769 /

radioisotopes.60.527

1.1.1 Intro: oscillation with 2ν model

Neutrino oscillations can be understood with basic quantum me-
chanics14. Consider neutrinos have two mass eigenstates, and they

14 Many excellent introductory books to
Quantum Mechanics exist. Such as J. J.
Sakurai, Modern quantum mechanics; rev.
ed. Reading, MA: Addison-Wesley,
1994

constitute the base of the Hilbert space. In the Schrödinger picture,
they evolve with time

|mi(t)〉 = e−iHt |mi(0)〉 (1.1)

H |mi〉 = Ei |mi〉 (1.2)

where H is the hamiltonian operator, Ei is the energy of i-th eigen-
state.

When neutrinos are produced or detected, they are always in an-
other set of eigenstates, the flavor eigenstates, which also constitute
the base of the Hilbert space. The mixing matrix can be described
with a mixing angle θ:(

|νe〉
|νx〉

)
=

(
cos θ sin θ

− sin θ cos θ

)(
|m1〉
|m2〉

)
(1.3)(

|m1〉
|m2〉

)
=

(
cos θ − sin θ

sin θ cos θ

)(
|νe〉
|νx〉

)
(1.4)

Consider an electron neutrino |νe〉 is produced, then the probabil-
ity that it is detected as the state of electron neutrino, according to
quantum mechanics, is

P (|νe〉 → |νe〉) = | 〈νe|U (t, 0)|νe〉|2 (1.5)

where U (t, 0) is the time evolution operator and is e−iHt.
After some calculation,

P (|νe〉 → |νe〉) ' 1− sin2 2θ · sin2
[

1.27× 103 · ∆m2 (eV2) · L
E

(km/MeV)
]

where ∆m2 is the mass square difference of two neutrino mass eigen-
state, and the assumption that neutrino are ultra-relativistic particles
is used, i.e. E ' p + m2/(2p), where p is the momentum. From
this we can see the survival probability oscillate periodically with
the wavelength

Losc = 2π · 4E
∆m2 (1.6)

https://doi.org/10.1088/0954-3899/42/12/123001
https://doi.org/10.1088/0954-3899/42/12/123001
https://arxiv.org/abs/1510.02091
https://arxiv.org/abs/1510.02091
https://doi.org/10.1103/PhysRevD.98.030001
https://doi.org/10.1103/PhysRevD.98.030001
https://doi.org/10.1093/acprof:oso/9780198508717.001.0001
https://doi.org/10.1093/acprof:oso/9780198508717.001.0001
https://doi.org/10.3769/radioisotopes.60.527
https://doi.org/10.3769/radioisotopes.60.527
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The survival probability of 2 MeV neutrinos, assuming sin2 θ =

0.32 and ∆m2 = 7.6× 10−5 eV2, is shown in Figure 1.1.
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Figure 1.1: Survival probability of 2
MeV neutrinos assuming 2ν model.
sin2 θ = 0.32 and ∆m2 = 7.6× 10−5 eV2

From the figure we can see that if a detector is placed at ∼30 km
away, the detected neutrino flux will be 30% less than expected.

Now we consider the average neutrino survival probability when
the size of the source (such as the Sun) is much larger than the pe-
riods of neutrino oscillation. The neutrino oscillation is the interfer-
ence of two mass eigenstates. If the size of the region where neu-
trinos are produced or detected is too large (much larger than the
wavelength), or if the energy resolution is not good enough, the os-
cillation in the survival probability is averaged out. Consider the
distance follows a Gaussian distribution with expectation µL and
standard deviation σL

f (l; µL, σL) =
1√

2πσ2
L

exp

(
− (l − µL)

2

σ2
L

)

average{Pνe→νe} = lim
n→∞

∫ µl+nσL

µL−nσL

f (l; µL, σL) · Pνe→νe(l)dl

= 1− 1
2

sin2 2θ

[
1− exp

(
−2π2 ·

σ2
L

L2
osc

)]
(1.7)

where l is the distance between the neutrino source and the detec-
tor, f (l) is the distribution of l, and here the Gaussian distribution is
used. When σL � Losc, the last term is 0, then the survival probabil-

ity is given by 1− 1
2

sin2 2θ.

1.1.2 History of the Solar Neutrino Problem

In 1964, Raymond Davis Jr. and John N. Bahcall proposed an exper-
iment to test whether converting hydrogen nuclei to helium nuclei
in the Sun is indeed the source of sunlight15,16. In 1968, Raymond

15 J. N. Bahcall, “Solar neutrinos. I. the-
oretical”, Physical Review Letters, vol. 12,
no. 11, pp. 300–302, 1964, doi: 10 .

1103/PhysRevLett.12.300
16 R. Davis, “Solar Neutrinos. II. Experi-
mental”, Physical Review Letters, vol. 12,
no. 11, pp. 303–305, Mar. 1964, doi: 10.
1103/PhysRevLett.12.303

Figure 1.2: Raymond David Jr. (left)
and John Bahcall in miner’s clothing
and protective hats. The photograph
was taken in 1967 about a mile under-
ground in the Homestake Gold Mine in
Lead, South Dakota, USA.

and his colleagues published their results17 of the Homestake exper- 17 Davis, Harmer, and Hoffman,
“Search for neutrinos from the sun”iment that only about one third as many radioactive argon atoms as

were predicted18. This discrepancy soon became known as the Solar 18 Bahcall, Bahcall, and Shaviv, “Present
Status of the Theoretical Predictions for
the 37Cl Solar-Neutrino Experiment”

Neutrino Problem. At that time, people were more worried about the
possible mistakes in the theoretical predictions and calibration of the
measurement, while the correct idea19 that had been anticipated by 19 Pontecorvo, “Mesonium and anti-

mesonium”10 years, was not taken seriously.

https://doi.org/10.1103/PhysRevLett.12.300
https://doi.org/10.1103/PhysRevLett.12.300
https://doi.org/10.1103/PhysRevLett.12.303
https://doi.org/10.1103/PhysRevLett.12.303
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Figure 1.3: Zenith angle distributions
of µ-like and e-like events for sub-GeV
and multi-GeV data sets of the Super-
Kamiokande experiment. Reproduced
from The Super-Kamiokande collabora-
tion, “Evidence for oscillation of atmo-
spheric neutrinos”, Physical Review Let-
ters, vol. 81, no. 8, pp. 1562–1567, 1998,
doi: 10.1103/PhysRevLett.81.1562,
arXiv: 9807003 [hep-ex].

In 1989, the deficit reported by Homestake is confirmed by the real
time differential detection experiment20 Kamiokande-II in 198921, 20 real time: the interaction is recorded

at the time when the interaction hap-
pened. differential detection: the distri-
bution of the recoil electrons are mea-
sured. These are different from the
radio-chemical experiments.
21 K. Hirata et al., “Observation of 8B so-
lar neutrinos in the Kamiokande-II de-
tector.”, Physical review letters, vol. 63,
no. 1, pp. 16–19, 1989, doi: 10.1103/

PhysRevLett.63.16

and later as Kamiokande-III in 199622. Even worse, the ratio of the

22 The Kamiokande collaboration, “So-
lar neutrino data covering solar cy-
cle 22”, Physical Review Letters, vol. 77,
no. 9, pp. 1683–1686, 1996, doi: 10 .

1103/PhysRevLett.77.1683

measured to the predicted flux did not agree with that of Homestake.
Physicists started to consider that maybe they did not understand
how neutrinos behave when they travel astronomical distances. In
the following decade (1990s), two new solar neutrino detectors were
constructed, i.e. GALLEX23, SAGE24, and they also confirmed the

23 The GALLEX collaboration, “Solar
neutrinos observed by GALLEX at Gran
Sasso”, Physics Letters B, vol. 285, no. 4,
pp. 376–389, 1992, doi: 10.1016/0370-
2693(92)91521-A
24 The SAGE collaboration, “Measure-
ment of the solar neutrino capture rate
with gallium metal”, Physical Review C
- Nuclear Physics, vol. 60, no. 5, p. 32,
1999, doi: 10 . 1103 / PhysRevC . 60 .

055801, arXiv: 0901.2200

deficit. Another experiment is Super-Kamiokande. It is aimed at
searching for proton-decays, while it is also sensitive to solar neu-
trinos, and it again confirmed the solar neutrino deficit in 199825.

25 Y. Fukuda et al., “Measurements of
the solar neutrino flux from super-
kamiokande’s first 300 days”, Physical
Review Letters, vol. 81, no. 6, pp. 1158–
1162, 1998, doi: 10.1103/PhysRevLett.
81.1158, arXiv: 9805021 [hep-ex]

What’s more, it gave the first definite evidence of neutrino oscillation
using atmospheric neutrinos through the zenith angle dependent
deficit of muon neutrinos in the same year26,27. At the same time,

26 The Super-Kamiokande collabora-
tion, “Evidence for oscillation of atmo-
spheric neutrinos”, Physical Review Let-
ters, vol. 81, no. 8, pp. 1562–1567, 1998,
doi: 10.1103/PhysRevLett.81.1562,
arXiv: 9807003 [hep-ex]
27 The MARCO collaboration, “Mea-
surement of the atmospheric neutrino-
induced upgoing muon flux using
MACRO”, Physics Letters, Section B: Nu-
clear, Elementary Particle and High-Energy
Physics, vol. 434, no. 3-4, pp. 451–457,
1998, doi: 10.1016/S0370- 2693(98)

00885-5

apart from the clear evidence of neutrino oscillations, the Standard
Solar Model was also being improved. One groundbreaking achieve-
ment is the measurement of sound speeds in the Sun in 199628 using

28 J. Christensen-Dalsgaard et al., “The
Current State of Solar Modeling”, Sci-
ence, vol. 272, no. 5266, pp. 1286–1292,
May 1996, doi: 10.1126/science.272.
5266.1286

periodic fluctuations observed in ordinary light from the surface of
the Sun, and the measurement matches the predicted sound speeds
using the Standard Solar Model at that time within 0.1% precision .

https://doi.org/10.1103/PhysRevLett.81.1562
https://arxiv.org/abs/9807003
https://doi.org/10.1103/PhysRevLett.63.16
https://doi.org/10.1103/PhysRevLett.63.16
https://doi.org/10.1103/PhysRevLett.77.1683
https://doi.org/10.1103/PhysRevLett.77.1683
https://doi.org/10.1016/0370-2693(92)91521-A
https://doi.org/10.1016/0370-2693(92)91521-A
https://doi.org/10.1103/PhysRevC.60.055801
https://doi.org/10.1103/PhysRevC.60.055801
https://arxiv.org/abs/0901.2200
https://doi.org/10.1103/PhysRevLett.81.1158
https://doi.org/10.1103/PhysRevLett.81.1158
https://arxiv.org/abs/9805021
https://doi.org/10.1103/PhysRevLett.81.1562
https://arxiv.org/abs/9807003
https://doi.org/10.1016/S0370-2693(98)00885-5
https://doi.org/10.1016/S0370-2693(98)00885-5
https://doi.org/10.1126/science.272.5266.1286
https://doi.org/10.1126/science.272.5266.1286
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Figure 1.4: Flux of 8B solar neutrinos
which are µ or τ flavor vs flux of elec-
tron neutrinos deduced from the three
neutrino reactions in SNO. The diag-
onal bands show the total 8B flux as
predicted by the Standard Solar Model
(dashed lines) and that measured with
the NC reaction in SNO (solid band).
The intercepts of these bands with the
axes represent the ±1σ errors. The
bands intersect at the fit values for Φe
and Φµτ , indicating that the combined
flux results are consistent with neutrino
flavor transformation assuming no dis-
tortion in the 8B neutrino energy spec-
trum. Reproduced from “Direct Evi-
dence for Neutrino Flavor Transforma-
tion from Neutral-Current Interactions
in the Sudbury Neutrino Observatory”.

Another essential piece of the jigsaw was also found in 1980s. Al-
though physicists knew the neutrino oscillations can be described
with the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix29 as early 29 Pontecorvo, “Mesonium and anti-

mesonium”; Pontecorvo, “Inverse beta
processes and nonconservation of lep-
ton charge”; Maki, Nakagawa, and
Sakata, “Remarks on the Unified Model
of Elementary Particles”

as 1960s, the predicted flavor transformation was not enough to ex-
plain the deficit. In 1985, based on the work of Wolfenstein30, it was

30 Wolfenstein, “Neutrino oscillations in
matter”

proposed a new mechanism through which full flavor transforma-
tion can be achieved even with small mixing angle31. It soon became

31 Mikheyev and Smirnov, “Resonance
Amplification of Oscillations in Matter
and Spectroscopy of Solar Neutrinos”

famous and known as the Mikheyev–Smirnov–Wolfenstein (MSW)
effect.

Although physicists were already almost sure that the Solar Neu-
trino Problem could be explained by neutrino oscillations and the
MSW effect, they still need a smoking gun. The transformed neu-
trinos need to be found and the sum need to be proved to match the
prediction. To find the smoking gun, in 1985 Chen proposed a de-
tector based on deuteron in heavy water32. It was constructed at the 32 H. H. Chen, “Direct Approach to

Resolve the Solar-Neutrino Problem”,
Physical Review Letters, vol. 55, no. 14,
pp. 1534–1536, Sept. 1985, doi: 10 .

1103/PhysRevLett.55.1534

Sudbury Neutrino Observatory (SNO), Canada. Three years later
another detector based on Boron called BOREX was proposed by
Sandip Pakvasa and Raju Raghavan33, but that was never material-

33 R. S. Raghavan and S. Pakvasa,
“Probing the nature of the neutrino:
The boron solar-neutrino experiment”,
Physical Review D, vol. 37, no. 4,
pp. 849–857, Feb. 1988, doi: 10.1103/

PhysRevD.37.849

ized. Instead, a smaller version was made and that is the BOREXino
experiment34. On June 18, 2001 at 12:15 PM (eastern daylight time)

34 In Italian -ino means little

the SNO collaboration made a dramatic announcement: they had
solved the solar neutrino mystery35. The fluxes of electron neutrinos

35 See Queens University’s webpage
"SNO First Results" for the announce-
ment.

and µ/τ neutrinos can be extracted by combining the results using
neutral current interaction and elastic scattering interaction channels,
and it was found that the sum of three neutrinos matched the Stan-
dard Solar Model prediction36. 36 The SNO collaboration, “Direct Evi-

dence for Neutrino Flavor Transforma-
tion from Neutral-Current Interactions
in the Sudbury Neutrino Observatory”

The complete picture of the Solar Neutrino Problem is obtained in-
cluding the Kamland results. After SNO result, multiple choices of
answers to the Solar Neutrino Problem are consistent with experimen-
tal results, and they differ in the magnitude of neutrino mass split-
ting and mixing angles. In 2003, the KamLAND published their
result on the evidence of reactor antineutrino disappearance and
eliminated all other choices except the Large-Mixing-Angle (LMA)
solution.

https://doi.org/10.1103/PhysRevLett.55.1534
https://doi.org/10.1103/PhysRevLett.55.1534
https://doi.org/10.1103/PhysRevD.37.849
https://doi.org/10.1103/PhysRevD.37.849
https://sno.phy.queensu.ca/sno/first_results/
https://sno.phy.queensu.ca/sno/first_results/
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1.1.3 Neutrino oscillation in Vacuum

As written in Section 1.1.1, the neutrino oscillation is a quantum
mechanics phenomena. Following the notation used in PDG37, con- 37 K. Nakamura and S. T. Pet-

covSection 14.7 Neutrino Masses, Mixing,
and Oscillations Particle Data Group,
“Review of Particle Physics” 2017,
page 261

sidering 3 active neutrino scenario, denote the mixing matrix as

|νl〉 = ∑
j

U∗l j
∣∣mj
〉

, l = e, µ, τ (1.8)

where |νl〉 are the flavor eigenstates and
∣∣mj
〉

are the mass eigen-
states, then the transition probability from flavor l to l′ is

Pll′(L) =
∣∣∣ 〈νl′ |e−iHt|νl〉

∣∣∣2 (1.9)

=

∣∣∣∣∣∑k
U∗lkUl′ke−iEkt

∣∣∣∣∣
2

(1.10)

= ∑
j,k

U∗lkUl′kUl jU∗l′ j exp

(
−i2π

L
Losc

kj

)
(1.11)

where Losc
kj = 4πE/∆m2

kj is the oscillation length, U is the PMNS
matrix, and it is factorized as

U =

1
c23 s23

−s23 c23

 ·
 c13 s13e−iδCP

1
−s13eiδCP c13

 ·
 c12 s12

−s12 c12

1


where sij and cij are used to denote sin θij and cos θij, respectively,
and δCP is the CP-violation phase angle.

1.1.4 Neutrino oscillation in Matter

Here for introduction purpose we give results in the 2ν framework.
For 3ν framework, readers can refer to Section 10.1, page 160.

Neutrino mass eigenstates are modified when matter is present:

∆m2
m = ∆m2 ·

√
(cos 2θ − ε)2 + sin2 2θ (1.12)

tan 2θm =
tan 2θ

1− ε

cos 2θ

(1.13)

ε =
2 · Eν ·VCC

∆m2 (1.14)

VCC =
√

2GF · ne (1.15)

where VCC is the matter potential, GF is the Fermi factor, ne is the
electron density, and ∆m2

m and θm are the mass splitting and mixing
angle in matter, respectively.

When ε = cos 2θ, or when

ne =
∆m2 cos 2θ

2
√

2GF · Eν

,

, the mixing angle reaches the maximum, and the mass splitting
reaches the minimum. This is called the MSW resonance:

sin 2θm
R = 1 (1.16)

∆ (mmR)
2 = ∆m2 sin 2θ (1.17)
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At the resonance, there is possibility that the state of the neutrino
transits between

∣∣νm
1
〉

and
∣∣νm

2
〉
, and the crossing probability is given

by38 38 Giunti and Kim, Fundamentals of
neutrino physics and astrophysics Equa-
tion (9.96), page 338

Pc =

exp
(
−π

2
γRF

)
− exp

(
−π

2
γR

F
sin2 θ

)
1− exp

(
−π

2
γR

F
sin2 θ

) (1.18)

where γR is the adiabaticity parameter at the resonance

γR =
∆m2 sin2 2θ

2E cos 2θ |d ln ne/dx|R
,

parameter F depend on the electron density profile. For the Sun, it
is calculated to be39 39 P. C. de Holanda, W. Liao, and

A. Y. Smirnov, “Toward precision mea-
surements in solar neutrinos”, Nuclear
Physics B, vol. 702, no. 1-2, pp. 307–332,
2004, doi: 10.1016/j.nuclphysb.2004.
09.027, arXiv: 0404042 [hep-ph] Equa-
tion (27)

Pc = (10−9–10−7)

(
E

10 MeV

)2
(1.19)

so it’s negligible for solar neutrinos.
Ignoring the crossing transit, which is called the adiabatic approx-

imation, the survival probability is given by40

40 Giunti and Kim, Fundamentals of
neutrino physics and astrophysics Equa-
tion (9.83), page 335

Padiabatic
νe→νe (L) =

1
2
+

1
2

cos 2θm
p cos 2θm

d +
1
2

sin 2θm
p sin 2θm

d cos
(∫ L

0

∆m2
m(x)

2E
dx
)

(1.20)

where the subscript p denotes the production and d denotes the de-
tection.

If the production or the detection region is large enough, or if the
detector energy resolution is not good enough to see the oscillation
patter, the integration of cos in Equation 1.20 is averaged out:

Padiabatic
νe→νe (L) =

1
2
+

1
2

cos 2θm
p cos 2θm

d (1.21)

1.1.5 MSW transition region problem

Let us consider the situation where neutrinos are produced in dense
environment and detected in vacuum, such as in the Sun. The mixing
angle at the detection site is the same as the mixing angle in vacuum.
For the mixing angle at the production site, it follows

cos 2θm =
cos 2θ − ε√

(cos 2θ − ε)2 + (sin 2θ)2
(1.22)

ε =
2 · Eν ·

√
2GFnp

e

∆m2 (1.23)

where Eν is the neutrino energy, GF is the Fermi factor and np
e is the

average electron density in the production region. From the above

https://doi.org/10.1016/j.nuclphysb.2004.09.027
https://doi.org/10.1016/j.nuclphysb.2004.09.027
https://arxiv.org/abs/0404042
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equations we can see the two extreme situation where the

Ec
ν =

cos 2θ∆m2

2
√

2GFnp
e

(1.24)

Vacuum regime Eν � Ec
ν : cos 2θm → cos 2θ (1.25)

Pday
ee → c4

13

(
1− 1

2
sin2 2θ

)
(1.26)

Matter regime Eν � Ec
ν : cos 2θm → −1 (1.27)

Pday
ee → c4

13s2 (1.28)

For 8B solar neutrinos, the average electron density weighted ac-
cording to the production location is np

e = 89.6 mol/cm341, so Ec
ν =

41 F. Vissani, “Joint analysis of Borexino
and SNO solar neutrino data and recon-
struction of the survival probability”,
pp. 1–12, Sept. 2017, arXiv: 1709.05813

5.5 MeV (∆m2 = 7.53× 10−5 eV2). The region around this energy is
called the MSW transition region.

Currently the value of ∆m2 determined from KamLAND reactor
anti-neutrino results42 and that determined from global fit of solar

42 The KamLAND collaboration, “Re-
actor on-off antineutrino measurement
with KamLAND”, Physical Review D -
Particles, Fields, Gravitation and Cosmol-
ogy, vol. 88, no. 3, pp. 1–10, 2013, doi:
10.1103/PhysRevD.88.033001, arXiv:
1303.4667 [hep-ex]

neutrino experiments43 are inconsistent with 2σ level, and the com-

43 The Super-Kamiokande collabora-
tion, “Solar neutrino measurements in
Super-Kamiokande-IV”, Physical Review
D, vol. 94, no. 5, pp. 1–33, 2016, doi:
10.1103/PhysRevD.94.052010, arXiv:
1606.07538parison of the predicted solar neutrino survival probability based on

two values is shown in Figure 1.5.

Figure 1.5: Comparison of solar neu-
trino survival probability based on ∆m2

determined from KamLAND and from
solar neutrino experiments. Repro-
duced from M. Maltoni and A. Yu.
Smirnov, “Solar neutrinos and neutrino
physics”, The European Physical Journal
A, vol. 52, no. 4, p. 87, Apr. 2016, doi:
10.1140/epja/i2016-16087-0, arXiv:
1507.05287.

The discrepancy can be reconciled with new physics. Various
models have been proposed and are shown in Figure 1.6. More de-
tails can be found in44.

44 M. Maltoni and A. Yu. Smirnov,
“Solar neutrinos and neutrino physics”,
The European Physical Journal A, vol. 52,
no. 4, p. 87, Apr. 2016, doi: 10.1140/

epja / i2016 - 16087 - 0, arXiv: 1507 .

05287

Figure 1.6: Comparison of solar neu-
trino survival probability based on ∆m2

determined from KamLAND and from
solar neutrino experiments. Repro-
duced from M. Maltoni and A. Yu.
Smirnov, “Solar neutrinos and neutrino
physics”, The European Physical Journal
A, vol. 52, no. 4, p. 87, Apr. 2016, doi:
10.1140/epja/i2016-16087-0, arXiv:
1507.05287.

https://arxiv.org/abs/1709.05813
https://doi.org/10.1103/PhysRevD.88.033001
https://arxiv.org/abs/1303.4667
https://doi.org/10.1103/PhysRevD.94.052010
https://arxiv.org/abs/1606.07538
https://doi.org/10.1140/epja/i2016-16087-0
https://arxiv.org/abs/1507.05287
https://doi.org/10.1140/epja/i2016-16087-0
https://doi.org/10.1140/epja/i2016-16087-0
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1.2 Neutrino astrophysics and solar physics

In this section, the neutrino astrophysics is introduced. We briefly
reviewed the neutrino astrophysics, then discuss the Standard Solar
Model, and at last using neutrino as the probe to study the Sun. More
contents can be found in45,46,47,48 45 A. Gallo Rosso et al., “Introduction

to neutrino astronomy”, The European
Physical Journal Plus, vol. 133, no. 7,
p. 267, 2018, doi: 10 . 1140 / epjp /

i2018-12143-6
46 N. Vinyoles et al., “A New Generation
of Standard Solar Models”, The Astro-
physical Journal, vol. 835, no. 2, p. 202,
Jan. 2017, doi: 10.3847/1538- 4357/

835/2/202, arXiv: 1611.09867
47 A. Serenelli, “Alive and well: A short
review about standard solar models”,
The European Physical Journal A, vol. 52,
no. 4, p. 78, Apr. 2016, doi: 10.1140/

epja / i2016 - 16078 - 1, arXiv: 1601 .

07179
48 J. N. Bahcall and C. Peña-Garay, “So-
lar models and solar neutrino oscilla-
tions”, New Journal of Physics, vol. 6,
no. 04, pp. 1–19, 2004, doi: 10.1088/

1367- 2630/6/1/063, arXiv: 0310030

[astro-ph]

1.2.1 Neutrino astrophysics

Astrophysics is the branch of astronomy that studies the nature of
astronomical objects with the principle of physics and chemistry.
Neutrino astrophysics uses neutrinos as the probe. Neutrinos are
produced in the core region of the Sun and other starts, they are
produced by the super novae explosion, and also produced during
the Big Bang. Because the cross-section of neutrino interactions is
relatively low, neutrinos is an ideal probe to study astronomy dis-
tant in space and in time, because it conducts little interactions dur-
ing propagation. Recently the IceCube collaboration announced that
correlation of the neutrino with the flare of TXS 0506+056 is statis-
tically significant at the level of 3 standard deviations)49, and this

49 T. IceCube et al., “Multi-messenger
observations of a flaring blazar co-
incident with high-energy neutrino
IceCube-170922A”, Science, eaat1378,
July 2018, doi: 10 . 1126 / science .

aat1378, arXiv: 1807.08816

indicates that blazers may be one of the long-sought sources of very-
high-energy cosmic rays.

1.2.2 The Standard Solar Model

The Standard Solar Models are the model of the Sun calibrated to
match present day surface properties of the Sun, including the present-
day solar luminosity L�, radius R�, and surface metal 50 to hydro- 50 Astronomers refer to all elements

other than hydrogen and helium as
’metals’.

gen abundance ratio (Z/X)�. The calibration is done by adjusting
the mixing length parameter (αMLT) and the initial helium and metal
mass fractions (Yini and Zini respectively).

The Standard Solar Models have played a fundamental role in dis-
covering the neutrino flavor oscillations. Neutrinos on the other hand
also confirmed the Standard Solar Model by probing the core region of
the Sun. After several decades, development of the helioseismology
made it possible to construct an accurate picture of the solar inte-
rior. The agreement between Standard Solar Models and sub percent
precision helioseismic results was astonishingly good, and this pro-
vide both strong support to stellar evolution theory and to neutrino
oscillations51. 51 Christensen-Dalsgaard et al., “The

Current State of Solar Modeling”Later on a new generation of Standard Solar Models52 was pro-
52 Asplund et al., “The Chemical Com-
position of the Sun”posed. The new models are believed to be improved in several as-

pects. For these new models, all determinations of the solar metallic-
ity based on the new generation of spectroscopic studies yield a solar
metallicity that is substantially lower than the older spectroscopic re-
sults, in particular, for the volatile and most abundant C, N, and O.
However, they have brought about a series of problems because they
fail to reproduce all helioseismic probes of solar properties and this
is called the Solar Abundance Problem.

https://doi.org/10.1140/epjp/i2018-12143-6
https://doi.org/10.1140/epjp/i2018-12143-6
https://doi.org/10.3847/1538-4357/835/2/202
https://doi.org/10.3847/1538-4357/835/2/202
https://arxiv.org/abs/1611.09867
https://doi.org/10.1140/epja/i2016-16078-1
https://doi.org/10.1140/epja/i2016-16078-1
https://arxiv.org/abs/1601.07179
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https://arxiv.org/abs/0310030
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1.2.3 Neutrino as probe of Solar Physics

Neutrinos can be used to solve the Solar Abundance Problem. Neu-
trinos are produced when protons are converted to heliums in the
core region of the Sun. They can escape the Sun without interactions
and thus preserving the information of the interior, such as the inter-
action rate. The High Metallicity models and Low Metallicity models
predict different fluxes of neutrinos, especially those produced from
the CNO-cycle process. A 5% precision CNO solar neutrino flux
measurement would provide a moderate evidence in favor of one of
two models53.

53 J. Bergström et al., “Updated determi-
nation of the solar neutrino fluxes from
solar neutrino data”, Journal of High En-
ergy Physics, vol. 2016, no. 3, p. 132, Mar.
2016, doi: 10.1007/JHEP03(2016)132,
arXiv: 1601.00972

The predicted solar neutrino fluxes are summarized in Table 1.1,
and the energy spectra are shown in Figure 1.7.

Solar ν B16(GS98)-HZ B16(AGSS09)-LZ
pp 5.98 (1± 0.006)× 1010 6.03 (1± 0.005)× 1010

7Be 4.93 (1± 0.06)× 109 4.50 (1± 0.06)× 109

pep 1.44 (1± 0.009)× 108 1.46 (1± 0.009)× 108

CNO 4.88 (1± 0.11)× 108 3.51 (1± 0.10)× 108

8B 5.46 (1± 0.12)× 106 4.50 (1± 0.12)× 106

Table 1.1: Predicted fluxes of pp, 7Be
(862 +384 keV), pep and CNO solar neu-
trinos assuming the MSW-LMA oscil-
lation parameters. Unit: [cm−2s−1].
Reference: N. Vinyoles et al., “A New
Generation of Standard Solar Models”,
The Astrophysical Journal, vol. 835, no. 2,
p. 202, Jan. 2017, doi: 10.3847/1538-

4357/835/2/202, arXiv: 1611.09867

Figure 1.7: Solar neutrino spectra. Re-
produced from The Borexino collabora-
tion, “Neutrinos from the primary pro-
ton–proton fusion process in the Sun”,
Nature, vol. 512, no. 7515, pp. 383–386,
Aug. 2014, doi: 10.1038/nature13702,
arXiv: 1508.05379.

https://doi.org/10.1007/JHEP03(2016)132
https://arxiv.org/abs/1601.00972
https://doi.org/10.3847/1538-4357/835/2/202
https://doi.org/10.3847/1538-4357/835/2/202
https://arxiv.org/abs/1611.09867
https://doi.org/10.1038/nature13702
https://arxiv.org/abs/1508.05379
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1.3 The Borexino and JUNO experiments

In this section, the Borexino and JUNO experiments are introduced.
The physics results achieved by Borexino are reviewed, and the physics
programs and their significance of JUNO are presented. The design
of the Borexino and JUNO detectors are described dedicatedly in
Section 2.1 and 9.1, respectively.

1.3.1 The Borexino experiment

Borexino, the little (-ino) BORon solar neutrino EXperiment, started
data taking on May 16, 2007. In 2010 May, the data taking was
stopped and Borexino conduct a purification and calibration cam-
paign. After that, Borexino started another round of data taking
since 2011 December till now. The period between 2007 May and
2010 May is called Phase-I and the period between 2011 December
and now is called Phase-II.

In Phase-I, Borexino achieved vast number of groundbreaking re-
sults. In 2011, it reported the first precision measurement of 7Be
solar neutrino interaction rate54. One year later it reported the first

54 The Borexino collaboration, “Pre-
cision measurement of the Be7 so-
lar neutrino interaction rate in Borex-
ino”, Physical Review Letters, vol. 107,
no. 14, pp. 1–5, 2011, doi: 10.1103/

PhysRevLett.107.141302, arXiv: 1104.
2150

evidence of pep solar neutrinos55. In 2014 Borexino reported the first

55 The Borexino collaboration, “First Ev-
idence of pep Solar Neutrinos by Direct
Detection in Borexino”, Physical Review
Letters, vol. 108, no. 5, p. 051302, Feb.
2012, doi: 10.1103/PhysRevLett.108.
051302, arXiv: 1110.3230

real time detection of pp solar neutrinos56. Besides, Borexino also re- 56 The Borexino collaboration, “Neutri-
nos from the primary proton–proton
fusion process in the Sun”, Nature,
vol. 512, no. 7515, pp. 383–386, Aug.
2014, doi: 10 . 1038 / nature13702,
arXiv: 1508.05379

ported results on various topics. In 2010, it reported 3 MeV detection
threshold measurement of 8B solar neutrinos57 and detection of geo-

57 The Borexino collaboration, “Mea-
surement of the solar 8B neutrino rate
with a liquid scintillator target and 3
MeV energy threshold in the Borexino
detector”, Physical Review D, vol. 82,
no. 3, p. 033006, Aug. 2010, doi: 10.

1103 / PhysRevD . 82 . 033006, arXiv:
0808.2868

neutrinos58, etc. In Phase-II data, Borexino continued to contribute.

58 The Borexino collaboration, “Obser-
vation of geo-neutrinos”, Physics Let-
ters, Section B: Nuclear, Elementary Par-
ticle and High-Energy Physics, vol. 687,
no. 4-5, pp. 299–304, 2010, doi: 10 .

1016/j.physletb.2010.03.051, arXiv:
1003.0284

For example, recently it published the comprehensive measurement
of pp-chain solar neutrinos59. This is the first time we use a unique

59 The Borexino collaboration, “Com-
prehensive measurement of pp-chain
solar neutrinos”, Nature, vol. 562,
no. 7728, pp. 505–510, Oct. 2018, doi:
10.1038/s41586-018-0624-y

detector and dataset to measure all pp-chain solar neutrinos.

1.3.2 The JUNO experiment

JUNO, the Jiangmen Underground Neutrino Observatory, is an under-
construction reactor anti-neutrino experiment and is expected to start
data-taking in 2021. It is aimed at determining the neutrino mass or-
dering and at same time has potential in vast number of physics
goals, such as percent-level precision measurement of neutrino os-
cillation mixing parameters, detection of supernova neutrinos, diffu-
sive supernova neutrino backgrounds, solar neutrinos, atmospheric
neutrinos, geo-neutrinos, nucleon decays etc60.

60 F. An et al., “Neutrino physics with
JUNO”, Journal of Physics G: Nuclear and
Particle Physics, vol. 43, no. 3, p. 030401,
2016, doi: 10.1088/0954-3899/43/3/

030401, arXiv: 1507.05613

1.4 Future searches for solar neutrinos

In this section, future experiments that are sensitive to solar neu-
trinos are introduced, together with the prospects of solar neutrino
physics. SNO+, Hyper-K, DUNE and Argo are discussed.

1.4.1 The SNO+ experiment

SNO+ uses the refurbished facility of the SNO experiment61. The 61 V. f. t. S. c. Lozza, “Scintillator phase
of the SNO+ experiment” Jan. 2012,
doi: 10 . 1088 / 1742 - 6596 / 375 / 1 /

042050, arXiv: 1201.6599
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main goal of the experiment is to test if a neutrino is its own anti-
particle by measuring the half life of the neutrino-less double beta
decay process of the 130Te isotope. SNO+ filled the center detector
with liquid scintillator without 130Te first, then replace it with the
liquid scintillator doped with 130Te. During this period, the SNO+
experiment has sensitivity to pep and CNO solar neutrinos.

1.4.2 The Hyper-Kamioka experiment

The Hyper-Kamioka experiment is a giant water based Cherenkov
detector. Similar to the Super-Kamioka experiment, it has the poten-
tial to measure 8B solar neutrinos. It is expect to be able to claim
observation of day-night asymmetry for more than 4 σ significance
with 2 years of data and to claim evidence of MSW upturn with
10 years of data for 3(5) σ significance with 4.5(3.5) MeV detection
threshold62. 62 S.-h. Seo, “Physics Potentials of the

Hyper-Kamiokande Second Detector in
Korea”, pp. 2–6, 2018, arXiv: 1811 .

06682v11.4.3 The DUNE experiment

The Deep Underground Neutrino Experiment (DUNE) will use the
liquid Argon time projection chamber technique, and it has potential
to measure the 8B solar neutrino flux. Considering that the target
mass of DUNE is designed to be 40 kilo-tons, within a reasonable
time it can collect an exposure of 100 kton-year and thus more than
105 signal events above 5 MeV. With such exposure, DUNE is ex-
pected to be able to claim the day-night asymmetry with more than
10 σ significance, and might confirm the discrepancy on ∆m2

21 be-
tween solar experiments and reactor experiments at more than 5 σ

assuming current best fit values. It will be able to measure the 8B
solar neutrino flux within 2.5% precision and hep solar neutrinos
within 11% precision63. 63 F. Capozzi et al., “DUNE as the

Next-Generation Solar Neutrino Exper-
iment”, pp. 1–19, Aug. 2018, arXiv:
1808.082321.4.4 The ARGO experiment

The Argon Observatory (ARGO) experiment is the next generation
of liquid Argon based dark matter experiment. Its target mass is 300
ton. ARGO has the advantage in detecting CNO solar neutrinos that
it will be without carbon and thus cosmogenic 11C background, and
it will be optimized for detecting low energy events. It is expected
that with 400 ton × years exposure, precisions at the level of around
2%, 10% and 10% for the 7Be, pep and CNO solar neutrino interaction
rates, respectively, can be achieved64. 64 D. Franco et al., “Solar neutrino

detection in a large volume double-
phase liquid argon experiment”, Journal
of Cosmology and Astroparticle Physics,
vol. 2016, no. 8 2016, doi: 10 . 1088 /

1475-7516/2016/08/017, arXiv: 1510.

04196

https://arxiv.org/abs/1811.06682v1
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Solar neutrinos with Borexino

In this chapter, an introduction to the Borexino experiment is given.
Solar neutrinos released with fusion reactions in the core of the
Sun, unlike the high energy gamma rays, can pass through the solar
plasma immediately and make it possible to study the core of the
Sun, and Borexino has demonstrated that it is possible to measure
the individual branches of the pp-chain above 190 keV1,2,3,4. More-

1 The Borexino collaboration, “Precision
measurement of the Be7 solar neutrino
interaction rate in Borexino”, Physical
Review Letters, vol. 107, no. 14, pp. 1–5,
2011, doi: 10.1103/PhysRevLett.107.
141302, arXiv: 1104.2150
2 The Borexino collaboration, “First Ev-
idence of pep Solar Neutrinos by Direct
Detection in Borexino”, Physical Review
Letters, vol. 108, no. 5, p. 051302, Feb.
2012, doi: 10.1103/PhysRevLett.108.
051302, arXiv: 1110.3230
3 The Borexino collaboration, “Neutri-
nos from the primary proton–proton
fusion process in the Sun”, Nature,
vol. 512, no. 7515, pp. 383–386, Aug.
2014, doi: 10 . 1038 / nature13702,
arXiv: 1508.05379
4 The Borexino collaboration, “Measure-
ment of the solar 8B neutrino rate with
a liquid scintillator target and 3 MeV
energy threshold in the Borexino detec-
tor”, Physical Review D, vol. 82, no. 3,
p. 033006, Aug. 2010, doi: 10.1103/

PhysRevD.82.033006, arXiv: 0808.2868

over, the determination of the abundances of heavy elements in the
core region is the key to solve the solar abundance problem5. Using

5 N. Vinyoles et al., “A New Generation
of Standard Solar Models”, The Astro-
physical Journal, vol. 835, no. 2, p. 202,
Jan. 2017, doi: 10.3847/1538- 4357/

835/2/202, arXiv: 1611.09867

new and old abundances leads to different predictions for the neu-
trino flux6. This is especially true for the neutrinos from the CNO

6 ibid.

cycle, that are to date not yet measured.
Solar neutrinos also provide a unique probe to study the matter

effect of neutrino oscillations thanks to the high electron density in
the Sun7. A wide energy range of solar neutrino spectra have been

7 F. Vissani, “Joint analysis of borexino
and sno solar neutrino data and re-
construction of the survival probabil-
ity”, Nuclear Physics and Atomic Energy,
vol. 18, no. 4, pp. 303–312, 2017, doi:
10 . 1207 / s15327868ms0402 _ 3, arXiv:
1709.05813

observed covering both the adiabatic (the pp, 7Be and pep) and vac-
uum regime (high energy part of 8B) of MSW effect. Borexino can
even uniquely reach the transition region by the detection of 8B neu-
trino with the lowest threshold as low as 3 MeV8,9.

8 The Borexino collaboration, “Measure-
ment of the solar 8B neutrino rate with
a liquid scintillator target and 3 MeV
energy threshold in the Borexino detec-
tor”
9 The Borexino collaboration, “Im-
proved measurement of 8B solar neutri-
nos with 1.5 kt y of Borexino exposure”,
vol. 016, pp. 1–13, Sept. 2017, arXiv:
1709.00756

After Phase-I, more data has been collected between December
14th, 2011 and May 21st, 2016, which corresponds to an exposure
of 1291.51 days × 71.3t (Phase-II). With larger exposure and better
radio-purity levels, as well as improved detector response function
and improved Monte Carlo10, we are expected to improve the preci-

10 The Borexino collaboration, “The
Monte Carlo simulation of the Borexino
detector”, Astroparticle Physics, vol. 97,
pp. 136–159, Jan. 2018, doi: 10.1016/

j.astropartphys.2017.10.003, arXiv:
1704.02291

sion of fluxes of pp, 7Be and pep solar neutrinos fluxes and to reach
the same level of upper limit for CNO neutrinos with weaker as-
sumptions. In this chapter, we report the analysis techniques adopted
to suppress the background and to determine the response functions,
the methods used for the estimation of the systematic uncertainties
related to detector response and the expected uncertainties on neu-
trino interaction rate measurements.

This chapter is organized as in the following: Section 2.1 intro-
duces the components of the Borexino detector. Section 2.2 summa-
rizes the unprecedented radio-purities achieved by Borexino. Sec-
tion 2.3 reviews the signal and backgrounds of Borexino Phase-I and
Phase-II data. Section 2.4 presents the list of backgrounds. Sec-
tion 2.5 reviews the background reduction analysis methods. At last,
Section 2.6 presents the offline softwares.
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2.1 The Borexino detector

The Borexino detector is a liquid scintillator based calorimeter. Its
structure is shown schematically in Figure 2.111. In the most inner 11 The Borexino collaboration, “The

Borexino detector at the Laboratori
Nazionali del Gran Sasso”, Nuclear In-
struments and Methods in Physics Re-
search, Section A: Accelerators, Spectrom-
eters, Detectors and Associated Equipment,
vol. 600, no. 3, pp. 568–593, 2009, doi:
10.1016/j.nima.2008.11.076, arXiv:
0806.2400

part there is the scintillator target, an organic solution. Its solvent
is PC (pseudocumene, 1,2,4-trimethylbenzene C6H3(CH3)3), and the
solute is PPO (2,5-diphenyloxazole, C15H11NO) at a concentration of
1.5 g/L (0.17% by weight). Its mass is around 278 tons. The neutrinos
can be detected via the elastic scattering channel on electrons, and
the anti-neutrinos can be detected via the inverse beta decay on the
hydrogen atoms. The scintillator target is surrounded by quenched
liquid scintillator which shields it from the gammas rays from the
natural radioactivity in the PMTs and stainless steel sphere (SSS),
and they are separated by the inner vessel (IV), a 125 µm specially
treated ultra-low-radioactivity nylon vessel. Another nylon vessel,
the outer vessel, together with the inner vessel works both as the
barriers against radon atoms diffusing inward from outer part of the
detector. The radius of the inner vessel, outer vessel and the stainless
steel sphere are 4.25 m, 5.5 m and 6 m, respectively. Outside the
stainless steel sphere there is the water Cherenkov detector playing
the role of active muon veto and passive shield of the environmental
radiation. 3800 meters water equivalent rock provides passive shield
to further suppress muon and cosmogenic backgrounds.

Figure 2.1: Schematic drawing of
Borexino detector.

The scintillation light is collected by 2212 PMTs installed on the
inner surface of the stainless steel sphere. The number of photonelec-
trons collected by Borexino detector is around 500 p.e./MeV/2000 PMTs
and the region of interests extends from tens of keV up to a few MeV,
so PMTs work in single p.e. regime mostly. The multiple hit prob-
ability is of the order of 10% for a 1 MeV energy deposition event
in the detector center. For each hit, two signals, one for the energy

https://doi.org/10.1016/j.nima.2008.11.076
https://arxiv.org/abs/0806.2400
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and one for the time measurements, are produced by the front-end
circuit12. 12 V. Lagomarsino and G. Testera, “A

gateless charge integrator for Borex-
ino energy measurement”, Nuclear In-
struments and Methods in Physics Re-
search Section A: Accelerators, Spectrom-
eters, Detectors and Associated Equipment,
vol. 430, no. 2-3, pp. 435–446, July 1999,
doi: 10.1016/S0168-9002(99)00170-9

2.2 Unprecedented Radio-purity

Detection of solar neutrinos and measurement of their fluxes are not
easy tasks. Solar neutrinos are detected via the elastic scattering
channel. To achieve the expected sensitivity and precision, it is of
prime importance to purify the liquid scintillator and remove the
natural radio-active elements in the liquid scintillator. Borexino as
the pioneer of low background control has achieved unprecedented
radioactive-purity level. In Phase-I from 2008 to 2010, the concentra-
tion of 238U and 232Th in the liquid scintillator are (5.3± 0.5)× 10−18

g/g and (3.8 ± 0.8) × 10−18 g/g, respectively13. In Phase-II, their 13 The Borexino collaboration, “Final re-
sults of Borexino Phase-I on low-energy
solar neutrino spectroscopy”, Physical
Review D - Particles, Fields, Gravitation
and Cosmology, vol. 89, no. 11, pp. 1–
68, 2014, doi: 10.1103/PhysRevD.89.

112007, arXiv: 1308.0443

concentrations are even reduced to < 9.4× 10−20 g/g (95% C.L.) and
< 5.7× 10−19 g/g (95% C.L.). Such radio-purity levels were achieved
by the extensive purification campaign in 2011.

2.3 Comparison of signal and backgrounds

In this section we compare the signals of the low and high energy
branches of the solar neutrino chain to the background in the con-
ditions of the Phase-I and Phase-II data taking periods. The back-
grounds of low energy branches in Phase-II will be explained in more
detail in Section 2.4 on page 38. In this section we compare

Borexino is a liquid scintillator detector. It can detect the energy
deposition of the recoil electron in the elastic scattering process of a
neutrino on an electron. By counting the number of times of detec-
tion, it measures the solar neutrino fluxes. Decay of natural radioac-
tive nuclei in the liquid scintillator or in the outer components of the
detector, or that of short lived cosmogenic isotopes, produce α, β or
γ particles, and the energy deposition of these decay products can
mimic the recoil electron and thus forms the backgrounds. Borexino
differentiates the signal and background using various techniques,
and they will be explained in the next section.

2.3.1 pp, 7Be, pep and CNO analysis

The pp, 7Be, pep and CNO solar neutrino interaction rates are ex-
tracted by fitting the energy spectrum with the help of various back-
ground reduction techniques. The comparison of energy spectra ob-
tained in Phase-I14 and Phase-II15 is shown in Figure 2.2. Unlike the 14 ibid.

15 The Borexino collaboration, “Com-
prehensive measurement of pp-chain
solar neutrinos”, Nature, vol. 562,
no. 7728, pp. 505–510, Oct. 2018, doi:
10.1038/s41586-018-0624-y

8B solar neutrino analysis, the type of major backgrounds are the
same between Phase-I and Phase-II. For the signals, due to around
loss of around 50 PMTs per year, the energy resolution in Phase-I is
better than that in Phase-II. For the backgrounds in Phase-II, the rate
of the main background of 7Be, pep and CNO solar neutrinos, the
210Bi decay events, is reduced by almost 60%; the rate of the main
background of 7Be solar neutrinos, the 85Kr decay events, is reduced

https://doi.org/10.1016/S0168-9002(99)00170-9
https://doi.org/10.1103/PhysRevD.89.112007
https://doi.org/10.1103/PhysRevD.89.112007
https://arxiv.org/abs/1308.0443
https://doi.org/10.1038/s41586-018-0624-y
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by more than 80%. The average rate of 210Po decay events, which
is also a main background of 7Be solar neutrinos, is one orders of
magnitude lower than that of Phase-I.

Figure 2.2: Comparison of energy spec-
tra obtained in Phase-I (black) and
Phase-II (green).

2.3.2 8B analysis

The 8B solar neutrino flux is extracted by counting the number of
events passing all cuts and subtracting the estimated number of resid-
ual background events. In Phase-I analysis16, events within 3 meters

16 The Borexino collaboration, “Mea-
surement of the solar 8B neutrino rate
with a liquid scintillator target and 3
MeV energy threshold in the Borexino
detector”

radius are selected. In Phase-II analysis17 all events fallen in the in-

17 The Borexino collaboration, “Im-
proved measurement of 8B solar neutri-
nos with 1.5 kt y of Borexino exposure”

ner vessel are considered and the exposure is almost 10 times larger.
In both analyses, the major backgrounds include the muon events,
cosmogenic neutrons, decay of other cosmogenic isotopes, decay of
208Tl inside the liquid scintillator or on the inner vessel, and γs from
neutron capture on outside components. Muon events and short
lived isotopes are removed by muon veto. Long lived isotope, such
as 11Be and 10C are removed by Three-Fold-Coincidence cut18. 214Bi- 18 See also Section 2.5.4 page 41

Po cut is applied to remove 214Bi decay events. External backgrounds
are subtracted according to results of radial fit. In Phase-II, because
the fiducial volume is enlarged and include peripheral events, a new
component called "emanation 208Tl" is added. This component con-
sists of two types of events. Firstly, nuclei in the 232Th decay chain
may recoil into the liquid. Alternatively, 220Rn, an volatile progenitor
of 208Tl can diffuse into the liquid scintillator. Its radial distribution
is derived based on 212Bi events.

2.4 Backgrounds

In this section we present the list of background components. Fit
results of an Asimov dataset are shown in Figure 2.3. All important
background components are shown.

Figure 2.3: Fit results of an Asimov
dataset. All signals and backgrounds
are shown. Reproduced from The
Borexino collaboration, “Final results of
Borexino Phase-I on low-energy solar
neutrino spectroscopy”, Physical Review
D - Particles, Fields, Gravitation and Cos-
mology, vol. 89, no. 11, pp. 1–68, 2014,
doi: 10 . 1103 / PhysRevD . 89 . 112007,
arXiv: 1308.0443.

14C The 14C isotope accompanies 12C in the liquid scintillator. It
is a β-emitter with 156 keV end point. Its mean life is 8270 years

https://doi.org/10.1103/PhysRevD.89.112007
https://arxiv.org/abs/1308.0443
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and is geologically short, but it is constantly being replenished by
the cosmic-ray flux. In order to lower the contribution of this back-
ground, the Borexino scintillator is derived from petroleum from
deep underground. The 14C rate is measured to be 40± 1 cpd/100
ton independently from fitting.

pile-up events When two or more physics events occur within short
time, they can be identified as one single cluster. It is the major
background for pp solar neutrinos. The major components of pile-up
events in the sensitive region of pp solar neutrinos are the pile-up of
two 14C events or the pile-up of one 14C and one external background
event. The pile-up events can be included by adding an independent
component or include the pile-up effects to each componnet

85Kr The isotope 85Kr is present in the air and it has an average
concentration of around 1 Bq/m3. It is a β-emitter with 687 keV
end point (99.57% branching ratio). Its mean life is 15.4 years. Its
contribution is lowered due to use of N2 with low Kr content during
the scintillator manipulations. With a branching ratio of 0.43%, 85Kr
decays by emitting a β particle then a γ ray with 2.06 µs mean life.
This fast β–γ sequence can be used to measure a 85Kr concentration
independent from the one resulting from the spectral fit.

210Bi The isotope 210Bi is a β-emitting daughter of 210Pb with 7.23
days mean life and Q value of 1160 keV. Its energy distribution is
similar to that of electrons recoiling after the interaction of CNO neu-
trinos in the scintillator.

210Po The isotope 210Po is a mono-energetic α emitter with 200 days
mean life, but with strong ionization quenching of the scintillator.
The observed energy of 210Po is similar to an electron of 0.4 MeV and
is in the energy range of the recoiled electrons after the interaction
of 7Be solar neutrinos.

11C The isotope 11C is a β+ emitter and is a muon-induced cosmo-
genic background. About 95% of this nuclide is produced by muons
accompanied with a free neutron:

µ +12 C→ µ +11 C + n (2.1)

The mean life of 11C is 29.4 minutes. The total energy released in
the detector is between 1020 and 1980 keV and lies in the energy
region of interest of the pep and CNO neutrinos. Its concentration
is enhanced in the TFC-enhanced spectrum and suppressed in the
TFC-subtracted spectrum19. 19 TFC: Three Fold Coincidence. See

Section 2.5.4, page 41.

External γs γs from 40K, 214Bi and 208Tl decays occurred in the de-
tector components outside the liquid scintillator form backgrounds
for the pep and CNO neutrinos.
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10C and 6He 10C and 6He are cosmogenic backgrounds. Their con-
tribution is negligible in the TFC-subtracted spectrum and thus is
only included in the TFC-enhanced spectrum.

2.5 Background reduction analysis techniques

In this section we reviewed the analysis techniques developed to re-
duce the background contribution. The background events can be
rejected according to single or multiple quantities. They can also be
disentangled from the signal events through spectral fitting.

2.5.1 Fiducial volume cut

Events reconstructed outside a pre-selected volume are rejected. In
this way the contribution of γ rays produced in the outer region of
the detector is suppressed. These γs, especially those from decay of
40K, deposit energy in the fiducial volume and form backgrounds
for pep and CNO solar neutrinos. In this analysis, the so-called pep
fiducial volume is used:

• z > −1.8 m and z < 2.2 m

• R < 2.8 m

2.5.2 Muon cut and muon daughter cut

Muons may deposit significant amount of energy in the liquid scin-
tillator and saturate Borexino electronics, and thus events adjacent
to muons are rejected. Muon events are identified using the outer
water Cherenkov veto detector trigger or using the time and space
distribution of hits collected by the inner detector. Decay of short
lived cosmogenic isotopes are rejected based on their time with re-
spect to the most recent muons. The muon and muon daughter cut
is defined as

• ∆t > 0.3 s

where ∆t is the time to the last tagged µ event.

2.5.3 Radon filter

If two events are adjacent in space and time, then it is unlikely they
are uncorrelated. Both events will be removed and this cut is called
the coincidence cut or the radon filter. It can remove events such as
decays of 214Bi which will be followed by the decay of 214Po. The
coincidence criteria is defined as the following:

• ∆t < 2 micro-seconds

• ∆r < 1.5 meters
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2.5.4 Three Fold Coincidence

In part of production processes of cosmogenic isotopes, one or more
neutrons are also present. When the production is not accompanied
with neutrons, it is possible that at the production position some
neutrons are produced due to the production of other type of cos-
mogenic isotopes. This is further discussed in Section 10.3.4 page
177.

This information can be used to suppress decay events of long
lived cosmogenic isotopes such as 11C, 10C, 6He and 11Be. Neutron
events close to a muon track are more likely cosmogenic neutrons.
Events that are close to a cosmogenic neutron in space and time are
more likely the decay of cosmogenic isotopes, and tagged as "TFC
selected", or otherwise "TFC suppressed". The TFC is short for three-
fold-coincidence, which consists of a muon track, a neutron event
and a physics event. The tagging is not simply based on a cut of
the spatial and time distance to the cosmogenic neutron, but based
on a projected likelihood function taking into account all useful in-
formation except the event energy, which otherwise will introduce
distortions to the event energy distribution.

The comparison of TFC selected and TFC suppressed is shown in
Figure 2.4. It is obvious that the neutrino signals are not affected
while decays of cosmogenic 11C are strongly suppressed. This is
critical for extracting the pep solar neutrino flux and the CNO solar
neutrino flux.
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Figure 2.4: Comparison of the energy
spectrum of events selected by TFC and
that of events surviving the TFC cut.
Both spectra are normalized by the ex-
posure.

2.5.5 Complementary fit

The complementary fit technique allows to improve the precision
of the pp and 7Be solar neutrino fluxes by increasing the effective
exposure. Instead of abandoning TFC-selected events, both spectra
are utilized and the product of the likelihood terms built upon two
spectra is minimized:

L = LTFC vetoed · LTFC tagged (2.2)
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Considering that the spatial temporal distribution of TFC selected
events is not uniform and that 210Po decay events are not uniform
in space and in time, the 210Po decay rates in two spectra are in-
dependent. For other species, except cosmogenic 11C, 10C and 6He,
their rates are required to be the same in both spectra. In the analyti-
cal fit, the detector response function parameters, including the light
yield and resolution parameters, are required to be the same in two
spectra.

2.5.6 Multivariate fit

The multivariate fitting is used to further disentangle the signals
from the backgrounds.

The "radius", which is the distance between the event vertex to the
detector center, is used to suppress the impact of external gammas.
The neutrino elastic scattering and cosmogenic 11C event vertexes
are uniform distributed, while the flux of gammas penetrating the
buffer into the fiducial volume originated from the radioactivities
on the PMT glasses and stainless steel sphere reduces exponentially
along the radial axis toward the center, thus can be distinguished
through different radial distribution. For 210Bi, dedicated studies are
performed and no strong non-uniformity is observed. The involved
energy range is carefully chosen to reduce the systematic uncertain-
ties from the light yield as well as to avoid 210Po, which is strongly
non-uniform.

Figure 2.5: Distribution of L(r) and
charge for 214Bi (blue) and 11C (red)
events. Reproduced from S. Mar-
cocci, “Precision Measurement of Solar
ν Fluxes with Borexino and Prospects
for 0νββ Search with Xe -loaded Liquid
Scintillators”, PhD thesis, Gran Sasso
Science Insitute, 2016.

e+/e− pulse shape discriminator L(r) (PS-LPR), which is the min-
imized likelihood used by the position reconstruction algorithm20, is

20 The Borexino collaboration, “Final re-
sults of Borexino Phase-I on low-energy
solar neutrino spectroscopy”

used to suppress the 11C events. Its distribution is shown in Fig-
ure 2.5. The position reconstruction uses the time-of-flight (TOF),
or the time that the photons spend moving from the production
position to the PMT photocathodes where the photon are detected.
The reconstruction algorithm assumes the event is an electron. Elec-
trons deposit energy in a volume of millimeters, while gammas and
positrons deposit energy in a volume of centimeters, so they have ad-
ditional variation in the distribution of the TOF of hits, and the like-
lihood is on average larger compared with an electron event of the
same energy. Its distributions for electrons are validated against the
214Bi events selected through fast coincidence and those for positrons
are validated against special TFC selected 11C events.

The observables radius and the e+/e− pulse shape discriminator
are included by multiplying additional terms of likelihood21: 21 S. Davini, “Measurement of the

pep and CNO solar neutrino interac-
tion rates in Borexino-I”, The European
Physical Journal Plus, Springer Theses,
vol. 128, no. 8, p. 89, Aug. 2013, doi:
10.1140/epjp/i2013-13089-9

LMV = LTFC vetoed ×LTFC tagged ×∏
i
Lradial

i ×∏
j
Lpulse-shape

j (2.3)

where i and j indicate different pieces of likelihoods selected based
on the energy of the events.

https://doi.org/10.1140/epjp/i2013-13089-9
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2.5.7 α/β discrimination

The 210Po α-decay is the major background of 7Be solar neutrinos.
It sits in the sensitive region for 7Be solar neutrino where 7Be so-
lar neutrino interactions are correlated with 210Bi decays and 85Kr
decays. In Phase-I analysis they were suppressed using the "Gatti"
parameter22. In Phase-II analysis they are kept and modeled. Due to 22 E. Gatti et al., Energia Nucleare (Mi-

lan) 17, 34 (1970). http://www-
3.unipv.it/donati/papers/6d.pdf.

the high statistics and the asymmetry of the shape of 210Po α-decay
events, symmetric Gaussian response function will introduce biases.
There has been studies on doing fitting with 210Po α-decay events re-
moved using a Multi-Layer Perceptron algorithm23. In this method, 23 I. Drachnev, “New Spectral Analysis

of Solar B Neutrino with the Borexino
Detector”, PhD thesis, Gran Sasso Sci-
ence Institute, 2016

because the efficiency depends on the energy exponentially, the re-
jected α-like events are also integrated in the final likelihood terms
using the so-called complementary fit methods, in order to extract
the corresponding constants.

2.6 Offline softwares

In this section, we introduced the overview of the offline softwares
used in the Borexino analysis.

The first step is processed by Echidna. Data collected are first
packed in binaries. They are passed to Echidna. Functional units
in Echidna are organized as regulated modules. Each module is as-
signed a number representing its priority level, and the modules with
smaller number, or higher priority level, are processed first. These
levels are specified in the configuration file echidna.cfg. First raw
data are decoded by the reader module. The hit time and charge of
each hit collected on each PMT packed as events is extracted. Then
they are passed to the decoder module. Corrections are applied to
the hit time and hit charge. Then they are passed to the find cluster

module. Hits are grouped into clusters for each event. After that, the
hits are passed to reconstruction algorithms, and the vertex and en-
ergy estimators are calculated for each cluster. In summary, Echidna
takes raw data in binaries as inputs and produce reconstructed ver-
tex and energy of clusters in CERN ROOT TTree as outputs.

The second step is processed by bxfilter. The software loops
over each cluster, and selects clusters that fulfills criteria of each anal-
ysis. Different type of selections are wrapped as different modules.
In the low energy branches solar neutrino analysis, the selection is
defined in the bx_nusol module.

The third step is processed by spectral-fitter, bx-GooStats24 or 24 X. Ding, “GooStats: A GPU-based
framework for multi-variate analysis in
particle physics”, Journal of Instrumen-
tation, vol. 13, no. 12, P12018–P12018,
Dec. 2018, doi: 10.1088/1748- 0221/

13/12/P12018

bx-stats. In the last step, all inputs, including the energy spectrum
of TFC tagged and suppressed events, the exposure, the distribu-
tion of the number of live PMTs, the Monte Carlo probability density
functions, etc. are produced and saved in ROOT files. In this step,
the above mentioned softwares, or the fitters, perform minimizations
and extract the best fit of rates and the corresponding HESSIAN sta-
tistical uncertainties.

The last step is processed by bx-sampler. This software is used

http://www-3.unipv.it/donati/papers/6d.pdf
http://www-3.unipv.it/donati/papers/6d.pdf
https://doi.org/10.1088/1748-0221/13/12/P12018
https://doi.org/10.1088/1748-0221/13/12/P12018
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to study the impact of various fitting model related systematic un-
certainties. It produces large amount of pseudo-experiment spectra,
then they are passed to the softwares mentioned in the third step.
The width of the distribution of best fit of the results are used to
estimate the systematic uncertainties.



3
Development of Analytical multivariate fitting

In this chapter, the development of the analytical multivariate fitting
method is introduced. It is a combination of the analytical response
functions and multivariate method. The analytical response function
provides an alternative way to extract the detector response informa-
tion, such as the light yield and resolutions. It is useful to crosscheck
results and understand the systematic uncertainties from the detec-
tor modeling. The multivariate fitting method provides a way to
suppress background. Beside the energy, the radius and pulse shape
parameters can be used to suppress backgrounds, especially external
40K decay γs and cosmogenic 11C β+ decays. These two are critical
backgrounds for pep solar neutrinos.

It is difficult to construct an analytical model of the joint distri-
bution of energy and radius or pulse shape discriminators. To solve
this problem, Monte Carlo, or g4bx2, is used to predict the joint dis-
tributions. Although in this way two models of energy response are
used, the systematic uncertainty introduced is acceptable. Besides,
in previous studies, development of the analytical multivariate fit-
ting method suffers from its unacceptable long converging time —
it takes more than one week to converge with the CPU fitter, and
we have to fix the light yield and several species and fit only part
of the energy range to get results in acceptable time. Thanks to the
development of GooStats1, it takes only a few minutes to finish an 1 X. Ding, “GooStats: A GPU-based

framework for multi-variate analysis in
particle physics”, Journal of Instrumen-
tation, vol. 13, no. 12, P12018–P12018,
Dec. 2018, doi: 10.1088/1748- 0221/

13/12/P12018

analytical multivariate fit, making this study feasible.
This chapter is organized as in the following: Section 3.1 intro-

duces the concepts related to the spectrum fitting methods. Sec-
tion 3.2 discusses the new fitting method: the analytical multivari-
ate fitting method. At last, section 3.3 explains how parallelization
speeds up the fitting process.

https://doi.org/10.1088/1748-0221/13/12/P12018
https://doi.org/10.1088/1748-0221/13/12/P12018
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3.1 Spectrum fitting method in Borexino

In this section, a pedagogical introduction to the understanding of
the spectrum fitting method based on the experience of Borexino
analysis is given, then the energy estimators and fitting methods
used in Borexino spectral analyses are introduced. In Borexino, the
signals and backgrounds are highly entangled, and they are differ-
entiated through the difference of their energy distributions. It is
crucial to understand what will affect the precision of the extracted
rates of signals and how to control them. In this section, I will tell
you the details of Borexino spectrum fitting.

3.1.1 Concept of correlation in spectrum fitting

Fitting is the activity that allows you to extract the counts of signal
events and background events based on two information: the dis-
tribution of collected events and the models of components. In the
fitting process multiple pieces of information are extracted, and the
main obstacle of fitting is the entanglements among these pieces of
information, which are called correlations. Thus we can also say that
fitting is just the process of breaking the correlations among compo-
nents, or more precisely, the correlation among the extracted counts
of components. Correlation means you know the sum of two, while
you know little about their difference. It also means two things are
similar. Counting analysis is the extreme case of spectrum fitting: all
components are completely correlated and indistinguishable.

The correlation can be measured as the correlation coefficient be-
tween two fit parameters. It is a statistical concepts and fit param-
eters are considered as random variables, or test statistics. When
response function parameters are also included as free parameters,
it is possible that correlation exists between counts of some compo-
nents and the detector response parameters, such as the light yield,
or the resolution parameters. In this case, correlation cannot be sim-
ply explained as similarity between the shape of distribution of two
components.
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The type of correlation can be defined according to the way how
two fit parameters are related. The Borexino spectrum is shown in
Figure 2.3. From this figure we can identify three types of correla-
tions:

• When shape of a component is sharp, with with large value of the
first derivative, it can be used to determine the detector response
parameters, and the counts of this component is correlated with
the corresponding parameters. For example, 7Be solar neutrino
interactions (see Figure 3.1) and 210Po decays are sharp, and they
are correlated with the resolution parameters.

Figure 3.1: Correlation between ν(7Be)
and resolution parameters.

• When shape of a component is self-similar under the simulta-
neous transformation of some response parameters and counts,
the information of the counts of such component is poor and a
bias can be introduced easily by biased response parameters. The
counts of these components are correlated with the corresponding
resolution parameters. For example, 210Bi decay energy distribu-
tion has this kinds of shape, and its count is correlated with the
light yield, see Figure 3.2.

Figure 3.2: Correlation between the
210Bi decay rate and the light yield.

• When the shapes of two components are similar, their counts are
correlated. With huge amount of exposure the precision of single
component might be improved. However, like the last type of cor-
relation, if their shape are similar under the simultaneous trans-
formation of some response parameters and counts, the counts
will migrate between two due to bias of response parameter and
the sensitivity will be spoiled. For example, the shapes of 210Bi
decays and CNO solar neutrino interactions are similar, see Fig-
ure 3.3. Although the experimental sensitivity to the difference
of two components improves as square root of the exposure, tiny
bias on the light yield will spoil it.

Figure 3.3: Correlation between the
210Bi decay rate and the CNO solar neu-
trino interaction rate.

To break the correlation, the only method is to put more information
and fix or constrain part of the fit parameters that are correlated.
For example, the light yield can be determined with calibrations and
can be fixed. The resolution parameters can be fixed to the values
obtained with Monte Carlo, which is tuned against calibration data.
The correlation between 210Bi decays and CNO solar neutrino inter-
actions can be broken by fixing or constraining the 210Bi decay rates,
and the 210Bi decay rates can be determined with independent mea-
surement using 210Po decay rates and the link between 210Bi decay
and 210Po decay rates. Sometimes we do not break the correlation
and consider the degrading of the statistical uncertainty is worthy,
because when fixing or constraining fit parameters, larger systematic
uncertainties might be introduced. For example, in the analytical fit
strategies part of resolution parameters are fixed while light yield is
left free.

3.1.2 Energy estimators

In Borexino, three types of energy estimators are used:
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• The normalized total number of triggered PMTs in a fixed window

interval of 230 (400) ns (N
dt1(2)
p , or npmt_dt1 (npmt_dt2)). Refer

total number of triggered PMTs in the window as Ndt1(2), raw
p , the

number of live channels that can discriminate if the PMT is fired
as N′, then N

dt1(2)
p = Ndt1(2), raw

p · 2000/N′.

• The normalized total number of detected photons, including mul-
tiple photons on the same PMT (Nh, or nhit). For one physics
event, if two photons arrives on the same PMT, both produce
photo-electrons and are collected, and the separate time between
two photons is long enough, they will be registered as two hits.
Refer total number of detected photons as Nraw

h and use the same
definition of N′ in the previous item, then Nh = Nraw

h · 2000/N′.

• The normalized sum of charge of all collected hits (NQ, or charge).
Refer the sum of charge of all collected hits as Nraw

Q , the number
of live channels that can collect charges as N′′, then NQ = Nraw

Q ·
2000/N′′.

More details can be found in2. 2 The Borexino collaboration, “Final re-
sults of Borexino Phase-I on low-energy
solar neutrino spectroscopy”, Physical
Review D - Particles, Fields, Gravitation
and Cosmology, vol. 89, no. 11, pp. 1–
68, 2014, doi: 10.1103/PhysRevD.89.

112007, arXiv: 1308.0443 Section IX

The charge variable has the best energy resolution for events with
energy higher than around 700 keV. It spatial non-uniformity has
little energy dependence, and thus can be corrected. Two types of
corrections, based on the PMT geometrical acceptance or 210Po α-
decay events, are developed and applied to charge. Compared with
the other two variables, its non-linearity and resolution models are
relatively simple. More details are introduced in Chapter 4.

The nhit variable has the best energy resolution for low energy
events, and g4bx2 is tuned based on the nhit variable. It is similar to
npmt_dt1 variable in both energy non-linearity and resolution. It is
used as the main variable in the Monte Carlo fit.

The npmt_dt1 variable has good energy resolution for low energy
events, and it is used to extract pp solar neutrino interaction rate in
the analytical fit strategy.

3.1.3 Fitting methods

Fitting methods here refer to the way of building the probability
density functions. In Borexino, two types of fitting methods are used:
the analytical strategy and the Monte Carlo strategy.

The analytical strategy builds energy distribution models of each
component with analytical functions. The information of detector
response parameters, such as the light yield, is extracted from the
spectrum directly, rather than fixed to the values obtained from cali-
brations.

The Monte Carlo strategy builds energy distribution models with
g4bx2. g4bx2 is tuned based on calibration data and selected 14C
decay events. The calibration data is used to fix the light yield, non-
linearity, resolution models. The 14C decay events are used to deter-
mine the so-called effective quantum efficiencies, in order to track the
temporal dependence of the light yield and spatial non-uniformity.

https://doi.org/10.1103/PhysRevD.89.112007
https://doi.org/10.1103/PhysRevD.89.112007
https://arxiv.org/abs/1308.0443
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3.2 Analytical multivariate fit method

In this section I describe the analytical multivariate fit method, in
which the energy distributions are modeled with analytical func-
tions. In the multivariate fitting method, three observables are uti-
lized: the energy of the event, the distance between the event vertex
and the detector center (radius), and the e+/e− pulse shape discrim-
inator L(r). The radius is used to differentiate the external gammas.
The L(r) is used to suppress the cosmogenic 11C. It is also discussed
in Section 2.5.6.

It is difficult to construct an analytical model of the joint distri-
bution of energy and radius or pulse shape discriminators. To solve
this problem, Monte Carlo, or g4bx2, is used to predict the joint dis-
tributions. The principle of the solution is introduced first, then the
detailed procedure to construct the likelihood is documented.

3.2.1 Principle of analytical MV fit

It is considered that the energy and radius (or pulse shape discrimi-
nators) are independent if the energy range is small enough. When
they are independent, the binned likelihood built upon full two-
dimensional distribution can be replaced by the sum of likelihood
terms built on energy and radius, respectively. When using the naive
sum of two likelihood terms, the information of the total counts is
used twice and the result is thus biased. So for the likelihood of sec-
ondary observables, a self calibrating parameter is inserted to cancel
such double counting effect. Although the detector energy response
model may be different between the g4bx2 and the analytical part
can be different, the g4bx2 energy response model is not important
here, because only the shape of radial distribution3 is used to differ- 3 radius here means the distance to the

detector center.entiate between pep solar neutrinos and external 40K decay γs, and
the energy is only used to track the energy dependence of the radial
distribution shape.



50

3.2.2 Likelihood construction

Here we take radius as an example. The procedure is similar for
pulse shape discriminators. To construct the analytical multivariate
likelihood, first we define the concept of class. All species are clas-
sified into two classes, signal or background. Then we collect the
inputs:

• The histogram of energy-radius joint distribution of collected data,
see Figure 3.4. Figure 3.4: Energy-Radius joint distri-

bution (data).

• The histograms of predicted energy-radius joint distribution for
the signal and the background class, according to the simulation
with g4bx2, see Figure 3.5 and 3.6.

Figure 3.5: Energy-Radius joint distri-
bution (MC, signal class).

Figure 3.6: Energy-Radius joint distri-
bution (MC, background class).

• The predicted number of events at each energy bin for each species
according to analytical response functions

• The classification of all components: signals or backgrounds.

• The configurations: the energy range where multivariate analysis
is applied and the number of energy slices.

After that, project the two dimensional histograms of both the data
and predictions onto histograms of radius distributions with energy
range restricted according to the chosen range of the energy slices,
see Figure 3.7.

Figure 3.7: Comparison of the radius
distributions of the first energy slice
(npmt_dt1 is in the range 500–550).
Black: data. Red: Monte Carlo, signal
class. Blue: Monte Carlo, background
class.

Finally, calculate the sum of the log-likelihood of each energy slice.
The log-likelihood of one energy slice is defined as the following:

ln(L) = log

{
k

∑
i=0

exp [P(k− i, m0, n0) + P(i, m1, n1)]

}
(3.1)

P(k, m, n) = ln

[
(n + k + 1)!mk

(m + 1)n+k+1k!n!

]
(3.2)

where the parameters are defined as the following:

1. k(j): number of events in j-th bin of the projected data histogram

2. n0(j): number of events in j-th bin of the projected predicted sig-
nal histogram

3. n1(j): number of events in j-th bin of the projected predicted back-
ground histogram.

4. m0 and m1: scaling factors.

The scaling factors are defined as

mi =
Ni

N0 + N1
· sum(k)

Ii + Nbin
(3.3)

where Ni is defined as the predicted sum of species classified as i, 0:
signal, 1: background; sum(k) is the integral of the k-th slice of the
projected data histogram; Ii is the integral of the projected reference-i
histogram; Nbin is the number of bins of the projected histograms.
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3.3 Multivariate analysis framework GooStats

In this section we presented the development of the multivariate
analysis framework GooStats. Without this software, it is imprac-
tical to perform the analytical multivariate analysis due to too long
computation time.

Algorithms should be transformed to allow concurrent execution
to be adapted to modern computing architectures. In 2005, Herb Sut-
ter pointed out in his "The Free Lunch Is Over"4 that while the num- 4 S. Herb, “The Free Lunch Is Over:

A Fundamental Turn Toward Concur-
rency in Software”, Dr. Dobb’s journal,
vol. 30, no. 3, pp. 202–210, 2005

ber of transistors on CPUs is still increasing, mainstream computers
are being permanently transformed into heterogeneous supercom-
puter clusters. The computing power is improved by increasing the
number of computing units rather than by increasing the clock rate
of single unit. For example, on one hand, the clock rate of Intel
Pentium 4 CPU, released in 2003, is 3.8 GHz5, while the clock rate 5 Intel, Intel® Pentium® 4 670 processor

with support for HT technology, 2003of recent CPUs, such as Intel Xeon E5-2630 v3 released in 2014, has
decreased to 2.4 GHz6; on the other hand, the number of comput- 6 Intel, Intel® Xeon® Processor E5-2630

v3, 2014ing units per CPU has increased from 2 (Pentium 4) to 8 (Xeon E5-
2630 v3). What’s more, General Purpose Graphics Processing Unit
(GPGPU)7, emerged at the beginning of the twenty-first century, has 7 Mark Harris, GPGPU: Beyond Graphics,

Game Developer Conference, 2004hundreds of computing units and can launch thousands of compu-
tation tasks simultaneously8. 8 nVidia Inc., TESLA K20 GPU ACCEL-

ERATOR Board specification, 2012Algorithms can be transformed to allow concurrent execution if
two sets of operations are identified: transformation and associative
summation. Transformation is the operation of applying the same
operation to independent datasets. Associative summation is the op-
eration of applying an associative operation sequentially to a series
of values. The calculation of likelihoods fulfills these two criteria:
calculation of likelihood of each bin is independent with respect to
each other; the arithmetic summation of likelihood of all bins is as-
sociative.

3.3.1 Software design

GooStats is a statistical analysis framework. It is initiated to facil-
itate the use of computation power of modern GPGPUs for fitting
and statistical analysis. It serves as the middle layer between sta-
tistical analysis module written by users and the minimization en-
gine GooFit. It provides a complete suit of analysis tools, supports
common statistical analysis and also includes algorithms used in
Borexino analysis9,10, such as analytical detector response models

9 The Borexino collaboration, “First Si-
multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”, pp. 1–8, July 2017,
arXiv: 1707.09279
10 The Borexino collaboration, “Limit-
ing neutrino magnetic moments with
Borexino Phase-II solar neutrino data”,
Physical Review D, vol. 96, no. 9,
p. 091103, Nov. 2017, doi: 10 . 1103 /

PhysRevD . 96 . 091103, arXiv: 1707 .

09355

and multi-observable likelihoods.

Structure of the software and responsibilities of classes The struc-
ture of GooStats is depicted with a simplified Unified Modeling
Language (UML) graph11 in Figure 3.8. The classes are named af-

11 Object Management Group,
Unified Modeling Language 2.5.1,
https://www.omg.org/spec/UML/2.5.1/,
2017

ter their responsibilities. The workflow is managed by a singleton
of AnalysisManager. Two manager classes are designed responsi-
ble for manipulating inputs and outputs, respectively, and the actual

https://arxiv.org/abs/1707.09279
https://doi.org/10.1103/PhysRevD.96.091103
https://doi.org/10.1103/PhysRevD.96.091103
https://arxiv.org/abs/1707.09355
https://arxiv.org/abs/1707.09355
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GooFit
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ROOT
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GooStats
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GooPdf

control the work flow

AnalysisManager

collect inputs and build 
GooPdf object

InputManager

save and visualize fit 
results

OutputManager

actual object that 
builds the inputs

InputBuilder
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builds the outputs

OutputBuilder
TTree and text output

BatchOutputManager

Figure output in the 
format of pdf and root

PlotManager

Figure 3.8: GooStats and its relation-
ship with GooFit and Minuit.

work is performed by two builder objects to decouple the realiza-
tion details. The input-managing object collects and parses the raw
data and configurations, and builds with the help of its builder the
probability density function objects, which are needed by the mini-
mization engine. The output-managing object collects fit results and
produces outputs with the help of two manager objects, responsible
for graphic and non-graphic outputs, respectively, and the output
builder. The default behavior can be overwritten through the poly-
morphism mechanism of the C++ language.

The data model is designed to support fit of multiple datasets with
independent configurations natively. The information are stored in
two levels: configuration associated, which stores parsed key–value
pairs, and dataset associated, which stores all essential information
to construct a probability density function object including the dataset
object, the configurations and the fit parameter objects. Each dataset
corresponds to one configuration and one controller, and it is filled
by its controller. After filling, the input builder will construct the
probability density function object from the dataset object through
spectrum builders. Their relationships are shown in Figure 3.9. The
configuration objects are managed using the tree data structure in or-
der to support the parameter synchronization technique, which will
be explained in the next section.

The output BatchOutputManager and PlotManager get the infor-
mation from DatasetManager objects through OutputHelper and TF1Helper,
respectively. See Figure 3.10.

Parameter synchronization technique An analysis technique called
parameter synchronization has been developed to improve the model
precision. Consider that we can divide the collected data with re-
spect to the volume and time and assign independent detector re-
sponse parameters for each piece, while requiring different types of
fit parameters to be synchronized among datasets at different levels
of granularity. For example, Borexino has collected in total around
five years of data in period Phase-I and period Phase-II12,13. With

12 The Borexino collaboration, “Final re-
sults of Borexino Phase-I on low-energy
solar neutrino spectroscopy”

13 The Borexino collaboration, “First Si-
multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”
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Figure 3.10: Organization of classes
used by OutputManager.
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such technique we can divide the collected data into five datasets,
each corresponding to one year of data, and fit all datasets simulta-
neously. The solar neutrino rates should be required to be the same
for all datasets because they are stable. The rates of the backgrounds,
the radioactive decays, are stable within each period, while the pu-
rification campaign between two periods lowered their rates, so it is
better to keep their rates the same in each period but independent
between two periods. Meanwhile, in Borexino analyses, analytical
functions are used to describe the detector response, and because
the spectrum is very sensitive to the light yield and the PMTs are dy-
ing, it is sensible to keep detector response parameters independent
among each year. Such strategy and corresponding data structure
are summarized in Figure 3.11.

Phase-II

2012

2013

2014

2008

2009

Phase-I
Global

solar neutrino rates

background rates

background rates

Detector response
- Light yield
- resolution

Phase-I Phase-II

2012

2013

2014

2008

2009

Global

parent() parent()

parent()

parent()

parent()

parent()

parent()

Figure 3.11: Left: An example synchro-
nization strategy of Borexino Phase-
I and Phase-II joint analysis using
parameter synchronization technique.
Right: The internal data structure. A
parameter stored in a parent node will
be synchronized among all its children
nodes.

Such technique is implemented using the decorator design pattern
and tree data structure. In GooFit, each fit parameter is represented
with an independent object and if the object is shared within various
probability density function objects, its value will be synchronized
among them. In GooStats, the fit parameter objects are stored in
the configuration objects. When filling the fit parameter objects into
the dataset object, the synchronization manager will visit the tree
until it finds the correct parent node corresponding to the required
synchronization level of the parameter. The process of building the
tree and that of visiting the tree are summarized in Figure 3.12.

3.3.2 Validation and benchmark

When developing the module for Borexino Phase-II analysis14, the 14 The Borexino collaboration, “First Si-
multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”

GooStats software framework was validated against the existing anal-
ysis tool. Tests were also designed to measure the overhead. In this
section I will present the validation and benchmark results.

Validation processes have been designed such that the relative
difference of the expected number of events between the GooStats

Borexino module and the existing software used by the Borexino col-
laboration should be within 10−12 for all bins and all species, and the
relative difference of the optimized value of the rates and the likeli-
hood should be smaller than 10−4. The comparison results are shown
in Figure 3.13. As can be seen that the results are within required pre-
cision. The validation is implemented using the GoogleTest library
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Figure 3.12: Flow chart of building the
tree of configuration objects (left) and
creating a fit parameter (right).(See https://github.com/google/googletest).
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Figure 3.13: The distribution of rela-
tive difference |∆R/R| of the optimized
value of various species rates and the
likelihood between the GooStats Borex-
ino module and the existing tool used
by the Borexino collaboration.

The computing time needed to solve a statistical problem depends
strongly on the specific application. GooStats can handle out-of-the-
box three kinds of fits:

1. Fitting with the Monte Carlo detector response model, hereafter
as "Monte Carlo fit";

2. Fitting with the analytical detector response function model, here-
after as "Analytical fit";

3. Fitting with multiple observables using multivariate likelihood,
hereafter as "Multivariate fit".

https://github.com/google/googletest
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The time spent on GooStats are mainly used on the parallel com-
puting tasks executed on GPU. The fitting time almost linearly scales
with the size of the problem, while the size of the problem is deter-
mined by different factors among different types of jobs:

• For the Monte Carlo fit, the computation heavy part is the evalu-
ating of likelihood on each bin, and thus the size of the problem
is the number of bins:

T = T0 + NEvis · k (3.4)

where T is the total wall time, T0 is the overhead used on loading
and parsing input and producing figure outputs etc., NEvis is the
number of bins of the visible energy spectrum, k is the speed of
the program.

• For the analytical fit, each expected spectrum is the convolution
between the energy spectrum and the detector response, and thus
the size can be defined as the sum of product of the mesh size
of the physical energy spectrum and that of the visible energy
spectrum:

T = T0 + k1 ·
Ncomp

∑
i=1

Ni
Evis
· Ni

Etrue
(3.5)

where Ncomp is the number of components, Ni
Ekin

is the number of
bins of the physical energy spectrum.

• For the multivariate fit, much more time is spent on the calculation
of the multivariate-likelihoods. The size of the problem can be
defined as the following:

T = T0 + k2 ·∑
i

Mi (3.6)

where Mi is the number of energy slices of secondary observable
spectrum.

We performed tests to evaluate the overhead. Fitting tasks of dif-
ferent sizes are performed on an nVidia Tesla K20m GPU15, whose 15 Inc., TESLA K20 GPU ACCELERA-

TOR Board specificationdouble precision processing power is 1.18 TFLOPS (tera floating point
operations per second). Sizes of fitting tasks are varied by changing
the bin size and the fit range. The results are shown in figure 3.14.
We can see that the speed of the software on the K20m GPU is sat-
isfactory that the fit time per iteration for a typical-size fitting task
in Borexino Phase-II analysis16 ranges from sub-milli-seconds to tens 16 The Borexino collaboration, “First Si-

multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”

of milli-seconds, depending on the type of the task. The fraction of
the overhead, that is, the time spent on parsing configuration files,
communicating between CPU and GPU, I/Os, etc., in the total wall
time is around 50% and is also satisfactory.
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Figure 3.14: The time used per iteration
during minimization for three types of
jobs. Left: Monte Carlo fit. Middle: An-
alytical fit. Right: Multivariate fit. Least
square fits with linear function are also
shown.

We also compared the fitting time between GooStats Borexino
module and the original software used by the Borexino collabora-
tion for the "Analytical fit" type of job. The results are summarized
in Table 3.1. The speed up is more than 100.

CPU GPU
Type AMD Opteron(TM) Processor 6238 nVidia Tesla K20m
Size Ttot (s) N Tit (ms) Ttot (s) N Tit (ms) speed up
400 27.6 1128 24.4 0.181 1346 0.135 181
350 29.4 1331 22.1 0.156 1294 0.121 183
300 22.5 1239 18.2 0.243 1995 0.122 149

Table 3.1: Comparison of fitting time
between GooStats and original soft-
ware used by the Borexino collabora-
tion. Ttot: total execution time. N:
the number of iterations taken to con-
verge in MINUIT. Tit: average execu-
tion time per iteration. Speed up:
Tit(CPU)/Tit(GPU).

3.3.3 Application examples

In this section I will present the applications of GooStats to fitting
and statistical analyses. The codes are available in the github repos-
itory (See https://github.com/GooStats/GooStats. Two pedagogi-
cal examples and one realistic problems is shown here.

Fit of Gaussian signal plus flat background Consider we would
like to extract the rate of a Gaussian signal over a flat background.
For this simple task, a main function using the default classes is
enough:

int main (int argc, char** argv) {

AnalysisManager *ana = new AnalysisManager();

InputManager *inputManager = new InputManager(argc,argv);

inputManager->setInputBuilder(new SimpleInputBuilder());

GSFitManager *gsFitManager = new GSFitManager();

OutputManager *outManager = new OutputManager();

outManager->setOutputBuilder(new SimpleOutputBuilder());

outManager->setPlotManager(new SimplePlotManager());

StatModule::setup(inputManager);

StatModule::setup(gsFitManager);

StatModule::setup(outManager);

PrepareData *data = new PrepareData();

SimpleFit *fit = new SimpleFit();

ana->registerModule(inputManager);
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ana->registerModule(data);

ana->registerModule(fit);

ana->registerModule(outManager);

ana->init();

ana->run();

ana->finish();

return 0;

}

An example project is provided in the GooStats/Modules/simpleFit

folder. A Makefile is provided for convenience and user can compile
this example project with a make command. Users can run the fit with
the command

./fit toyMC.cfg out exposure=500

At the end, a summary of fit results is printed on the screen. When
we would like to see the impact of changing a few fit configurations
quickly, this summary would be useful. See Figure 3.15 left. A fig-
ure in file format of PDF is also produced, which directly presents
how well models describe the data. See Figure 3.15 right. GooStats

also produce outputs in CERN ROOT objects. A file in the TFile format
containing TF1 objects of each components, etc. is produced. See Fig-
ure 3.16 left for the full list of objects saved in the file. Sometimes we
need the distribution of fit results against many pseudo-experiment
spectra, so it would be convenient to have output in the TTree form.
It is included in the produced TFile. See Figure 3.16 right.
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Figure 3.15: Left: screen shot of fit re-
sult summary. Right: produced figure
in the file format of pdf.

The contents in the configuration file and on the command line
arguments can be understood as the following. In the process of the
fit, the binned log-likelihood is minimized:

lnL = ∑
i

ln

(
λk

i
ki!

e−λi

)
+ ∑

j

(
pj − cj

σj

)2

(3.7)

where the first term is the Poisson likelihood and the second term is
the sum of the pull terms; ki is the number of events in the i-th bin
of the visible energy histogram of selected events, λi is the expected
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Figure 3.16: Left: content of TFile out-
put. Right: content of TTree output.

number of events in that bin, pj is j-th constrained fit parameters,
such as the position of the peak, cj and σj are the centroid and width
of the corresponding pull term. The calculation of Equation (3.7) is
performed in the object of SumLikelihoodPdf, and GooStats serves
to construct it. In order to construct the SumLikelihoodPdf object,
the following inputs are needed:

• The histogram of the observable of selected events.

• The list of components, their probability density function types.

• The initial guesses and ranges of rates and response function pa-
rameters

• The list of pull terms, including the name of the constrained pa-
rameter, the centroid and the width of the constraint.

• The exposure

They are loaded from the configuration file and the command line
arguments in the format of key-value pairs. The pairs on the com-
mand line arguments will override the contents in the configuration
file.

Statistical analysis Consider that, in the previously mentioned project,
we would like to evaluate the significance of the Gaussian signal. To
do so, we define the test statistic as the profile likelihood ratio17

17 G. Cowan et al., “Asymptotic formu-
lae for likelihood-based tests of new
physics”, European Physical Journal C,
vol. 71, no. 2, pp. 1–19, 2011, doi: 10.

1140/epjc/s10052-011-1554-0, arXiv:
1007.1727

t = −2 ln

(
L(λ̂, θ̂)

L(0, ˆ̂θ(0))

)
(3.8)

where the numerator is the maximized likelihood with the Gaussian
signal rate free, the denominator is the maximized likelihood with
the Gaussian signal rate fixed to zero. Our task is to obtain its dis-
tribution under null hypothesis assumption and to obtain its value
corresponding to the data histogram.

First we need to add two lines to the main function. The modified
part reads like this:

https://doi.org/10.1140/epjc/s10052-011-1554-0
https://doi.org/10.1140/epjc/s10052-011-1554-0
https://arxiv.org/abs/1007.1727
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PrepareData *data = new PrepareData();

SimpleFit *fit = new SimpleFit();

DiscoveryTest *discovery = new DiscoveryTest();

ana->registerModule(inputManager);

ana->registerModule(data);

ana->registerModule(fit);

ana->registerModule(discovery);

ana->registerModule(outManager);

An example project is provided in the GooStats/Modules/statAnalysis
folder.

After that we run the following command to obtain the test statis-
tic value corresponding to the data histogram:

./stat toyMC.cfg out exposure=500 DiscoveryTest=default.gaus

The log-likelihood-ratio can be retrieved in the CERN ROOT terminal

using

root [0] fit_results->Scan("likelihood[1]-likelihood[0]");

At last we run the following command to obtain the test statis-
tic distribution under null hypothesis assumption using the Monte
Carlo method:

./stat toyMC.cfg nullpdf exposure=500 DiscoveryTest=default.gaus

fitFakeData=true repeat=100

The distribution can be retrieved in the CERN ROOT terminal using

root [0]

fit_results->Draw("likelihood[1]-likelihood[0]","minim_conv[0]&&minim_conv[1]");

Medium baseline neutrino mass ordering determination The neu-
trino mass ordering can be determined in a medium baseline exper-
iment with reactor anti-electron neutrinos, by considering the differ-
ence between two neutrino mass ordering on the 3-neutrino vacuum
oscillation inference. By fitting the energy spectrum with normal or-
dering and inverted ordering sequentially then taking the difference
of the χ2 of two fits, the inverted or normal ordering hypothesis can
be rejected at certain confidence level depending on the magnitude
of the absolute value of the ∆χ2.

This project is more complex, because built-in classes are not enough
to describe the oscillated reactor anti-neutrino spectrum if we would
like to leave the neutrino oscillation parameters free. A customized
SpectrumBuilder class, which constructs the probability density func-
tion object, and a customized DatasetController class, which col-
lects needed information, are needed. Besides, three lines need to be
modified in the main function:

InputBuilder *builder = new ReactorInputBuilder();
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builder->installSpectrumBuilder(new ReactorSpectrumBuilder());

inputManager->setInputBuilder(builder);

An example is given in the GooStats/Modules/naive-Reactor folder.
Besides, the statistical analysis also need to be customized. We

need to fit assuming normal neutrino mass ordering first, then fit
again assuming inverted neutrino mass ordering. To do so, we can
write a new StatModule class called NMOTest:

bool NMOTest::run(int) {

if(!GlobalOption()->hasAndYes("fitNMO")) return true;

auto deltaM2s =

getInputManager()->Datasets().front()->get<std::vector<Variable*>>("deltaM2s");

deltaM2s[1]->value = - deltaM2s[1]->value;

deltaM2s[1]->lowerlimit = - deltaM2s[1]->upperlimit;

deltaM2s[1]->upperlimit = - deltaM2s[1]->lowerlimit;

getGSFitManager()->run(0);

getOutputManager()->subFit(0);

deltaM2s[1]->value = - deltaM2s[1]->value;

deltaM2s[1]->lowerlimit = - deltaM2s[1]->upperlimit;

deltaM2s[1]->upperlimit = - deltaM2s[1]->lowerlimit;

getGSFitManager()->run(0);

getOutputManager()->subFit(0);

return true;

}

and register it in the main function:

NMOTest *nmo = new NMOTest();

...

ana->registerModule(nmo);

An example fit of the normal ordering spectrum with normal or-
dering hypothesis is shown in Figure 3.17.
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4
Characterizing and Modeling of detector energy re-
sponse

In the previous chapter we discussed the method of fitting, and in
this chapter we will build the model of detector response and dis-
cuss its accuracy. The models of theoretical shapes can also intro-
duce systematic uncertainties, yet only that of the 210Bi backgrounds
and pile-up events need independent discussions, and for all other
components either their shapes are well known, or their contribution
are so small that the introduced systematic uncertainties are negli-
gible. In Phase-I analysis analytical response functions for npmt and
charge energy estimators have been developed1. In Phase-II analya- 1 The Borexino collaboration, “Final re-

sults of Borexino Phase-I on low-energy
solar neutrino spectroscopy”, Physical
Review D - Particles, Fields, Gravitation
and Cosmology, vol. 89, no. 11, pp. 1–
68, 2014, doi: 10.1103/PhysRevD.89.

112007, arXiv: 1308.0443 Sec. XVII

sis, in order to achieve 3% measurement of 7Be solar neutrino flux
and to perform a global fit of all low energy solar neutrinos covering
from 200 keV to 3 MeV energy range, new analytical response func-
tions were developed for both npmt_dt1 and charge2. For npmt_dt1

2 Definition see Section 3.1.2higher order terms were added to enlarge the accurate energy range
and proper powers of scaling factors due to PMT loss feq. were added
to keep parameters constant over time. For charge the non-linearity
related to liquid scintillator and that related to electronics and clus-
tering were separated and the resolution model was also improved.
Compared with previous studies3, in this work I emphasized the 3 ibid.

model of the resolutions and evaluated the bias of extracted rates.
This chapter is organized as in the following: Section 4.1 describes

the processes that introduce non-linearity and smearing. Section 4.2
builds detector response models according to the probability the-
ory and validates the models against Monte Carlo simulations. Sec-
tion 4.3 presents the tuning of parameters against Monte Carlo and
calibration data. In Section 4.4 I further discusses the reliability of the
analytical models. The comparison between Monte Carlo and ana-
lytical response function strategies and the motivation of the latter
are discussed in Section 3.1.3 and can be complementary materials
to Section 4.4 here.

I have co-worked with Nicola Rossi, Oleg Smirnov, Simone Mar-
cocci, Alina Vishneva and Zara Bagdasarian in this work. The model
presented here has been used in 4,5,6.

4 The Borexino collaboration, “Compre-
hensive measurement of pp-chain solar
neutrinos”, Nature, vol. 562, no. 7728,
pp. 505–510, Oct. 2018, doi: 10.1038/

s41586-018-0624-y
5 The Borexino collaboration, “First Si-
multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”, pp. 1–8, July 2017,
arXiv: 1707.09279
6 The Borexino collaboration, “Limit-
ing neutrino magnetic moments with
Borexino Phase-II solar neutrino data”,
Physical Review D, vol. 96, no. 9,
p. 091103, Nov. 2017, doi: 10 . 1103 /

PhysRevD . 96 . 091103, arXiv: 1707 .

09355

https://doi.org/10.1103/PhysRevD.89.112007
https://doi.org/10.1103/PhysRevD.89.112007
https://arxiv.org/abs/1308.0443
https://doi.org/10.1038/s41586-018-0624-y
https://doi.org/10.1038/s41586-018-0624-y
https://arxiv.org/abs/1707.09279
https://doi.org/10.1103/PhysRevD.96.091103
https://doi.org/10.1103/PhysRevD.96.091103
https://arxiv.org/abs/1707.09355
https://arxiv.org/abs/1707.09355


64

4.1 Liquid scintillator detector principles

In Section 2.1 I have introduced the design of the whole Borexino
detector. In this section I will focus on the center detector system
using the main electronics, LABEN, and also cover the reconstruction,
event selection and data histograms preparation.

Borexino detector measures the particle energy by counting the
scintillation photons. When charged particles deposit energies in
benzene-based liquid scintillator, mostly the π-electrons of the ben-
zene ring of solvent molecules will be excited or ionized7. An in-

7 For a complete description of energy
absorption see J. B. Birks, The The-
ory and Practice of Scintillation Counting,
First Edit, Pergamon Press Ltd., 1964,
p. 662 Chapter 2

teresting phenomena is that α particles induce more ionizations and
thus the fraction of slow scintillation component would be higher,
and this could be used to discriminate between α and β particles. See
8. Borexino liquid scintillator consists of PC and 1.5 g/L PPO. Un-

8 ibid. Sec. 3.7.1 pp. 56

der such concentration, significant fraction9,10 of energy of excited

9 There is no direct measurement of
transfer efficiency between pseudoc-
umene and PPO in literature. Data
for PPO-Xylene system can be found
in I. B. Berlman, “Efficiency of Energy
Transfer in a Solution of PPO in Xy-
lene”, The Journal of Chemical Physics,
vol. 33, no. 4, pp. 1124–1127, Oct. 1960,
doi: 10.1063/1.1731345 . Some data
for LAB-PPO system can be found on
Mark Chen’s slide on scintillation and
sensitive detectors.

10 According to Monte Carlo tuning,
the product of such efficiency and
PPO radiative de-excitation fraction is
82%. The Borexino collaboration, “The
Monte Carlo simulation of the Borexino
detector”, Astroparticle Physics, vol. 97,
pp. 136–159, Jan. 2018, doi: 10.1016/

j.astropartphys.2017.10.003, arXiv:
1704.02291

solvent molecules will be transferred to the PPO molecule through
non-radiative dipole-dipole coupling. Then optical photons can be
produced when these excited PPO molecules de-excites. Besides,
photons will also be produced through Cherenkov radiation.

Absorption, Rayleigh scattering, Mie scattering, re-emission, Fres-
nel refraction and reflection might happen before the photon reach
PMTs, and around half of these photons will be absorbed. Less than
30% of the remaining photons will be converted to electrons through
photon-electron effect and most of them will be collected by the dyn-
odes in the PMTs and then a pulse will be produced. Around 500 p.e.
per 2000 PMTs will be produced for 1 MeV energy deposition.

Each pulse is collected by a front-end circuit first and divided into
two signals, one integrated for measuring energies and the other am-
plified for measuring arrival time. The integrator output rises when
the pulse arrives and decays exponentially to zero with a constant of
500 ns, and non-linearity from pile-up of pulses separated more than
140 ns11 can be corrected properly12. The two signals are then fed to

11 D. D’Angelo, “Towards the detec-
tion of low energy solar neutrinos in
BOREXino: data readout, data recon-
struction and background identifica-
tion”, PhD, Munich, Tech. U., 2006,
p. 334 pp. 107

12 V. Lagomarsino and G. Testera, “A
gateless charge integrator for Borex-
ino energy measurement”, Nuclear In-
struments and Methods in Physics Re-
search Section A: Accelerators, Spectrom-
eters, Detectors and Associated Equipment,
vol. 430, no. 2-3, pp. 435–446, July 1999,
doi: 10.1016/S0168-9002(99)00170-9

the digitizer board13. 13 F. Gatti et al., “The Borexino read out
electronics and trigger system”, Nuclear
Instruments and Methods in Physics Re-
search, Section A: Accelerators, Spectrom-
eters, Detectors and Associated Equipment,
vol. 461, no. 1-3, pp. 474–477, 2001, doi:
10.1016/S0168-9002(00)01275-4

When trigger criteria14 is satisfied, all hits in a gate of 6.9 µs or

14 D’Angelo, “Towards the detection
of low energy solar neutrinos in
BOREXino: data readout, data recon-
struction and background identifica-
tion” Sec. 4.4.1 pp. 121

16.5 µs are collected and wrapped into one event. After that the clus-
terization algorithm15 is applied to separate pile-up physics events

15 ibid. Sec. 7.4.3 pp. 207

into clusters. Normalized sum of collected charge, or normalized
number of fired PMTs in a cluster is treated as an estimate of the
energy of the particle. See Sec. 3.1.2 for more descriptions for energy
estimators.

Based on the reconstructed energy, interaction time and vertex
of each event, part of events are removed, see Sec. 2.5. The en-
ergy of remaining events are filled into two histogram with cos-
mogenic 11C backgrounds suppressed or enhanced by a projected
likelihood based three-fold-coincidence algorithm16. Suppression of 16 The Borexino collaboration, “Final re-

sults of Borexino Phase-I on low-energy
solar neutrino spectroscopy” Sec. XV.A,
pp. 32

210Po α-decay backgrounds using a multi-layer perceptron algorithm
has been considered for future studies.

https://doi.org/10.1063/1.1731345
http://neutron.physics.ucsb.edu/docs/scintillation_presentation_info.pdf
http://neutron.physics.ucsb.edu/docs/scintillation_presentation_info.pdf
https://doi.org/10.1016/j.astropartphys.2017.10.003
https://doi.org/10.1016/j.astropartphys.2017.10.003
https://arxiv.org/abs/1704.02291
https://doi.org/10.1016/S0168-9002(99)00170-9
https://doi.org/10.1016/S0168-9002(00)01275-4
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4.2 Analytical detector response function

In the previous section I have introduced the processes involved with
construction of the energy spectra used for analysis, and in this sec-
tion I will explain how we describe these processes with analytical
functions and discuss physics meaning of parameters used. The form
of these functions were validated against a GEANT4 based Monte
Carlo code g4bx217. In the next section I will discuss the tuning of 17 The Borexino collaboration, “The

Monte Carlo simulation of the Borexino
detector”

the parameters used against g4bx2 and crosscheck with calibration
data.

4.2.1 Methodology of analytical response function

A detector response function is the probability density function of an
energy estimator given the kinetic energy of the particles. With such
function, the distribution of an energy estimator can be predicted
given the energy spectrum:

g(N) =
∫

f (E) · Rdet.(N; E) · dE (4.1)

where Rdet.(N; E) is the detector response, f (E) is the energy spec-
trum and f (N) is the energy estimator spectrum.

In Borexino we have replaced the actual detector response with an
analytical function Rtheo.(N; E) using the momentum-based approx-
imation method:

E[Rtheo.(N; E)] = E[Rdet.(N; E)] (4.2)

Var[Rtheo.(N; E)] = Var[Rdet.(N; E)] (4.3)

Skewness[Rtheo.(N; E)] = Skewness[Rdet.(N; E)] (4.4)

...

If all degrees of momentum match, we can prove Rdet. ≡ Rtheo. rig-
orously. In practice, we choose functions with limited number of
degrees of freedom and with fixed higher degree of momentum in
prior and match only first few momentums. In Borexino three func-
tions were used: modified gaussian(m.g., for charge)18, generalized

18 R. N. Saldanha, “Precision Measure-
ment of the 7 Be Solar Neutrino In-
teraction Rate in Borexino”, PhD the-
sis, Princeton University, 2012 Sec. 5.5
pp. 201 Eq. (5.1.3)

gamma(g.g., for charge)19 and scaled Poisson(s.p., for npmt_dt1)20,21:

19 O. J. Smirnov, “An approximation
of the ideal scintillation detector line
shape with a generalized gamma distri-
bution”, Nuclear Instruments and Meth-
ods in Physics Research, Section A: Ac-
celerators, Spectrometers, Detectors and
Associated Equipment, vol. 595, no. 2,
pp. 410–418, 2008, doi: 10 . 1016 / j .

nima.2008.07.139
20 G. Bohm and G. Zech, “Statistics of
weighted Poisson events and its appli-
cations”, Nuclear Instruments and Meth-
ods in Physics Research, Section A: Accel-
erators, Spectrometers, Detectors and Asso-
ciated Equipment, vol. 748, pp. 1–6, 2014,
doi: 10.1016/j.nima.2014.02.021,
arXiv: 1309.1287
21 Oleg Smirnov, "Analytical fit", Borex-
ino internal note

R(N; E)m.g. =
1√

2π
√

a + b · N
exp

(
− (N − µ + b)2

2(a + b · N)

)
(4.5)

R(N; E)g.g. =
2βαN2α−1

Γ(α)
exp

(
−βN2

)
(4.6)

R(N; E)s.p. = p(
N
s

;
µ

s
) (4.7)

Parameters (a, b, µ), (β, α), (µ, s) are calculated according to the pre-
dicted expectation and variance, and, for m.g., skewness. As a result,
in the following sections I will focus on how to predict the expecta-
tion and variance according to the particle energy.

https://doi.org/10.1016/j.nima.2008.07.139
https://doi.org/10.1016/j.nima.2008.07.139
https://doi.org/10.1016/j.nima.2014.02.021
https://arxiv.org/abs/1309.1287
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4.2.2 e− detector response

Intermediate variables In order to build the analytical detector re-
sponse model, we define a few useful intermediate energy estimators
that could not be observed.

1. The first one is the kinetic energy of electrons Ekin.

2. The second one is the number of photons produced L. Its yield
follows the energy conservation law and Birk’s law22: 22 Birks, The Theory and Practice of Scin-

tillation Counting Eq. (6.12) pp. 194

Ekin =
∫ l

0

[(
dE
dx

)
sci.

+

(
dE
dx

)
Cher.

]
dx

dL
dω

=
∫ l

0

[
kqch. ·

(
d2E

dxdω

)
sci.

+

(
d2E

dxdω

)
Cher.

]
dx

kqch. =

[
1 + kβ ·

(
dE
dx

)
sci.

+ kα ·
(

dE
dx

)2

sci.

]−1

(4.8)

where sci. denotes contribution related to scintillation and Cher.
denotes contribution related to Cherenkov radiation; L is the num-
ber of photons produced, ω is the frequency of photons, kqch. is
the quenching factor and kβ and kα are parameters relevant to β

and α particles, respectively.

For its expectation, we use the following empirical formulae23: 23 For quenching Eq. (4.9) see J. Los Ar-
cos and F. Ortiz, “kB: a code to deter-
mine the ionization quenching function
Q(E) as a function of the kB parame-
ter”, Computer Physics Communications,
vol. 103, no. 1, pp. 83–94, June 1997,
doi: 10.1016/S0010-4655(97)00012-X.
For Cherenkov Eq. (4.10) is chosen to
describe the simulated results.

µLsci. = µLsci., 0 · fqch.

fqch. =
q1 + q2 ln(E) + q3 ln(E)2

1 + q4 ln(E) + q5 ln(E)2 (4.9)

µLCher. =
(

A0 + A1 ln(E) + A2 ln2(E) + A4 ln3(E)
)

· (1 + A3 · E) ·Θ(E− Ethres.) (4.10)

where E is in the unit of MeV, µLsci., 0 is the scintillation photon
yield at 1 MeV; Pol3(x) is a cubic polynomial and Θ(x) is the
Heaviside step function.

For its variance, due to quenching effect, the scintillation photon
yield is not fully bounded to the energy conservation law and
depends on how fast the particle deposits energies along its tra-
jectory, so additional smearing is introduced, and this can be seen
with simulation results shown in Fig. 4.1. This effect is difficult to
verify experimentally as it’s very small

√
∆varL
µL

= (0.397± 0.006)%

and will be more significant when the light yield is higher. Be-
sides, the fraction of Cherenkov radiation loss will further modify
the yield and the photon wavelength distribution, and the latter
affects the yield of photon-electrons.

3. The third one is the number of photon-electron collected on the
first dynode of PMTs for localized events Np.e.(r), or, npe. r here

https://doi.org/10.1016/S0010-4655(97)00012-X
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Figure 4.1: Variance/Expectation vs Ex-
pectation for the number of produced
scintillation photon Lsci. given by g4bx2.
Black solid: quenching effect turned off
(kβ = 0). The Poisson statistics is fol-
lowed. Red circle: quenching effect
turned on. Additional smearing due to
variation of ways of losing energies can
be observed. Sample below detection
threshold (100 keV) are not included in
the fit.

is to emphasize that it depends on the position of the event in
the detector. Given the number of photons, Np.e.(r) follows bi-
nomial distribution, and because only around 5% of photons are
converted to photon-electrons, it approximately follows a Poisson
distribution.

First we discuss how to connect its expectation with that of photon
yield. Spatial non-uniformity is introduced by the optical propa-
gation including absorption, Rayleigh scattering, re-emission etc.
and the photon-electron processes:

µp.e. =
Ω(r)
4π

(
µLsci. · εsci.(r) + µLCher. · εCher.(r)

)
(4.11)

where Ω is the effective collection solid angle, εsci. includes the
average re-emission probability and the average quantum efficien-
cies, and r is the event vertex.

We can see that there is energy dependence of the spatial non-
uniformity from Eq. (4.11), but we have ignored it in this work.
Such dependence comes from the non-trivial difference between
εsci.(r) and εCher.(r): the scaling factor ε(r) can be approximately
written as ε · e−l(r)/Latt.

, where ε includes the average re-emission
probability and the average quantum efficiencies, Latt. is the av-
erage attenuation length; because the photon wavelength distri-
bution are different between scintillation and Cherenkov photons,
Latt.

sci. is different from Latt.
Cher.. We ignored such a difference because

the contribution of Cherenkov is small and for solar neutrinos we
only analyze events in the central region. With such simplification,
Eq. (4.11) can be written as

µp.e. = ε(r) ·Yp.e. ·
(

fqch.(E) + µLCher.(E) · fCher
)

(4.12)
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Figure 4.2: Distribution of Np.e. for sim-
ulated Ek 0.03 MeV electrons fitted with
Poisson distribution. Here quenching
effect is turned off (kβ ≡ 0) and the
energy is below the threshold of the
Cherenkov radiation, so the collected
p.e. follows Poisson distribution.

where ε(r) describes the non-uniformity and is normalized to 1 at
the center, fCher is a relative coefficient and independent of vertex,
Yp.e. is the photon-electron yield, fqch. and µLCher. are defined in
Eq. (4.9) and (4.10). For uniform events, averaged ε(r) is absorbed
into Yp.e..

Then let’s consider the variance of Np.e.(r). For point like events,
when Cherenkov contribution is small and quenching effect of scin-
tillation is turned off, the number of photon-electron follows Poisson
distribution, see Fig. 4.2;
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When either of them exists, the variance deviates from expecta-
tion with observable magnitude, see Fig. 4.3 and 4.4, and it can be
expressed as

Var(Np.e.) = µp.e. +
(

ε2
qch. + ε2

Cher.

)
· µ2

p.e. (4.13)

From Fig. 4.4 we can see without quenching effect the smearing due
to Cherenkov radiation etc. is

√
∆varL
µL

= (0.73± 0.02)%.

Notice that the corresponding smearing of npe from quenching effect
is (0.58± 0.05)% and is incompatible with that of photons (0.397±
0.006)%, which is not understood yet.
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Figure 4.4: Contribution of Cherenkov
radiation and quenching effect to the
variance. Black solid: quenching effect
turned off (kβ = 0). Red circle: quench-
ing effect turned on. Simulated center
events. Only samples in [100,1400] p.e.
are used for fitting. From the figure we
can see that both quenching effect and
Cherenkov photons contribute around
0.6% smearing.

The npmt variables The npmt variable Nfired, introduced in Sec. 3.1.2,
can be considered as the sum of Bernoulli distributed random vari-
ables fi, which is 0 or 1 depending on if the i-th PMT is fired:

Nfired =
Nt

live

∑
i=1

fi (4.14)

MNfired =
Nt

live

∏
i=1

(
1− pi + pi · et) (4.15)

where Nt
PMT is the number of channels that can receive timing signals

and registering hits, MNfired is the momentum generation function24, 24 See wiki page for the definition of the
"momentum generation function".pi is the overall firing probability of i-th PMT.

https://en.wikipedia.org/wiki/Moment-generating_function
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The expectation and variance of Nfired can be calculated using
properties of the momentum generation function:

µfired =
Nt

live

∑
i=1

pi (4.16)

Var(Nfired) = µfired − (1 + v1) · µ2
fired (4.17)

where v1 is almost the non-uniformity of firing probability pi and is
defined as

v1 =
Var[pi]

µ2
fired

− 1(
Nt

live

)2 (4.18)

Var[pi] = ∑ (pi − pi)
2 (4.19)

Next let’s simplify the expression of µfired. The firing probability
pi, considering loss of hits due to low amplitude, is

pi = 1− Pi(0)− Pi(1) · pser, i (4.20)

where pser, i is the probability of a hit being rejected due to its am-
plitude lower than the front-end discriminator threshold, P(0) and
P(1) are the average probability of detecting 0 and 1 photon-electron
on one PMT, respectively.

P(0) and P(1) depend on the number of photon-electrons col-
lected by i-th PMT Np.e., i, and Np.e., i follows binomial distribution
with known total number of photon-electrons Np.e.:

Pi(0) = (1− εi(r))
Np.e. (4.21)

= 1 + ln(1− εi(r)) · Np.e. +
ln2(1− εi(r))

2
· N2

p.e. + ... (4.22)

Pi(1) = Np.e. · εi(r) · (1− εi(r))
Np.e.−1 (4.23)

=
εi(r)

1− εi(r)
· Np.e. +

εi(r) · ln(1− εi(r))
1− εi(r)

N2
p.e. + ... (4.24)

where εi is fraction of photon-electrons that will be collected by i-th
PMT and

εi =
εi

∑ εi
(4.25)

where εi is the probability of a photon being converted to photon-
electrons on i-th PMT.

Insert Eq. (4.22) and (4.24) into Eq. (4.20) we have

pi =

(
(1− pser.) · εi(r) + (

1
2
− pser.) · εi(r)2

)
· Np.e.

−
(

1
2
− pser.

)
· εi(r)2 · N2

p.e. +O(εi(r)3) (4.26)

µfired ≈ (1− pser. + v2) · Np.e. − v2 · N2
p.e. (4.27)

where in the second equation we have utilized the fact that ∑ ε = 1
and v2 is defined as

v2 =
1
2

(
1(

Nt
live

)2 + v′2

)
· (1− 2pser.) (4.28)

v′2 = ∑ (εi − εi)
2 (4.29)
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Eq. (4.27) reflects that the npmt–npe dependence for localized events
has two degrees of freedom, one related to the pser. and the other re-
lated to v2 defined in Eq. (4.28).

In analysis, we use the normalized version of npmt_dt1 with the
number of live channels normalized to a fixed number to remove
smearing due to shift of energy scale induced by PMT loss:

µn.fired =
Nn.live

Nt
live
· µfired (4.30)

where Nn.live is a chosen number and 2000 in Borexino, Nt
live is the

number of channels that can register hits.
One expression of µn.fired useful for later discussion on µFV

n.fired
(pp. 71) is the following:

r = µn.p.e./Nn.live

µn.fired = εsc. · Nn.live ·
[
1− (1 + pser. · r) · e−r] (4.31)

µNn.fired

µNp.e.

= εsc. · (1− pser.)− εsc.

(
1
2
− pser.

)
· r +O(r2) (4.32)

where εsc. is a scaling factor, r is defined as µNp.e. /NPMT. Fitting with
such formula is shown in Fig. 4.5.
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Figure 4.5: npmt–npe dependence based
on simulation of center events accord-
ing to run 17407. npmt_dt1 is used here.

The determined value in Fig. 4.5 are listed as the following:

εsc. = 0.9610± 0.0006 (4.33)

pPhase−I
ser. = 0.0306± 0.0007 (4.34)

and we have

lim
µn.p.e.→0

µn.fired/µn.p.e. = 0.9316± 0.0008.

With this we can get two conclusions:
First, if we fix εsc. to 1, fCher and Y will absorb it and become

effective parameters. We can see that if we fix it to 1, we would have

lim
µn.p.e.→0

µn.fired/µn.p.e. = 1.

and 7% in µn.fired/µn.p.e. is missing. The light yield Y alone cannot
make up such discrepancy because of the non-linear dependence of
µn.fired on µn.p.e..
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Second, pPhase−I
ser. is an effective parameter and not really the prob-

ability of a hit being rejected due to its low amplitude. We can see
this by comparing Eq. (4.27) and (4.32). We have

pser. = (6.86± 0.08)× 10−2 (4.35)

v2 = (2.256± 0.004)× 10−4 (4.36)

As you can see pPhase−I
ser. is only half of pser.. Actually pser. is also

too small compared with the measured probability 12%25. 25 A. Ianni et al., “The measurements
of 2200 ETL9351 type photomultipli-
ers for the Borexino experiment with
the photomultiplier testing facility at
LNGS”, Nuclear Instruments and Meth-
ods in Physics Research, Section A: Ac-
celerators, Spectrometers, Detectors and
Associated Equipment, vol. 537, no. 3,
pp. 683–697, 2005, doi: 10 . 1016 / j .

nima . 2004 . 07 . 249, arXiv: 0406138

[physics]

If we average it over the fiducial volume, the situation becomes
much more complex, as the energy dependence of non-uniformity
is so strong that it could not be ignored. We can use the following
empirical formulae tuned on Monte Carlo to express its expectation:

r = µn.p.e./Nn.live

µFV
n.fired

NPMT
=
[
1− (1 + pser · r) · e−r] · (1− gLC · r + g′LC · r2

)
(4.37)

µFV
n.fired

µNp.e.

= (1− pser.)−
(

gLC(1− pser.) + (
1
2
− pser.)

)
· r

+

(
gLC(

1
2
− pser.) + g′LC(1− pser.) + (

1
6
− pser.

2
)

)
· r2

+O(r3) (4.38)

where µp.e. is given by Eq. (4.12), pser. is the probability of being
rejected due to low charge for single p.e. hits, gLC and g′LC counts for
less fired PMTs due to saturation in the periphery region. The fit of
such formula against Monte Carlo is shown in Fig. 4.7. Notice that
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Figure 4.6: µFV
n.fired–npe dependence

based on simulation of uniform events
in 7Be fiducial volume according to run
17407. npmt_dt1 is used here.

this time
lim

µn.p.e.→0
µn.fired/µn.p.e. = 0.9336± 0.0002.

In26, in order to remove the discrepancy on fCher between value 26 The Borexino collaboration, “First Si-
multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”

from fitting spectrum and that from fitting simulated mono-energetic
electrons, the following equation was been proposed:

µFV
n.fired

µNp.e.

= εsc. ·
[
1− (1 + pser · r) · e−r] · (1− gLC · r) (4.39)

where εsc. was inspired by Eq. (4.31) and fixed to the value obtained
by fitting point-like events. However, such model cannot describe
the data well and the goodness of fitting simulated mono-energetic

https://doi.org/10.1016/j.nima.2004.07.249
https://doi.org/10.1016/j.nima.2004.07.249
https://arxiv.org/abs/0406138
https://arxiv.org/abs/0406138
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electrons using such model was very bad. This was also confirmed
by the results obtained with the method described by Sec. 4.4 that
after introducing εsc. the fitted fCher did not change and the bias of
210Bi and 85Kr became even larger. Finally the working group has
decided to use Eq. (4.39) without εsc..

For the variance, in27 we use the following formulae tuned on 27 The Borexino collaboration, “First Si-
multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”

g4bx2:

rv = µFV
n.fired/Nn.live

f t
eq. = average{2000/Nt

PMT}

Var(NFV
n.fired) = f t

eq. · µFV
n.fired · [1− rv · (1 + v1)]

+ β0 ·
(

µFV
n.fired

)3
·
(

f t
eq.

)−1

+ β1 · µFV
n.fired · f t

eq.

+ β2 · (Nn.live · (1− rv) · ln(1− rv))
2 (4.40)

where Nt
PMT is the number of PMTs that can receive timing sig-

nals and register hits, v1 accounts for variance of pser. among chan-
nels, β0 and β2 accounts for the non-uniformity induced smear-
ing, β1 accounts for additional smearing due to quenching effect
and Cherenkov contribution of electrons and is set to zero for 210Po
events.

The fit against g4bx2 is shown in Fig. 4.7. We can see that the
quenching contributes additional smearing at high energies, similar
to the case of npe.
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Figure 4.7: Var(NFV
n.fired)–µFV

n.fired depen-
dence based on simulation of uniform
events in 7Be fiducial volume according
to run 17407. npmt_dt1 is used here.
Fit range is [80, 900] npmt_dt1. The
last point (µn.fired ∼ 900) correspond to
2.6 MeV electron events. Black solid:
quenching off. Red circle: quenching
on. Events are generated in a sphere
of radius 3.5 meters. In order to ad-
dress the effect of bad position recon-
struction for low energy events, sam-
ples generated within 6 meters are also
shown in blue solid triangle. As can
be seen the position reconstruction does
not modify the variance dependence
significantly.

To understand the meaning of each parameter, we rewrite Eq. 4.40
as the following:

Var(NFV
n.fired)

µn.fired
= feq.(1 + β1)−

(
feq.(1 + v1)− β′2

)
r

+ ( f−1
eq. β′0 − β′2)r

2 − 1
12

β′2r3 +O(r5) (4.41)

≡ a0 + a1r + a2r2 + a3r3 +O(r5) (4.42)

β′0 =
(

Nt
PMT

)2 · β0

β′2 = Nt
PMT · β2
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We can see that a1 constrains β′2 when v1 is fixed while a3 constrains
β′2, too. Unfortunately a3 prefers different β′2 compared with that
preferred by (a1 + physical v1), and v1 becomes far from its physics
meaning. In28 the working group decided to keep v1 fixed to its 28 ibid.

physics value 0.16 and accept the introduced systematic uncertain-
ties.

In order to inspire future work, we tried to fit Eq. (4.42) directly
and listed the result in Tab. 4.1.

Qch. on Qch. off
a0 1.161± 0.008 1.17± 0.02
a1 −1.2± 0.2 −1.7± 0.3
a2 1.3± 0.9 4.5± 1.3
a3 6.5± 1.3 1.1± 1.5

Table 4.1: Fitted parameters of
npmt_dt1 variance model according to
g4bx2 using a third degree polynomial.

The charge variables Here we discuss the charge variables Q, also
introduced in Sec. 3.1.2.

For localized events, charge can be approximately considered as
the sum of Np.e. Gaussian distributed random variables, whose av-
erage is calibrated to be 1 and variance is the single p.e. variance v1

and has been measured experimentally. For the variance of charge,
see also Eq. (4.13), regardless of additional linear term introduced
by single p.e. variance, the quadratic term of variance of charge is
reduced from 0.7% in npe to around 0.4%, see Fig. 4.20. The mecha-
nism of decreasing is not understood yet.

If we averaged it over the fiducial volume, it can be considered as
the compound distribution of event vertex and the localized charge.
Compared with localized charge, smearing due to non-uniformity is
introduced and light yield is also modified.

To determine the expectation of charge from that of npe, we ab-
sorb all effects from the clustering and residual non-linearity from
the charge integrator, the contribution of dark noise etc. into a sec-
ond degree polynomial:

µFV
n.Q = pdn + (1 + pmis.) · µn.p.e. + pquadr.

(
µn.p.e.

)2 (4.43)

where µn.p.e. is given by Eq. (4.12). Here we do not include f Q
eq be-

cause for both Nn.p.e. and NFV
n.Q we have normalized the number of

live channels to 2000. Fit of Eq. (4.43) against g4bx2 is shown in
Fig. 4.9. Two curve of the non-linearity of charge and non-uniformity
corrected charge are compatible.

Now let’s predict the magnitude of smearing introduced by non-
uniformity. Due to the fact that less PMTs survived at bottom, the
spatial non-uniformity of detector energy response is approximately
a linear function of z in the fiducial volume, see Fig. 4.8:

ε(r) = 1 + k(t) · z (4.44)

k = (2 ∼ 4)× 10−2 m−1 (4.45)

where k increased over time and is measured with 210Po α-decay
background events selected by a multi-layer perceptron algorithm.

Figure 4.8: Energy non-uniformity in x-
z plane measured with peak positions
of 210Po α-decay events from 2011 De-
cember 14th. to 2012 July 1st.
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Figure 4.9: Comparison of non-linearity
of charge (red, solid) and geo-corrected
charge (blue, triangle) variable against
photon-electrons for simulated uniform
distributed events. Run 17407 is simu-
lated.

Consider the definition of pep and 7Be fiducial volume and using
the sum rule of compound distribution we have

Var(NFV
n.Q) = Er[Var[Nn.Q](r) + µn.Q(r)2]− Er[µn.Q(r)]2

= f Q
eq. · (1 + v1) · µFV

n.Q

+
(

σ2
v + k2 · c′2

)
·
(

µFV
n.Q

)2
(4.46)

= f Q
eq. · (1 + v1) · µFV

n.Q + vT ·
(

µFV
n.Q

)2
(4.47)

c′(pep) ≈ 1.11 m (4.48)

c′(7Be) ≈ 0.845 m (4.49)

Notice that the definition of v1 here is not the variance of the single
p.e. charge distribution.

The simulated dependence between variance and expectation is
shown in Fig. 4.10. σT for run 17407 is (2.1± 0.1)%, which is consis-
tent with the predicted kc′(7Be) = 2%. We can see that the smearing
introduced by non-uniformity will contribute ∼ 30% of total vari-
ance when µn.Q reaches 1000. For non-uniformity corrected variable
NFV

n.Qgeo, k is significantly reduced and σT(Nn.Qgeo) is (0.94± 0.02)%.
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Figure 4.10: Comparison of variance of
charge (red, circle) and geo-corrected
charge (blue, solid dot) variable for
simulated uniform distributed events.
Run 17407 is simulated where k ∼ 2×
10−2 m−1. p0 is feq. · (1 + v1). feq. is
1 for charge and around 1.13 for geo-
corrected charge.

4.2.3 γ and e+ detector response

First let’s discuss the non-linearities. A gamma transfers its energy to
electrons through Compton scattering and photon-electron effect or
to electrons and positrons through pair-production and then the en-
ergy is deposited through electrons and positrons, so the quenching
effect and Cherenkov contribution is different from that of electrons.
For positrons, their kinetic energy is deposited in a way similar to
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electrons while additional energy is deposited from two 0.511 MeV
γs produced by annihilation. In solar neutrino analysis only 11C is
relevant and we have assigned one additional parameter describing
the overall non-linearity of annihilation γs:

µNe+
p.e.

= µNe−
p.e.

(Ee+
kin) + 2 · εγ

NL.(0.511 MeV) ·Yp.e. · Eγ
kin. (4.50)

There are discussions about predicting γ’s non-linearity using that
of electrons and the primary electron energy distribution according
to Monte Carlo simulation29,30. This can be used to fit the calibration 29 M. Yang and Y. Cheng, “En-

ergy Non-linearity study at Daya
Bay”, International Journal of Mod-
ern Physics: Conference Series,
vol. 31, p. 1460312, Mar. 2014,
doi: 10 . 1142 / S2010194514603123,
arXiv: 1403.1550
30 In Chinese. Y. Zeyuan, “Study of the
calibration, reconstruction and neutrino
disappearance at Daya Bay neutrino ex-
periment”, PhD thesis, Chinese Acam-
edy of Science University, 2013 Chapter
3.5.2 pp. 67

γ peak positions as pull terms and connect their peak positions with
the β analytical response function.

Second let’s discuss the variance. Similar to the quenching effect,
due to different ways of transferring energies to electrons, gammas
have additional smearing. For positrons, the extra energy resolution
coming from γs has no energy dependence:

Var[Nγ
X ] = Var[Ne−

X ](µγ
X) + δvX

1 · µ
γ
X + δvX

T ·
(
µ

γ
X
)2 (4.51)

Var[Ne+
X ] = Var[Ne−

X ](µe+
X ) + 4 · δVar[Nγ−e−

X ](0.511 MeV) (4.52)

where δ-marked term is related to the additional resolution, X can
be npe, charge or npmt. See also Figure 4.11.
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Figure 4.11: Comparison of vari-
ance dependence of different particles.
Based on simulations of events at de-
tector center. Black dot: electrons.
Solid circle: gammas. Red triangle:
positrons. (a): photon-electrons. (b):
charge. (c): npmts. The decrease below
100 keV is not understood yet.

4.2.4 External γ detector response

Compared with uniform electron events, external γs are concen-
trated in the periphery regions and without non-uniformity correc-
tion their average light yield will be larger31, and non-uniformity in- 31 Scaling factor 1.0228 is introduced in

Phase-I analysis, see A. E. Chavarria,
“Study on pep and CNO solar neutrino
interaction rates in Borexino”, PhD the-
sis, Princeton University, 2012 pp. 91

duced resolution, i.e. c′ in Eq. (4.46), will be smaller. Non-uniformity
correction can remove these two effects. At the same time, γ has ad-
ditional resolution contributions. In Figure 4.12 it is shown the fit of
simulated external γ spectrum using such models.

4.2.5 feq. and 210Po α-decay detector response

Like electrons, α particles deposit energy also through ionization and
excitation etc., but with much larger dE/dx and thus have different
non-linearity, and we have assigned a float parameter for the only
relevant component 210Po α-decay:

µNα
p.e.(

210Po) = εα
NL.(

210Po) ·Yp.e. · Eα
kin. (4.53)

https://doi.org/10.1142/S2010194514603123
https://arxiv.org/abs/1403.1550
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Figure 4.12: Fit on Monte Carlo external
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For the variance, according to the g4bx2 simulation, there is no
significant additional contribution (|δv1| < 0.006, 90%C.L.):

Var(Nα
p.e.) = (1 + δv1)µp.e.

As a result, α has better energy resolution due to absence of smearing

introduced by quenching and Cherenkov-radiation, i.e.
(

ε2
qch. + ε2

Cher.

)
in Eq. (4.13).
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Figure 4.13: Variance/expectation vs
expectation of npe for alpha particles
events according to g4bx2 simulation at
detector center. From the figure we can
see that unlike e−, γs, α has no addi-
tional variance.
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Figure 4.14: Distribution of number of
live PMTs for stable events (red dotted)
and decaying 210Po events (blue solid).
The data is collected during so called
"PeriodAll" (see Sec. 6.1).

Besides, due to around 50 PMTs loss per year, the feq. keeps grow-
ing from ∼ 1.2 at the beginning of 2012 to ∼ 1.8 now. For dataset
spanning long time, we need to use the average of feq. weighted by
the number of events. Be careful that it’s not 2000/avg(Nlive). For
210Po, due to its decay, corresponding averaged feq. is smaller be-
cause the weight of early and small feq is higher.

4.2.6 Pile-up and Dark Noise Convolution

Pile-up is the effect that another physics event falls into the DAQ
window of the main event and is not separated by the clustering al-
gorithm. Pile-up events consisting of two 14C events or one 14C with
another external γ are the crucial background of pp solar neutrinos32.

32 S. Marcocci, “Precision Measure-
ment of Solar ν Fluxes with Borex-
ino and Prospects for 0νββ Search
with Xe -loaded Liquid Scintillators”,
PhD thesis, Gran Sasso Science Insitute,
2016 pp. 192

In the analytical fit, the pile-up effect is either described by adding
an independent component called synthetic pile-up33, or convolving

33 The Borexino collaboration, “Neutri-
nos from the primary proton–proton
fusion process in the Sun”, Nature,
vol. 512, no. 7515, pp. 383–386, Aug.
2014, doi: 10 . 1038 / nature13702,
arXiv: 1508.05379

the probability density function with the random trigger spectrum,
and the latter method is called the Dark Noise Convolution.

https://doi.org/10.1038/nature13702
https://arxiv.org/abs/1508.05379
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Figure 4.15: Left: tuning of Cherenkov
parameters. Middle: tuning of quench-
ing parameters. kb is fitted instead of
q1...q5. A program has been used to
calculate qs from kb based on stopping
power. Right: tuning of electronics non-
linearity parameters. Simulated elec-
tron events at detector center are used
for tuning. The fCher in the left is not
fixed to 3.615 because it’s defined in a
different way.

4.3 Tuning against Monte Carlo and calibration data

In the previous section we have built the analytical functions for the
dependence of the expectation and variance of energy estimators and
we have validated the trends against Monte Carlo simulation sam-
ples using g4bx2. In this section we will focus on the tuning of pa-
rameters in the models. We need to tune and fix part of parameters,
because we have no sensitivity or they are correlated with the neu-
trino rates. The tuning against calibration data is also presented here.

4.3.1 non-linearity

The full non-linearity model for charge is given by Eq. (4.12), (4.9),
(4.10) and (4.43). For npmt it’s given by also Eq. (4.37). The strategy
for parameters involved are summarized in Tab. 4.2.

Type Symbol Strategy
Light yield Yp.e. Free
Quenching par. q1 ... q5 Fixed
Cherenkov par. A0 ... A4 Fixed
relative eff. fCher Fixed
Electronics etc. pdn., pmis., pquadr. Fixed
Threshold eff. pser. Fixed
Light collection gLC, g′LC Fixed
11C γ qch. ε

γ
NL.(0.511 MeV) Free

Ext. γ qch. - Free / M.C. p.d.f.
210Po α qch. εα

NL.(
210Po) Free

Table 4.2: Strategy for parameters in
non-linearity models.

In34, for npmt analysis, the quenching, Cherenkov parameters and 34 The Borexino collaboration, “First Si-
multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”

pser. used in Phase-I analysis are used. g′LC is not used and gLC is
tuned using simulation samples with no threshold and with pser. set
to zero. fCher is fixed to the best fit value on neutrino spectrum
with it free. For charge analysis, firstly Cherenkov parameters are
tuned against samples with quenching turned off, see Fig. 4.15 left.
Then quenching parameters and relative efficiency are fitted with
Cherenkov shape fixed with quenching turned on, see Fig. 4.15 mid-
dle. The electronics related parameters are fitted independently, see
Fig. 4.15 right. The values are summarized in Tab. 4.5 in Sec. 4.3.7.
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4.3.2 Variance

The full variance model for charge is given by (4.47). For npmt it’s
given by Eq. (4.40). The strategy for parameters involved are sum-
marized in Tab. 4.3.

Type Symbol Strategy
PMT loss feq. Fixed
α var. model - see text below
extra var. for ext. γ - Free
pser. variance npmt v1 Fixed
Empirical par. npmt β0 ... β2 β2 Fixed, others free
single p.e. var. charge v1 Free
Non-uniformity etc. charge vT Fixed

Table 4.3: Strategy for parameters in
variance models.

PMT loss correction factor is calculated according to the weight
histogram shown in Fig. 4.14. In npmt analysis, independent β0 and
β2 are used for α particles, and g4bx2 based probability density func-
tion is used for external species. v1 is given by the working group
fixed according to a toy model and β2 is tuned against g4bx2. In
charge analysis same v1 and vT( feq.) (see Eq. (4.54)) are used for β

and αs considering the conclusion given by g4bx2 that the variance of
210Po peak is almost the same as that of e− at the 210Po peak (∼ 220
p.e.). Single p.e. variance v1 is free and constrained by the 210Po
peak width. It is not fixed against g4bx2 because its value in g4bx2

is smaller than that in data. Non-uniformity variance vT is fixed ac-
cording to g4bx2, see Fig. 4.10. The values are also summarized in
Tab. 4.5.

4.3.3 Stability and trend of parameters

The temporal trends of model parameters are needed when studying
the trends of background rates in order to cross-check our under-
standing of the background. The non-linearity parameters, except
the light yield, are treated as constants. According to g4bx2, the loss
of PMTs and increasing non-uniformity does not induce observable
change of non-linearity, see Fig. 4.16 left. Due to its importance, the
light yield trend is studied dedicatedly based on data in Sec. 8.2.
Resolution parameters trends based on g4bx2 are shown in Fig. 4.16
middle and right. We have

2000 · vT(Nn.Q) = (6.01± 0.06) · ( feq. − 1) (4.54)

2000 · vT(Nn.Q-geo) = 0.184± 0.011 (4.55)

Consider some backgrounds, such as 85Kr, can be non-uniform in
the fiducial volume, and it’s necessary to understand the uniformity
of 210Pb contamination concentration, it’s also useful to get the tem-
poral trend of model parameters for top-half and bottom-half of the
fiducial volume. The trends of charge v1 and vT for top and bottom
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Figure 4.16: Left: comparison between
run 17407 and run 25786 of electronics
non-linearity. Middle: charge v1 stabil-
ity. Right: vT stability. Black and red
are without and with non-uniformity
correction charge, respectively.

of 7Be fiducial volume can be found in Fig. 4.17. We have

Top 2000 · vT(Nn.Q) = (2.5± 0.2) · (feq− 1)− (0.04± 0.05)

Bottom 2000 · vT(Nn.Q) = (2.2± 0.2) · (feq− 1) + (0.25± 0.06)

Top 2000 · vT(Nn.Q-geo) = (0.6± 0.2) · (feq− 1) + (0.08± 0.05)

Bottom 2000 · vT(Nn.Q-geo) = 0.15± 0.02
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Figure 4.17: Trend of variance of events
uniformly distributed in 7Be Top / Bot-
tom fiducial volume. Top and bottom
rows of figures correspond to top and
bottom part of 7Be fiducial volume, re-
spectively. Left: charge v1. Right: vT .
Black and red are without and with
non-uniformity correction charge, re-
spectively. As we can see the v1 are con-
sistent with of the one of the whole FV,
while the vT is only around half of the
one of the whole FV, which is expected.

4.3.4 Validation against calibration data

Although g4bx2 is calibrated against calibration data such that the
non-linearity accuracy is better than 1%, we would like to cross check
the tuned analytical non-linearity model against calibration data di-
rectly. The npe is not observable so it’s impossible to validate the
Ekin.–npe relationship Eq. (4.12), npe–npmt_dt1 relationship Eq. (4.37)
and npe–charge relationship Eq. (4.43) directly.

If we trust that Monte Carlo can reproduce the npe–nhit depen-
dence, which is reliable because the effects from PMT instability and
electronics are suppressed, we can use nhit to reconstruct npe and
validate npe–charge dependence. We used the following formula to
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reconstruct npe:

µp.e.

µn.hit
=

a + b · log
(µn.hit

500

)
+ c · log2(

µn.hit
500

)

1 + d · log
(µn.hit

500

) (4.56)

where µn.hit is the average of the nhits. The best fit is shown in
Fig. 4.18 left. Using npe reconstructed with this formula, we can fit
npe–charge dependence, and the result is shown in Fig. 4.18 right.
pdn., pmis. and pquadr. are consistent with that derived from Monte
Carlo.

100 200 300 400 500 600 700 800 900 1000

np
e 

/ n
hi

ts

1.05

1.1

1.15

1.2

1.25

1.3

1.35

1.4  / ndf 2χ  9.434 / 10
a         0.0001097±   1.2 

b         0.005705±0.53 − 
c         0.0009238± 0.01612 

d         0.004487±0.5979 − 

 / ndf 2χ  9.434 / 10
a         0.0001097±   1.2 

b         0.005705±0.53 − 
c         0.0009238± 0.01612 

d         0.004487±0.5979 − 

nhits
100 200 300 400 500 600 700 800 900 1000

re
si

du
al

0.002−

0

0.002

rec npe
200 400 600 800 1000 1200

ch
ar

ge
 / 

re
c 

np
e 

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04  / ndf 2χ  66.86 / 11
Prob  10− 4.809e

   
dn

p  0.1786± 1.922 
 

mis-calib
p  0.0009229± 0.007892 

 
quadr

p 07− 7.873e±05 −2.515e− 

 / ndf 2χ  66.86 / 11
Prob  10− 4.809e

   
dn

p  0.1786± 1.922 
 

mis-calib
p  0.0009229± 0.007892 

 
quadr

p 07− 7.873e±05 −2.515e− 

Calibration Data

MC model

best fit

Sr85

Zn65

Co60

Mn54

K40

Hg203

Figure 4.18: Left: the nhit to npe non-
linearity and its residual. Simulated ac-
cording to run 17407. Right: relation-
ship between reconstructed npe and
Echidna charge from calibration data.

4.3.5 charge v1 parameter

Although charge v1
35 is not fixed, because it’s so important for deter- 35 Notice here v1 is defined in Equa-

tion (4.47) and is not the variance of sin-
gle p.e. charge distribution

mining 7Be solar neutrino, it’s worth a dedicated section for robust
7Be solar neutrino measurement.

We decided to let v1 free in the fit, because:

1. It can be pinned down by the 210Po peak in the analytical fit when
vT is fixed properly according to g4bx2.

2. It’s correlated with 7Be solar neutrino.

3. g4bx2 did not reproduce its value in data.

charge v1 in g4bx2 To convince you with point 3, let’s see how
large is v1 in g4bx2. The single p.e. charge is simulated according to
a Gaussian distribution, whose variance v0 is set to the value mea-
sured with laser-calibration events collected at the beginning of each
run. Because the charge is measured as the difference of peak and
baseline voltage, the jitter of the baseline contributes additional vari-
ance vped.. The width of the baseline jitter is hard-coded to be 7 ADC
unit and is normalized to 7/gain (p.e.). See Fig. 4.19 for the trends
of v0 and vped.. Sum of these two term should be consistent with v1

derived by fitting simulated mono-energetic electrons, and they are
consistent:

vMC
1 (Q, fit) = 0.230± 0.035 (4.57)

v0 + vped. = 0.258± 0.003 (stability) (4.58)

However this is inconsistent with the value of v1 in data, which is
determined to be 0.298±0.005(stat.)±0.012(sys.). Retuning of Monte
Carlo for charge has been planned to reduce such discrepancy.



81

Days since 11-Dec-2011
0 200 400 600 800 1000 1200 1400

v0
 f

ro
m

 la
se

r 
ca

lib
ra

tio
n

0.16

0.18

0.2

0.22

0.24

0.26

0.28

0.3

1−10

1

10

Days since 11-Dec-2011
0 200 400 600 800 1000 1200 1400

2
vp

ed
 (

7/
ga

in
)

0.06

0.065

0.07

0.075

0.08

0.085

0.09

1−10

1

10
Figure 4.19: The stability of the mea-
sured variance of the peak (left) and
baseline (right) of charge for single
photon signal from the laser calibration
events. As we can see the peak variance
is quite stable and the baseline variance
is increasing because of the increase of
the gain. The average value for v0 and
vped from this graph are 0.186±0.002
and 0.072±0.003, respectively.

charge v1 in Data We have investigated the following methods:

1. Constrain v1 through γ calibrations

2. Consrain v1 through α peaks from calibrations or backgrounds.

3. Fit v1 with vT constraint to tuned value on data.

4. The same as point 3, but only on the 2012 data.

For point 1, first we need to quantify δv1 and δvT in Eq. (4.51).
They can be tuned against g4bx2, see Fig. 4.20.
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Figure 4.20: Additional smearing of γ
compared with electrons. Left: npe

variable. Right: charge variable.

We can see that

δv1(from p.e.) = 0.062± 0.004 (4.59)

δvT(from p.e.) = (1.09± 0.06)× 10−4 (4.60)

δv1(from charge) = 0.054± 0.011 (4.61)

δvT(from charge) = (1.24± 0.15)× 10−4 (4.62)

which are consistent between them.
We re-analyzed the γ calibration conducted at 2009 and they are

summarized in Tab. 4.4.
With such correction we can fit v1, see Fig. 4.21, and we got

v1(γ) = 0.37± 0.01(stat.) (4.63)

The value here is inconsistent with (23% larger than ) the value got
with point 3 and 4. However the goodness of fit is very bad and 65Zn
and one point of 85Sr are off the trend, indicating the calibration is
not fully understood under such precision.
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Type Run feq. µn.Q δµ var δvar
57Co 10550 1.09027 49.91 0.13 75.0 2.2
57Co 10551 1.09051 49.98 0.13 78.9 2.3
57Co 10552 1.09051 49.88 0.13 72.7 2.1
139Ce 10564 1.09202 71.80 0.19 176.9 5.2
139Ce 10565 1.0923 71.71 0.19 180.0 5.5
139Ce 10566 1.0917 71.73 0.20 175.8 5.7
203Hg 10404 1.08976 117.09 0.12 193.8 3.5
203Hg 10405 1.09037 117.17 0.13 190.6 3.5
85Sr 10396 1.08924 228.82 0.30 326 10
85Sr 10397 1.08929 228.25 0.30 362 11
85Sr 10577 1.09195 228.44 0.21 368.7 7.8
85Sr 10579 1.09199 228.71 0.21 361.5 7.7
54Mn 10416 1.09135 386.30 0.22 632 11
65Zn 10396 1.08924 524.72 0.67 749 33
65Zn 10397 1.08929 524.27 0.61 727 32
40K 10416 1.09135 698.19 0.34 1157 22
60Co 10396 1.08924 1171.45 0.70 1813 56
60Co 10397 1.08929 1170.92 0.66 1767 55

Table 4.4: Expectation, variance and
their uncertainty of charge for γ cali-
bration runs.
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Figure 4.21: Variance/Expectation vs
expectation of electrons, positrons and
gammas for the calibration runs in
2009.

For point 2, we only considered the 214Po α peak from 14C-222Rn
calibrations. 182 14C-222Rn calibration runs were taken with the
source deployed at different positions inside the inner vessel. The
ratio of width over peak position is shown in the Fig. 4.22 left and
we got

v1(α) = 0.55± 0.05(stat.) (4.64)

The value here is also too large. Actually if we plot the ratio based
on Tab. 5.5 of Saldanha36 we can see that 36 R. N. Saldanha, “Precision Measure-

ment of the 7 Be Solar Neutrino Inter-
action Rate in Borexino”, PhD thesis,
Princeton University, 2012.

(1 + v1) · feq. ∼ 1.6 (4.65)

while feq. ∼ 1.1 for calibration runs in 2009, and the 214Po α peak
is off the trend. Considering this, the v1 determined from 214Po in
calibration is not trusted.
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For point 3 and 4, we extract the v1 from data directly.
For point 3, we use the whole Phase-II data (from 2011 December

14th. till 2016 May 15th.). vT is determined according to g4bx2 to be

2000vT(Nn.Q) = 1.00± 0.13 (4.66)
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where the uncertainty is evaluated assuming 1% precision of g4bx2
on non-uniformity.

For geo-corrected variable, we have

2000vT(Nn.Q-geo) = 0.18± 0.18 (4.67)

where we simply assumed 100% uncertainty.
By performing fits on data with vT fixed to two extremes, we got

v1(Nn.Q) = 0.295± 0.006(stat.)± 0.014(sys.) (4.68)

v1(Nn.Q-geo) = 0.293± 0.006(stat.)± 0.017(sys.) (4.69)

For point 4, we use 2012 data (from 2012 January 1st. till 2012
December 23th.). vT is determined according to g4bx2 to be

2000vT(Nn.Q; e−) = 1.72± 0.14 (4.70)

2000vT(Nn.Q; 210Po) = 1.21± 0.16 (4.71)

where the uncertainty is also evaluated assuming 1% precision of
g4bx2 on non-uniformity, and the 210Po spatial distribution non-
uniformity is ignored here and vT is different between 210Po and
e− only because 210Po decays. Such simplification seems reasonable
as determined v1 is consistent with other methods in Point 3 and 4.

For geo-corrected variable vT is the same as the case of whole
Phase-II.

By performing fits on data with vT fixed to two extremes, we got

v1(Nn.Q) = 0.298± 0.005(stat.)± 0.012(sys.) (4.72)

v1(Nn.Q-geo) = 0.295± 0.005(stat.)± 0.016(sys.) (4.73)

4.3.6 Skewness

Additional parameters describing the energy dependence of skew-
ness are introduced in the Modified Gaussian response function. It
is parametrized as

κ(Nn.Q) = g′2 · f 2
eq. · µ + 3(1 + v1) feq.vT · µ2 (4.74)

Compared with its expression used in Phase-I

κ(Nn.Q) = g2 · µ + 3 · g1g3 · µ2 + g4 · µ3 (4.75)

We found g4 is not needed (g4 ≡ 0) and g′2 is constant after introduc-
ing f 2

eq., see Fig. 4.23. Besides, after geometrical correction the g′2 is
more stable. In37, g4 is not used and g′2 is free. 37 The Borexino collaboration, “First Si-

multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”
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Figure 4.23: The stability of g′2. Blue is
the original charge, and red is the geo-
metrical corrected charge.

For the Generalized Gamma response function there is no free pa-
rameters for the skewness, it’s automatically fixed by the expectation
and variance.

4.3.7 Tuned Parameters Summary

The model and parameters are summarized in Tab. 4.5.
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Type
Type npmt_dt1 (Scaled Poisson)
N.L. q1 ... q5: (0.972338, 0.200838, 0.010463, 0.195038, 0.014228)

A0 ... A4: (1.415307,−3.396670, 1.106921, 0.072419, 1.336687)
fCher, pser., gLC: (1.0, 0.12, 0.101 (pep FV))

Var. use α var. model
feq.(stable), feq.(210Po): (1.27996, 1.19409)
v1, 104β2: (0.16, 7)

Type Echidna or Mach4 charge (Modified Gaussian)
N.L. q1 ... q5: calculated according to kB = 0.0119386

A0 ... A4: (0.487789,−0.792818,−1.16555, 0.0481817, 1.92020)
fCher: 3.615

Var. use α var. model
feq.(stable), feq.(210Po): same as npmt (normal)

(1.31021, 1.22481) (geo.)
(1.32443, 1.23457) (zcorr.)

2000 · vT : (6.01± 0.06) · (feq− 1)(normal)
0.184± 0.011(geo./zcorr.)

Type Echidna charge

pdn., pmis., pquadr.: (1.47, 0.011,−2.4× 10−5)

Type Mach4 charge

pdn., pmis., pquadr.: (−0.19, 0.012,−2.0× 10−5)

Table 4.5: Summary of response func-
tion models and parameters. N.L. =
non-linearity. Var. = variance. geo.
= geometrical correction. Comparison
between Echidna charge and Mach4
charge and that between normal and
geometrical corrected charge is de-
scribed in Sec. 3.1.2.

4.4 Validation against Monte Carlo based detector model

In order to account for various simplification we made, we fit thou-
sands of pseudo-experiment spectra generated according to Monte
Carlo based probability density function and take the bias of the me-
dian value of the best fit rates compared with the injected value as the
corresponding systematic uncertainty of the analytical fit approach.
The bias given by such method is also the final criteria for tuning the
detector response models.

First, we used the g4bx2 based probability density function to gen-
erate thousands of pseudo-experiment spectra. Then we fitted each
of them using analytical response function and get the distribution
of the best fit. At last we compared the median values of the best fit
rates with the injected rates.

The validation of npmt_dt1 and charge using the configuration
specified in Tab. 4.5, except few points, are shown in Fig. 4.24 and
Fig. 4.25 and summarized in Tab. 4.6. For npmt_dt1, it is not possible
to fit the pseudo-experiment spectra generated with g4bx2 including
pile-up events using the Dark Noise Convolution method. The rea-
son is still not understood. Besides, we do not have enough comput-
ing resources to simulate enough 14C events to produce smooth 14C
probability density function, and such effect might introduce bias.
Due to this reason, when validating the npmt_dt1, the 14C and pile-
up are not injected, Dark Noise Convolution is not applied, and the
fit range start from 100 npmt_dt1. As a result, the pp solar neutrino
rate precision is artificially higher in such tests.
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Figure 4.24: Results on biases of ana-
lytical response function for npmt_dt1.
Red: Distribution of best fit using
analytical response function against
pseudo-experiment spectra generated
with g4bx2 probability density func-
tion. Black: injected rate. The me-
dian value is shown on the first row
at the top region of each pad. The in-
jected value with statistical fluctuation
of the expectation is shown at the sec-
ond row, and the name of the compo-
nent is shown at the third row.
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Figure 4.25: Results on biases of an-
alytical response function for charge.
Red: Distribution of best fit using
analytical response function against
pseudo-experiment spectra generated
with g4bx2 probability density func-
tion. Black: injected rate. The me-
dian value is shown on the first row
at the top region of each pad. The in-
jected value with statistical fluctuation
of the expectation is shown at the sec-
ond row, and the name of the compo-
nent is shown at the third row.
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npmt_dt1 charge

Exposure 582.326/323.622 377.5/377.5
Type Inj. best fit Inj. best fit
ν(pp) 133.79 126.05± 0.09 133 Fix
ν(7Be) 48.26 48.00± 0.02 48.00 48.22± 0.07
ν(pep) 2.800 2.866± 0.007 2.80 2.93± 0.08
ν(CNO) 4.91 penalty 5.0 2.7+3.3

−2.1
11C 2.090 2.098± 0.003 2.240 2.242± 0.004
11C2∗ 71.59 71.01± 0.01 53.76 53.73± 0.02
210Bi 16.69 15.53± 0.04 20.0 22.1± 0.4
85Kr 6.41 7.79± 0.03 5.0 5.0± 0.1
210Po 259.12 251.96± 0.01 300.00 299.74± 0.03
210Po2* 282.81 275.04± 0.02 300.00 299.74± 0.03
10C2* 0.47 0.65± 0.01 -
6He2* 4.03 3.36± 0.03 -
Ex. 208Tl 3.350 3.114± 0.003 4.000 4.039± 0.009
Ex. 214Bi 1.860 1.000± 0.003 2.00 2.06± 0.02
Ex. 40K 0.970 0.164± 0.006 0.75 0.97± 0.02

Table 4.6: Summary of biases in
Fig. 4.24 and 4.25. The unit of exposure
is day × 100 ton. Inj. = injected rate.
The unit of best fit of rates and injected
rates are counts per day per 100 tons,
except for 14C, which is Bq per 100 tons
(1 Bq = 86400 counts per day per 100
tons). For npmt_dt1 14C and pile-up are
not injected and Dark Noise Convolu-
tion is not applied, and fit range start
from 100, and thus pp solar neutrino
rate bias is not reliable. CNO solar neu-
trino is constrained to the injected value
with a pull term and thus the bias is
also not reliable. For charge analysis,
pp solar neutrino rate is fixed to the in-
jected rate.

4.5 Summary and Discussions

In this chapter we described the analytical response functions used
in38, discussed the physics meaning of each parameter and possible 38 The Borexino collaboration, “First Si-

multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”

ways to improve the models, and evaluated the biases using a Monte
Carlo method. The models and parameters used in39 are summa-

39 ibid.rized in Tab. 4.5 and the biases are summarized in Tab. 4.6.
In this work we have studied carefully the resolution model. In

charge analysis the 7Be solar neutrino rate is correlated with the
resolution parameters. Due to the degraded resolution, in Phase-
II analysis, the spectrum does not contain enough information in
charge about the resolution, and it is necessary to constrain the vT

and use the same variance model parameters for 210Po and e−. In
npmt analysis, the resolution parameters are constrained by the high
statistics of 14C shape and thus there is no need to constrain the
variance model parameters of e− to be the same as that of 210Po.

In40 the npmt group has introduced a free parameter β1 to account 40 ibid.

for the variance introduced by quenching effect and Cherenkov con-
tribution. As discussed in Sec. 4.2 pp. 72, β1 is an effective param-
eter, and its value won’t decrease to 0 when quenching effect and
Cherenkov radiation are turned off.
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Statistical and systematic uncertainties

In this chapter the evaluation of the statistical and systematic un-
certainties on solar neutrino elastic scattering interaction rates in
Borexino Phase-II analysis is presented. This chapter provides also
the benchmark of the accuracy of the detector response model de-
scribed in the last chapter. In the Borexino solar neutrino analy-
sis, since the signal-to-background ratio in the region of interest is
low and the separation between signals and backgrounds heavily
relies on the energy distribution differences, the sensitivity and the
systematic uncertainties have been throughly evaluated before per-
forming fitting of the data. There are challenges in applying stan-
dard methods in evaluating the systematic uncertainties, and a toy
Monte Carlo method was developed to overcome these issues and
will be described in this chapter. The optimizations of the analy-
sis parameters, including range and that of choice of the so-called
Three-Fold-Coincidence method1, are performed by minimizing the 1 See Section 2.5.4 page 41

total uncertainty based on the results of this work, and such blinded
optimization avoids biases.

This chapter is organized as in the following: Section 5.1 intro-
duces the concepts and challenges. Section 5.2 describes the toy
Monte Carlo method developed for Borexino analysis. Section 5.3
describes the results of the exposure related systematic uncertainties.
Section 5.4 presents the optimization and crosschecks of the fit meth-
ods. Section 5.5 presents the evaluation of statistical and systematic
uncertainties in the Monte Carlo approach. Section 5.6 reports the
evaluated uncertainties for the analytical approach. At last conclu-
sions and discussions are presented in Section 5.7.

I have co-worked with Matteo Agostini, Daniele Guffanti, Nicola
Rossi, Simone Marcocci and Anna Janny in this work. The results of
this work has been used in 2,3.

2 The Borexino collaboration, “Compre-
hensive measurement of pp-chain solar
neutrinos”, Nature, vol. 562, no. 7728,
pp. 505–510, Oct. 2018, doi: 10.1038/

s41586-018-0624-y

3 The Borexino collaboration, “First Si-
multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”, pp. 1–8, July 2017,
arXiv: 1707.09279

https://doi.org/10.1038/s41586-018-0624-y
https://doi.org/10.1038/s41586-018-0624-y
https://arxiv.org/abs/1707.09279
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5.1 Introduction

Statistical and systematic uncertainties are quantities specifying the
precision of measurements. In this work, the width of the distribu-
tion of results of identical measurements is used as the estimator of
the statistical uncertainty. The difference between the average ex-
pected measurement and the true value is the bias, and the range of
possible biases is used as the systematic uncertainty. The statistical
uncertainty is due to random processes, and the systematic uncer-
tainty is due to the limited accuracy of the calibration of the tool
used.

The median statistical uncertainties provide a reference on the po-
tential measurement precision to the analysis on data. The evaluated
systematic uncertainty can be taken as the systematic uncertainty
of the measurement. It is independent of the statistical realization
of the data. The systematic uncertainty measures the stability of
the results against model inaccuracies under various assumptions of
models and guarantee that the result is robust regardless of variation
of models. Besides, the parameters used in the analysis procedure,
such as fitting range, can be optimized in order to reduce the total
uncertainty.

There are challenges applying standard methods for evaluating
systematic uncertainties. The systematic uncertainty is usually es-
timated by adding nuisance parameters4. The cut efficiencies and 4 Particle Data Group, “Review of

Particle Physics”, Physical Review D,
vol. 98, no. 3, p. 030001, Aug. 2018,
doi: 10 . 1103 / PhysRevD . 98 .

030001 Section 39.2.2.2, page 529 and
Section 39.3.2.1, page 533

detector response, such as the non-linearity, are allowed to vary in
the fit and be optimized versus the data. Usually subsidiary datasets
are included to constrain the nuisance parameters and the product of
the likelihood of the main dataset and subsidiary datasets are max-
imized. Ideally, all the parameters in the Monte Carlo simulation,
such as the attenuation length of each wavelength and quantum ef-
ficiencies, are treated as nuisance parameters and the Monte Carlo
is tuned during the fit, and calibration data is embedded in the pull
terms, however it requires huge amount of computing power. We can
make a rough estimation here. To produce Borexino Monte Carlo
probability density functions for all components it takes around 2
weeks of 2000 AMD Opteron(tm) Processor 6320 CPUs. One fit needs
around 50N iterations, where N is the number of free parameters
and is around 2× 102. Considering the Borexino collaboration cur-
rently can at most have 2000 CPUs on CNAF for a short period, to
perform one fit it would take 380 years, so this method is impractical
for Borexino5. 5 Supercomputer might work. The com-

puting power of AMD Opteron(tm)
Processor 6320 CPUs is around 1
GFlops/s, then one fit consumes a com-
putation power of 5× 1010 TFlops. The
computation power of current world’s
top super computer Summit is 1.2× 105

TFlop/s, so it takes 5 days of Summit to
perform such a fit for Borexino.

The probability density function obtained by Monte Carlo simula-
tion can be distorted according to some function, usually a polyno-
mial, during the fit, and the coefficients of the function become the
nuisance parameters. Although this method takes much less CPU
time than the example before, it still takes too much time to obtain
the distorted probability density function during the fit. In order to
overcome this challenge, a Monte Carlo based method is developed
and the distortion is applied when generating pseudo-experiment

https://doi.org/10.1103/PhysRevD.98.030001
https://doi.org/10.1103/PhysRevD.98.030001


89

spectra. First of all, the distortion is injected once for all. Second,
the number of events is much less. So the time is much shorter and
reasonable.

The analytical fit approach6 can be considered as the nuisance pa- 6 See Section 3.1.3

rameter method. The systematic uncertainty due to the light yield
etc. in the Monte Carlo fit are embedded into the statistical uncer-
tainty.

Another method is called the covariance matrix method. In this
method, the covariance matrix of the standard χ2 method is modi-
fied. The covariance matrix is approximated with the simulated dis-
tribution of number of events in each bin, and the distribution is dis-
torted with predefined magnitude. Borexino cannot use this method
directly because it requires all uncertainties to be Gaussian, which
is not true for components like CNO solar neutrinos. The CNO so-
lar neutrino interaction rate is constrained to be positive, and this
makes the profiled likelihood of CNO solar neutrino interaction rate
asymmetrical.

The toy Monte Carlo method used in this work is intrinsically
different from the nuisance parameter method in the way of treat-
ing the information of the nuisance parameter in the main dataset.
In this method, the information in the main dataset is abandoned
and the distribution of the nuisance parameter is set to the one ob-
tained with subsidiary datasets by force, while in the nuisance pa-
rameter method information in both datasets are used. For example,
in Borexino spectrum there is high statistics of 14C events, and thus
the light yield in the 14C region can be extracted with high precision
and even better than that from calibrations. Besides, 14C events are
uniformly distributed, while calibrations using radioactive sources
usually provides detector responses scanned over a finite set of po-
sitions. The systematic uncertainty of the light yield evaluated with
the covariance matrix method will be much higher than that using
the nuisance parameter method.

5.2 Methods to evaluate systematic uncertainties

In the last section the challenges in applying usual methods for
Borexino analysis have been explained, and in this section, I will de-
scribe a toy Monte Carlo method that overcomes these challenges.
First of all, the procedure of the toy Monte Carlo method is de-
scribed. Secondly, the list of systematic uncertainties considered, the
corresponding forms of deformations and precisions are given.

5.2.1 Procedure of toy Monte Carlo method

Datasets with and without various deformation are prepared and
they are fitted with un-deformed probability density function. The
width of the distribution of the reconstructed parameters of interests
without deformations is taken as the expected statistical uncertain-
ties, and the width with deformations is considered as the quadratic
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sum of the expected statistical uncertainties and the systematic un-
certainties.

The deformations are applied by modifying the energy and e+/e−

pulse shape variable based on the models accounting for the possible
imprecision of detector response.

5.2.2 Treatment in Monte Carlo fit

Four deformation models have been chosen to represent the Monte
Carlo inaccuracies and are described below. The normalized nhit

variable and g4bx2 based Monte Carlo probability density function
(except 14C, for which the analytical model is used) are used.

Non-linearity The non-linearity accounts for the imprecision on the
tuning of quenching parameters, the re-emission efficiency of ultra-
violate photons etc. To decouple this non-linearity from the trivial
non-linearity due to the multinomial distribution7, nhit is converted 7 Strictly speaking only npmt follows

the multinomial distribution. The non-
linearity of nhit and npmt are similar as
can be seen on the spectrum

to npe 8 first, then the deformation is applied, then the deformed npe

8 npe: the number of photo-electrons
produced on the photocathode

is converted back to nhit.
The deformation model is described in Eq. (5.2). Two data points

are prepared with x chosen between 0 and 2.5 MeV, y sampled from
a Gaussian distribution of average 1 and σ = 0.2%. Then p0 and p1

are determined requiring crossing the two points.

nhit 7→ npe = NLnhit→npe(nhit) (5.1)

npe 7→ npe′ = npe · (p0 + E · p1) (5.2)

npe′ 7→ nhit′ = NLnpe→nhit(npe
′) (5.3)

where NL is the conversion function, E is the MC truth energy.
The density of the distorted non-linearity model is illustrated in

Figure 5.1. We also performed a fit of the distorted non-linearity
model to see the corresponding variation of the kb and light yield.
We can see from the figure that the distortion is very small and we
can still describe the model with the analytical model quite well, and
the change of kb is less than 10% at 95% C.L. .

z dependence Here the z dependence refers to the z dependence of
the light yield. The local light yield depends on the total acceptance
solid angle of PMT photocathodes, and the z dependence is due to
the fact that there are more live PMTs on the top hemisphere than on
the bottom.

The deformation model is described in Eq. (5.5). The center is
fixed to 1 to decouple this effect from the non-linearity. Another
point at z = 2.2 m is sampled following the Gaussian distribution
with average 1 and σ = 0.28%. We take 0.28% because the discrep-
ancy between data and Monte Carlo is less than 0.4% in the fiducial
volume as shown in Fig. 5.2, and this is taken as 2σ. Because we
fix the radial dependence at the center, it’s as if we are varying the
ratio between the top of FV and center, and thus the σ is chosen as
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√
2× 0.2% = 0.28%.

nhit 7→ npe = NLnhit→npe(nhit) (5.4)

npe 7→ npe′ = npe · (1 + z · p1) (5.5)

npe′ 7→ nhit′ = NLnpe→nhit(npe
′) (5.6)

where NL is the conversion function, z is the MC truth vertex coor-
dinate along top-bottom direction.

The L(r) variable To avoid the fake sensitivity due to limited Monte
Carlo statistics and catching of fluctuations, the third dimension, the
L(r) variable, or the position reconstruction likelihood, is replaced
by three heuristic models for electrons, positrons and external γs, re-
spectively. The models are determined by fitting the Monte Carlo
sample and then the main Gaussian peak is shifted to the value
found in the fit on data. They are described in Eq. (5.7)–(5.9)9 9 D. Guffanti, “Measurement of solar

neutrino with BOREXINO”, PhD thesis,
Gran Sasso Science Institute, 2019

helectrons(L(r)) ∼Gaus(L(r); µ, σ) (5.7)

hfl(L(r)) ∼0.5 · exp
[
0.5l · (2µ + lσ2 − 2x)

]
erfc(

µ + lσ2 − x√
2σ

) (5.8)

hpositron(L(r)) ∼(1− ε) · 0.5 · exp
[
0.5l · (2µ + lσ2 − 2x)

]
erfc(

µ + lσ2 − x√
2σ

)

+ ε ·
{

0 L(r) < µ2 − σ2

Gaus(L(r); µ2, σ2) L(r) >= µ2 − σ2
(5.9)

To account for the imprecision of the MC models or the heuristic
model itself and the statistical fluctuations, the datasets are prepared
with L(r) following the same models but with different parameters
sampled according to Gaussian distributions. The main peak po-
sition is varied with the fit error on data. For positrons the other
parameters are also varied within the fit error on MC.

The fit is shown in Fig. 5.3 and the errors on L(r) variable are
summarized in Tab 5.1.

Par Electrons Positrons External γ

µ 4.7010 ± 0.003 10 4.6945 ± 0.003 4.6580 ± 0.003
σ 0.063261 (fixed) 0.05719± 0.0001 0.05552 (fixed)
l NA 19.13 ± 0.1 21.14 (fixed)
ε NA 0.7279%±0.01% NA

µ2 NA 4.9128±0.003 NA
σ2 NA 0.1818±0.001 NA

Table 5.1: The parameters and errors of
the heuristic model used in the system-
atic study.
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Figure 5.1: Top: the density of the
non-linearity model. 105 realization is
plotted. The kink at 165 keV is due
to the Cherenkov threshold. Left bot-
tom: An example least-square fit of the
distorted non-linearity model to extract
the effective kb and light yield. Right
bottom: The extracted kb, light yield,
Cherenkov contribution and distortion
parameters. The 68% center interval
is shown in brackets. Here 0.2% non-
linearity distortion is injected.
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Figure 5.2: The comparison of MC and
calibration datas with 214Po events. Re-
produced from S. Marcocci, “Precision
Measurement of Solar ν Fluxes with
Borexino and Prospects for 0νββ Search
with Xe -loaded Liquid Scintillators”,
PhD thesis, Gran Sasso Science Insitute,
2016, Figure 5.17, page 166.
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Figure 5.3: The fit of the L(r) distri-
bution. Left top: the MC 11C sam-
ple. Right top: the 11C sample from
data selected with the TFC algorithm.
Left bottom: Simulated external 208Tl
calibration. Right bottom: External
208Tl calibration. The events under the
high-value peak in data come from the
pileup events and are excluded from fit-
ting.
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The 210Bi shape To account for the systematic uncertainties induced
by the uncertainty of the 210Bi shape, a distortion is applied. For each
sampled 210Bi event, a survival probability is applied to deform the
energy spectrum:

psurvival = p0 + (p1 − p0)
E

EEnd
(5.10)

where p0 and p1 is the deformation parameter and are sampled uni-
formly in the range 0.99–1, EEnd is the end point of the 210Bi spectrum
and it is 1.162 MeV. The total number of sampled 210Bi events after
fiducial volume cut and above 90 nhit threshold are kept constant
for this deformation.

The 14C spectrum 14C is one of the major backgrounds for ν(pp).
There is systematic uncertainties coming from both the fluctuations
in the Monte Carlo sample due to limited statistics and the precision
of the Monte Carlo.

The rate of 14C events is 40 Bq/100t. Because the position recon-
struction is not reliable in the low energy region, 14C from the whole
inner vessel might be mis-reconstructed in the fiducial volume, so
events in the whole inner vessel must be simulated, and the total
amount of events to be simulated is

40 (Bq/100t)× 300 ton× 1330 days = 1.4× 1010 events (5.11)

Consider the simulation speed is around 2.55 (second ×MeV−1), the
CPU time needed would be

t = N · E · ∆T

= 1.4× 1010 × 100 keV× 2.55 (second×MeV−1)

= 400 days × 100 CPU (5.12)

Considering the whole collaboration has only around 2000 CPUs
during the peak usage, it takes 20 days to simulate the same amount
of events we collect in data, and it is not feasible to simulate 100
times more to get a smooth shape for fitting.

We could simulate around 109 event, only 1/15 statistics of data,
and after fiducial volume cut above 90 normalized nhit there are
only 6277 events. Their energy spectrum is shown in Fig. 5.4.
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Figure 5.4: The energy distribution of
the full Monte Carlo statistics for 14C.
Due to limited computing resources we
only simulate 1/15 of the amount col-
lected on data. The number of events
with energy higher than 90 normalized
nhit is only 6277, and you can see the
fluctuations in the region of interest for
ν(pp) is very strong. In Simone’s thesis
a scaled Poisson method is applied to
the bin below 100 to suppress the sys-
tematic uncertainties from this fluctua-
tions.

An analytical 14C probability density function is got by fitting the
npmt_dt1 variable of the second cluster. The fit result and the com-
parison with the MC shape is shown in Fig. 5.5.

With this analytical shape we don’t have the energy and position
information, and we use the converted energy from the nhit, and a
randomized z:

E′ = NLnhit→E(nhit) (5.13)

z randomly sampled in the fiducial volume (5.14)
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Figure 5.5: Left: the fit on the second
cluster. Right: the comparison bewteen
MC and Analytical shape. As we can
see the fluctuation in the region of in-
terests is very strong.

5.2.3 Treatment in analytical fit

The principle is the same as the one for studying the Monte Carlo
systematic uncertainties. Only the fitting procedure is changed. The
evaluation of the systematic uncertainties of the analytical fit is based
on the normalized npmt_dt2 variable and analytical probability den-
sity functions. The fit start from 85 npmt_dt2 and ends at 900.

The same set of deformations of the Monte Carlo fit are consid-
ered exception of the pulse shape variable L(r). The systematic un-
certainties are evaluated using the fit of energy distributions rather
than the multivariate fit. The result obtained with fit of energy dis-
tributions is reliable. First of all, when fitting data, the multivariate
likelihood only changes the statistical uncertainty and does not mod-
ify the best estimate of the component rates. Secondly, according to
the experience in the Monte Carlo fit, the multivariate fit only affects
the pep and CNO neutrinos, while their systematic uncertainties are
dominated by the non-linearity.

The analytical probability density functions only provide the pre-
dicted energy distribution. The inaccuracy in reproducing the energy
response spatial non-uniformity can induce a mismatch between the
energy resolution of data and Monte Carlo, and thus it is one of the
systematic uncertainties. To study this, true and reconstructed ver-
texes need to be sampled for each event when making the pseudo-
experiment spectra. They are sampled according to uniform distribu-
tion for uniform components or the distribution according to Monte
Carlo simulations for components such as external γ events.

5.3 Exposure related systematic uncertainties

The exposure related systematic uncertainties are listed in tab. 5.2.
For the density change

∆ρ

ρ
=

∆V
V

= β∆T (5.15)

β = 1.25×10−3 and ∆T < 2.6 ◦C.

Item σL σR

Fiducial Volume -1.1% +0.6%
LS density <0.5%
Live time 0.05%

Table 5.2: The exposure related system-
atic unceratinties. Here and after σL
and σR represent the uncertainty in the
positive and negative direction.
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5.4 Optimization and crosschecks

In this section the optimization of the fit range based on total uncer-
tainties and comparison between three Three-Fold-Coincidence algo-
rithms are also presented.

5.4.1 Optimization of the fitting range

The optimization of the fit range is performed based on the total
uncertainty on ν(pp). The result is shown in Fig. 5.6. From the figure
we can see that below 100 the total uncertainty decrease, however
when fitting data they are excluded because the extracted 14C decay
rate is not stable. Thus we pick the minimum at nhit2 = 1711, which 11 Definition see Appendix A.

correspond to nhit 106.6. Here the analytical 14C shape is used.
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Figure 5.6: A series of test was per-
formed to study how the total un-
certainty depends on the fitting start
range. For each test 200 pseudo experi-
ment were fit.

5.4.2 Comparison of different TFCs

Three TFC12 algorithms exist and they differ in the efficiency and re- 12 TFC: Three Fold Coincidence. It is
an algorithm to suppress the neutron-
associated cosmogenic isotopes. See
Section 2.5.4.

jection power against cosmogenic 11C. The statistical and systematic
uncertainties of ν(pp), ν(7Be) and ν(pep) are estimated and listed in
Table 5.3. In the comparison, the same average 11C rate and mea-
sured enhanced 11C rate from the fit on data value with correspond-
ing algorithm are assumed. Because the Mainz (denoted as MZ)
algorithm, which is based on projected likelihood, has the best effi-
ciency and rejection power, the statistical and systematic uncertainty
of ν(pep) using it is slightly better than the other two.

For both the sensitivity and the systematic uncertainties, Mainz
TFC has the best performance, but the gain is very small. For ν(pp)
and ν(7Be) no gain, for ν(pep) we gain 1% sensitivity, gain 0.5% sys-
tematic uncertainties compared with Milano TFC and gain 2.5% sys-
tematic uncertainties compared with LNGS TFC.

5.4.3 Impact of wrong ν(CNO) constraint

Because the measurement of ν(pp), ν(7Be) and ν(pep) are given with
ν(CNO) constrained, the impact of wrong constraint is reported in
Table 5.4. The change of sensitivity and systematic uncertainty is
less than 0.1% for ν(7Be) and less than 1% for ν(pp). However the
reconstructed pep rate can be biases up to 30% if the injected rate
differs from the centroid of the pull.
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Item
ν(pp) % ν(7Be) % ν(pep) %

∆µ σL σR ∆µ σL σR ∆µ σL σR

Injected 133.26 48.26 2.8
MZ 0.3 -6.0 6.8 -0.0 -2.4 2.3 -2.2 -14.4 10.4
MZ sys 0.0 18.5 14.7 -0.2 1.6 1.1 -3.0 10.3 6.1
LNGS 0.2 -6.3 6.7 -0.1 -2.4 2.2 -2.1 -14.9 11.1
LNGS sys -0.2 18.3 14.3 -0.1 1.7 1.3 -2.2 10.1 8.9
MI 0.4 -6.4 7.1 -0.1 -2.4 2.3 -2.1 -14.8 11.1
MI sys -0.9 18.8 14.1 -0.2 1.9 0.9 -2.7 9.9 7.1

Table 5.3: The comparison of three
TFCs. Here 210Bi shape sys. is not in-
cluded. ν(CNO) is injected and con-
strained to be HZ. The unit of injected
rate is cpd/100t. The uncertainties are
in percent. Here and after ∆µ repre-
sents the bias of the median value.

Item
ν(pp) % ν(7Be) % ν(pep) %

µ σL σR µ σL σR µ σL σR

Injected 133.26 48.26 2.8
inj CNO fit CNO 0.3 -6.0 6.8 -0.0 -2.4 2.3 -2.2 -14.4 10.4
inj CNO fit CNO sys 0.0 18.5 14.7 -0.2 1.6 1.1 -3.0 10.3 6.1
inj noCNO fit CNO 0.6 -5.3 7.2 0.1 -2.2 2.3 -30.1 -42.4 -18.7
inj noCNO fit CNO sys 0.2 17.8 15.0 -0.1 1.5 1.2 -30.7 16.3 0.0
inj CNO fit no CNO -0.3 -6.7 6.2 -0.2 -2.6 2.2 26.1 13.8 38.8
inj CNO fit no CNO sys -0.7 19.1 14.2 -0.3 1.5 0.9 25.6 0.0 12.5
inj noCNO fit no CNO 0.1 -6.0 6.6 -0.1 -2.4 2.1 -2.0 -14.1 9.6
inj noCNO fit no CNO sys -0.3 18.2 14.6 -0.2 1.6 1.2 -2.5 9.6 6.9

Table 5.4: Comparison of fit w/
w/o ν(CNO) injected and fit w/ w/o
ν(CNO). Here the starting point is
around 95 nhit (nhit2 = 16) and 210Bi
shape sys. is not included. NL
is injected with 8 anchor points (old
method). When fit CNO, the CNO is
constrained to HZ. when fit no CNO,
CNO is fixed to 0.
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5.5 Evaluation of systematic uncertainties for MC fit

In this section the evaluation of the statistical and systematic uncer-
tainties of the Monte Carlo fit are reported.

The pp, 7Be and pep solar neutrino interaction rates are extracted
with the CNO solar neutrino interaction rate constrained according
to the SSM predictions. The breakdown of the systematic uncertain-
ties is listed in table 5.5.

Table 5.5: The breakdown of the sys-
tematic uncertainties. ν(CNO) is in-
jected as 4.91 cpd/100t and constrained
to be 4.91±0.56 cpd/100t. The unit is
cpd/100 tons.

Item
ν(pp) ν(7Be) ν(pep)

µ σL σR µ σL σR µ σL σR

Injected 133.26 48.26 2.8
stat 0.75 12.15 13.23 -0.00 1.14 1.14 -0.06 0.41 0.31
z 1.02 2.80 6.52 -0.01 0.14 0.00 -0.06 0.04 0.00
L(r) 0.57 0.00 0.00 -0.03 0.38 0.00 -0.07 0.13 0.00
Bi210 0.62 0.00 0.92 -0.02 0.00 0.00 -0.05 0.00 0.00
NL 1.12 7.12 10.65 -0.01 0.31 0.13 -0.06 0.16 0.08
all 1.36 9.68 13.14 -0.04 0.47 0.12 -0.06 0.17 0.07

The systematic uncertainty of ν(CNO) limit with ν(pp)/ν(pep)
constraint is estimated with ν(CNO) injected according to high metal-
licity model, and it is listed in Tab. 5.6.

Item Injected 95% C.L. Upper limit σ(sys)
statistical 4.91 8.60
all 10.1 3.6

Table 5.6: The systematic uncertainties
for ν(CNO) 95% confidence level up-
per limit. The unit is cpd/100t. ν(pp)–
ν(pep) ratio is constrained.

We study also the systematic uncertainties with ν(CNO) injected
according to low metallicity or no CNO case, and the systematic
uncertainties does not change and follow Eq. 5.16:

(µ
stat.+sys.
up − µ̂)2 = (µstat.

up − µ̂)2 + σ2
sys. (5.16)

1− αup = 90% (5.17)

where µup is the upper limit, µ̂ is the injected CNO rate, 1 − αup

is the confidence level, and σsys is the systematic uncertainty of the
CNO rate limit.

Summary The break down of the systematic uncertainties is sum-
marized in Table 5.7 and the total systematic uncertainties consider-
ing the non-linearity, detector response uniformity, user model and
the 210Bi shape are given as 13 13 Here the CNO is injected with high

metallicity and constrained to be of
high metallicity. The stat. denotes
statistical uncertainty, mod. sys. de-
notes fit model related systematic un-
certainty, and expo. sys. denotes ex-
posure related systematic uncertainty.
unit: cpd/100t.

• ν(pp) 133.79+13.3
−12.2(stat.) +13.2

−9.7 (mod. sys.) +1.1
−1.6(expo. sys.)

• ν(7Be) 48.26 +1.14
−1.14(stat.) +0.12

−0.47(mod. sys.) +0.39
−0.58(expo. sys.)

• ν(pep) 2.8+0.31
−0.41(stat.) +0.07

−0.17(mod. sys.) +0.03
−0.04(expo. sys.)

The systematic uncertainties of the ν(CNO) 95% C.L. limit is stud-
ied. We find the sensitivity and systematic uncertainty of ν(CNO) is
independent of the injected ν(CNO) rate, and the systematic uncer-
tainties is 3.6 cpd/100t.
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5.6 Results of analytical fit

The evaluated systematic uncertainties are listed in table 5.7. As
we can see the span of the light yield is almost proportional to the
magnitude of the injected non-linearity distortion.

Item
ν(pp) ν(7Be) ν(pep) LY (p.e./MeV)

µ σL σR µ σL σR µ σL σR µ σL σR

Injected 134.2 47.9 2.64 557.4
no deform -3.86 14.80 6.87 -0.23 1.60 1.09 -0.06 0.50 0.37 0.45 1.56 2.59
all -4.55 4.67 0.00 -0.27 0.00 0.00 -0.05 0.00 0.09 0.37 1.15 1.01

Table 5.7: The evaluated systematic
uncertainties. ν(CNO) is injected as
4.91 cpd/100t and constrained to be
4.91±0.56 cpd/100t. The unit is
cpd/100 tons.

The systematic uncertainties are studied and the recommended
values for the total systematic uncertainties considering the non-
linearity, detector response uniformity, user model and the 210Bi shape
are given (in cpd/100t):

• ν(pp) 134.2±10.0(stat.) +0.0
−4.7(det. sys.) +1.1

−1.6(expo. sys.)

• ν(7Be) 47.9+1.09
−1.60(stat.) +0.00

−0.00(det. sys.) +0.39
−0.58(expo. sys.)

• ν(pep) 2.64+0.37
−0.50(stat.) +0.09

−0.00(det. sys.) +0.03
−0.04(expo. sys.)

5.7 Conclusions and discussions

With a toy Monte Carlo method, we evaluate the expected statisti-
cal and systematic uncertainties of Borexino Phase-II solar neutrino
analysis. The systematic uncertainties induced by the inaccuracy in
the modeling of the detector response include the energy scale, uni-
formity of the energy response, pulse-shape discrimination shape,
and uncertainties in the theoretical energy spectra used in the fit are
included. Three TFC algorithms are compared and the Mainz TFC is
found to be slightly better compared with the other two. The wrong
ν(CNO) penalty only affects ν(pep) significantly and the bias can be
up to 30%.

For the Monte Carlo fit, the fit range is optimized to start from
nhit2 = 17, or nhit = 106.6, and the fit model related systematic
uncertainty of ν(pp), ν(7Be), ν(pep) and ν(CNO) limit are estimated
to be around 10%, 1%, 6% and 3.6 cpd/100ton, respectively. For
the analytical fit, the fit model systematic uncertainties of ν(7Be) and
ν(pep) are negligible and is 3.5% for ν(pp).

For the Monte Carlo fit, the measurement of ν(pp) is mainly driven
by two pull terms on 14C and pile-up. When the non-linearity defor-
mation is injected, the number of evens in the fit range increases or
decreases because of the migration of events above/below the lower
edge of the fitting range, and all these changes are absorbed by the
only free component ν(pp). When we extend the fit range to lower
energies, the pull term is not strong enough and the 14C can accom-
modate the event migration, and thus the systematic uncertainties on
ν(pp) decreases.
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It might be useful to use thinner bins to enhance the information
from the shape and weaken the pull or even remove the pull so that
ν(pp) systematic uncertainties can decrease even more if we know
precisely the 14C and the pile-up energy distributions. However this
is not possible since the 14C and the pile-up energy distributions are
not modeled with enough accuracy.

The ν(CNO) is narrowly peaked around the center value of the
pull. This is as expected. Considering that the spectra does not
provide information, the minimum of the likelihood corresponds to
the centroid of the pull term.

For the analytical fit, we performed the study with 14C constrained
to the injected value. However we see large biases on the pep solar
neutrino interaction rate, see table 5.8.

Item
ν(pp) ν(7Be) ν(pep) LY (p.e./MeV)

µ σL σR µ σL σR µ σL σR µ σL σR

Injected 134.2 47.9 2.64 557.4
no deform -2.20 12.40 7.60 -0.17 1.31 1.09 -0.04 0.42 0.37 -0.13 0.92 0.75
all -3.45 6.06 0.00 -0.39 0.82 0.00 -0.41 0.70 0.00 -0.45 1.88 0.83

Table 5.8: The evaluated systematic un-
certainties with 14C constrained to the
injected value. On data we can con-
strain 14C with the fit on the second
cluster. The unit is cpd/100t.

When 14C is free the bias on pep disappear. The systematic un-
certainties on ν(7Be) also disappear. The systematic uncertainties on
ν(pp) is smaller and the statistical uncertainty increase. This is as
expected: when we let 14C free, part of the systematic uncertainties
goes to the statistical uncertainty for ν(pp). The systematic uncer-
tainties on ν(pp) is still one-sided. It could be possible that they
comes from the deformation of the z-dependence, which is a one-
side-resolution-increase-deformation.

The uncertainty of ν(pp) is much smaller than the Monte Carlo
method, because the fit can accommodate the deformed non-linearity.
As we can see the span of the light yield increases almost linearly
with the injected non-linearity deformation.
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High precision measurement of solar neutrino fluxes

In this chapter, the measurement of solar neutrino interaction rates
is presented. It is the first time that we measure all low energy
solar neutrino branches using one single detector and one unique
dataset. The solar neutrino interaction rates are extracted simultane-
ously using analytical charge, analytical npmt_dt1 and Monte Carlo
nhit fitting methods. The results of the analytical fit are obtained
with the software bx-GooStats1 and the fitting procedure is accel- 1 X. Ding, “GooStats: A GPU-based

framework for multi-variate analysis in
particle physics”, Journal of Instrumen-
tation, vol. 13, no. 12, P12018–P12018,
Dec. 2018, doi: 10.1088/1748- 0221/

13/12/P12018

erated by using the Graphics Processing Units (GPUs) and parallel
computing techniques. Results of Monte Carlo nhit fit are obtained
with the software bx-stats2. All results have been extracted using

2 M. Agostini, M-STATS: framework
for frequentist statistical analysis,
https://github.com/mmatteo/m-stats,
2015

a multivariate analysis based on energy, distance from the detector
center and a pulse shape estimator. Two analytical fit results use the
new multivariate fitting method described in Chapter 3. The Monte
Carlo fit result uses three-dimensional probability density functions
and data distribution histograms. The evaluation of the systematic
uncertainties are described in Chapter 5.

Using the measured solar neutrino interaction rates, we test its
compatibility with two Standard Solar Models (SSMs) assuming the
MSW-LMA model of neutrino oscillations, and measure the solar
neutrino survival probabilities assuming the SSM model of neutrino
fluxes.

This chapter is organized as in the following: Section 6.1 presents
the event selection. Section 6.2 presents the measured solar neu-
trino rates using charge and analytical probability density functions.
Section 6.3 presents the results using npmt_dt1 and analytical prob-
ability density functions. Section 6.4 presents the results using nhit

and Monte Carlo probability density functions. Section 6.6 presents
the test on the Standard Solar Models (SSMs). Section 6.7 presents
the tests on the model of the solar neutrino survival probabilities.
Section 6.8 is devoted to conclusions and discussions.

I have co-worked with Nicola Rossi in the work of analytical charge
fit, with Alina Vishneva, Oleg Smirnov, Ömer Penek, Zara Bagdasar-
ian and Mariia Redchuk in the work of analytical npmt_dt1 fit, and
have co-worked with Daniele Guffanti and Matteo Agostini in the
work of Monte Carlo nhit fit. The results of this work are used in3.

3 The Borexino collaboration, “Compre-
hensive measurement of pp-chain solar
neutrinos”, Nature, vol. 562, no. 7728,
pp. 505–510, Oct. 2018, doi: 10.1038/

s41586-018-0624-y

https://doi.org/10.1088/1748-0221/13/12/P12018
https://doi.org/10.1088/1748-0221/13/12/P12018
https://doi.org/10.1038/s41586-018-0624-y
https://doi.org/10.1038/s41586-018-0624-y
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6.1 Event selection

In this section we present the list of criteria to select the event sample.
The dataset used in the analysis expand from 14th December 2011

(Run 17328) to 21st May 2016 (Run 26568), corresponding to 1291.2
days of DAQ time and 1270.3 days of live time after all cuts. The
duty cycle is shown in Figure 6.1.

Time (year)
2008 2010 2012 2014 2016 2018

D
ut

y 
cy

cl
e 

(%
)

0

20

40

60

80

100
Figure 6.1: The duty cycle of Borexino
data. The data used in this thesis is
marked as red. The loss is due to opera-
tional reasons or degraded data quality.

The analysis is based on clusters, i.e. group of hits selected by
an algorithm4 that are believed to belong to one physics event. The 4 Section 7.4.3, page 207 D. D’Angelo,

“Towards the detection of low energy
solar neutrinos in BOREXino: data
readout, data reconstruction and back-
ground identification”, PhD, Munich,
Tech. U., 2006, p. 334

following cuts are applied sequentially:

1. muon cut. Clusters tagged as muons are rejected.

2. muon daughter cut. All clusters within 300 ms of a muon are
rejected.

3. zero cluster cut. Events without clusters are rejected. This cut is
essential because an event without clusters is wrapped as a special
cluster.

4. fast coincidence cut. If two clusters are within 2 micro-seconds
and 1.5 meters, they are both rejected.

5. 214Bi–214Po cut. If two clusters are within 20–1180 micro-seconds
and 1 meter, have 90 < Q(prompt) < 1800 and 200 < Q(delayed) <
500, then they are both rejected.

6. trigger cut. Clusters of events of service triggers, such as laser
calibration triggers, random triggers, are rejected.

7. multi-cluster cut. A cluster is kept only if the associated event
contains only one cluster or this cluster is the first cluster of the
two clusters contained in the event.

8. start time cut. If the start time of the cluster is out of the expected
time window, the event is rejected.

9. fiducial volume cut. Clusters with reconstructed position within
the region r < 2.8 m and z > −1.8 m and z < 2.2 m are accepted.
This region is called the pep fiducial volume5. 5 A. E. Chavarria, “Study on pep and

CNO solar neutrino interaction rates in
Borexino”, PhD thesis, Princeton Uni-
versity, 2012
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10. noise cuts. explained below.

The noise cuts used in this analysis are almost the same as the one
used in the pp analysis6 and the one described in 7: 6 P. Mosteiro, “First measurement of pp

neutrinos in real time in the Borexino
detector”, PhD thesis, Princeton Uni-
versity, 2014 Section 4.2, page 65
7 S. Marcocci, “Precision Measurement
of Solar ν Fluxes with Borexino
and Prospects for 0νββ Search with
Xe -loaded Liquid Scintillators”, PhD
thesis, Gran Sasso Science Insitute,
2016 Section 6.3, page 195

1. Charge consistency cut. The energy estimated by charge and npmt

should be statistically consistent. The energy estimated by charge

and charge_noavg should be consistent.

2. Mach4 charge consistency cut. The energy estimated by Mach4
charge and Mach4 charge_noavg should be consistent. Here Mach48

8 R. N. Saldanha, “Precision Measure-
ment of the 7 Be Solar Neutrino In-
teraction Rate in Borexino”, PhD the-
sis, Princeton University, 2012 Sec-
tion 4.0.12, page 99

is name of an alternative data analysis package, and the clusteri-
zation algorithm in it is different.

3. crate fraction. If more than 75% of fired PMTs are physically at-
tached to the same crate (out of O(10) crates), the cluster is con-
sidered to be most likely crate noise and rejected.

Compared with previous studies, the cut requiring the consistency
between charge and charge_noavg is new. It is needed in order to
remove unphysical events in 2015 in the sensitive region of pp solar
neutrinos. See the comparison of spectra of charge and npmt_dt1

between 2014 and 2015 in Figure 6.2. For npmt_dt1 the difference
between two spectra comes from the loss of PMT and thus degrades
the energy resolution. For charge there are extra events in the critical
region that cannot be explain with this reason.
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Figure 6.2: Comparison of spectra be-
tween 2014 and 2015. Left: npmt_dt1.
Right: charge. We can see that there are
extra events in the region around 120
p.e. for charge and they are not present
in the npmt_dt1 spectra.

These events have been attributed to biased 14C events. Some-
times one or more channel receives extra-ordinary large charge, then
the npmt_dt1 variable is biased only by 1 or 2, while the charge vari-
able is usually biased by a few p.e.’s. This effect is corrected in the
charge_noavg variable. If the collected charge is much larger than
expected, then the charge collected on this channel is set to zero.
More specifically, the cut criteria is

Qch. > 3 +
Qn.cl.
500

(6.1)

where Qch. is the charge collected on one channel, and Qn.cl. is the
normalized charge of the cluster. As a result, these events can be
selected using the ratio between charge and charge_noavg. See the
distribution of the ratio in Figure 6.3.
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Figure 6.3: charge/charge_noavg dis-
tribution of data collected in time other
than 2015 (left) and in 2015 (right).

The new charge consistency cut is defined based on Figure 6.3.
It is shown in the figure as a blue solid line and is defined as the
following:

charge

charge_noavg
> 1.3 + e−0.043·(charge−65) (6.2)

The stability of event rejection rate of the charge consistency cut
is shown in Figure 6.4.

Figure 6.4: Stability of event rejection
rate of the charge consistency cut

The noise cut removes few physics events9 and after the selection 9 Less than 0.2% for all energies, see Ta-
ble XIV The Borexino collaboration, “Fi-
nal results of Borexino Phase-I on low-
energy solar neutrino spectroscopy”,
Physical Review D - Particles, Fields, Grav-
itation and Cosmology, vol. 89, no. 11,
pp. 1–68, 2014, doi: 10 . 1103 /

PhysRevD.89.112007, arXiv: 1308.0443

the unphysical events contribution is negligible.

6.2 Results with charge

In this section we present the results of using analytical probability
density functions of the charge variable. Compared with the analyt-
ical npmt_dt1 fit and the Monte Carlo nhit fit, in the charge fit the
low energy region is not included, and thus there is not sensitivity
of the pp solar neutrinos.

Compared with the Phase-I analysis, in order to achieve 3% preci-
sion of the 7Be solar neutrino interaction rate, one of two resolution
parameters is fixed and the other is fixed through the width of the
210Po peak. If both are left free, because the 7Be solar neutrino inter-
action rate is correlated with the two resolution parameters, its statis-
tical uncertainty will be around 4%. The parameter which represents
the energy response non-uniformity, is fixed to the value determined
according to g4bx2. This approach is motivated, because the non-
uniformity of g4bx2 is tuned to match that of the calibration data. In
the analytical charge fit, same model of the resolution has been used
and thus the width of the 210Po peak can be used to fix one degree

https://doi.org/10.1103/PhysRevD.89.112007
https://doi.org/10.1103/PhysRevD.89.112007
https://arxiv.org/abs/1308.0443
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of freedom in the resolution model. It is important to put the correct
feq parameter in the model, which is smaller for 210Po events com-
pared with β events. As discussed in Section 4.2.5 , the resolution of
α events is slightly better than that of β events even when the average
and feq is the same, due to quenching effect and the Cherenkov radi-
ation contribution, but the difference is small for low energy events,
such as the 210Po decays, and the residual difference is included in
the systematic uncertainties.

Because 210Bi, the pep and CNO solar neutrinos are correlated
with each other, two strategies are applied. The 7Be solar neutrino
and pep solar neutrino interaction rates are measured with the CNO
solar neutrino interaction rates constrained to the SSM-HM model
or SSM-LM model. To evaluate the CNO solar neutrino interaction
rate, the pp solar neutrino interaction rate is constrained to the value
obtained from Phase-I and the pp–pep interaction rate ratio is con-
strained according to SSM prediction.

Because the low energy part of the spectrum is not included, the
85Kr decay rate is constrained according to the result obtained with a
fast coincidence analysis. This analysis only gives an upper limit of
4.9 cpd/100t (95% C.L.)10. This subsidiary measurement is included 10 Section 5.2.2 page 119 I. Drachnev,

“New Spectral Analysis of Solar B Neu-
trino with the Borexino Detector”, PhD
thesis, Gran Sasso Science Institute,
2016

as a pull term of the 85Kr decay rate, and a half-Gaussian penalty
function is used:

− logL(R) =
(

R
σ

)2
if R > 0 (6.3)

= +∞ if R < 0

where R is the 85Kr decay rate, and σ is set to 2.5 cpd/100t.

6.2.1 Statistical and systematic uncertainties

The statistical uncertainties are obtained from the profiled likeli-
hoods. We have considered three types of systematic uncertainties:

• Exposure related. This term includes the uncertainties of the live
time, the scintillation density and the fiducial volume and is dom-
inated by the fiducial volume uncertainty. It is evaluated to be the
same as that of phase-I +0.6%

−1.1%
11. 11 The Borexino collaboration, “Final re-

sults of Borexino Phase-I on low-energy
solar neutrino spectroscopy”• Fit model related. Pseudo-experiment spectra are produced based

on the probability density functions produced with g4bx2, and the
biases are taken as the systematic uncertainties.

• 85Kr penalties. Fits with and without the pull term on 85Kr de-
cay rate were performed, and the difference is considered as the
systematic uncertainties.

6.2.2 The 7Be and pep solar neutrino interaction rate mea-
surements

CNO HM Here the CNO solar neutrino interaction rate is con-
strained to the prediction of the High Metallicity model (4.92± 0.56
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count/day/100t). The results of charge fit is shown in Figure 6.5
and the centroid values and systematic uncertainties of each species
are listed in Table 6.1. The profiled likelihoods of 7Be and pep solar
neutrino interaction rates are shown in Figure 6.6.
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Figure 6.5: Fit results of analytical
charge fit. The CNO solar neutrino in-
teraction rate is constrained to the High
Metallicity model.Species best fit σstat. σsys. σ

exp.
sys. σRPF

sys. σKr
sys.

ν(7Be) 47.5 ±1.2 +0.3
−1.7

+0.3
−0.5

+0.2
−0

+0.0
−1.6

ν(pep) 2.75 ±0.37 +0.36
−0.03

+0.02
−0.03

+0.31
−0

+0.18
−0

210Bi 16.8 ±1.7 +2.6
−1.7

+0.1
−0.2

+2.6
−0

+0
−1.7

85Kr 6.2 ±1.6 +4.4
−0.1

+0.0
−0.1

+0
−0

+4.4
−0

11C sub 2.008 ±0.094 +0.012
−0.040

+0.012
−0.022

+0
−0

+0
−0.033

11C comp 70.39 0.65 +0.43
−0.77

+0.42
−0.77

+0
−0

+0.09
−0

210Po sub 254.52 0.74 +1.53
−2.83

+1.53
−2.80

+0
−0.21

+0
−0.38

210Po comp 267.68 0.98 +1.61
−2.98

+1.61
−2.94

+0
−0.22

+0
−0.37

Ext 208Tl 3.23 0.14 +0.02
−0.04

+0.02
−0.04

+0
−0

+0
−0

Ext 214Bi 2.06 0.25 +0.01
−0.02

+0.01
−0.02

+0
−0

+0
−0

Ext 40K 0.48 0.35 +0.12
−0.02

+0
−0.01

+0.12
−0

+0
−0.02

Table 6.1: Fit results of 7Be and pep
solar neutrino interaction rates using
charge with CNO solar neutrino in-
teraction rate constrained to the High
Metallicity model. Unit: count per day
per 100 tons.
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Figure 6.6: Profiled likelihoods of the
7Be and pep solar neutrino interaction
rates in charge fit (CNO HM). The 68%
confidence interval is shown on the fig-
ures. Units: count per day per 100 tons.

CNO LM Here the CNO solar neutrino interaction rate is constrained
to the prediction of the Low Metallicity model
(3.52 ± 0.37 count/day/100t). The centroid values and systematic
uncertainties of neutrino species are listed in Table 6.2. From the ta-
ble we can see that compared to the results obtained with CNO solar
neutrino interaction rate constrained to the High Metallicity model,
the best fit value and statistical and systematic uncertainties of the
7Be solar neutrino interaction rate do not change, while the best fit
value of the pep solar neutrino interaction rate increases by 8%, and
its statistical and systematic uncertainties do not change.

Species best fit σstat. σsys. σ
exp.
sys. σRPF

sys. σKr
sys.

ν(7Be) 47.5 ±1.2 +0.3
−1.7

+0.3
−0.5

+0.2
−0

+0.0
−1.6

ν(pep) 2.97 ±0.36 +0.39
−0.03

+0.02
−0.03

+0.34
−0

+0.19
−0

Table 6.2: Fit results of 7Be and pep
solar neutrino interaction rates using
charge with CNO solar neutrino in-
teraction rate constrained to the Low
Metallicity model. Unit: count per day
per 100 tons.

6.2.3 The CNO solar neutrino interaction rate limit

The CNO solar neutrino interaction rate limit is obtained with pp
solar neutrino interaction rate constrained to the value reported in
Borexino Phase-I analysis, and the ratio of the pp and pep interaction
rate constrained to the value predicted by the SSMs, which is almost
the same between the High and Low Metallicity models.

The upper limit obtained here is 5.1 cpd/100t (95% C.L.) with-
out systematic uncertainties. The profiled likelihoods of CNO solar
neutrino interaction rate is shown in Figure 6.7.

6.3 Results with npmt_dt1

In this section we present the results of using analytical probability
density functions of the npmt_dt1 variable. Compared with the other
two fit strategies, npmt_dt1 fit has the best sensitivity to pp solar
neutrino interaction rate.

In the analytical npmt_dt1 fit approach, two free parameters are as-
signed to the detector resolution model, accounting for the intrinsic
resolution of β-like particles caused by δ-electrons and the resolution
caused by spatial dependence of the number of triggered PMTs; one
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Figure 6.7: Profiled likelihoods of the
CNO solar neutrino interaction rates
in charge fit with pp/pep constrained.
The pp solar neutrino interaction rate
is constrained to the value reported in
Borexino Phase-I analysis. The 95%
confidence interval is shown on the fig-
ures. Units: count per day per 100 tons.

free parameter, the light yield, is assigned to the detector energy re-
sponse non-linearity, and other parameters are fixed to g4bx2. Com-
pared with that of Phase-I, the fitting range is increased to include
the whole 11C decay and the high energy external γ backgrounds,
and thus an additional fixed parameter is added in the resolution
model, and the Monte Carlo probability density functions are used
for external γs.

Same as the charge analysis, the pp, 7Be and pep solar neutrino
interaction rates are measured with the CNO solar neutrino interac-
tion rates constrained to the SSMs; To obtain the CNO solar neutrino
limit, the pp–pep ratio is constrained according to SSM prediction.

Because the low energy part is included in the fit, the 85Kr decay
rate can be left free and the statistical uncertainty of neutrino inter-
action rate is still acceptable, the final results were obtained without
the 85Kr decay rate constraint.

6.3.1 The systematic uncertainties

We have considered five types of systematic uncertainties:

• Exposure related. Same as charge.

• Fit model related. This term includes the uncertainties due to pos-
sible inaccuracies in the modeling of the detector response (energy
scale, uniformity of the energy response, shape of pulse-shape
discriminators) and uncertainties in the theoretical energy spec-
tra (210Bi). Pseudo-experiment spectra with deformations are pro-
duced and the width of the best fit distribution is used to evaluate
this systematic uncertainties. The magnitude of the injected defor-
mation is chosen to be within the range allowed by the calibration
data.

• 85Kr penalties. Same as charge.

• Treatment of pile-up effect. The pile-up effect can be either in-
cluded by convolving the spectrum with a solicited-trigger spec-
trum12, or included as an independent component obtained from 12 The Borexino collaboration, “Neutri-

nos from the primary proton–proton
fusion process in the Sun”, Nature,
vol. 512, no. 7515, pp. 383–386, Aug.
2014, doi: 10 . 1038 / nature13702,
arXiv: 1508.05379

data or Monte Carlo. The difference of the results obtained with

https://doi.org/10.1038/nature13702
https://arxiv.org/abs/1508.05379
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the second or third methods with respect to that obtained with the
first method is taken as the systematic uncertainty.

6.3.2 The 7Be and pep solar neutrino interaction rate mea-
surements

CNO HM Here the CNO solar neutrino interaction rate is con-
strained to the prediction of the High Metallicity model (4.92± 0.56
count/day/100t). The results are shown in Figure 6.8 and the cen-
troid values and systematic uncertainties of each species are listed in
Table 6.3. The profiled likelihoods of pp, 7Be and pep solar neutrino
interaction rates are shown in Figure 6.9.
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Figure 6.8: Results of the fit for TFC-
subtracted energy spectrum zoomed in
to the lowest energy region (an example
obtained with the analytical method)
and residuals.

Species µ σstat. σsys. σ
exp.
sys. σRPF

sys. σKr
sys. σ

pup
sys.

ν(pp) 133.8 ±10.1 +6.7
−5.9

+0.8
−1.5

+0
−4.7

+6.6
−0

+0.7
−3.3

ν(7Be) 47.8 ±1.3 +0.9
−0.5

+0.3
−0.5

+0
−0

+0.9
−0

+0
−0

ν(pep) 2.61 ±0.40 +0.09
−0.12

+0.02
−0.03

+0.09
−0

+0
−0.12

+0
−0

Table 6.3: Fit results of pp, 7Be and
pep solar neutrino interaction rates us-
ing npmt_dt1 with CNO solar neutrino
interaction rate constrained to the High
Metallicity model. Unit: count per day
per 100 tons.

Figure 6.9: Profiled likelihoods of
the pp (left), 7Be (middle) and pep
(right) solar neutrino interaction rates
in npmt_dt1 fit (CNO HM). The 68%
confidence interval is shown on the fig-
ures. Units: count per day per 100 tons.
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CNO LM Here the CNO solar neutrino interaction rate is constrained
to the prediction of the Low Metallicity model (3.52± 0.37 count/-
day/100t). The centroid values and systematic uncertainties of neu-
trino species are listed in Table 6.4. Similar to charge, compared
with results with CNO solar neutrino interaction rate constrained to
the High Metallicity model, only the best fit value of the pep solar
neutrino interaction rate increased by 8%.

Species µ σstat. σsys. σ
exp.
sys. σRPF

sys. σKr
sys. σ

pup
sys.

ν(pp) 133.8 ±10.1 +6.5
−8.3

+0.8
−1.5

+0
−4.7

+6.4
−0

+0.7
−6.7

ν(7Be) 47.8 ±1.2 +0.9
−0.5

+0.3
−0.5

+0
−0

+0.9
−0

+0
−0

ν(pep) 2.84 ±0.40 +0.09
−0.11

+0.02
−0.03

+0.09
−0

+0
−0.11

+0
−0

Table 6.4: Fit results of pp, 7Be and
pep solar neutrino interaction rates us-
ing npmt_dt1 with CNO solar neutrino
interaction rate constrained to the Low
Metallicity model. Unit: count per day
per 100 tons.

6.3.3 The CNO solar neutrino interaction rate limit

The CNO solar neutrino interaction rate limit is obtained with the
ratio of the pp and pep interaction rate constrained to the value pre-
dicted by the High Metallicity model 47.8 ± 0.8. The upper limit
obtained here is 7.8 cpd/100t (95% C.L.). The profiled likelihoods
of CNO solar neutrino interaction rate is shown in Figure 6.10. The
systematic uncertainties are not included here.
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Figure 6.10: Profiled likelihoods of the
CNO solar neutrino interaction rates in
npmt_dt1 fit with pp/pep constrained.
The 95% confidence interval is shown
on the figures. Units: count per day per
100 tons.

6.4 Results with nhit

In this section we present the results of using Monte Carlo probabil-
ity density functions of the nhit variable. The results are obtained
with the software bx-stats13. Compared with analytical multivari- 13 Agostini, M-STATS: framework for fre-

quentist statistical analysisate analysis or the multivariate fit in14 which assumes the radial dis-

14 S. Davini, “Measurement of the
pep and CNO solar neutrino interac-
tion rates in Borexino-I”, The European
Physical Journal Plus, Springer Theses,
vol. 128, no. 8, p. 89, Aug. 2013, doi:
10.1140/epjp/i2013-13089-9

tribution of events, such as cosmogenic 11C decays, are uniform,
this analysis uses the multi-dimensional probability density func-
tions and data histograms, and takes into account the dependence
of radial distribution on the energies. This describes better the 11C
component. The 11C is almost uniformly distributed in the fiducial
volume, but because the events of the same energy at large radii
receive less p.e.’s, the distribution of r3 (where r is the radius) with

https://doi.org/10.1140/epjp/i2013-13089-9
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nhit restricted to a certain range is no more uniform, but less at large
radii, see Figure 6.11.

Figure 6.11: Distribution of nhit for 11C
at different radii. From the figure we
can see that at the same nhit there is
less 11C events at larger radii when nhit

is larger than 550

In the Monte Carlo nhit fit approach, all probability density func-
tions are produced with g4bx2. The pile-up effect is modeled with
an independent component15. The Monte Carlo probability density 15 Section 5.11 Marcocci, “Precision

Measurement of Solar ν Fluxes with
Borexino and Prospects for 0νββ Search
with Xe -loaded Liquid Scintillators”

function shape is fixed during the fit. nhit is transformed into nhit2

to bin data according to the detector energy resolution.
Same as the charge analysis, the pp, 7Be and pep solar neutrino

interaction rates are measured with the CNO solar neutrino interac-
tion rates constrained to the SSMs. To obtain the CNO solar neutrino
limit, the pp–pep ratio is constrained according to SSM prediction.

6.4.1 The systematic uncertainties

We have considered three types of systematic uncertainties:

• Exposure related.

• Fit model related.

• 85Kr penalties.

More details about these them can be found in Section 6.3.1 on
page 108.

6.4.2 The 7Be and pep solar neutrino interaction rate mea-
surements

CNO HM Here the CNO solar neutrino interaction rate is con-
strained to the prediction of the High Metallicity model (4.92± 0.56
count/day/100t). The results are shown in Figure 6.12 and the cen-
troid values and systematic uncertainties of each species are listed in
Table 6.5. The profiled likelihoods of pp, 7Be and pep solar neutrino
interaction rates are shown in Figure 6.13.
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Figure 6.12: Fit results of bx-stats

Monte Carlo nhit fit. The CNO solar
neutrino interaction rate is constrained
to the High Metallicity model.

Species best fit σstat. σsys. σ
exp.
sys. σRPF

sys. σKr
sys.

ν(pp) 133.41 ±12.73 +13.92
−9.79

+0.80
−1.47

+13.14
−9.68

+4.51
−0

ν(7Be) 48.13 ±1.13 +0.49
−0.71

+0.29
−0.53

+0.12
−0.47

+0.38
−0

ν(pep) 2.38 ±0.36 +0.07
−0.19

+0.01
−0.03

+0.07
−0.17

+0
−0.07

Table 6.5: Fit results of pp, 7Be and
pep solar neutrino interaction rates us-
ing npmt_dt1 with CNO solar neutrino
interaction rate constrained to the High
Metallicity model. Unit: count per day
per 100 tons.

CNO LM Here the CNO solar neutrino interaction rate is constrained
to the prediction of the Low Metallicity model (3.52± 0.37 count/-
day/100t). The centroid values and systematic uncertainties of neu-
trino species are listed in Table 6.6. Similar to charge and npmt_dt1

fit, compared with results with CNO solar neutrino interaction rate
constrained to the High Metallicity model, only the pep solar neu-
trino interaction rate increased by 10%.

Species best fit σstat. σsys. σ
exp.
sys. σRPF

sys. σKr
sys.

ν(pp) 133.12 ±12.73 +13.92
−9.79

+0.80
−1.47

+13.14
−9.68

+4.51
−0

ν(7Be) 48.11 ±1.13 +0.49
−0.71

+0.29
−0.53

+0.12
−0.47

+0.38
−0

ν(pep) 2.61 ±0.35 +0.07
−0.19

+0.01
−0.03

+0.07
−0.17

+0
−0.07

Table 6.6: Fit results of pp, 7Be and
pep solar neutrino interaction rates us-
ing nhit with CNO solar neutrino in-
teraction rate constrained to the Low
Metallicity model. Unit: count per day
per 100 tons.

6.4.3 The CNO solar neutrino interaction rate limit

The CNO solar neutrino interaction rate limit is obtained with the
ratio of the pp and pep interaction rate constrained to prediction of
the High Metallicity models 47.8± 0.8.

The upper limit obtained here is 6.6 cpd/100t (95% C.L.). The
profiled likelihoods of CNO solar neutrino interaction rate is shown
in Figure 6.14. The systematic uncertainties are not included here.

The total systematic uncertainty on CNO solar neutrino inter-
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Figure 6.13: Profiled likelihoods of the
pp, 7Be and pep solar neutrino interac-
tion rates in nhit fit (CNO HM+LM).
The 68% confidence interval is shown
on the figures. Units: count per day per
100 tons.
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CNO solar neutrino interaction rates
in charge fit with pp/pep constrained.
The 95% confidence interval is shown
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action rate, considering the three types of systematic uncertainties
mentioned in this section, is evaluated to be 2.2 cpd/100t. Consid-
ering the statistical uncertainty is 2.5 cpd/100t, the total uncertainty
is

σ2
tot = σ2

stat + σ2
sys (6.4)

so it is 3.4 cpd/100t. The best fit of CNO solar neutrino interaction
rate is 2.4 cpd/100t. The upper limit of CNO solar neutrino interac-
tion rate including the systematic uncertainty is16 16 Equation (60) G. Cowan et al.,

“Asymptotic formulae for likelihood-
based tests of new physics”, European
Physical Journal C, vol. 71, no. 2, pp. 1–
19, 2011, doi: 10.1140/epjc/s10052-

011-1554-0, arXiv: 1007.1727

µup = µ + 1.645σ (6.5)

so it is 8.0 cpd/100t. According to Monte Carlo simulation, the me-
dian 95% C.L. upper limit for CNO solar neutrino interaction rate to
be ∼ 9 cpd/100 t and 10 cpd/100 t, for low and high metallicity, re-
spectively. The upper limit we obtained is slightly stronger than the
median limit expected from the toy Monte Carlo study. This result,
using a weaker hypothesis on pep solar neutrino interaction rate,
confirms the current best limit on CNO solar neutrino interaction
rate previously obtained with Borexino Phase-I data17. 17 The Borexino collaboration, “First Ev-

idence of pep Solar Neutrinos by Direct
Detection in Borexino”, Physical Review
Letters, vol. 108, no. 5, p. 051302, Feb.
2012, doi: 10.1103/PhysRevLett.108.
051302, arXiv: 1110.3230

6.5 Combination of results: final results

In this section we present the final results. As described in Sec-
tions 6.2–6.4, the neutrino interaction rates can be measured with
different fitting methods and different energy estimators. The ana-
lytical charge results do not include the pp solar neutrino interaction
rate measurement, so it is not included and only used to cross-check
the validity of fit results. The final results are obtained by combin-
ing the analytical npmt_dt1 fit results and the Monte Carlo bx-stats

results. The difference between two results is taken as a source of
systematic uncertainties. The combined list of systematic uncertain-
ties is listed in Table 6.7. The final results of neutrino interaction rate
and statistical/systematic uncertainties are listed in Table 6.8.

https://doi.org/10.1140/epjc/s10052-011-1554-0
https://doi.org/10.1140/epjc/s10052-011-1554-0
https://arxiv.org/abs/1007.1727
https://doi.org/10.1103/PhysRevLett.108.051302
https://doi.org/10.1103/PhysRevLett.108.051302
https://arxiv.org/abs/1110.3230
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pp 7Be pep
Source of uncertainty −% +% −% +% −% +%
Fit method (analytical/MC) -1.2 1.2 -0.2 0.2 -4.0 4.0
Choice of energy estimator -2.5 2.5 -0.1 0.1 -2.4 2.4
Pile-up modeling -2.5 0.5 0 0 0 0
Fit range and binning -3.0 3.0 -0.1 0.1 1.0 1.0
Fit models (see text) -4.5 0.5 -1.0 0.2 -6.8 2.8
Inclusion of 85Kr constraint -2.2 2.2 0 0.4 -3.2 0
Exposure related -1.1 0.6 -1.1 0.6 -1.1 0.6
Total sys. uncertainties (%) -7.1 4.7 -1.5 0.8 -9.0 5.6

Table 6.7: Relevant sources of system-
atic uncertainty and their contribution
to the measured neutrino interaction
rates.

Solar ν Borexino results B16(GS98)-HZ B16(AGSS09)-LZ
pp 134± 10 +6

−10 131.0± 2.4 132.1± 2.3
7Be 48.3± 1.1 +0.4

−0.7 47.8± 2.9 43.7± 2.6
pep (HZ) 2.43± 0.36 +0.15

−0.22 2.74± 0.05 2.78± 0.05
pep (LZ) 2.65± 0.36 +0.15

−0.24 2.74± 0.05 2.78± 0.05
CNO < 8.1 (95% C.L.) 4.91± 0.56 3.52± 0.37

Table 6.8: Borexino Phase-II results on
pp, 7Be (862 +384 keV), pep and CNO
solar ν’s: interaction rates inferred as-
suming the MSW-LMA oscillation pa-
rameters. Unit: cpd/100t. The first
error is the statistical derived by pro-
filing the likelihood under Wilk’s ap-
proximation. The interval extracted is
coherent with the expectation from the
toy-MC. The second error is the sys-
tematic uncertainty. Different contribu-
tions to the systematic error are detailed
in Table 6.7. The result on pep ν’s de-
pends on whether we assume HZ or LZ
metallicity for CNO ν’s. The remaining
columns show the theoretical interac-
tion rates predicted by the Standard So-
lar Model under the high (HZ) and low
(LZ) metallicity assumptions N. Viny-
oles et al., “A New Generation of Stan-
dard Solar Models”, The Astrophysical
Journal, vol. 835, no. 2, p. 202, Jan. 2017,
doi: 10.3847/1538-4357/835/2/202,
arXiv: 1611.09867.

https://doi.org/10.3847/1538-4357/835/2/202
https://arxiv.org/abs/1611.09867
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6.6 Neutrino fluxes

With the neutrino elastic scattering interaction rates measured, the
neutrino fluxes can be calculated assuming the MSW-LMA neutrino
oscillation model of the survival probabilities. More details about
calculation can be found in Section 10.1 and Section 10.2. The ob-
tained neutrino fluxes are listed in Table 6.9.

Solar ν Borexino results B16(GS98)-HZ B16(AGSS09)-LZ
pp (6.1± 0.5 +0.3

−0.5)× 1010 5.98 (1± 0.006)× 1010 6.03 (1± 0.005)× 1010

7Be (4.99± 0.11 +0.06
−0.08)× 109 4.93 (1± 0.06)× 109 4.50 (1± 0.06)× 109

pep (HZ) (1.27± 0.19 +0.08
−0.12)× 108 1.44 (1± 0.009)× 108 1.46 (1± 0.009)× 108

pep (LZ) (1.39± 0.19 +0.08
−0.13)× 108 1.44 (1± 0.009)× 108 1.46 (1± 0.009)× 108

CNO < 7.9× 108 (95% C.L.) 4.88 (1± 0.11)× 108 3.51 (1± 0.10)× 108

8B (5.68+0.39
−0.41

+0.03
−0.03)× 106 5.46 (1± 0.12)× 106 4.50 (1± 0.12)× 106

Table 6.9: Borexino Phase-II results
on pp, 7Be (862 +384 keV), pep and
CNO solar ν’s fluxes inferred assuming
the MSW-LMA oscillation parameters.
Unit: [cm−2s−1]. The result on 8B from
another analysis is also included. Refer-
ence: The Borexino collaboration, “Im-
proved measurement of 8B solar neutri-
nos with 1.5 kt y of Borexino exposure”,
vol. 016, pp. 1–13, Sept. 2017, arXiv:
1709.00756

Here the result of the 8B solar neutrino flux measurement18 is

18 The Borexino collaboration, “Im-
proved measurement of 8B solar neutri-
nos with 1.5 kt y of Borexino exposure”,
vol. 016, pp. 1–13, Sept. 2017, arXiv:
1709.00756

included in Table 6.9. The ratios of the measured 7Be and 8B neutrino
flux by Borexino to that predicted by B16-HZ and B16-LZ are shown
in Figure 6.15. The ratios corresponding to the global fit results are
also shown in the figure. From the figure we can see that Borexino
alone prefers the B16-HZ model.

Figure 6.15: Borexino results for 7Be
and 8B neutrino fluxes (green point and
shaded area). The combined results of
this work and all solar and KamLAND
data is shown as gray dot and shaded
area and marked as GLOBAL. In both
results, the oscillation parameters θ12
and ∆m122 are left free. The theoretical
prediction for the low-metallicity (LZ)
(blue) and the high-metallicity (HZ)
(red) Standard Solar Models (SSM) are
also shown. All contours correspond to
68.27% C.L.

In order to quantify the preference towards one of two SSMs, a
hypothesis test is performed. The test statistic is defined as

tSSM = −2 log
(
L(HZ)
L(LZ)

)
(6.6)

where L(HZ) (L(LZ)) is the optimized likelihood with neutrino
rates constrained according to the B16-HZ (B16-LZ) prediction. The
distribution of t assuming B16-HZ and B16-LZ, and its value on data
are shown in Figure 6.16. Its value corresponding to Borexino re-
sults is tBX

SSM = −3.49, and the p-value is 0.034, corresponding to a
rejection of B16-LZ model with a C.L. of 96.6%. A Bayesian analysis
is also performed, and the Bayes factor is 4.9, also showing a mild
preference for HZ19.

19 The Borexino collaboration, “First Si-
multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”, pp. 1–8, July 2017,
arXiv: 1707.09279

https://arxiv.org/abs/1709.00756
https://arxiv.org/abs/1709.00756
https://arxiv.org/abs/1707.09279
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Figure 6.16: The probability distribu-
tion of the test statistics tSSM obtained
by Monte Carlo method. The dotted
black line corresponds to the Borexino
results.

6.7 Neutrino survival probability

With the neutrino elastic scattering interaction rates measured, the
neutrino survival probability can be calculated assuming the SSM
model of the neutrino flux20. The obtained neutrino survival proba- 20 D. Guffanti, “Measurement of solar

neutrino with BOREXINO”, PhD thesis,
Gran Sasso Science Institute, 2019

bility are listed in Table 6.10 and shown in Figure 6.17.

Solar ν average Eν (MeV) Pee

pp 0.267 0.57± 0.09
7Be 0.862 0.53± 0.05
pep 1.44 0.41± 0.11
8B HER-I 7.9 0.39± 0.09
8B HER-II 9.9 0.35± 0.09
8B HER 8.7 0.37± 0.08

Table 6.10: Borexino Phase-II results on
pp, 7Be (862 +384 keV) and pep solar
neutrino survival probability assuming
B16-HZ model of the neutrino fluxes.
The results on 8B from another analy-
sis are also included. Here the errors
include uncertainties of the SSM pre-
diction of neutrino fluxes. Reference:
The Borexino collaboration, “Improved
measurement of 8B solar neutrinos with
1.5 kt y of Borexino exposure”, vol. 016,
pp. 1–13, Sept. 2017, arXiv: 1709.00756
Figure 6.17: Electron neutrino survival
probability Pee as a function of neu-
trino energy. The pink band is the ±1σ
prediction of MSW-LMA with oscilla-
tion parameters. The grey band is the
vacuum-LMA case. Data points repre-
sent the Borexino results for pp (red),
7Be (blue), pep (cyan) and 8B (green for
the HER range, and grey for the sepa-
rate HER-I and HER-II sub-ranges), as-
suming HZ-SSM. 8B and pp data points
are set at the mean energy of neu-
trinos that produce scattered electrons
above the detection threshold. The er-
ror bars include experimental and the-
oretical uncertainties.

Similarly, a hypothesis test is performed on rejecting the vacuum
oscillation model. The test statistic is defined as

tPee = −2 log
(
L(MSW)

L(vacuum)

)
(6.7)

where L(MSW) (L(vacuum)) is the optimized likelihood with neu-
trino rates constrained according to the B16-HZ (B16-LZ) prediction

https://arxiv.org/abs/1709.00756
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and the survival probability given by the MSW (vacuum oscillation)
model. The p-value obtained is 0.018, corresponding to a rejection of
the vacuum oscillation model with a C.L. of 98.2%21. 21 The Borexino collaboration, “First Si-

multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”6.8 Conclusions

In this section we summarize the conclusions of the solar neutrino
measurement:

• The interaction rate of the 862 keV + 384 keV 7Be solar neutrinos in
Borexino is found to be 48.3± 1.1(stat.)+0.4

−0.7(sys.) cpd/100t. In the
assumption of the MSW-LMA model of solar neutrino oscillations
this corresponds to a flux of (4.99 ± 0.11+0.06

−0.08) × 109 cm−2s−1 .
The observed survival probability is Pee = 0.53± 0.05 for the High
Metallicity SSM prediction of the flux.

• The interaction rate of the pp solar neutrinos in Borexino is found
to be 134± 10(stat.)+6

−10(sys.) cpd/100t. In the assumption of the
MSW-LMA model of solar neutrino oscillations this corresponds
to a flux of (6.1 ± 0.5+0.3

−0.5) × 1010 cm−2s−1 . The observed sur-
vival probability is Pee = 0.57± 0.09 for the High Metallicity SSM
prediction of the flux.

• With the CNO solar neutrino flux constrained to the High (Low)
Metallicity model prediction, the interaction rate of the pep solar
neutrinos in Borexino is found to be 2.43 ± 0.36(stat.)+0.15

−0.22(sys.)
cpd/100t (2.65 ± 0.36(stat.)+0.15

−0.24(sys.) cpd/100t). With this con-
straint, in the assumption of the MSW-LMA model of solar neu-
trino oscillations, this corresponds to a flux of (1.27± 0.19+0.08

−0.12)×
109 cm−2s−1 ((1.39± 0.19+0.08

−0.13)× 109 cm−2s−1). The observed sur-
vival probability is Pee = 0.41± 0.11 for the High Metallicity SSM
prediction of the flux.

• With the ratio of the pp and pep solar neutrino interaction rate
constrained according to the SSM prediction, the interaction rate
of the CNO solar neutrinos is not detected and an upper limit
of 8.1 cpd/100t (95% C.L.) is obtained. In the assumption of the
MSW-LMA model of solar neutrino oscillations this corresponds
to an upper limit of the flux of 7.9× 108 cm−2s−1.

• Combined with the results of 8B neutrino interaction rates and
fluxes, a hypothesis test using only Borexino results is performed
on discriminating the B16-HZ and B16-LZ models. The B16-LZ
model is rejected with a C.L. of 96.6%. The Bayes factor of B16-HZ
against B16-LZ model is 4.9.

• Combined with the results of 8B neutrino interaction rates and
fluxes, a hypothesis test using only Borexino results is performed
on discriminating the MSW and vacuum oscillation models. With
neutrino fluxes constrained according to B16-HZ prediction, the
vacuum oscillation model is rejected with a C.L. of 98.2%.
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Sensitivity of Borexino to CNO solar neutrino

In this chapter, the evaluation of the sensitivity to CNO solar neutri-
nos with Borexino Phase-II data is presented. In the Sun, approxi-
mately 1% of total energy is produced by the CNO-cycle process, in
which hydrogen is converted to helium with C, N and O as catalysts.
It is predicted to be the major source of energy in more massive (>1.2
M�) or more evolved stars, and neutrinos produced in this process
has never been observed. Neutrinos produced during this process in
the Sun, namely CNO solar neutrino, can be observed through their
elastic scattering on electrons with large liquid scintillator detectors,
such as Borexino. The main challenge of the CNO solar neutrino
detection in Borexino is to constrain its major background, the 210Bi
decays. The ongoing effort to measure the 210Bi decay rate is dis-
cussed dedicatedly in the next chapter. In this chapter, using the
standard hypothesis test method, the sensitivity to the existence of
CNO solar neutrinos is estimated as a function of the precision of the
hypothetical constraint on the 210Bi decay rate. The systematic un-
certainty from the light yield and the detector resolution model are
included by using the analytical response functions. Furthermore,
an alternative method using the covariance matrix is presented. The
usage of the covariance matrix has the advantage of making evident
the correlation among CNO solar neutrinos, 210Bi decays and pep
solar neutrinos intuitively.

This chapter is organized as in the following: Section 7.1 intro-
duces the motivations and reviews the sensitivity of current and fu-
ture experiments to CNO solar neutrinos. Section 7.2 presents the
correlation analysis using the covariance matrix. Section 7.3 presents
the method and results of the standard hypothesis test. Section 7.4
is devoted to the conclusions and discussions.

I have co-worked with Matteo Agostini, Daniele Guffanti and Nicola
Rossi in this work.

This work is in synergy with the work of Daniele Guffanti1. In 1 D. Guffanti, “Measurement of solar
neutrino with BOREXINO”, PhD thesis,
Gran Sasso Science Institute, 2019

this work, the analytical fit approach is used, so the non-linearity and
resolution systematic uncertainties are included. In Daniele’s work,
the Monte Carlo approach is used and different strengths of 210Bi
and pep solar neutrino constraints are considered. Besides, when
performing the hypothesis test, I have used the charge estimator,
while in the study of Daniele the nhit estimator is used.
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7.1 Introduction

An experimental evidence of the existence of the CNO-cycle would be
a groundbreaking achievement in astrophysics. The CNO-cycle pro-
cess is predicted to be the major source of energy in stars more mas-
sive (>1.2 M�) or older than the Sun. It is one of two processes
in which hydrogen is converted to helium, and it uses 12C as cata-
lysts2. The detection of CNO solar neutrinos is currently the only

2 H. A. Bethe, “Energy Production in
Stars”, Physical Review, vol. 55, no. 5,
pp. 434–456, Mar. 1939, doi: 10.1103/

PhysRev.55.434

accessible way to directly prove the existence of this process. So far,
Borexino3 has set the most stringent upper limits4,5. Several future

3 The Borexino collaboration, “Final re-
sults of Borexino Phase-I on low-energy
solar neutrino spectroscopy”, Physical
Review D - Particles, Fields, Gravitation
and Cosmology, vol. 89, no. 11, pp. 1–
68, 2014, doi: 10.1103/PhysRevD.89.

112007, arXiv: 1308.0443

4 The Borexino collaboration, “First Si-
multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”, pp. 1–8, July 2017,
arXiv: 1707.09279
5 The Borexino collaboration, “Compre-
hensive measurement of pp-chain solar
neutrinos”, Nature, vol. 562, no. 7728,
pp. 505–510, Oct. 2018, doi: 10.1038/

s41586-018-0624-y

experiments have sensitivities to it, and LArTPC experiments can
achieve 10% precision measurement in the next decades6. By then,

6 D. G. Cerdeño et al., “CNO neutrino
Grand Prix: The race to solve the solar
metallicity problem”, Journal of Cosmol-
ogy and Astroparticle Physics, vol. 2018,
no. 4 2018, doi: 10.1088/1475-7516/

2018/04/037

the solar metallicity problem might be resolved7.

7 J. Bergström et al., “Updated determi-
nation of the solar neutrino fluxes from
solar neutrino data”, Journal of High En-
ergy Physics, vol. 2016, no. 3, p. 132, Mar.
2016, doi: 10.1007/JHEP03(2016)132,
arXiv: 1601.00972

In Borexino8, CNO solar neutrinos are detected through their elas-

8 See Chapter 6

tic scattering on electrons in the liquid scintillator. The interaction
rates are extracted by spectral fitting. A novel three-fold-coincidence
method9 is used to suppress cosmogenic 11C background by about

9 See Section 2.5.4 page 41

90%. In Phase-I analysis10, the pep solar neutrino interaction rate

10 The Borexino collaboration, “Final re-
sults of Borexino Phase-I on low-energy
solar neutrino spectroscopy”

was constrained according to the standard solar model and MSW-
LMA prediction. In Phase-II analysis11,12, only the ratio of pp and

11 The Borexino collaboration, “First Si-
multaneous Precision Spectroscopy of
pp, 7Be, and pep Solar Neutrinos with
Borexino Phase-II”
12 The Borexino collaboration, “Com-
prehensive measurement of pp-chain
solar neutrinos”

pep interaction rate was constrained. In both results, the 210Bi decay
rate was left free, and only upper limits of the CNO solar neutrino
interaction rate were reported.

Borexino is pursuing a method to improve the CNO solar neutrino
sensitivity. Due to the similarity in the spectral shapes, only the sum
of the CNO solar neutrino interaction and 210Bi decay rates are mea-
sured, and there is little information about the fraction of the CNO
solar neutrino interaction rate in the sum. An independent measure-
ment of 210Bi decay rate would significantly improve the sensitivity
to the CNO solar neutrinos13.The feasibility of a measurement of the

13 F. L. Villante et al., “A step toward
CNO solar neutrino detection in liq-
uid scintillators”, Physics Letters, Section
B: Nuclear, Elementary Particle and High-
Energy Physics, vol. 701, no. 3, pp. 336–
341, 2011, doi: 10.1016/j.physletb.

2011.05.068, arXiv: 1104.1335

210Bi background is discussed in the following chapter.
In this chapter, the correlation between the CNO solar neutrino

interaction and 210Bi decay rates is illustrated using the covariance
matrix of fit results. After that, the median sensitivity to the CNO
solar neutrino interaction rate is reported.

https://doi.org/10.1103/PhysRev.55.434
https://doi.org/10.1103/PhysRev.55.434
https://doi.org/10.1103/PhysRevD.89.112007
https://doi.org/10.1103/PhysRevD.89.112007
https://arxiv.org/abs/1308.0443
https://arxiv.org/abs/1707.09279
https://doi.org/10.1038/s41586-018-0624-y
https://doi.org/10.1038/s41586-018-0624-y
https://doi.org/10.1088/1475-7516/2018/04/037
https://doi.org/10.1088/1475-7516/2018/04/037
https://doi.org/10.1007/JHEP03(2016)132
https://arxiv.org/abs/1601.00972
https://doi.org/10.1016/j.physletb.2011.05.068
https://doi.org/10.1016/j.physletb.2011.05.068
https://arxiv.org/abs/1104.1335
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7.2 Correlation analysis using Covariance matrix

The intuitive argument that Borexino only measures the sum of the
CNO solar neutrino interaction rate and the 210Bi decay rate can be
quantitatively derived using the covariance matrix of the fit results.
With this method, it is found that the spectrum holds information
on the weighted sum of the 210Bi decay rate, the pep solar neutrino
interaction rate and the CNO solar neutrino interaction rate. Besides,
the precision of the difference between the CNO solar neutrino in-
teraction rate and the 210Bi decay rate, or the strength of the shape
information, is also found with this method.

The formula of the weighted sum is consistent with the results
obtained by simply counting the number of events in an energy range
and that obtained by analyzing the distribution of best fits of many
pseudo-experiment spectra. These two results are reported in the
PhD thesis of Daniele Guffanti14. 14 Guffanti, “Measurement of solar neu-

trino with BOREXINO”

7.2.1 Spectral analysis with covariance matrix

The result of the spectral fit is a set of model parameters that min-
imize the discrepancy between the data and the model. The opti-
mized values depend on the statistical realization of the data and
thus are random variables, so their covariance matrix can be defined:

Vij = E[(θi − µi)(θj − µj)] , (7.1)

where Vij is the element of the covariance matrix, E denotes the ex-
pectation and µ is the expectation of the parameter θ.

When the fit parameters follow Gaussian distributions, the inverse
of their covariance matrix can be estimated as the Hessian matrix of
the logarithm of the likelihood function15: 15 G. Cowan, Statistics Particle Data

Group, “Review of Particle Physics”,
Physical Review D, vol. 98, no. 3,
p. 030001, Aug. 2018, doi: 10.1103/

PhysRevD . 98 . 030001 Section 39.2.2,
Equation (39.12), page 528

(
V̂−1

)
ij
= − ∂2 lnL

∂θi · ∂θj

∣∣∣∣
θ̂

, (7.2)

where V is the covariance matrix, L is the likelihood and θ are the
fit parameters. A set of quantities that can be determined indepen-
dently can be found by diagonalizing the covariance matrix

P−1 ·V · P = diag {σ1, σ2, ...σn} , (7.3)

where the set of quantities are measured to be

τ̂ ∼
(

P−1θ̂
)
± σ̂ , (7.4)

then the statistical uncertainties of the interested parameters can be
written as

σ(θi) =

√
∑

j

[
Pij · σ(τj)

]2 . (7.5)

When diagonalizing the covariance matrix, we can use its subma-
trix, then the expression (7.5) only involve a few quantities.

This analysis has been implemented in the bx-GooStats software16.

16 X. Ding, “GooStats: A GPU-based
framework for multi-variate analysis in
particle physics”, Journal of Instrumen-
tation, vol. 13, no. 12, P12018–P12018,
Dec. 2018, doi: 10.1088/1748- 0221/

13/12/P12018

https://doi.org/10.1103/PhysRevD.98.030001
https://doi.org/10.1103/PhysRevD.98.030001
https://doi.org/10.1088/1748-0221/13/12/P12018
https://doi.org/10.1088/1748-0221/13/12/P12018
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7.2.2 Rate and shape information

Results on the rate and shape information using the method de-
scribed in the previous section are presented in this section. The
definition of charge, npmt_dt1 and nhit are described in Section 3.1.2
on page 47. The Asimov dataset is used. The detector response pa-
rameters configurations are described in Table 4.5.

The correlation matrix, defined as

ρij =
Vij√
ViiVjj

, (7.6)

is visualized in Figure 7.1.
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Figure 7.1: The correlation coefficient of
fit parameters. Echidna charge and ana-
lytical probability density functions are
used. Light yield and resolution param-
eters are left free. Subscript 2 denotes
the rate of components in the TFC-
selected dataset. The Asimov dataset
(explained on Section 7.3) is used.

From the figure we can see that only the 210Bi decay and pep solar
neutrino interaction rates are strongly anti-correlated with the CNO
solar neutrino interaction rate. The rate of external 40K decay back-
grounds is weakly anti-correlated with the CNO solar neutrino inter-
action rate. The 85Kr decay rate has positive correlation with it, and
this positive correlation is brought by the anti-correlation between
the 85Kr and 210Bi decay rates.

Choosing the submatrix consisting of the CNO solar neutrino in-
teraction rate, the pep solar neutrino interaction rate and the 210Bi
decay rate, by diagonalizing the covariance matrix, we obtained a set
of independent quantities:

qsum = Rν(CNO) + 0.57R210Bi + 2.55Rν(pep) = 21.18± 0.79 (7.7)

qpep = Rν(CNO) + 1.13R210Bi − 0.66Rν(pep) = 21.96± 2.55 (7.8)

qBi = Rν(CNO) − 0.98R210Bi − 0.16Rν(pep) = −11.83± 34.74 , (7.9)

where the unit on the right side of the equation is count per day per
100 tons. Here the CNO solar neutrino interaction rate is allowed to
be negative so that its distribution follows approximately the Gaus-
sian distribution.
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qsum can be considered as the number of events in a small en-
ergy range where its three components dominate. qpep can be con-
sidered as the shape difference between the CNO solar neutrino
interactions/210Bi decays and the pep solar neutrino interactions. qBi

can be considered as the shape difference between the CNO solar
neutrino interactions and the 210Bi decays. Such an interpretation is
corroborated by how the precision of three quantities change with
respect to the energy resolution of detectors. This is discussed in the
Section 7.4.

Comparison of coefficients and precisions of qx in Equation (7.7)–
(7.9) between npmt_dt1 and charge are shown in Table 7.1 and Ta-
ble 7.2, respectively. From the table we can see that charge and
npmt_dt1 have similar precisions and coefficients.

charge npmt_dt1

qsum (0.61, 2.55) (0.57, 2.81)
qpep (1.13, −0.66) (1.16, −0.59)
qBi (−0.98, −0.16) (−0.95, −0.16)

Table 7.1: Coefficients of expressions of
qx . Define qx = Rν(CNO) + εx2R210Bi +
εx3Rν(pep). In each cell the numbers are
(εx2, εx3). Unit: per day per 100 tons.

charge npmt_dt1

qsum 22.18± 0.79 22.26± 0.82
qpep 21.96± 2.55 22.56± 2.51
qBi −11.83± 34.74 −11.38± 39.15

Table 7.2: Values and precisions of qsum,
qpep and qBi. Unit: per day per 100 tons.

Because qsum, qpep and qBi are independent, the precision of the
CNO solar neutrino interaction rate can be simply written as17 17 charge is used here.

Rν(CNO) = 0.13qsum + 0.37qpep + 0.51qBi (7.10)

σν(CNO) = 0.13σsum ⊕ 0.37σpep ⊕ 0.51σBi (7.11)

≈ 0.10⊕ 0.94⊕ 17.56 cpd/100t (7.12)

where a ⊕ b =
√

a2 + b2. Obviously the uncertainty on qBi domi-
nated.

Impact of ν(pep) constraint The pep solar neutrino interaction rate
can be constrained, if we constrain the ratio between Rν(pp) and
Rν(pep). If the solar luminosity is considered, the pp solar neutrino
interaction rate can be constrained within 2%, and so does the pep
solar neutrino interaction rate. After that, only the 210Bi decay rate is
correlated with the CNO solar neutrino interaction rate:

qsum = Rν(CNO) + 0.63R210Bi = 15.39± 0.81 (7.13)

qBi = Rν(CNO) − 1.59R210Bi = −21.66± 12.17 (7.14)

where the unit is cpd/100t, and the CNO solar neutrino interaction
rate can be expressed as

Rν(CNO) = 0.72qsum + 0.28qBi (7.15)

σν(CNO) = 0.72σsum ⊕ 0.28σBi (7.16)

≈ 0.6⊕ 5.5 cpd/100t (7.17)



124

Impact of 210Bi constraint A constraint on the 210Bi decay rate can
replace the information of qBi. Consider a 10% constraint of the 210Bi
decay rate, then the expression of σν(CNO) becomes

Rν(CNO) = qsum − 0.63qext
Bi (7.18)

σν(CNO) = σsum ⊕ 0.63σext
Bi (7.19)

≈ 0.8⊕ 1.1 cpd/100t , (7.20)

where σext
Bi is the precision of the 210Bi constraint and it is 1.75 cpd/100t.

The precision of CNO solar neutrino interaction rate is improved to
1.3 cpd/100t.

The critical precision of the 210Bi decay rate constraint is when the
contribution of σsum and 0.63σext

Bi are equal:

σsum ∼ 0.63σext
Bi (7.21)

or

σext
Bi ∼ 1.3 cpd/100t (7.22)

When the 210Bi constraint is much stronger than this value, the pre-
cision of the CNO solar neutrino interaction rate is dominated by the
precision of σsum and would not be improved much with a stronger
210Bi constraint. Vice versa, when the 210Bi constraint is much weaker
than this value, the precision of CNO solar neutrino interaction rate
is dominated by the precision of the 210Bi constraint, and accumu-
lating more data would not improve the precision of the CNO solar
neutrino interaction rate much.

7.3 Statistical methods to define sensitivity to signal

In this section, the results of the sensitivity to the CNO solar neu-
trinos using standard hypothesis test methods18 are presented. The 18 G. Cowan, Statistics Particle

Data Group, “Review of Particle
Physics” Section 39.3, page 532 and
Section 39.5, page 540

210Bi decay background is in this section assumed to be known with
a 10% precision and the pep solar neutrino interaction rate with a 2%
precision.

The experimental sensitivity is characterized with the expected
significance, which is defined in Equation 7.26. The essential con-
cepts are introduced here.

Definition of hypothesis Define the null hypothesis H0 as RCNO =

0. Define the alternative hypothesis H1 as RCNO = RHM
CNO, where

RHM
CNO is the predicted CNO solar neutrino interaction rate according

to the high metallicity model (B16-GS98)19. The signal strength is 19 N. Vinyoles et al., “A New Generation
of Standard Solar Models”, The Astro-
physical Journal, vol. 835, no. 2, p. 202,
Jan. 2017, doi: 10.3847/1538- 4357/

835/2/202, arXiv: 1611.09867

defined as µ = RCNO/RHM
CNO. For the low metallicity model (B16-

AGSS09met)20, µ = RLM
CNO/RHM

CNO = 0.717 and the corresponding

20 ibid.
hypothesis is denoted as H0.717.

Profile Likelihood Ratio The profile likelihood ratio is defined as

λ(µ) =
L
(

µ, ˆ̂θ(µ)
)

L
(
µ̂, θ̂
) (7.23)

https://doi.org/10.3847/1538-4357/835/2/202
https://doi.org/10.3847/1538-4357/835/2/202
https://arxiv.org/abs/1611.09867
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where the nominator is the profile likelihood function, ˆ̂θ(µ) is the
value of θ that maximizes the likelihood when µ is fixed to a certain
value, and the denominator is the maximized likelihood with µ free.

Test statistic In order to establish the discovery of CNO solar neu-
trinos, the test statistic is chosen as

t0 =

{
−2 ln λ(0) µ̂ ≥ 0

0 µ̂ < 0
(7.24)

p-value For the CNO solar neutrino discovery, the goodness-of-fit,
or the p-value, is defined as

p0 =
∫ ∞

t0, obs

f (t0|H0)dt , (7.25)

where f is the probability density function of t0 assuming H0, t0, obs

is the value of the test statistic obtained in the actual experiment.

Significance The significance is defined as

Zµ = Φ−1(1− pµ) , (7.26)

where Φ is the standard Gaussian cumulative distribution and its in-
verse Φ−1 is the standard Gaussian quantile; µ is the signal strength
(µ = 1 for the HM model) and pµ is the corresponding p-value.

To claim a 3 σ evidence of CNO solar neutrino, Z0 need to be
larger than 3.

Experimental sensitivity The experimental sensitivity is character-
ized with the expected significance, which is the median of the dis-
tribution of Zµ under a hypothesis Hµ′ : med f (Zµ|Hµ′).

The sensitivity to the discovery of CNO solar neutrinos assuming
the high metallicity model is med f (Z0|H1).
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f (t) from Monte Carlo method The distribution f (t0|H0), f (t0|H1)

and f (t0|H0.717) can be obtained using the Monte Carlo method.
In each case, many pseudo-experiment spectra assuming the corre-
sponding hypothesis are generated and fitted, the corresponding t0

is calculated, and then the distribution of t0 is obtained. They are
shown in Figure 7.2

The Asimov dataset The Asimov dataset is the spectrum where the
number of events in each bin equals the expected number of events,
and thus they are not necessarily integers. Assuming the hypothesis
is Hµ′ , the likelihood, the profile likelihood ratio and the test statistic
calculated using the Asimov dataset are denoted as LA;µ′ , λA;µ′(µ)

and tA;µ′
µ , respectively.

f (t) using asymptotic formulae The asymptotic formulae of the
distribution f (t0|H′µ) is the following21:

21 G. Cowan et al., “Asymptotic formu-
lae for likelihood-based tests of new
physics”, European Physical Journal C,
vol. 71, no. 2, pp. 1–19, 2011, doi: 10.

1140/epjc/s10052-011-1554-0, arXiv:
1007.1727

f (t0|H′µ) =
[

1−Φ
(

µ′

σ

)]
δ(t0) +

1
2
√

2π
√

t0
exp

[
−1

2

(√
t0 −

µ′

σ

)2
]

, (7.27)

where µ′ = 1 or 0.717.
Using the Asimov dataset, it is found that tA;1

0 = 15.02 and tA;0.717
0 =

7.87, so according to Equation (32) of Cowan et al.,22 σA;1
0 = 0.258 22 G. Cowan et al., “Asymptotic formu-

lae for likelihood-based tests of new
physics”, European Physical Journal C,
vol. 71, no. 2, pp. 1–19, 2011, doi: 10.

1140/epjc/s10052-011-1554-0, arXiv:
1007.1727.

and σA;0.717
0 = 0.256. The predicted distribution f (t0|H0), f (t0|H1)

and f (t0|H0.717) are shown in Figure 7.2. It can be seen that the
asymptotic formulae can describe the distributions well.
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Figure 7.2: Distributions of the test
statistic defined in Equation (7.24) for
CNO solar neutrino discovery assum-
ing High Metallicity (HM, blue), Low
Metallicity (LM, green) and no CNO
(red). The distribution predicted by the
asymptotic formula is overlaid as solid
lines of corresponding colors.

Result The median value of a test statistic is just its Asimov value,
so we have a simple formula for the experimental sensitivity:

med f (Z0|Hµ′) =

√
tA;µ′
0 , (7.28)

where tA;µ′

0 is the test statistic value of the Asimov dataset assuming
Hµ′ . The median sensitivities to CNO solar neutrinos assuming the
High Metallicity and Low Metallicity models are 3.9 σ and 2.8 σ,
respectively.

https://doi.org/10.1140/epjc/s10052-011-1554-0
https://doi.org/10.1140/epjc/s10052-011-1554-0
https://arxiv.org/abs/1007.1727
https://doi.org/10.1140/epjc/s10052-011-1554-0
https://doi.org/10.1140/epjc/s10052-011-1554-0
https://arxiv.org/abs/1007.1727
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7.4 Conclusions and discussions

From the correlation analysis we can see that there is little sensitivity
in the Borexino spectrum to the difference between the CNO solar
neutrino interactions and the 210Bi decay backgrounds, so it is nec-
essary to measure the 210Bi decay rate independently and constrain
it in the spectral fit. From the hypothesis test we can see that if the
210Bi decay rate is constrained within 10% and the pep solar neutrino
interaction rate is constrained within 2%, the median sensitivity as-
suming the High Metallicity model is 3.9 σ, so under this assumption
there are more than 50% chances that we can claim CNO solar neu-
trino evidence23. It will be a groundbreaking result in astro-physics. 23 3 σ: evidence. 5 σ: discovery.

On Section 7.2.2 we give an intuitive interpretation of qsum , qpep

and qBi, and this can be seen from their trends with respect to the in-
creasing exposure and improving energy resolutions, see Figure 7.3.
The comparison between spectra with the Borexino Phase-II expo-
sure and 104 times more exposure is shown in Figure 7.4. The com-
parison of the spectra under different resolutions is shown in Fig-
ure 7.5.

From Figure 7.3 we can see that all three quantities scale with(√
MT

)−1
given by the active mass M and data taking time T as

expected. The precision of qsum (q1) improves slightly while that of
qpep (q2) and qBi (q3) improve significantly when the resolution is
improved. As interpreted, qsum represents the sum of rates of three
components and it should not depend on the energy resolution. It is
slightly improved because the energy range contributing to its preci-
sion, or the valley between the 7Be edge and the 11C peak, in the TFC
selected (11C enhanced) spectrum increased. qpep is the energy dis-
tribution difference between the CNO solar neutrinos/210Bi decays
and the pep solar neutrinos, so its precision is significantly improved
when the energy resolution is improved and the difference between
two component becomes more clear. The same applies for qBi.

Figure 7.3: Left: precision of qx versus
exposure. Right: relative precision of qx
versus light yield. To get stable results,
the light yield on the left is set to 6 p.e.
per keV and the exposure on the right
is set to 10 times of Borexino Phase-II
dataset.
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Figure 7.4: Comparison of spectra be-
tween low and high exposure. Top:
Borexino Phase-II exposure. Bottom:
104 times top. To get stable results, the
light yield is set to 6 p.e. per keV.
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Figure 7.5: Comparison of spectra be-
tween poor and good energy resolu-
tions. Top: Borexino Phase-II resolu-
tion. Bottom: 8 times light yield of top.
To get stable results, the exposure is set
to 10 times of Borexino Phase-II dataset.
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210Bi decay rate measurement and A1000 dataset

In this chapter, the 210Bi decay rate measurement and the applica-
tion of the A1000 dataset, a special dataset enabling only 1000 se-
lected survived PMTs, are presented. The A1000 dataset is produced
to reduce systematic uncertainties from the change of detector re-
sponse induced by the PMT loss. This dataset is applied to not only
the 210Bi decay rate measurement, but also to improving the Monte
Carlo simulation. In the previous chapter, it is demonstrated that
the 210Bi measurement is strongly motivated in order to measure the
CNO solar neutrinos, and this is further discussed in this chapter. To
constrain the 210Bi decay rate, we can measure the decay rate of its
daughter 210Po1, and the major background is the 210Po that comes 1 F. L. Villante et al., “A step toward

CNO solar neutrino detection in liq-
uid scintillators”, Physics Letters, Section
B: Nuclear, Elementary Particle and High-
Energy Physics, vol. 701, no. 3, pp. 336–
341, 2011, doi: 10.1016/j.physletb.

2011.05.068, arXiv: 1104.1335

from the inner vessel and is brought into the center region by the con-
vective motion. In this chapter, we present the methods developed
to get rid of the convection induced 210Po and the methods used to
test the assumptions made in order to measure the 210Bi decay rate
with the 210Po decay rate.

This chapter is organized as in the following: Section 8.1 intro-
duces motivation and principle of the 210Bi decay rate measurement.
Section 8.2 reviews the motivation of A1000 dataset. Section 8.3
presents the production, validation and application of the A1000 dataset.
Section 8.4 describes methods used to extract the supported 210Po
decay rate. Section 8.5 presents the results of 210Bi decay rate from
spectral fits. Section 8.6 is devoted to conclusions and discussions.

I have co-worked with Nicola Rossi, Marcin Misiaszek, Frank Calaprice
and Alessandra Re in the work of A1000. It is in synergy with the
work of Mariia Redchuk. Mariia carried out the work of comparing
different ways of implementing new effective quantum efficiencies
using the A1000 dataset. I have co-worked with Nicola Rossi in the
work of 210Bi decay rate measurement. It is in synergy with the work
of Daniele Guffanti, Nicola Rossi and Davide Basilico.

https://doi.org/10.1016/j.physletb.2011.05.068
https://doi.org/10.1016/j.physletb.2011.05.068
https://arxiv.org/abs/1104.1335
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8.1 Introduction

If we would like to claim strong results on CNO solar neutrino inter-
action rate, it is necessary to measure the 210Bi decay rate indepen-
dently. Because the energy distribution of 210Bi decay events is sim-
ilar to that of CNO solar neutrino interactions, the 210Bi decay rate
and the CNO solar neutrino interaction rate are highly correlated
and the statistical uncertainty of the CNO solar neutrino interaction
rate is large. It is so high that only an upper limit can be claimed.
When 210Bi decay rate is constrained from an independent measure-
ment, the correlation is broken. From the last chapter we know that
assuming the HZ model2 of CNO neutrino flux, if the 210Bi decay 2 N. Vinyoles et al., “A New Generation

of Standard Solar Models”, The Astro-
physical Journal, vol. 835, no. 2, p. 202,
Jan. 2017, doi: 10.3847/1538- 4357/

835/2/202, arXiv: 1611.09867

rate is constrained within 10% precision, the median sensitivity of
CNO solar neutrino discovery is 3.9 σ.

The 210Bi decay rate can be measured with the 210Po decay rate3,
3 Villante et al., “A step toward CNO so-
lar neutrino detection in liquid scintilla-
tors”

if a few assumptions are valid. This is possible, because they are in
the same decay chain:

210Pb→ 210Bi→ 210Po

Fundamental assumptions Because the time and volume used to
measure the 210Bi decay rate is different from that used to perform
the spectral-fit to extract the CNO solar neutrino interaction rate, it
is necessary to assume that the 210Bi decay rate is uniform in the
analyzed region and there is no source of 210Pb or 210Bi.

The following hypotheses are assumed:

• 210Pb is out of equilibrium The 210Pb is not supported by its par-
ent 214Po, or there is no 214Po in the liquid scintillator.

• No source term of 210Pb There is no 210Pb entering the fiducial
volume, which is different from 210Po. There is a lot of 210Pb on
the surface of the Inner Vessel. It is assumed that they are attached
to the surface and not washed off into the scintillator. It is also
assumed that they do not diffuse into the scintillation bulk.

These two points imply that the amount of 210Pb in the scintillator
decays with time with half-life of 22 years. The first assumption is
validated, because decay of 210Pb’s parents 214Bi and 214Po can be
easily tagged through fast coincidence and such kinds of events are
not found. Tests are performed to prove the second assumptions and
presented in Section 8.3.2 and Section 8.5.

By counting the number of events in a chosen energy range, we
have studied the stability of 210Bi events, and it is observed that the
event rate decreased at the beginning of Phase-II period and then
stayed constant. This is explained as the following. At the beginning
of Phase-II, the 210Bi (210Pb) activity were not uniformly distributed
in the liquid scintillator. The top of the fiducial volume had higher
rates than the bottom. Then convective motions caused mixing, and
it is assumed that after certain time the 210Bi (210Pb) decay rate in
the fiducial volume has become uniform. Further tests are being
performed to validate this assumption.

https://doi.org/10.3847/1538-4357/835/2/202
https://doi.org/10.3847/1538-4357/835/2/202
https://arxiv.org/abs/1611.09867
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It is also assumed that

• No source of 210Bi in the fiducial volume Considering that from
the evolution of the 210Po event distribution, the migration time to
reach from the inner vessel surface to the fiducial volume is order
of months, even if there is 210Bi detached or diffused from the
inner vessel, they decays and will not enter the fiducial volume.

• The 210Po events consist of three parts The 210Po events come
from the decay of 210Bi dissolved in the liquid scintillator, or are
left in the liquid scintillator after the water extraction, or are brought
into the fiducial volume by convective motion. This is discussed
in detail in the next paragraph.

210Po event types The 210Po decay events are α decays and thus can
be selected and counted precisely. The 210Po counts, however, is the
sum of three source:

• the un-supported 210Po left after the water extraction which decay
exponentially;

• the supported 210Po in secular equilibrium with 210Bi;

• the migration 210Po that originally sits on the inner surface of the
inner balloon, are detached from the surface and brought into the
center region by the convective motion of the liquid scintillator.

This can be seen from the distribution of 210Po decay rate along
z-direction, which is shown in Figure 8.1. Before 2015 (and after

Figure 8.1: The temporal trend of the
210Po decay rate along z direction. The
y-axis is the index of the cubes. There
are 59 cubes of 1.5 m edge fitting ap-
proximately a sphere of radius of 3 m,
and index from 0 to 59 represent ap-
proximately the z distribution of the
210Po activity from the bottom to the
top. Vertical magenta dashed lines rep-
resent the most important operation
in the thermal stabilization program.
From the left to the right: 1. insula-
tion starts, 2. Water Loop off, 3. 5th
ring completed, 4. Organ Pipes and 6th
ring completed, 5. CR4 floor and Organ
Pipes tops and 6. TACS start-up.

around 2013), the convective motion is strong and the third compo-
nent distribute across the whole inner volume. The relatively clean
region, where 210Po decay rate is low, move up and down periodi-
cally due to the seasonal temperature variation and thus the modu-
lation of the convection strength. In 2015 summer, the collaboration
took a series of operations to reduce the convection current4. The

4 See Section 4.9 of S. Marcocci, “Pre-
cision Measurement of Solar ν Fluxes
with Borexino and Prospects for 0νββ
Search with Xe -loaded Liquid Scintil-
lators”, PhD thesis, Gran Sasso Science
Insitute, 2016

idea is to thermally insulate the detector and install heating system
surrounding the detector and in the experimental hall, in order to
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maximize the temperature stratification in a stable way5. After that 5 D. Bravo-Berguño et al., “Fluid-
dynamics in the Borexino Neutrino De-
tector: behavior of a pseudo-stably-
stratified, near-equilibrium closed sys-
tem under asymmetrical, changing
boundary conditions”, Detectors 2017,
arXiv: 1705.09658

it can be seen that the clean region stays in the center region above
the equator, and is expanding. In this period, the convection current
is weak so that the third component hardly reaches the center region
and the concentration almost decrease exponentially along the radial
direction, giving chances to separate it from the supported 210Po.

The main challenge of the 210Bi decay rate measurement becomes
to select a quiet region where the migration 210Po is negligible while
keeping enough exposure, and to quantify systematic uncertainties
due to the residual migration 210Po.

Tests of fundamental assumptions Two tests are performed to val-
idate these assumptions and discussed in the following sections:

• obtain 210Bi decay rate with spectral fit of dataset divided by years
and divided by top and bottom region

• count the event rate of dataset divided by every 10 days and di-
vided by top and bottom region.

8.2 Light yield stability and proposal of A1000 dataset

In this section we presented the study of the detector light yield
stability and the proposal of A1000 dataset. It is important to study
the detector light yield stability, because:

• In Borexino frequent calibration is avoided to reduce the risk of
contaminating the liquid scintillator with radioactive sources in-
serted in the inner vessel volume.

• In the Monte Carlo fitting method, the detector light yield is as-
sumed to be stable apart from the loss of PMTs. Possible change
would lead to bias in the spectral fit results, especially of 210Bi de-
cay rate. Spectral fit results of 210Bi in each year is needed to test
the fundamental assumption of the 210Bi measurement.

• The assumptions are also tested by counting the number of events
in fixed energy ranges. The change of light yield is a source of
systematic uncertainty of this method.

210Po decay events are α-decays and can be tagged with pulse
shape discriminators with high efficiency. The peak position of en-
ergy distribution of 210Po decay events can be used to measure the
detector light yield precisely, and this is investigated in this section.

The A1000 dataset is the dataset found to have stable light yield
and can be used as a standard candle. It is the dataset reconstructed
with the best and surviving 1000 PMTs. The number 1000 is chosen
because it is almost the maximum number of PMTs that survive the
whole Phase-II, see Figure 8.2. Because the number of PMTs are sta-
ble in this dataset, changes related to the number of live PMTs, the
energy resolutions, the fraction of good PMTs are minimized, and
thus using this dataset is an excellent way to reduce the systematic

https://arxiv.org/abs/1705.09658
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Figure 8.2: The number of survived
PMTs versus time under different cut.
From the figure we can see that when
1050 or more PMTs are selected, the
number of survived PMTs decrease at
the last period.

uncertainties. The disadvantage of this dataset is that, because live
PMTs are manually disabled in this dataset, the average energy res-
olution is worse compared with the normal dataset. As a result, the
precision of pp and 7Be solar neutrino interaction rates are worse
using this dataset.

To obtain the light yield, 210Po decay events were selected and the
corrected energy of each event was filled in a histogram. A gaussian
plus flat backgrounds model was used to fit the histogram, and the
average of the gaussian distribution was used as the value of the light
yield.

The correction is necessary, because 210Po decay events are not
uniform, and because the detector energy response is not uniform.
This is obvious in Figure 8.3. The light yield in the top region is
higher than that of the bottom region. When the 210Po decay events
are concentrated in the top region, even if the detector light yield
doesn’t change, the light yield obtained will be higher compared
with that obtained when 210Po decay events are concentrated in the
bottom. In order to remove this effect, either we remove the 210Po de-
cay events non-uniformity, which can be done by assigning a weight
to each event according to the event density, or we remove the detec-
tor energy response non-uniformity, which can be done by correcting
the event energy. Here the second strategy is taken.

The detector energy response non-uniformity can be corrected
with the geometrical correction or the z-correction. The results ob-
tained with two methods were consistent. The detector energy re-
sponse is not uniform mainly due to the variation of the total geo-
metrical acceptance of live PMTs. The geometrical correction calcu-
late the total acceptance solid angle of all PMTs for each event and
normalize the event energy to that in center:

E′ = E · ∑i Ωi(0)
∑i Ωi(r)

(8.1)
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Figure 8.3: The light yield obtained
with 210Po events in the whole (black),
top (red) and bottom (blue) region. It
is obvious that the variation of the ob-
tained light yield is correlated to the
210Po events spatial distribution and the
liquid scintillator convective motion.

where E is the energy estimator without correction, E′ is the cor-
rected energy estimator, Ωi(r) is the acceptance solid angle of i-th
fired PMT with respect to the coordinate r, and r is the reconstructed
vertex of the event. The z-correction considers only the z-dependence
of the energy non-uniformity, which is the major dependence. This
correction uses the peak position of energy distribution of 210Po
events, and thus include effects beyond geometrical effects. In this
analysis, the z-correction was used.

An example of z correction curve is shown in Figure 8.4. The
dependence is well described with a second order polynomial. The
obtained value and uncertainty at z = 0 is taken as the average light
yield at the detector center.
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Each point corresponds to one layer in
this figure.
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The obtained light yield trend is shown in Figure 8.6 as the red
band. It can be seen that the light yield has decreased by around
1%. In order to cross-check the correction, an energy estimator with
strong correction that even removes that variation of the correction
factor at the center is produced, and its stability is shown in Fig-
ure 8.5. As expected, it is constant. In order to decouple the factors
related to the loss of PMTs, a special dataset reconstructed with only
1000 PMTs was prepared and the procedure mentioned above was
repeated to obtain the light yield trend, and the result is shown in
Figure 8.6 as the black band. It can be seen that the light yield with
this dataset is stable, so that the temperature variation and thermal
insulation operations did not cause the change of optical properties
of the liquid scintillator.
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Figure 8.5: Energy estimator with
strong z correction that removes also
the temporal dependence of the light
yield at the detector center. As ex-
pected, it is constant over time with all
or surviving PMTs. Red: dataset re-
constructed with all live PMTs. Black:
dataset reconstructed with 1000 se-
lected best PMTs.
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Figure 8.6: The light yield at the
detector center obtained with 210Po
events corrected with z-correction. Red:
dataset reconstructed with all live
PMTs. Black: dataset reconstructed
with 1000 selected best PMTs.

This result is further confirmed with 14C events. In Borexino, 14C
events are selected to calculate the so-called effective quantum effi-
ciencies6. The effective quantum efficiencies (EQE) is a measure of

6 Chapter 4.4 I. Drachnev, “New Spec-
tral Analysis of Solar B Neutrino with
the Borexino Detector”, PhD thesis,
Gran Sasso Science Institute, 2016

the variation of the light yield. In Figure 8.7 the ratio of average of
EQEs of all PMTs and that of 1000 selected best PMTs is shown and
compared with the ratio of the light yield between two datasets. It
can be seen that two trends are consistent.
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Figure 8.7: The ratio of the sum of EQEs
of all PMTs and that of 1000 selected
PMTs. The ratio of the light yield of all
PMTs and that of 1000 selected PMTs is
also shown. From the figure we can see
that two ratios are consistent.

This is result is also consistent with the results obtained from the
analytical spectral-fits. The light yield from the analytical npmt_dt1
fit with all PMTs and with 1000 selected PMTs are shown in Fig-
ure 8.8. From the figure we can see that the light yield of all PMTs
decreased while that of 1000 selected PMTs is stable.

In conclusion, with three different methods, it is found that the
light yield of the normal dataset with all PMTs has decreased by
1% throughout the Phase-II period, and the light yield of the A1000

dataset is constant. From this we can further conclude that the optical
properties of the liquid scintillator have not changed in the Phase-II
and the light yield decrease is due to the loss of PMTs.

Figure 8.8: The light yield obtained
from the analytical npmt_dt1 fit of
dataset reconstructed with all PMTs
and with 1000 selected PMTs.
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8.3 The A1000 dataset

In this section, the production, validation and the application of
A1000 is presented.

Generally, A1000 is a set of concepts proposed to reduce the tem-
poral variation induced systematic uncertainty due to PMT dying.
Specifically, A1000 is the set of 1000 chosen PMTs that ranked best re-
garding their live time, average Effective Quantum Efficiencies (EQE)
and dark noise rate in Phase-II. A1000 dataset refers to the dataset re-
processed enabling only A1000 PMTs. In this dataset, the light yield
and the energy resolution is much more stable, and thus can improve
the stability of various studies, including the two methods of study
the 210Bi decay rate stability mentioned in the last section. Besides,
using this dataset, it is possible to track the temporal dependence of
light yield with 14C events when calculating the effective quantum
efficiencies, and thus the treatment of light yield in the Monte Carlo
simulation can be improved.

8.3.1 Procedure of selecting A1000

The set of A1000 is selected by ranking good PMTs according to their
live time. A PMT is marked as good if its Calibrated Effective Quan-
tum Efficiencies (CEQE) is high and its dark noise rate is low. 7768
validated runs, from run 17328 till run 30368, are analyzed.

The Effective Quantum Efficiencies (EQE) The EQE is a set of val-
ues proportional to the number of collected hits on each PMT in the
selected 14C events. It is used as the input of the Monte Carlo sim-
ulation in order to reproduce the light yield and energy response
non-uniformity in data. In this work, the values from the database
(Qe of table QuantumEfficiency in the database bx_calib) is used.

The live time of PMTs A PMT is marked as being used in a run if
and only if all these criteria are fulfilled:

1. The PMT is associated with a non-zero channel number in the
HolesMapping table of bx_geometry database. This means a PMT
is installed and it is connected with the electronics.

2. The corresponding channel is not in the BadChannelsList or OffChannelsList
of table LabenPrecalibDecodingQuality in the bx_precalib database.
This means the channel collects enough hits in the first 1000 pulser
events.

3. The ChannelDescription of the channel is not marked as a type
different from Ordinary in the LabenChannelMapping table of daq_config
database. This means the channel is not for service purpose, but
used to collect photoelectrons.

4. The channel is not marked as disabled in the timing channel in
the first 2000 events based on DisabledChannels table of bx_calib
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database. This means the channel is not disabled by the recon-
struction algorithms.

The number of live PMTs should be almost consistent with the value
reported in the processing log files of the reconstruction software
Echidna.

Once a PMT is marked as live in a run, the whole run duration is
counted as the live time of the PMT. Such algorithm can be further
improved.

The A1100 PMT set The A1100 PMT set is the top 1100 PMTs that
have longest live time in the analyzed runs.

The A1100p PMT set The A1100p PMT set is the PMTs that are in
A1100 and fullfill EQE>0.1 in the corresponding run. A1100p is de-
fined run by run.

The Calibrated Quantum Efficiencies (CEQE) CEQE is defined as the
ratio of EQE and the average EQE of A1100p PMT set.

The Dark Noise rate The dark noise rate from the database (DarkNoise
of table InnerPmtsDarkRate in the database bx_calib) is used.

The A1000 PMT set The A1000 PMT set is selected in the following
steps:

1. The PMT should have a positive live time in the analyzed runs.

2. The live time weighted average CEQE of the PMT is larger than 0.6

3. The live time weighted average dark noise rate of the PMT is less
than 1

4. Rank the rest PMTs according to their live time. Pick the top 1000
PMTs.

The threshold 0.6 and 1 is chosen such that the PMT qualities are
improved while the loss of PMTs is acceptable. Around 2% PMTs
are removed for each of two cut. To keep the stability of number of
live PMTs, 10% PMTs are removed compared with A1100 PMT set in
which no cut is applied.

CEQE rather than EQE is used as cut criteria because it is believed
to be more stable, and because EQE is believed to be bugged such
that the EQE average is supposed to be constant while found to be
increasing, see Figure 8.9.

Production of A1000 dataset The A1000 dataset is produced by exe-
cuting Echidna on raw data disabling all logic channels (Channel 32
is disabled, too) that are

• not associated with an A1000 PMT
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Figure 8.9: Average EQE from database
(left) and ASCII files (right, g4bx2 in-
put). Two source of EQE treat the back-
grounds in different way. On the left,
the backgrounds are suppressed by im-
posing cuts. On the right, the back-
grounds are subtracted. Each point cor-
respond to one run. The most recent
EQE value set is used for the correspond-
ing run. Y axis is the arithmetic average
EQE of all live PMTs in that run. From
the figure it is obvious that in both
methods the average is not constant. In
g4bx2 the average EQE increased by 1%
in 2016.

• (and) ChannelDescription not marked as a type other than Ordinary

in the LabenChannelMapping table of daq_config database.

The whole processing chain is executed. Clusters are redefined.
Energy and vertex are re-calculated.

Validation The number of live PMTs are validated to be as stable
as expected. The decrease only appears after second half of 2017 and
the magnitude is around 30 PMTs. See Figure 8.10.
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Figure 8.10: Left: The distribution of
number of live PMTs in the output
of bx_nusol module. Different levels
of quantiles are indicated with dashed
lines. Right: quantile of distribution of
number of live PMTs versus the event
time stamp. Five quantile curves with
level 1%, 10%, 50%(median), 90% and
99% are shown. From the figure we
can see there is 2.5% decrease of num-
ber of PMTs starting from around 2017
September. Before that the number of
live PMTs is stable within 0.5%.

8.3.2 Applications

The A1000 has been applied in three studies: the 210Bi decay rate sta-
bility measurement with the spectral fit method and the fixed win-
dow counting method, and the new effective quantum efficiencies.
The first result has been described in Section 8.5, and here we will
introduce the other two.

210Bi uniformity with fixed window counting method The two fun-
damental assumptions mentioned in Section 8.1 can be tested by
counting the number of events in a fixed energy range. The results
obtained with the normal dataset and A1000 dataset is shown in Fig-
ure 8.11. From the figure we can see that the event rate of top and



142

bottom region is closer when A1000 is used. Discrepancy found us-
ing the normal dataset is probably due to variation of the light yield,
and discrepancy found using the A1000 dataset is being investigated
and believed to be related to the radial dependence of the efficiency
of the pulse shape variables used to select 210Po events.

Figure 8.11: 210Bi uniformity with fixed
window counting method. Left: using
normal dataset reconstructed with all
PMTs. Right: using A1000 dataset re-
constructed with 1000 selected PMTs.

New effective quantum efficiencies The effective quantum efficien-
cies7 (EQE) serve as a input in MC to describe the isotropy of light

7 See Section 4.4 of Drachnev, “New
Spectral Analysis of Solar B Neutrino
with the Borexino Detector”

collections as well as current only way to change the temporal trend
of light yield. The EQE is calculated using the number of hits on
each PMT in the selected number of events. It is expressed as

Qi
j = εj ·

Ni
j

Mj
(8.2)

where Mj is the number of selected events, Ni
j is the number of hits

collected on i-th PMT, εj is a calibration factor, j represents the index
of the dataset and correspond to around one week of data, and Qi

j is
the effective quantum efficiency.

In the past, εj is chosen such that the average of Qi
j is constant over

time, assuming the light yield does not change. The new effective
quantum efficiencies include the actual temporal trend of the light
yield. Naively, if εj is set to constant over time, Qi

j will track the

temporal trend of the light yield through Ni
j /Mj. However Ni

j is
also affected by the average energy of the selected events. If normal
dataset is used, because we select events based on the visible energy,
the average energy of selected events is decreasing due to worsening
of the energy resolution and increase of contribution of low energy
events.

Using A1000 dataset can solve this problem, because in this dataset
the number of live PMTs is almost constant, and as a result the en-
ergy resolution almost does not change. Calculate the average EQE
of all A1000 PMTs using the A1000 dataset, then calculate the EQE of
all PMTs using the normal dataset requiring the average EQE of all
PMTs to be constant. The final EQE is given by

Qi
j
′
=

Q̄j(A)

Q̄c(A)
·Qi

j (8.3)
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where Qi
j is the EQE of i-th PMT in the j-th normal dataset, Q̄j(A)

is the average EQE of A1000 PMTs in the j-th A1000 dataset, Q̄c(A)

corresponds to one calibration run and is a constant.

8.4 Methods to get rid of the migration 210Po

In this section we introduced the analysis methods used to get rid
of the migration 210Po in order to measure the supported 210. I have
worked with Nicola Rossi and Francesco Villante on this work. It is
worth emphasizing again that the thermal insulation and installation
of the heating system are surely the basis of all contents of this sec-
tion. Four methods have been developed: the vortex fit method, the
minimum path method, the plateau finder and the radial fit.

8.4.1 The vortex fit method

This method relies on the fact that, for the recent data, the spatial dis-
tribution of 210Po events around the minimum rate position has the
shape of a vortex. Assuming the rotational symmetry along the z-
axis (the vertical direction), then the coordinate system is reduced to
ρ, z where ρ2 = x2 + y2 and x, y, z are the Cartesian coordinates. The
distribution of 210Po events8 is shown in Figure 8.12. From the figure 8 selected with 150<geo-normalized

charge<270 and MLP<0.5we can see that there is a deep vortex shape around the minimum.
The distribution is approximated with the paraboloid function, and
when the included volume is less than 10 tons, the paraboloid func-
tion can describe the distribution well:

R(ρ2, z) = MT ·
(

N0 +
ρ2

a2 +
(z− z0)

2

b2

)
(8.4)

where MT is the exposure.
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Figure 8.12: The fit of the distribution
of the vertexes of 210Po events using a
paraboloid function.

The 210Po decay rate and the vortex position extracted from the
paraboloid fit is shown in Figure 8.13. From the figure we can see
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that the vortex minimum position is relatively stable in time, so it is
unlikely due to fluctuations and minimally contaminated by (or even
free from) the migration 210Po.
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Figure 8.13: The vortex bottom position
(black dot, z0 in the legend) and the cor-
responding rate of the 210Po distribu-
tion (red dot, R in the legend). The red
open dot (R (1t) in the legend) shows
the average event rate in the inner most
1 ton volume. If we use the data after
2018 and fit the 210Po event rate spatial
distribution with a paraboloid function,
the minimum of the function is 9.7± 1.6
cpd/100t. With 210Bi constrained to this
and the pep solar neutrino interaction
rate constrained to the HZ model with
a 2% precision, the CNO solar neutrino
interaction rate from the spectral fit is
4.7± 1.1 cpd/100t without any system-
atic uncertainties.

8.4.2 The minimum path method

This method relies on the fact that due to incompressibility of liquids,
the migration 210Po vanishes at the minimum or maximum. Denote
the density of liquid scintillator as ρ(r, t) which can be approximated
as a constant ρ0. Denote its velocity as v(r, t), the concentration
of 210Pb, 210Bi and 210Po as X210Pb(r, t), X210Bi(r, t) and X210Po(r, t),
respectively, then they are related by:

∂XBi

∂t
=XPb · λPb − XBi · λBi +∇ · (DBi · ∇XBi − vXBi) (8.5)

∂XPo

∂t
=XBi · λBi − XPo · λPo +∇ · (DPo · ∇XPo − vXPo) (8.6)

0 =∇ · v (8.7)

where D is the diffusion coefficient and is around 10−5 atoms/s/cm29,

9 J. Winkelmann, “Diffusion coefficient
of acetic acid in benzene”, in: Diffusion
in Gases, Liquids and Electrolytes: Non-
electrolyte Liquids and Liquid Mixtures -
Part 1: Pure Liquids and Solute in Sol-
vent Systems, ed. by M. D. Lechner,
Berlin, Heidelberg: Springer Berlin Hei-
delberg, 2017, pp. 623–623, doi: 10 .

1007/978-3-540-73735-3_404

λ is the decay rate of the corresponding isotopes. Eq. (8.7) is due to
that liquid cannot be compressed.

If we focus on Eq. (8.6), and track the temporal dependence of the
concentration of 210Po at the minimum at each moment, we see that

dXPo(rmin(t), t)
dt

=

[
∂X(r, t)

∂r
drmin

dt
+

∂X
∂t

]∣∣
rmin(t)

=
∂X
∂t
∣∣
rmin(t)

=

=XBi · λBi − XPo · λPo +∇ · (DPo · ∇XPo − vXPo) =

=XBi · λBi − XPo · λPo + DPo∇2XPo − (∇ · v)XPo − v · ∇XPo =

=XBi · λBi − XPo · λPo + DPo∇2XPo (8.8)

So the contribution from the convection vanishes at the minimum
path.

https://doi.org/10.1007/978-3-540-73735-3_404
https://doi.org/10.1007/978-3-540-73735-3_404
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Now we consider the term from the diffusion DPo∇2XPo. First,
it is positive. Second, it is not big. Use a quantity with the unit of
length L∆ to describe the ∇2XPo:

XPo ≈XPo(r0)

[
1 +

(
|r− r0|

L∆

)2
]

(8.9)

where ∇2XPo = XPo/(2L2
∆). Consider the distribution of the 210Po

will be smeared out by the diffusion, the L∆ cannot be too small.
Consider initially 210Po is only at one point, then after certain time it
becomes a gaussian like:

XPo(r, t = 0) =δ(0) (8.10)

XPo(r, t→ +∞) = exp(−λPot) · G(|r|; 0, σ) (8.11)

where G is the gaussian distribution with average 0 and standard
deviation of σ. Obviously,

σ =
√

Dτ ≈ 101 cm (8.12)

So L∆ & σ and

D∇2XPo

XPo · λPo
≈ D

2L2
∆λPo

(8.13)

.
10−5 s−1cm2

2× (101 cm)2 · 0.005 day−1 (8.14)

=1 (8.15)

In reality the variation of 210Po spatial distribution is much weaker,
and L∆ is typically around 1 meter after thermal insulation, then the
contribution of the diffusion term is negligible.

In practice, the system is simplified to be a one dimensional sys-
tem. 210Po events in spheres of chosen radii are selected, and the
spheres are divided into iso-volumetric layers along vertical direc-
tion. This is reasonable, because in the vertical direction we observe
the maximal effect of the convective motions.

The minimum decay rate is estimated with a weighted binned
likelihood based on the event rates of all layers instead of taking
naively the lowest rate among layers, which is biased by statistical
fluctuations. The estimator is also validated to be statistically unbi-
ased with toy Monte Carlo tests assuming various types of distribu-
tions. The minimum path obtained is shown in Figure 8.14.

The estimated minimum decay rate is shown in Figure 8.15. From
the figure we can see that the rate reaches a plateau of around 20
cpd/100t.
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Figure 8.14: The location of minimum
of 210Po decay rate along vertical direc-
tion found by the weighted likelihood
method versus time.

Figure 8.15: The 210Po decay rate along
the found minimum path.
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8.4.3 The plateau finder

The plateau finder relies on the assumption that the 210Po decay rate
should be uniform in the migration 210Po free region, and thus it is
a "plateau". Due to limited statistics, the problem is simplified to be
one dimensional. Events in sphere of chosen radii were selected and
the sphere were divided in to iso-volumetric layers along vertical
direction. More details can be found in the PhD thesis of Daniele
Guffanti10. 10 D. Guffanti, “Measurement of solar

neutrino with BOREXINO”, PhD thesis,
Gran Sasso Science Institute, 2019

In this method, first the distribution of 210Po decay rate along ver-
tical direction is obtained by the kernel density estimator11, then the 11 E. Parzen, “On Estimation of a Proba-

bility Density Function and Mode”, The
Annals of Mathematical Statistics, vol. 33,
no. 3, pp. 1065–1076, Sept. 1962, doi:
10 . 1214 / aoms / 1177704472, arXiv:
arXiv:1011.1669v3

plateau region is found by expanding the minimum until the first
derivative of two edges reach certain threshold. The threshold is
tuned with toy Monte Carlo tests such that the bias is under control.
Other ideas have also been attempted, such as fixing the size of the
plateau or constraining the plateau size to be within certain range,
and minimize the bias by looking for the plateau size where the de-
cay rate in the plateau becomes stable with respect to the plateau
size.

8.4.4 The radial fit

The decay rate distribution of 210Po events in the top part along ra-
dial direction is modeled with three components:

• A gaussian component, representing the 210Po sitting in the inner
vessel, or the inner balloon.

• A exponential component, or diffusion-like component. They are

modeled by
sinh(r/λ)

r/λ
12, representing the 210Po diffused from the 12 This is the steady solution of the dif-

fusion equation with decays:

∂ρ(r, t)
∂t

= D∇2ρ

inner vessel and the migration 210Po.

• A flat component, representing the supported 210Po.

This can be seen from figure 8.16.

Figure 8.16: The 210Po decay rate along
the radial direction.

https://doi.org/10.1214/aoms/1177704472
https://arxiv.org/abs/arXiv:1011.1669v3
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When the migration 210Po is not present, the constant of the diffusion-
like component distribution is given by

λ =
√

DλPo ≈ 101 cm (8.16)

where D is the diffusion coefficient, λPo is the decay rate of 210Po.
When the migration 210Po is present, λ is larger, and increases with
stronger convection current.

8.5 210Bi decay rate temporal trend

The 210Bi decay rate can be obtained with two methods: the spectral
fit and the fixed window counting method.

The spectral fit results are shown in Figure 8.17.

2012 2013 2014 2015 2016 2017 2018 2019
Date (year)

0

10

20

30

ra
te

 (
cp

d/
10

0t
)

Total
Top
Bottom

Figure 8.17: 210Bi rate from spectral fit.
Geo-normalized charge variable is used
here. The neutrino rates are constrained
to the HZ model. Each point is the fit
of one year data, and the x-coordinate
is the center of the year. From the fig-
ure we can see that the 210Bi decay rates
become almost stable after around 2015,
and they are consistent between the top
and the bottom.

For the counting analysis, the energy region is optimized to be
284–471 in geo-normalized charge, where the contribution of 210Po
events is negligible and the ratio of the 210Bi event count to the total
statistical uncertainty is the maximum. In this energy region, the
contribution of 210Bi is around 20%. The event rate versus time is
shown in Figure 8.18.
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Figure 8.18: Event rate in 284–471 p.e.
region. Geo-normalized charge vari-
able is used here. Each point corre-
sponds to one year data, and the x-
coordinate is the center of the year.
From the figure we can see that the 210Bi
decay rates become almost stable after
around 2015, and they are consistent
between the top and the bottom.

Both results show that the 210Bi decay rates become almost stable
after around 2015, and they are consistent between the top and the
bottom.

8.6 Conclusions and discussions

We have developed a method to measure the 210Bi decay rate with its
daughter 210Po. This study is of essential importance for discovering
the CNO solar neutrinos in Borexino. In this method, the 210Bi decay
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rate can be measured if a few assumptions are made: there is no
source of 210Pb or 210Bi, and both of them are uniform distributed
in the fiducial volume in a certain period. When the assumptions
are fulfilled, the next challenge is to get rid of the detached 210Po
from the inner surface of the nylon vessel brought into the fiducial
volume by the convective motion of the liquid scintillator. When this
type of 210Po (convection 210) is absent and early data is abandoned
so that 210Po left from the water extraction decays to negligible level,
the 210Po fully comes from the decay of 210Bi, the 210Bi and 210Po
are in secular equilibrium and their decay rates are linked. Tests are
performed to validate the assumptions made in this method and are
presented. Four methods are developed to get rid of the migration
210Po: the vortex fit method, the minimum path method, the plateau
finder and the radial fit.

In order to reduce the systematic uncertainty, we have proposed a
special dataset enabling only surviving PMTs is proposed, and this
dataset is found to be useful in various studies, including testing
fundamental assumptions made in the method to measure the 210Bi
decay rate and improving the light yield monitoring in the Monte
Carlo simulation.

It is promising that we can make a 10% 210Bi decay rate mea-
surement with this method. The next challenge is to evaluate the
systematic uncertainties due to the residual migration 210Po.
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The JUNO experiment

In this chapter we introduce the Jiangmen Underground Neutrino
Observatory (JUNO) experiment. JUNO is an under-construction
reactor anti-neutrino experiment. Due to its kilo-ton scale target
mass and excellent energy resolution, it provides opportunities to
vast number of physics topics. The experiment site is chosen to be
on the middle line of Yangjiang and Taishan Nuclear Power Plants
and 53 kilo-meters away from them. It is optimized for the main goal
of JUNO: determining the neutrino mass ordering. In this chapter,
an introduction to the JUNO detectors and its physics programs are
given.

This chapter is organized as in the following: Section 9.1 describes
the JUNO center and veto detectors. Section 9.2 describes the physics
programs.

9.1 The JUNO Detectors

In this section we introduced the JUNO detectors, which consist of
three sub-systems1: the central detector, the veto detector and the 1 T. Adam et al., “JUNO Conceptual De-

sign Report”, p. 328, 2015, arXiv: 1508.
07166

calibration system.

9.1.1 The central detector

The central detector is the detector that acquires physics events. It
is depicted in Figure 9.1. Twenty thousand tons of liquid scintillator
are contained in an acrylic ball whose inner diameter is 35.4 me-
ters. Outside the acrylic ball it is filled with water. Around eighteen
thousand twenty inches PMTs and twenty five thousand three inches
PMTs are installed outside the acrylic ball in the water, supported
by stainless steel structure. The photocathode coverage is as high as
78%.

The central detector is a liquid scintillator based calorimeter. It
is required to reach 3% energy resolution and keep the precision of
non-linearity model better than 1%.

JUNO uses the Linear Alkyl Benzene (LAB) as solvent with 2.5
g/L 2,5-diphenyloxazole (PPO) and 1∼3 mg/L p-bis-(o-methylstyryl)-
benzene (bis-MSB) dissolved. To achieve good energy resolution, it
is required to have hight light yield, and long attenuation length of

https://arxiv.org/abs/1508.07166
https://arxiv.org/abs/1508.07166
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LAB is the key. Currently the result is promising that the attenuation
length is longer than 25 meters for 430 nm photons. Good radio-
purities are necessary to improve the sensitivity to various physics
targets. Liquid scintillator are processed by alumna extraction, dis-
tillation, water extraction and N2 stripping. A dedicated detector
called OSIRIS is designed to monitor the liquid scintillator purity
onsite quickly.

Among all twenty inches PMTs, fifteen thousand are MCP-PMT
and five thousand are dynode PMTs. It is chosen like this because
dynode PMTs have better time resolution, which affects the vertex
reconstruction precision. Five thousand are enough for the JUNO
requirement.

Three inches PMTs system always work in the photon counting
regime, and thus can be used to calibrate the non-linearity of charge
reconstruction, and also to reduce the non-stochastic resolution term.
Because the dynamic range is increased, they help with large signals,
such as shower µ events, and thus vetoing of cosmogenic 12B, 9Li and
8He, etc. Besides, they can reach similar precision on sin2 θ12 and
∆m2

12 with respect to that of 20 inches PMTs, so they can provide a
rather independent crosscheck of the results. At last, they can also
be used as a complementary readout system for supernova signals
and to ensure unbiased energy and rate measurement.

Figure 9.1: The center detector of
JUNO.

9.1.2 The veto detector

The veto detector is used to tag muon events and to reconstruct the
track of µs. JUNO has two veto detectors: the water Cherenkov
detector and the top tracker.

The top tracker is a plastic scintillator detector used for precise
muon tracking. It covers half of the top area. The water pool Cherenkov
detector consists of 35 kilo-tons of ultra-pure water and around two
thousand 20 inches MCP PMTs. It is used both to reconstruct the µ

track and to shield the γs from rocks and fast neutrons.

9.1.3 The calibration system

The calibration system consists of three complementary systems

• The one dimensional system: the Automated Calibration Unit
(ACU)

• The two dimensional system: the cable loop system and the guide
tube

• The three dimensional system: the Remotely Operated under-
liquid-scintillator Vehicles (ROV).

They are used in different ranges and frequencies, and are depicted
in Figure 9.2.

Figure 9.2: The calibration system of
JUNO.



153

9.2 Physics program

JUNO provides opportunities to vast number of physics programs.
In this section, we introduced the physics potential of JUNO based
on the contents of2. 2 F. An et al., “Neutrino physics with

JUNO”, Journal of Physics G: Nuclear and
Particle Physics, vol. 43, no. 3, p. 030401,
2016, doi: 10.1088/0954-3899/43/3/

030401, arXiv: 1507.05613
9.2.1 Identifying the neutrino mass ordering

The main goal of JUNO is to identify the neutrino mass ordering
through the 3-neutrino vacuum oscillation interference.

The determination of the neutrino mass ordering is important. It
is an important step towards the generalized Standard Model. It
is also needed to reduce the uncertainty on δCP, to understand the
requirement for 0νββ experiment and to help to understand core-
collapse supernova.

JUNO identifies the neutrino mass ordering by comparing the
shift of little wiggles with respect to the large oscillation patterns.
For the normal ordering, the shift is positive, and for the inverted
ordering, the shift is negative. This is obvious when the survival
probability is written as

Pee(ξ) = a0(ξ) + a1(ξ) · cos
[
1.27 · (2∆m32 ± ∆m2

φ) · ξ
]

(9.1)

where ξ = L(m)/E(MeV), L is the distance between the detector
and the reactor, E is the neutrino energy, a0 and a1 are two irrelevant
function independent of the neutrino mass ordering and ∆32 and φ

are defined as

∆ij = 1.27 · |∆m2
ij| · ξ (9.2)

sin φ =
c2

12 sin 2∆21

1− 4s2
12c2

12 sin2 ∆21
(9.3)

cos φ =
c2

12 cos 2∆21 + s2
12

1− 4s2
12c2

12 sin2 ∆21
(9.4)

φ ≡ 1.27 · ∆m2
φ · ξ (9.5)

where sij = sin θij, cij = cos θij. So the sensitivity to the neutrino
mass ordering is low when φ is small. The sensitivity also degenerate
when the little wiggles oscillate too fast and is smeared out by the
energy resolution of the detector, in which case the detector cannot
see the oscillation patterns. The critical region is defined as

2∆32 ·
δE
E

= 0.68 · 2π (9.6)

where 0.68 is determined by simulation3. This is illustrated in Fig- 3 X. Qian et al., “Mass hierarchy reso-
lution in reactor anti-neutrino experi-
ments: Parameter degeneracies and de-
tector energy response”, Physical Review
D - Particles, Fields, Gravitation and Cos-
mology, vol. 87, no. 3, pp. 1–7, 2013, doi:
10.1103/PhysRevD.87.033005, arXiv:
1208.1551

ure 9.3. In this figure, the magnitude of ∆m2
φ in eV2 is denoted as

the color. The most sensitive region is denoted as red. The black
lines correspond to equation 9.6. The region on the left and above
the black them cannot contribute to determining the neutrino mass
ordering due to detector energy resolution. The solid, dashed and

https://doi.org/10.1088/0954-3899/43/3/030401
https://doi.org/10.1088/0954-3899/43/3/030401
https://arxiv.org/abs/1507.05613
https://doi.org/10.1103/PhysRevD.87.033005
https://arxiv.org/abs/1208.1551
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dotted lines correspond to experiments with energy resolution sim-
ilar to JUNO, Borexino and KamLAND, respectively. The purple
solid line represents the approximate boundary of degenerate mass-
squared difference. The ∆m2

φ is too small in the region below it.

Figure 9.3: Reproduced from Qian et
al., 2013. The phase shifts versus en-
ergy and distance. Region on the right
bottom of the purple solid line pro-
vides little sensitivity due to small ∆m2

φ.
Three black lines (solid, dotted and
dashed) correspond to energy resolu-
tion of JUNO, Borexino and KamLAND
experiments. Region on the left top of
the black lines provides little sensitivity
due to smearing of energy resolution.

Several statistical methods have been proposed, yet the main idea
is to use the chi-square difference to do the hypothesis test:

T = χ2(θ̂NH)− χ2(θ̂IH) (9.7)

where T is the test statistic, χ2(θ̂NH) is the chisquare obtained with
fit parameters, such as ∆m2

ij, that minimize the chisquare assuming

the normal mass ordering, and χ2(θ̂IH) is the chisquare with fit pa-
rameters that minimize the chisquare assuming the inverted mass
ordering. When data has been collected, calculate p-value of the test
statistic value of the corresponding data. It is the confidence level to
reject the hypothesis assumed.

p =
∫ +∞

T(data)
f (T; IH)dT (9.8)

where f (T; IH) is the distribution of T assuming Inverted Neutrino
Ordering.

When data is not available, we usually use the median sensitivity
to express how competitive an experiment is. The median sensitivity
is the p-value against one assumption (such as NO) under the me-
dian case under another assumption (such as IO). The median value
is usually evaluated using the Monte Carlo method. There is a quick
way to evaluate the median sensitivity: the median significance, or
the number of sigmas, is just the square root of the value of the test
statistic of the Asimov dataset4. 4 G. Cowan et al., “Asymptotic formu-

lae for likelihood-based tests of new
physics”, European Physical Journal C,
vol. 71, no. 2, pp. 1–19, 2011, doi: 10.

1140/epjc/s10052-011-1554-0, arXiv:
1007.1727

9.2.2 Precision measurement of neutrinos

Another important goal of JUNO is to measure neutrino properties
precisely. JUNO will be able to measure sin2 θ12, ∆m2

21 and |∆m2
ee|

https://doi.org/10.1140/epjc/s10052-011-1554-0
https://doi.org/10.1140/epjc/s10052-011-1554-0
https://arxiv.org/abs/1007.1727
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with unprecedented precision to 0.7%, 0.6% and 0.5%, respectively.
Besides, JUNO can help in testing the unitarity relation of Equa-
tion 9.9 and the mass sum rule of Equation 9.10 to the levels of
around 1.2% and 1.8%, respectively.

|Ue1|2 + |Ue2|2 + |Ue3|2 = 1 (9.9)

∆m2
13 + ∆m2

21 + ∆m2
32 = 0 (9.10)

where Uei is the neutrino mixing matrix element.

9.2.3 Supernova burst neutrinos

JUNO can collect high statistics detection of neutrinos from a galactic
supernova. For a galactic supernova at a distance of 10 kpc, there are
around 5000 events in the IBD channel, 2000 events for elastic neu-
trino–proton scattering, and 300 events for elastic neutrino–electron
scattering in the JUNO detector5. This provides opportunities to 5 An et al., “Neutrino physics with

JUNO”study the explosion mechanism and intrinsic properties of neutrinos
themselves.

9.2.4 Diffuse supernova neutrino background (DSNB)

The Diffuse Supernova Neutrino Background is the integrated neu-
trino flux from all past core-collapse events in the visible universe,
and it holds information on the cosmic star-formation rate, the av-
erage core-collapse neutrino spectrum and the rate of failed super-
novae. It is never detected. It is estimated that JUNO may be able
to provide a DSNB detection at the 3σ level. It is detected through
the inverse beta decay (IBD) channel. The critical backgrounds in-
clude the atmospheric neutral-current background, and it is crucial
to develop efficient pulse-shape-discrimination algorithms to sup-
press them.

9.2.5 Solar neutrinos

Like Borexino experiment, JUNO can detect solar neutrinos through
elastic scattering on electrons. The main challenge of detecting solar
neutrinos is to achieve good radiopurity of liquid scintillator, espe-
cially of 210Pb. It is also important to develop the three fold coinci-
dence techniques to suppress the cosmogenic isotope decay events.

JUNO has the potential to measure 7Be solar neutrinos with per-
cent level precision, and to detect 8B solar neutrinos with 2 MeV
detection threshold and 2:1 signal to background ratio. The expected
precision of the 7Be solar neutrino interaction rate is 7% assuming
0.5% light yield precision and will be dominated by the systematic
uncertainty. For CNO solar neutrinos, if the light yield precision
can reach 0.1% and the cosmogenic 11C can be suppressed by 80%
with the three-fold-coincidence algorithm, the expected precision can
reach 20%. These will be discussed in detail in Chapter 10 and Chap-
ter 11.
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9.2.6 Atmospheric neutrinos

By studying the atmospheric neutrino signal and in particular the
different kind of corrections due to the interaction with matter inside
the Earth in the two cases of normal and inverted neutrino mass
ordering one can exploit an alternative way to discriminate the two
possible mass hierarchies. Considering only the atmospheric νµ and
ν̄µ with track length larger than 5 meters, the sensitivity of JUNO
to the mass ordering is 0.9 σ for a 200 kilo-ton-years exposure; the
sensitivity to wrong θ23 octant is 1.8 σ (0.9 σ) for normal (inverted)
ordering; the sensitivity to the Charge-Parity violation is very small.
More refined studies of the JUNO potentiality, for what concerns
the atmospheric neutrinos are ongoing and they are based on the
attempt to reconstruct the charged lepton direction, by looking at
the timing and shape pattern of the first PMT hit6. 6 G. Settanta et al., “e-µ Discrimination

at High Energy in the JUNO Detector”,
no. Cc, pp. 3–6, Jan. 2019, arXiv: 1901.
103409.2.7 Geo-neutrinos

Due to its unprecedented size, JUNO can record 300 to 500 geo-
neutrino interaction per year. In six months JUNO would match the
present world sample of recorded geo-neutrino interaction, which is
less than 150 events. Using a well constrained estimate of the reac-
tor signal and reasonable estimates of the non-antineutrino sources,
the conclusion of the presented analysis is that geo-neutrinos are in-
deed observable at JUNO. There is unprecedented opportunities to
explore the origin and thermal evolution of the Earth by recording
geo-neutrino interactions with JUNO.

9.2.8 Sterile neutrinos

JUNO has sensitivity to sterile neutrinos through the collected IBD
events from reactor anti-neutrinos. The most sensitive region is 10−5 <

|∆m2
41| < 10−2 eV2. Other projects have been planned to extend the

covered region of |∆m2
41|. Placing a 50–100 kCi source of antineutri-

nos extracted from spent reactor fuel, inside or outside the detector
for a 1.5 year run, JUNO would be sensitive to sterile neutrinos with
|∆m2

41| in the region of 0.1–10 eV2. Another project that using a 8Li
antineutrino source produced from a 60 MeV/amu cyclotron acceler-
ator (IsoDAR@JUNO) located 5 meters away from the detector would
provide sensitivity to 1 eV2-scale light sterile neutrinos.

9.2.9 Nucleon decays

JUNO is in an excellent position to search for nucleon decays as a
large liquid scintillator detector deep underground. In particular, in
the p → K+ + ν̄ channel, JUNO will be competitive or complemen-
tary with those experiments using water Cherenkov or liquid argon
detectors.

p → K+ + ν̄ is a two-body decay. If the decaying proton is from
hydrogen, then it decays at rest. The kinetic energy of K+ is fixed to

https://arxiv.org/abs/1901.10340
https://arxiv.org/abs/1901.10340
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be 105 MeV, and it is the prompt signal. The K+ meson decays within
12.4 nanoseconds, and around 84% of kaons will decay through

K+ → µ+νµ (63.43%) (9.11)

K+ → π+π0 (21.13%) (9.12)

In both cases, two temporal separated signals will be produced, and
they together with the prompt signal forms three fold coincidence.
Due to the high efficiency in measuring this two channels, JUNO will
surpass Super-Kamiokande in a short time.

9.2.10 Neutrinos from Dark Matter

Dark Matter eventually present in the Sun could annihilate into lep-
tons, quarks and gauge bosons. Neutrinos in the decay products of
these particles can be detected by JUNO. The sensitivity of JUNO
to spin-dependent DM-nucleon scattering cross section σSD

χp is much
better than the current direct detection constraints, and for the spin-
independent cross section σSI

χp, JUNO is competitive with direct de-
tection experiments for mχ < 7 GeV.
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Two MeV detection threshold 8B solar neutrino

In this chapter, the evaluation of the expected event rate for 8B solar
neutrino elastic scattering and the major backgrounds in 2–3 MeV re-
gion in the JUNO experiment is presented. At present, the neutrino
survival probability in the MSW transition region is not measured
yet and one of the unresolved puzzles of neutrino research is that
the value of the neutrino mass splitting parameter ∆m2

21 measured
with solar neutrinos differs from the value measured with reactor
neutrinos by the KamLAND experiment, at 2 σ level1. High preci- 1 P. F. de Salas et al., “Status of neutrino

oscillations 2018: 3σ hint for normal
mass ordering and improved CP sen-
sitivity”, Physics Letters, Section B: Nu-
clear, Elementary Particle and High-Energy
Physics, vol. 782, pp. 633–640, 2018, doi:
10 . 1016 / j . physletb . 2018 . 06 . 019,
arXiv: 1708.01186 Figure 6

sion measurement of active 8B solar neutrino flux may provide an
answer. Up to now, Super-Kamiokande2 and Borexino3 have inde-

2 The Super-Kamiokande collabora-
tion, “Solar neutrino measurements
in Super-Kamiokande-IV”, Physical
Review D, vol. 94, no. 5, pp. 1–33, 2016,
doi: 10 . 1103 / PhysRevD . 94 . 052010,
arXiv: 1606.07538
3 The Borexino collaboration, “Measure-
ment of the solar 8B neutrino rate with
a liquid scintillator target and 3 MeV
energy threshold in the Borexino detec-
tor”, Physical Review D, vol. 82, no. 3,
p. 033006, Aug. 2010, doi: 10.1103/

PhysRevD.82.033006, arXiv: 0808.2868;
The Borexino collaboration, “Improved
measurement of 8B solar neutrinos with
1.5 kt y of Borexino exposure”, vol. 016,
pp. 1–13, Sept. 2017, arXiv: 1709.00756

pendently provided measurement results at a detection threshold of
3.5 MeV and 3 MeV, respectively. However, the sensitivity of the re-
sults is limited, as the corresponding neutrino energy is at the high
energy boundary of the transition region. In a recent GSSI PhD the-
sis4 a measurement with 2.2 MeV detection threshold using Borex-

4 I. Drachnev, “New Spectral Analysis
of Solar B Neutrino with the Borexino
Detector”, PhD thesis, Gran Sasso Sci-
ence Institute, 2016

ino data was reported, but no significant indication was given due
to small detector size. In this work I will demonstrate that in the
JUNO experiment we can reach 2 MeV detection threshold for 8B
solar neutrinos with signal to background ratio of O(1) in the 2–3
MeV electron recoil energy range. The 2 MeV threshold is set by
the high rate of cosmogenic 11C background. The leading reducible
backgrounds include cosmogenic 10C and internal contamination by
214Bi and 212Bi.

This chapter is organized as follows: Section 10.1 introduces the
physics background and reviews current experiment results on the
8B solar neutrino flux. Section 10.2 presents the estimation of the
event rate of signal and backgrounds in the region of interest. The
analysis methods to reduce backgrounds are presented in Section 10.3.
Section 10.4 presents the results on the sensitivity to the upturn. Sec-
tion 10.5 is devoted to the conclusions and discussions.

I have co-worked with Vito Antonelli, Emanuela Meroni, Gioacchino
Ranucci, Alessandra Re, Barbara Ricci, Giuseppe Salamanna in this
work. This work is in synergy with the work of Jie Zhao and Yufeng
Li.

https://doi.org/10.1016/j.physletb.2018.06.019
https://arxiv.org/abs/1708.01186
https://doi.org/10.1103/PhysRevD.94.052010
https://arxiv.org/abs/1606.07538
https://doi.org/10.1103/PhysRevD.82.033006
https://doi.org/10.1103/PhysRevD.82.033006
https://arxiv.org/abs/0808.2868
https://arxiv.org/abs/1709.00756
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10.1 Introduction

Observation of deficit of measured solar neutrino flux in the Homes-
take experiment5,6 has triggered vast experimental and theoretical 5 R. Davis, D. S. Harmer, and K. C.

Hoffman, “Search for neutrinos from
the sun”, Physical Review Letters, vol. 20,
no. 21, pp. 1205–1209, 1968, doi: 10.

1103 / PhysRevLett . 20 . 1205, arXiv:
arXiv:1011.1669v3
6 B. T. Cleveland et al., “Measurement of
the Solar Electron Neutrino Flux with
the Homestake Chlorine Detector”, The
Astrophysical Journal, vol. 496, no. 1,
pp. 505–526, 1998, doi: 10 . 1086 /

305343

development in neutrino physics which lasted for 50 years, until
nowadays. Interested readers can refer to review articles such as M.
Maltoni and A. Yu. Smirnov, “Solar neutrinos and neutrino physics”,
The European Physical Journal A, vol. 52, no. 4, p. 87, Apr. 2016, doi:
10 . 1140 / epja / i2016 - 16087 - 0, arXiv: 1507 . 05287, W. Haxton,
R. Hamish Robertson, and A. M. Serenelli, “Solar Neutrinos: Status
and Prospects”, Annual Review of Astronomy and Astrophysics, vol. 51,
no. 1, pp. 21–61, Aug. 2013, doi: 10.1146/annurev-astro-081811-
125539, arXiv: 1208.5723, A. B. McDonald, “Nobel Lecture: The
Sudbury Neutrino Observatory: Observation of flavor change for so-
lar neutrinos”, Reviews of Modern Physics, vol. 88, no. 3, p. 030502,
July 2016, doi: 10.1103/RevModPhys.88.030502 and V. Antonelli
et al., “Solar Neutrinos”, Advances in High Energy Physics, vol. 2013,
no. supp01a, pp. 1–34, 2013, doi: 10 . 1155 / 2013 / 351926. With
reactor neutrinos, the KamLAND experiment7 rejected other solu-

7 The KamLAND collaboration, “First
Results from KamLAND: Evidence for
Reactor Antineutrino Disappearance”,
Physical Review Letters, vol. 90, no. 2,
p. 6, 2003, doi: 10.1103/PhysRevLett.
90.021802, arXiv: 0212021 [hep-ex]

tions except the large mixing angle solution8 to the solar neutrino

8 G. L. Fogli et al., “Getting the most
from the statistical analysis of solar
neutrino oscillations”, Physical Review
D, vol. 66, no. 5, pp. 1–30, 2002, doi:
10.1103/PhysRevD.66.053010, arXiv:
0206162 [hep-ph]

problem. Nowadays, we know that flavor of neutrinos varies dur-
ing propagation due to the mixing of neutrino flavor eigenstates and
mass eigenstates9,10,11,12.

9 The Super-Kamiokande collaboration,
“Solar neutrino measurements in
Super-Kamiokande-IV”
10 The KamLAND collaboration, “Re-
actor on-off antineutrino measurement
with KamLAND”, Physical Review D -
Particles, Fields, Gravitation and Cosmol-
ogy, vol. 88, no. 3, pp. 1–10, 2013, doi:
10.1103/PhysRevD.88.033001, arXiv:
1303.4667 [hep-ex]
11 The T2K collaboration, “Measure-
ment of neutrino and antineutrino os-
cillations by the T2K experiment in-
cluding a new additional sample of
veinteractions at the far detector”, Phys-
ical Review D, vol. 96, no. 9, pp. 1–49,
2017, doi: 10 . 1103 / PhysRevD . 96 .

092006, arXiv: 1707.01048
12 The Daya Bay collaboration, “Mea-
surement of electron antineutrino oscil-
lation based on 1230 days of operation
of the Daya Bay experiment”, Physical
Review D, vol. 95, no. 7, p. 072006, Apr.
2017, doi: 10 . 1103 / PhysRevD . 95 .

072006

At present, the neutrino survival probability in the MSW transi-
tion region is not measured yet and one of the unresolved puzzles of
neutrino research is that the value of the neutrino mass splitting pa-
rameter ∆m2

21 measured with solar neutrinos differs from the value
measured with reactor neutrinos by the KamLAND experiment, at
2 σ level13.The KamLAND experiment measured ∆m2

21 according

13 Salas et al., “Status of neutrino oscil-
lations 2018: 3σ hint for normal mass
ordering and improved CP sensitiv-
ity” Figure 6

to the period of neutrino vacuum oscillation in L/E, where L is
the distance from the detector to the neutrino source and E is the
neutrino energy. In solar neutrino experiments, instead, it is mea-
sured in presence of matter effect. When neutrinos are produced
or detected in medium, the neutrino mass eigenstates are modified
due to coherent forward scattering of electron neutrinos on matters,
and the survival probability depend on both the mixing angle at
the production point and the detection point, and this is called the
Mikheyev–Smirnov–Wolfenstein effect14. The solar electron neutrino

14 L. Wolfenstein, “Neutrino oscillations
in matter”, Physical Review D, vol. 17,
no. 9, pp. 2369–2374, May 1978, doi:
10 . 1103 / PhysRevD . 17 . 2369; S. P.
Mikheyev and A. Y. Smirnov, “Reso-
nance Amplification of Oscillations in
Matter and Spectroscopy of Solar Neu-
trinos”, Sov. J. Nucl. Phys. Vol. 42,
pp. 913–917, 1985

survival probability is given by

Pday
ee = c2

13cm2
13 Pad

2 + s2
13sm2

13 (10.1)

Pad
2 =

1
2
(1 + cos 2θ12 cos 2θm

12) (10.2)

where c13, s13 are the cosine and sine of neutrino mixing angle at the
detection point (vacuum), respectively, and superscript m denotes the
mixing angle at the region in the Sun where neutrinos are produced.
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The comparison of allowed band of Pee with ∆m2
21 corresponding

to the value from KamLAND15 and that from global fit of solar neu- 15 The KamLAND collaboration, “Re-
actor on-off antineutrino measurement
with KamLAND”

trino experiments16 is shown in Figure 10.1. The measured Pee from
16 The Super-Kamiokande collabora-
tion, “Solar neutrino measurements in
Super-Kamiokande-IV”

solar neutrinos in Borexino17 are also shown as black dots in the

17 The Borexino collaboration, “Com-
prehensive measurement of pp-chain
solar neutrinos”, Nature, vol. 562,
no. 7728, pp. 505–510, Oct. 2018, doi:
10.1038/s41586-018-0624-y

figure. As can be seen solar neutrino experiments shows the upturn,
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Figure 10.1: The solar neutrino survival
probability. 1 σ allowed band based
on ∆m2

21 measured by KamLAND using
reactor neutrinos (Cyan) and that mea-
sured by solar neutrino experiments
(Gray) are shown. The measured sur-
vival probability are also shown on the
graph. Black dots are from the Borexino
experiment. Blue dot is the joint analy-
sis between the Super-Kamiokande and
SNO experiment.

though less than that obtained from KamLAND, and by lowering the
current detection threshold of 8B solar neutrino flux measurements,
the sensitivity to such upturn will be significantly improved.

Up to now, Borexino18,19 have provided measurement results of 18 The Borexino collaboration, “Mea-
surement of the solar 8B neutrino rate
with a liquid scintillator target and 3
MeV energy threshold in the Borexino
detector”
19 The Borexino collaboration, “Im-
proved measurement of 8B solar neutri-
nos with 1.5 kt y of Borexino exposure”

8B solar neutrino neutrino flux at the lowest detection threshold, 3.2
MeV, and the corresponding average neutrino energy is 8.7 MeV. In
a recent GSSI PhD thesis20 a measurement with 2.2 MeV detection

20 Drachnev, “New Spectral Analysis of
Solar B Neutrino with the Borexino De-
tector”

threshold using Borexino data has been reported, however, due to
the limited exposure, no significant indication can be given and it is
only demonstrating the methodology needed for future experiments.
In this work I will demonstrate that in the JUNO experiment we can
reach 2 MeV detection threshold for 8B solar neutrino with signal
to background ratio of O(1) in the 2–3 MeV electron recoil energy
range.

https://doi.org/10.1038/s41586-018-0624-y
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10.2 Signal and backgrounds rates

In this section, an estimation of the event rate of the signal process
and various backgrounds, including the external γs from radioac-
tive decays and neutron captures, internal natural radioactive decays,
cosmogenic isotope decays and other backgrounds, in an region of
interest of 2–3 MeV without background reduction is presented. The
reduction method and its efficiency will be presented in the next sec-
tion. In this analysis, the elastic scattering between solar neutrinos
and electrons in the target is considered as the signal process.

10.2.1 The 8B solar neutrino elastic scattering signal

In this section, first the solar neutrino energy spectrum and rate at the
Sun is reported, then the solar electron neutrino survival probability
is presented, then the cross-section of the elastic scattering process is
reviewed, and at last the visible energy spectrum, which includes the
effect of the detector energy response non-linearity and the smearing
due to detector energy resolution, is reported.

The neutrino energy spectrum The 8B solar neutrino is produced
during the pp fusion through the pp chain in the core region of the
sun. Its energy spectrum21 is shown in Figure 10.2. Earlier prediction

21 W. T. Winter et al., “The B8 neutrino
spectrum”, Physical Review C - Nuclear
Physics, vol. 73, no. 2, pp. 1–15, 2006,
doi: 10 . 1103 / PhysRevC . 73 . 025503,
arXiv: 0406019 [nucl-ex], Table IV

of this spectrum22 is also shown in the figure for comparison.

22 J. N. Bahcall, M. Kamionkowski, and
A. Sirlin, “Solar neutrinos: Radiative
corrections in neutrino-electron scatter-
ing experiments”, Physical Review D,
vol. 51, no. 11, pp. 6146–6158, June 1995,
doi: 10 . 1103 / PhysRevD . 51 . 6146,
arXiv: arXiv:1011.1669v3, Table IV
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Figure 10.2: Comparison between two
8B solar neutrino energy spectra. De-
tails see text.

According to the Standard Solar Model23, the 8B solar neutrino 23 N. Vinyoles et al., “A New Generation
of Standard Solar Models”, The Astro-
physical Journal, vol. 835, no. 2, p. 202,
Jan. 2017, doi: 10.3847/1538- 4357/

835/2/202, arXiv: 1611.09867 Table 6

flux is predicted to be 5.46(1± 0.12)× 106 cm−2 s−1 according to the
high metallicity model (B16-GS98) and 4.50(1± 0.12)× 106 cm−2 s−1

according to the low metallicity model (B16-AGSS09met). In this
work the high metallicity is used as a reference, and it is expected
that the results are similar using the low metallicity model.

The neutrino survival probability Flavor of neutrinos varies during
propagation due to mixing of neutrino flavor eigenstates and mass
eigenstates. For solar neutrinos, because they propagate through ul-
tra high density of electrons before leaving the Sun, the mass eigen-
state is modified due to forward scattering of electron neutrino on
matters24. The survival probability of solar neutrinos can be de-

24 Wolfenstein, “Neutrino oscillations in
matter”; Mikheyev and Smirnov, “Res-
onance Amplification of Oscillations in
Matter and Spectroscopy of Solar Neu-
trinos”

scribed with Equation (10.1)–(10.2)25. The neutrino vacuum oscilla- 25 Maltoni and Yu. Smirnov, “Solar
neutrinos and neutrino physics” Equa-
tion (24)

https://doi.org/10.1103/PhysRevC.73.025503
https://arxiv.org/abs/0406019
https://doi.org/10.1103/PhysRevD.51.6146
https://arxiv.org/abs/arXiv:1011.1669v3
https://doi.org/10.3847/1538-4357/835/2/202
https://doi.org/10.3847/1538-4357/835/2/202
https://arxiv.org/abs/1611.09867
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tion parameters, including the mass splitting and mixing angles, are
taken from result of global fit26. The average value for n�e (8B ν), in 26 Salas et al., “Status of neutrino oscil-

lations 2018: 3σ hint for normal mass
ordering and improved CP sensitiv-
ity” Table 1

the solar region of 7Be solar neutrino production, is taken from Vis-
sani27 as 89.6 mol/cm3. During the night when solar neutrinos prop-

27 F. Vissani, “Joint analysis of Borexino
and SNO solar neutrino data and recon-
struction of the survival probability”,
pp. 1–12, Sept. 2017, arXiv: 1709.05813,
Equation (5).

agate through the Earth, the electron neutrinos are regenerated. The
regeneration effect caused the day-night asymmetry of detected solar
electron interaction rates and is described in the following equation:

Pnight
ee = Pday

ee + c2
13 cos 2θm

12Freg (10.3)

The expression of Freg in 28 is used. The survival probability is shown 28 F. Vissani, “Solar neutrino physics
on the beginning of 2017”, Nuclear
Physics and Atomic Energy, vol. 18, no. 1,
pp. 5–12, Mar. 2017, doi: 10 . 15407 /

jnpae2017.01.005

in Figure 10.3.
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Figure 10.3: The survival probability of
7Be solar neutrinos. The day-night ef-
fect is also shown. Black solid line: Pee
in the day. Red dashed line: Pee at night.

Elastic scattering cross-section The cross-section of elastic scatter-
ing of neutrinos on electrons with radiative correction29 is 29 Bahcall, Kamionkowski, and Sirlin,

“Solar neutrinos: Radiative corrections
in neutrino-electron scattering experi-
ments”

dσES

dTe
=

σ0

me
·
{

g2
L(T)

[
1 +

α

π
f−(z)

]
+ g2

R(T) (1− z)2 ·
[
1 +

α

π
f−(z)

]
−gL(T)gR(T)

me

Eν
z
[
1 +

α

π
f±(z)

]}
(10.4)

where z =
T
Eν

, T is the kinetic energy of the recoil electron, and

the correction functions are described in 30. The differential cross- 30 ibid. Appendix A

section of 6.3 MeV neutrinos is shown in Figure 10.4.
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Figure 10.4: The cross-sections of elas-
tic scattering of electron neutrinos (de-
noted as νe) and µ or τ neutrinos (de-
noted as νx) on electrons. T is the ki-
netic energy of the recoil electron.
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Recoiled electron spectrum The recoiled electron energy spectrum
is given by

d2NES

dTdt
=
∫ Emax

ν

Emin
ν

φν(Eν) · dEν · (Pee · σνe + (1− Pee) · σνµ, τ ) · dσES

dT
· Ne · εdet.

where Eν is the neutrino energy, T is the kinetic energy of the recoil
electron, t is the live time, εdet. is the detection efficiency, Emin

ν is the
lowest neutrino energy to induce an recoiled electron with kinetic

energy T and it is given by Emin
ν = T ·

(
1
2
+

1
2

√
1 +

2me

T

)
, Emax

ν is

the end point of 8B solar neutrino, which is taken as 16 MeV, Ne is
the number of electrons. For Ne we have

Ne = m · (1− ε1H) · 0.5 + ε1H · 1
1 g/mol

· NA (10.5)

where NA is the Avogadro’s constant, ε1H is the mass fraction of
hydrogen atoms, and it is 0.1201 for JUNO LAB31, m is the target

31 F. An et al., “Neutrino physics with
JUNO”, Journal of Physics G: Nuclear and
Particle Physics, vol. 43, no. 3, p. 030401,
2016, doi: 10.1088/0954-3899/43/3/

030401, arXiv: 1507.05613 Table A3

mass and for the JUNO detector it is 20 kilo-tons, so

Ne

m
= 3.373× 1032 (kilo-tons)−1 (10.6)

Final visible energy spectrum Finally the detector resolution is con-
sidered by convolving the recoiled electron energy spectrum with a
Gaussian function:

dNES

dEe
vis

=
∫ Tmax

0

dNES

dT
· fdet. (Evis.; µvis., σvis.) · dT (10.7)

σvis. =
√

p2
0 · µ2

vis. + p2
1 · µvis. + p2

2 (10.8)

where fdet. is the detector response taken as the Gaussian distribu-
tion with expectation µvis. and width σvis.. (p0, p1, p2) = (1, 2.8, 0.4)%.
The final visible energy spectrum of 8B solar neutrino elastic scatter-
ing interaction on electrons is shown in Figure 10.5.
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Figure 10.5: Visible energy spectrum of
8B solar neutrino elastic scattering in-
teraction on electrons.

Region of interests The region of interest is defined as 2–3 MeV in
this work. The number of events in the region of interests is given by

NROI
sig

t
=
∫ EROI

max

EROI
min

d2NES

dEe
visdt

dEe
vis = 90.55 per day (10.9)

The total event rate and ROI event rate of 8B solar neutrino elastic
scattering signal are summarized in Table 10.1.

X Rtot
X (day−1) RROI

X (day−1)
8B ν ES 90.55 13.23

Table 10.1: 8B solar neutrino ES signals

10.2.2 External γs

The γ produced during the natural radioactive decay in external
components, especially 208Tl decay γs in the acrylic vessel, can go

https://doi.org/10.1088/0954-3899/43/3/030401
https://doi.org/10.1088/0954-3899/43/3/030401
https://arxiv.org/abs/1507.05613
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into the liquid scintillator and produce lights, and this becomes a
strong backgrounds. Such background can be reduced to negligi-
ble level with a tight fiducial volume cut and will be discussed in
Section 10.3.

As estimated in Li et al.,32 the total event rate of radioactive decays 32 X.-y. Li et al., “Simulation of nat-
ural radioactivity backgrounds in the
JUNO central detector”, Chinese Physics
C, vol. 40, no. 2, p. 026001, Feb. 2016,
doi: 10.1088/1674-1137/40/2/026001,
Table 2 and 5.

from external components above 0.7 MeV is 8.36× 106 per day. The
energy spectra without fiducial volume cut and with a 17 m cut are
shown in Figure 10.6. From the figure we can see that in the region of
interest the nH capture 2.2 MeV γ peak and 208Tl 2.6 MeV γ peak are
critical backgrounds. Their contributions to the ROI are summarized
in Table 10.2.
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Figure 10.6: Energy spectrum of exter-
nal γs.

X Rtot
X (day−1) RROI

X (day−1)
8B ν ES 90.55 13.23

External γs 3.333× 107 9.105× 105

Table 10.2: External backgrounds

10.2.3 External neutrons

Radiogenic neutrons produced in external components through (α, n)
reactions or spontaneous fission reactions can be captured on Hydro-
gen and the 2.2 MeV γs produced in the neutron capture process will
contribute as backgrounds in ROI. The major contribution, similar to
the external natural radioactive decay γs, comes from the acrylic ves-
sel. The 238U and 232Th contamination of the acrylic vessel are taken
from Li et al.33 and are reproduced in Table 10.3. The 235U contami- 33 Ibid., Table 1.

nation is obtained from 238U imposing the natural isotopic ratio. The
number of (α, n) neutrons per decay in the acrylic vessel is evaluated
for each decay chain with NEUCBOT34, a tool based on the TALYS

34 S. Westerdale and P. D. Meyers, “Ra-
diogenic neutron yield calculations for
low-background experiments”, Nuclear
Instruments and Methods in Physics Re-
search, Section A: Accelerators, Spectrom-
eters, Detectors and Associated Equipment,
vol. 875, no. August, pp. 57–64, 2017,
doi: 10 . 1016 / j . nima . 2017 . 09 .

007, arXiv: 1702.02465 See also Github
repository shawest/neucbot

simulation package35.

35 See TALYS website.

Type 238U 235U 232Th
Concentration (g/g) 10−11 10−13 10−11

(α, n) rate (n/decay) 1.2× 10−6 1.2× 10−6 1.4× 10−6

(α, n) n flux (per day) 7 0.5 3
SF rate (n · g−1 · s−1) 1.36× 10−2 3× 10−4 < 1.32× 10−7

SF n flux (per day) 7 < 0.1 < 0.1

Table 10.3: Neutron flux from (α, n)
reaction and spontaneous fissions and
event rates without fiducial volume cut
originated from the acrylic sphere (560
ton).The total neutron flux is estimated to beO(10) per day, so the neu-

tron capture γ event rate is less than O(10) per day and is negligible
compared with external radioactive decay γs. Their contributions to
the ROI are summarized in Table 10.4.

X Rtot
X (day−1) RROI

X (day−1)
8B ν ES 90.55 13.23
(α, n) O(10) O(10)

Table 10.4: Contribution of (α, n) back-
grounds to the region of interests.

10.2.4 Internal natural radioactive decays

Decays of radioactive elements dissolved in the liquid scintillator
contribute as backgrounds in ROI. In this section, the 238U chain and

https://doi.org/10.1088/1674-1137/40/2/026001
https://doi.org/10.1016/j.nima.2017.09.007
https://doi.org/10.1016/j.nima.2017.09.007
https://arxiv.org/abs/1702.02465
https://github.com/shawest/neucbot
http://www.talys.eu/home/
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the 232Th chain are considered. The low energy backgrounds, includ-
ing 40K, 85Kr, 39Ar and 210Pb whose energy range is below ROI, are
also discussed.

The 238U chain and 232Th chain are depicted in Figure 10.8 and
10.9, respectively36. Both decay chains are assumed to be in secular 36 Malling, D. C. and Fiorucci, S. and

Pangilinan, M. and Chapman, J. J. and
Faham, C. H. and Verbus, J. R. and
Gaitskell, R. J., “Dark Matter Search
Backgrounds from Primordial Radionu-
clide Chain Disequilibrium” May 2013,
arXiv: 1305.5183

equilibrium for simplicity. The feeding rate, or the decay rate of the
238U or 232Th isotopes, is proportional to its concentration and anti-
proportional to its lifetime. When the chain is in secular equilibrium,
the total event rate is the product of the feeding rate and the num-
ber of un-correlated decays. Two sequential decays are considered
as un-correlated unless the decay time of the second decay is short
enough to be comparable with the 1250 ns event gate. The half-life,
reference concentration assumed and the number of un-correlated
decays used here and the evaluated feeding rate and the total rate
are summarized in Table 10.5. Here the 238U and 232Th concentra-
tions are assumed to be 10−17 g/g, which is the "ideal" case in 37 37 An et al., “Neutrino physics with

JUNO”and it is not easy to achieve. As a comparison, the requirement on it
in order to determine the neutrino mass ordering is 10−15 g/g. The
impact of high concentration of 238U and 232Th will be discussed in
Section 10.5 on page 182.

Type τ1/2 ref. εX Nun-corr. Rfeed Rtot

Unit years g/g day−1·kt−1 day−1·kt−1

238U 4.468× 109 10−17 14 10.75 150.5
232Th 4.468× 109 10−17 9.359 3.506 32.81

40K 1.251× 109 10−18 1 22.84 22.84
210Pb 22.3 10−24 1 234.6 234.6
85Kr 500
39Ar 5

Table 10.5: The parameters used to es-
timate the internal (liquid scintillator)
backgrounds event rates.

Their energy spectra are shown in Figure 10.7. The spectra are
normalized to the expected event rates. 0 1 2 3 4 5 6
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Figure 10.7: Visible energy spectrum of
natural radioactive decay backgrounds
in the liquid scintillator. Spectra have
been normalized to the expected rates.

The corresponding contributions to the ROI are shown in Table 10.6.

X Rtot
X (day−1) RROI

X (day−1)
8B ν ES 90.55 13.23

238U 3009 132.4
232Th 656.3 24.44

other decays O(104) 0

Table 10.6: Contribution of natural ra-
dioactive decay backgrounds in the liq-
uid scintillator to ROI.

https://arxiv.org/abs/1305.5183
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Figure 10.8: 238U chain with Q values
and half lives. The figure is reproduced
from Malling, D. C. and Fiorucci, S.
and Pangilinan, M. and Chapman, J. J.
and Faham, C. H. and Verbus, J. R. and
Gaitskell, R. J., “Dark Matter Search
Backgrounds from Primordial Radionu-
clide Chain Disequilibrium” May 2013,
arXiv: 1305.5183.
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Figure 10.9: 232Th decay chain with Q
values and half lives. The figure is re-
produced from Malling, D. C. and
Fiorucci, S. and Pangilinan, M. and
Chapman, J. J. and Faham, C. H. and
Verbus, J. R. and Gaitskell, R. J., “Dark
Matter Search Backgrounds from Pri-
mordial Radionuclide Chain Disequi-
librium” May 2013, arXiv: 1305.5183.
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10.2.5 Cosmogenic isotopes

The cosmogenic isotopes considered in this section include

1. Long lifetime (> 10 s): 10C, 11Be and 16N

2. 1–1.5 s lifetime: 6He, 8Li and 8B

3. < 300 ms lifetime: 9Li, 9C, 8He, 12B, 13B and 12N

4. Low energy: 11C, 7Be and 10Be.

5. Other low rate cosmogenic isotopes: 3H, 11Li, 12Be, 13B, 13N, 14B,
14C, 15C, 16C, 17N and 18N

6. neutrons

Expected rate The cosmogenic isotope production rate can be pre-
dicted using the following scaling formula with respect to a reference
experimental measurement:

RJUNO
X

Rref
X

=

(
EJUNO

µ

)α(X)

(
Eref

µ

)α(X)
·

εJUNO
C

εref
C
· ρJUNO

ρref ·
RJUNO

µ

Rref
µ

·
LJUNO

µ

Lref
µ

(10.10)

where the first term comes from the fact that the cosmogenic produc-
tion yield is higher when the average muon energy is higher (harder
spectrum), and the dependence is verified to be following the power
law38, α is the power law parameter39, Eµ is the average muon en-

38 The KamLAND collaboration,
“Production of radioactive isotopes
through cosmic muon spallation in
KamLAND”, Physical Review C, vol. 81,
no. 2, p. 025807, Feb. 2010, doi:
10.1103/PhysRevC.81.025807, arXiv:
arXiv:0907.0066v2

39 ibid. Table IV

ergy, εC is the mass fraction of Carbon atoms, ρ is the density of the
target, Rµ is the muon rate, Lµ is the average µ track length. Their
values for JUNO40, KamLAND41 and Borexino42 are summarized in

40 An et al., “Neutrino physics with
JUNO”

41 The KamLAND collaboration, “Pro-
duction of radioactive isotopes through
cosmic muon spallation in KamLAND”
42 The Borexino collaboration, “Cosmo-
genic backgrounds in borexino at 3800
m water-equivalent depth”, Journal
of Cosmology and Astroparticle Physics,
vol. 2013, no. 8 2013, doi: 10 . 1088 /

1475-7516/2013/08/049, arXiv: 1304.

7381

Table 10.7. The average muon energy of two experiments differ be-
cause the depths of two two experiments are different. The predicted

Experiment Eµ εC ρ Rµ Lµ m
Unit GeV g/cm3 Hz m kton

JUNO 215 0.8792 0.856 3.0 23.6 20
KamLAND 260 0.8568 0.780 0.198 8.78 0.913

Borexino 283 0.9007 0.88 0.00965 4.0 0.0995

Table 10.7: Parameters for predicting
cosmogenic isotope production rates
using the scaling law

rates using such method are summarized in Table 10.8.
The production rates can also be predicted by FLUKA and Geant4

simulation. According to The Borexino collaboration,43 the yield pre- 43 The Borexino collaboration, “Cosmo-
genic backgrounds in borexino at 3800
m water-equivalent depth”, Journal
of Cosmology and Astroparticle Physics,
vol. 2013, no. 8 2013, doi: 10 . 1088 /

1475-7516/2013/08/049, arXiv: 1304.

7381, Table 4.

dicted by simulation can be biased by up to 50%. We can apply a
correction on the prediction for JUNO using the ratio between the
measured and simulated yield at the Borexino site according to The
Borexino collaboration:44

44 Ibid., Table 4.
RJUNO

X = RJUNO
X (MC) ·

RBX
X (data)

RBX
X (MC)

(10.11)

where RY
X(Z) represents the production rate of isotope X at site Y

from Z (experimental measurement or Monte Carlo). The predicted
rates by scaling Monte Carlo are also summarized in Table 10.8.

https://doi.org/10.1103/PhysRevC.81.025807
https://arxiv.org/abs/arXiv:0907.0066v2
https://doi.org/10.1088/1475-7516/2013/08/049
https://doi.org/10.1088/1475-7516/2013/08/049
https://arxiv.org/abs/1304.7381
https://arxiv.org/abs/1304.7381
https://doi.org/10.1088/1475-7516/2013/08/049
https://doi.org/10.1088/1475-7516/2013/08/049
https://arxiv.org/abs/1304.7381
https://arxiv.org/abs/1304.7381
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At last, the rate predicted by scaling KamLAND data45 is used, ex- 45 The KamLAND collaboration, “Pro-
duction of radioactive isotopes through
cosmic muon spallation in KamLAND”

cept 6He, 11C and neutron. When evaluating the rate of 6He, 11C and
neutron, Borexino46 is considered as the reference experiment due to 46 The Borexino collaboration, “Cosmo-

genic backgrounds in borexino at 3800
m water-equivalent depth”

better precision. For isotopes without experimental measurements,
the rate predicted by FLUKA47 is used. 47 An et al., “Neutrino physics with

JUNO”

Isotope RBX
scaled RKL

scaled RFL
scaled RG4

scaled used
Unit day−1 day−1 day−1 day−1 day−1

10C (7± 2)× 102 (7.6± 0.9)× 102 (6.4± 0.8)× 102 (7.4± 0.9)× 102 760.4
11Be < 2.9× 102 (5.1± 0.9)× 10 (5± 2)× 10 (3± 2)× 10 51.2
16N - - - - 13
6He (1.6± 0.6)× 102 - (1.2± 0.5)× 103 (7± 4)× 102 1543
8Li (3± 3)× 102 (6± 1)× 102 (4.5± 1.0)× 102 (2.6± 0.6)× 102 560.2
8B (6± 3)× 102 (4± 1)× 102 (3.2± 1.0)× 102 (4± 2)× 102 387.2
9Li (1.2± 0.2)× 102 (1.02± 0.09)× 102 (7± 2)× 10 (2.1± 0.4)× 102 101.4
9C < 6.6× 102 (1.4± 0.6)× 102 (1.1± 0.5)× 102 (3± 2)× 102 139.0

8He < 59 (4± 2)× 10 (2± 3)× 10 < 82 31.83
12B (2.3± 0.2)× 103 (2.0± 0.2)× 103 (1.6± 0.2)× 103 (1.3± 0.2)× 103 1968
13B - - - - 12
12N < 44 (8± 2)× 10 (6± 4)× 10 (9± 3)× 10 81.34
11C (3.7± 0.5)× 104 (4.1± 0.7)× 104 (3.1± 0.5)× 104 (2.5± 0.4)× 104 37344
7Be - - - - 5438

10Be - - - - 1419
neutron (1.28± 0.05)× 105 (1.3± 0.2)× 105 (2.0± 0.2)× 105 (1.87± 0.08)× 105 127975

Table 10.8: Predicted cosmogenic rates
by different scaling methods. Unit: per
day

The spectra The spectra of considered cosmogenic isotopes are shown
in Figure 10.10 and are normalized to the predicted rates.
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Figure 10.10: The energy spectra of cos-
mogenic isotope decay products with-
out any cuts. All spectra are normal-
ized to the expected rates.
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Contribution from other isotopes According to FLUKA simulation48,

48 An et al., “Neutrino physics with
JUNO”

the contribution of other cosmogenic isotopes to ROI, including 3H,
11Li, 12Be, 13N, 14B, 14C, 15C and 18N is 0.10 event per day.

Summary The contribution to the ROI of all cosmogenic isotopes
are summarized in Table 10.9:

X Rtot
X (day−1) RROI

X (day−1)
8B ν ES 90.55 13.23

10C 760.4 447.85
11Be 51.2 6.10
16N 13a 0.39
6He 1543 415.94
8Li 560.2 37.38
8B 387.2 � 0.01
9Li 101.4 7.76
9C 139.0 5.03

8He 31.83 3.62
12B 1968 112.17
13B 12a 1
12N 81.34 1.21
11C 3.734× 104 0
7Be 5438a 0
10Be 1419a 0

others 1.2× 104a 0.10
neutrons 1.2798× 105 1.2798× 105

Table 10.9: Cosmogenic backgrounds

a Based on FLUKA: ibid.
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10.2.6 Other backgrounds

Following KamLAND 8B solar neutrino analysis49 the following back- 49 The KamLAND collaboration, “Mea-
surement of the 8B solar neutrino flux
with the KamLAND liquid scintillator
detector”, Physical Review C, vol. 84,
no. 3, p. 035804, Sept. 2011, doi: 10.

1103 / PhysRevC . 84 . 035804, arXiv:
1106.0861 Table II

grounds are included:

1. Reactor ν̄e

2. 8B CC on 13C ground state

3. 8B CC on 13C 3.51 MeV

4. hep solar neutrinos ES

5. DSNB and atmospheric neutrinos ES

These backgrounds, except the reactor ν̄e, are negligible compared
with 8B solar neutrino elastic scattering signals. Their contributions
to JUNO ROI are estimated assuming uniform energy distribution
by scaling the rates from KamLAND50. The differences on the mass 50 ibid. Table II

fraction of Carbon atoms and the electron density have been consid-
ered. The results are summarized in Table 10.10.

For the reactor ν̄e, the inverse beta decay rate is 83 per day51 and 51 An et al., “Neutrino physics with
JUNO”can be removed by coincidence cut. The elastic scattering rate is

O(10−2) of the inverse beta decay rate and its contribution to ROI is
taken as 1 event per day. Their contributions to ROI are summarized
in Table 10.10.

X Rtot
X (day−1) RROI

X (day−1)
8B ν ES 90.55 13.23
8B CC 1 1.06 0.08
8B CC 2 0.20 0.02
hep ES 0.11 0.01

atm ν ES 0.35 0.02
sum 1.72 0.13

Reactor ν̄e IBD p 83 12.5
Reactor ν̄e IBD d 83 83

Reactor ν̄e ES 0.1

Table 10.10: Contribution to ROI of
other backgrounds

https://doi.org/10.1103/PhysRevC.84.035804
https://doi.org/10.1103/PhysRevC.84.035804
https://arxiv.org/abs/1106.0861
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10.2.7 Summary

The estimated rates are summarized in Table 10.11.

Type Name Rtot
X RROI

X Reduction method
signal 8B ν ES 90.55 13.23

Ext
External γs 3.333× 107 9.105× 105

FV cut
(α, n) O(10) O(10)

LS

238U 3009.26 132.35
Bi-Po tagging232Th 656.28 24.44

other decay 2× 104 0 -

cosmogenic

10C 760.4 447.85

veto+TFC

11Be 51.2 6.10
16N 13 0.39
6He 1543 415.94
8Li 560.2 37.38
8B 387.2 0.4× 10−3

9C 139.0 5.03
12B 1968 112.17
13B 12 1
12N 81.34 1.21
9Li 101.4 7.76

IBD + veto8He 31.83 3.62
others 1.2× 104 0.10 -

Other

Rea ν̄e IBD p 83 12.5
IBD cut

Rea ν̄e IBD d 83 83
Rea ν̄e ES - 0.1
8B CC 1 1.06 0.08

-
8B CC 2 0.20 0.02
hep ES 0.11 0.01

atm ν ES 0.35 0.02

bkg sum
irreducible 3× 104 0.33
reducible 108 106

Table 10.11: Summary of signals and
backgrounds. Unit: per day
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10.3 Background reductions

In this section, I will describe the technology used to reject back-
ground events, the optimization of cuts and the estimation of their
efficiencies.

10.3.1 Fiducial volume cut

The fiducial volume cut removes events whose reconstructed event
vertex is outside the pre-defined geometrical volume, here r < rFV.
The γs from the natural radioactive decay and from the capture pro-
cess of neutrons produced by (α, n) and spontaneous fissions in com-
ponents outside the liquid scintillator are rejected.

The spatial distribution of the external γ events is obtained with a
Geant4 simulation code. According to the absorption law, the γ in-
tensity and the γ interaction event rates decrease exponentially along
the radial direction. Considering that the γ flux along the radius can

be described with the exponential function I(r) = I0 exp
(
− r0 − r

λ

)
,

define v = r3, then the external γ event rate per unit volume can be
described with

dRROI
bkg

dv
=

1
3 · v2/3 ·

rbkg
0
λ
· exp

(
− r0 − v1/3

λ

)
(10.12)

where r0 is 17.7 m. The fit result using this model on the simulated
distribution is show in Figure 10.11. The best fit parameters are

rbkg
0 = (10.7± 0.3) Hz (10.13)

λ = (0.222± 0.006) m (10.14)
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Figure 10.11: Rate of external γ events
vs r3 for all (black) and 2 < Ee < 3 MeV
(red).

The signal to background ratio of external γs with fiducial volume
cut r < rFV is given by

RROI
sig

RROI
bkg

=
rsig

0 ·
4π

3
· (rFV)3

∫ (rFV)3

0

dRROI
bkg

dv
· dv

=
rsig

0 ·
4π

3
· (rFV)3

rbkg
0 ·

[
exp

(
− r0 − rFV

λ

)
− exp

(
− r0

λ

)] (10.15)

and it is shown in Figure 10.12.

13.5 14 14.5 15 15.5 16 16.5 17
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Figure 10.12: Optimization of the FV
cut. S/B vs rFV

The optimized value is

rFV = 14 m (10.16)

where S/B is 118 and the residual rate is 0.11 day−1, and the sig-
nal efficiency is 49.48% After such fiducial volume cut, the γ due
to neutron from (α, n) reactions or spontaneous fission reactions is
negligible.

The rate of affected components are summarized in Table 10.12.
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X Rtot
X (day−1) RROI

X (day−1) FV cut (day−1)
8B ν ES 90.55 13.23 6.546

External γs 3.333× 107 9.105× 105 0.055
(α, n) O(10) O(10) 0

Table 10.12: Rate before and after fidu-
cial volume cut (r < 14 m).

10.3.2 IBD cut

This cut removes all events that have high energy events within 1 ms
and 1.5 meters. The high energy is defined as higher than 0.7 MeV.
Because the single event rate above 0.7 MeV is O(1) Hz, the exposure
loss of this cut is negligible. The reactor ν̄e IBD prompt and delayed
signals, cosmogenic 9Li and 8He decays will be reduced. Besides, the
214Bi–214Po from 238U decay chain will also be reduced. The spectra
of 238U decay chain before and after this cut is shown in Figure 10.13.
According to a Geant4 simulation, the exposure loss and rejection
rate are calculated and reported in Table 10.13.
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Figure 10.13: 238U decay chain energy
spectra before and after IBD cut.

Type rejected / total (%)
Uncorrelated 0

Reactor ν̄e IBD p/d 97.8
cosmogenic 9Li/8He 92.2

LS 214Bi–214Po 99.97

Table 10.13: Efficiency of coincidence
cut.

The rates of affected components are summarized in Table 10.14.

X Rtot
X RROI

X FV cut IBD cut
8B ν ES 90.55 13.23 6.546 6.546

9Li 101.4 7.76 3.84 0.30
8He 31.83 3.62 1.79 0.14

Rea ν̄e IBD p 83 12.5 6.19 0.14
Rea ν̄e IBD d 83 83 41 0.90

LS 238U 3009 132.4 65.50 0.52

Table 10.14: Rate before and after IBD
cut. Unit: per day

10.3.3 µ veto

The µ veto removes events that are tagged as µ events and all events
after the µ close in space and time. The cut is optimized to be

1. All tagged µ: 1.5 ms, whole detector.

2. tracked µ: Rd2µ < 3 m and Td2µ < 4.1 s

Td2µ is chosen to be 4.1 s so that the inefficiency of time interval cut
on 6He is similar to that of distance to µ track cut.

The rejection rates of cosmogenic isotope decay events are eval-
uated with a Geant4 simulation. We have simulated exposure of
around 599.7 days of muon events (1.55× 108 µ events) for this study.
The short lived isotopes are not fully removed because of the leakage
from the distance to µ track cut. The distribution of the distance to µ

track for cosmogenic 6He decay events are shown in Figure 10.14.
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Figure 10.14: Distribution of distance
to µ track for cosmogenic 6He decay
events. For 3 m cut, the leakage is 2.9%.
The Monte Carlo truth of the µ track is
used.
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Now we calculate the signal efficiency. Consider for any event
happed at time t, then its probability of being not rejected by the
muon cut is the probability that in the time range from t− Td2µ to t
and in the area of a circle of radius Rd2µ there is no muon. The muon
flux is given by

φµ = Rµ ·
Lµ

4π

3
R3

(10.17)

The expected muon event count is µ = φµ · Td2µ · πR2
d2µ, and the

signal efficiency is ε = P(0; µ). So the signal efficiency is given by

ε = exp

−Rµ · Td2µ ·
π · R2

d2µ · Lµ

4π

3
R3

 (10.18)

where Lµ is the average muon track length, and the result is 70.87%.
The rates of affected components are summarized in Table 10.15.

X Rtot
X RROI

X FV cut IBD cut µ veto
8B ν ES 90.55 13.23 6.546 6.546 4.639

10C 760.4 447.85 221.69 221.69 186.05
11Be 51.2 6.10 3.02 3.02 2.46
16N 13 0.39 0.39 0.39 0.26
6He 1543 415.94 205.90 205.90 11.99
8Li 560.2 37.38 18.50 18.50 1.22
8B 387.2 0 - - -
9C 139.0 5.03 2.49 2.49 0.023
12B 1968 112.17 55.53 55.53 1.58
13B 12 1 0.50 0.50 0
12N 81.34 1.21 0.60 0.60 0.006
9Li 101.4 7.76 3.84 0.30 0.003

8He 31.83 3.62 1.79 0.14 0.001

Table 10.15: Rate before and after muon
veto. Unit: per day.

10.3.4 TFC cut

We would like to apply the so-called three-fold-coincidence (TFC)
cut52 to suppress cosmogenic isotope decay events, especially for the 52 C. Galbiati et al., “Cosmogenic C11

production and sensitivity of organic
scintillator detectors to pep and CNO
neutrinos”, Physical Review C - Nuclear
Physics, vol. 71, no. 5, pp. 1–11, 2005,
doi: 10 . 1103 / PhysRevC . 71 . 055805,
arXiv: 0411002 [hep-ph]

10C and 11Be events.
The cut is defined as the following: for all neutrons that are asso-

ciated to a µ event, reject all events that are within 2 meters and 111
seconds. The neutron that are within 2 ms with respect to a µ event
are considered to be associated to this µ. Due to high luminosity of
scintillation photons produced by the µ event, there is around 2 µs
dead time for detecting cosmogenic neutrons. Considering the neu-
tron capture time is 220 µs in LAB53, the overall cosmogenic neutron 53 An et al., “Neutrino physics with

JUNO”detection efficiency is 99%.
For comparison, the TFC cut parameters used by Borexino54,55

54 The Borexino collaboration, “Im-
proved measurement of 8B solar neutri-
nos with 1.5 kt y of Borexino exposure”
55 The Borexino collaboration, “Cosmo-
genic backgrounds in borexino at 3800
m water-equivalent depth”

and KamLAND56 are summarized in Table 10.16.

56 The KamLAND collaboration, “Pro-
duction of radioactive isotopes through
cosmic muon spallation in KamLAND”

https://doi.org/10.1103/PhysRevC.71.055805
https://arxiv.org/abs/0411002
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Experiment Rn2µ (m) ∆Tn2µ (µs) Rn2x (m) ∆Tn2x (s) τn (µs) εtrack
µ ε

tag
n ε(10C) (%) ε(11Be)

Borexino 4.69 [16, 1600] 0.8 [10, 310] 259.7 99.99 94 92.5+7.5
−20.0 > 71

KamLAND ? [150,?] ? ? 207.5 97 ∼ 50 90.7± 5.5 2× 10

Table 10.16: TFC parameters and effi-
ciencies of Borexino and KamLAND ex-
periments.

For Borexino, considering the ratio of 11C associated with at least
one neutron is only 90%, while only 94% neutrons are detected, the
tagging efficiency on neutron associated 11C is

N × 92.5%
N × 90%× 94%

= 109% (10.19)

and is larger than 100%, so the no-neutron associated 11C can also be
tagged with such TFC method. This can be explained such that when
cosmogenic isotope is produced, it is likely that the µ has induced a
shower or has deposited significant amount of energy, and then it is
very likely that spallation neutrons are also produced at that point.

We have also performed Geant4 simulation and found this phe-
nomena is reproduced by Geant4 simulation. Consider cosmogenic
11Be isotope, for which the neutron associated ratio is only 11.5%.
For each 11Be, if its parent µ event has produced neutrons, we find
the nearest neutron and plot the distribution of the distance between
the neutron and the 11Be event. For 11Be whose parent µ does not
produce any cosmogenic neutrons, such distance is set to infinity.
The distribution of such distance is shown in Figure 10.15. As you
can see, only 2% of parent µ does not produce any neutrons and
more than 97% of nearest neutron are within 2 meters.

 / ndf 2χ  75.95 / 94
Prob   0.9134

    0R  0.134± 2.662 
    AR  0.127± 3.035 
    BR  0.1474± 0.5642 
 ∞R  0.01±  0.12 
    AL  0.0189± 0.1917 
    BL  0.1309± 0.9315 

0 1 2 3 4 5 6 7 8 9 10
Distance to nearest neutron (m)

1

10

210

310

)
-1

 (
(1

0 
cm

)
drdN

 / ndf 2χ  75.95 / 94
Prob   0.9134

    0R  0.134± 2.662 
    AR  0.127± 3.035 
    BR  0.1474± 0.5642 
 ∞R  0.01±  0.12 
    AL  0.0189± 0.1917 
    BL  0.1309± 0.9315 

Figure 10.15: Distance to the nearest
neutron for cosmogenic 11Be. The dis-
tribution can be fitted with an under-
flow bin, an overflow bin (no neu-
tron 11Be) plus two exponential distri-
butions, whose rates are R0, R∞, RA
and RB, respectively. The unit of R is
in per day and that of L is in meters.

The efficiency of TFC cut on rejecting cosmogenic isotope decay
events is estimated according to a Geant4 simulation. We have sim-
ulated exposure of around 599.7 days of muon events (1.55× 108 µ

events). The signal efficiency, similar to the muon cut, can be evalu-
ated by calculating the probability of finding no cosmogenic neutron
in the time interval Tn2x before the vent and in the volume of a sphere
of radius Rn2x. It is given by

εTFC = exp

[
−Rn · ∆Tn2x ·

(
Rn2x

Rt

)3
]

(10.20)

where Rt is the radius of the target, 17.7 m, Rn is the neutron rate,
1.280× 105 per day. The residual event rate and the signal-to-background
ratio versus various cut conditions are shown in Figure 10.16 and
10.17, respectively. Under the chosen condition, the signal efficiency
is 78.88%. The rates of affected components under the chosen cut
condition is reported in Table 10.17.

Figure 10.16: Residual cosmogenic iso-
tope decay background rate vs various
TFC cut conditions

Figure 10.17: S/Bcosmogenic vs various
TFC cut conditions.

10.3.5 α cut

The α-like events can be rejected efficiently using pulse shape dis-
crimination technique. When α particles deposit energies in the liq-
uid scintillator, because the unit energy loss dE/dx is much larger
than that of electrons, LAB molecules are more likely to be excited
to triple state, while the decay time of the triple state is longer. As
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X Rtot
X RROI

X FV cut IBD cut µ veto TFC veto
8B ν ES 90.55 13.23 6.546 6.546 4.639 3.659

10C 760.4 447.85 221.69 221.69 186.05 0.033
11Be 51.2 6.10 3.02 3.02 2.46 0.046
16N 13 0.39 0.39 0.39 0.26 0.013
6He 1543 415.94 205.90 205.90 11.99 0.212
8Li 560.2 37.38 18.50 18.50 1.22 0.026
8B 387.2 � 0.01 0 - - -
9C 139.0 5.03 2.49 2.49 0.023 0
12B 1968 112.17 55.53 55.53 1.58 0.018
13B 12 1 0.50 0.50 < 0.001 0
12N 81.34 1.21 0.60 0.60 0.006 0
9Li 101.4 7.76 3.84 0.30 0.003 0

8He 31.83 3.62 1.79 0.14 0.001 0
sum 5649 1038 514.3 509.1 203.56 0.347

Table 10.17: Rate before and after TFC
veto. Unit: per day.

a result, the scintillation photons produced by α particles have more
slow components. According to a simulation, a multi-layer percep-
tron algorithm can discriminate between β and α particles with al-
most 100% α efficiency and zero β inefficiency. With this cut, the α

decay in liquid scintillator 238U and 232Th decay chain are rejected.
The spectra of 238U decay chain and 232Th decay chain after α rejec-
tion are shown in Figure 10.18. After such cut the contribution of
232Th to 2–3 MeV region is negligible, because the 212Bi–212Po events
are removed.
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Figure 10.18: Visible energy spectrum
of 238U and 232Th chain decay products
before and after α cut.

The rates of affected components under the chosen cut condition
are reported in Table 10.18.

X Rtot
X RROI

X FV cut IBD cut+µ + TFC α cut
8B ν ES 90.55 13.23 6.546 3.659 3.659
LS 238U 3009 132.4 65.50 0.291 0.291
LS 232Th 656.28 24.44 12.10 6.76 0.102

Table 10.18: Rate before and after α cut.
Unit: per day.
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10.3.6 Summary

The rates after each cut are summarized in Table 10.19.
Table 10.19: Summary of signals and
backgrounds after each cut. Unit: per
day.

Name Rtot
X RROI

X FV cut IBD cut µ veto TFC veto α cut
8B ν ES 90.55 13.23 6.546 6.546 4.639 3.659 3.659

External γs 3.333× 107 9.105× 105 0.055 0.055 0.039 0.031 0.031
(α, n) O(10) O(10) 0 - - - -
238U 3009.26 132.35 65.50 0.519 0.368 0.291 0.291

232Th 656.28 24.44 12.10 12.10 8.58 6.76 0.102
10C 760.4 447.85 221.69 221.69 186.05 0.033 0.033

11Be 51.2 6.10 3.02 3.02 2.46 0.046 0.046
16N 13 0.39 0.39 0.39 0.26 0.013 0.013
6He 1543 415.94 205.90 205.90 11.99 0.212 0.212
8Li 560.2 37.38 18.50 18.50 1.22 0.026 0.026
8B 387.2 � 0.01 0 - - - -
9C 139.0 5.03 2.49 2.49 0.023 0 -
12B 1968 112.17 55.53 55.53 1.58 0.018 0.018
13B 12 1 0.50 0.50 0 - -
12N 81.34 1.21 0.60 0.60 0.006 0 -
9Li 101.4 7.76 3.84 0.30 0.003 0 -

8He 31.83 3.62 1.79 0.14 0.001 0 -
Rea ν̄e IBD p 83 12.5 6.19 0.14 0.099 0.078 0.078
Rea ν̄e IBD d 83 83 41 0.90 0.638 0.503 0.503

Rea ν̄e ES 0.1 0.050 0.050 0.035 0.028 0.028
others 3.2× 104 0.23 0.114 0.114 0.081 0.064 0.064

bkg sum 3× 107 9× 105 639 523 213 8.102 1.444
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10.4 Results

In this section the estimated final signal to background ratio, the
expected precision on the survival probability and the sensitivity to
MSW upturn are reported.

Using Monte Carlo simulation the joint probability density func-
tion of (Eν, T) for 8B solar neutrino elastic scattering signals, where
T is the kinetic energy of the recoil electron, is obtained. It is shown
in Figure 10.19 left. Using such distribution, the energy distribution
of electron neutrinos that has contributed to the ROI is obtained and
shown in Figure 10.19 right, and the average neutrino energy is 7.09
MeV.
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Figure 10.19: Left: Joint distribution
of neutrino energy and kinetic energy
of the recoil electron for 8B solar neu-
trino. Right: Distribution of the energy
of neutrinos that contribute to the ROI.

With 1 year of data taking and after all event selection criteria, it
is expected to observe 1336 8B solar neutrino elastic scattering events
and 527 background events in ROI. Considering that the main con-
tribution of background events are the residual reactor IBD events,
238U decay chain and cosmogenic 6He events, they can be well con-
strained from independent measurement. If 1863 (1336 + 527) events
are observed and the background rate are fixed to be 1.4 per day,
then the 90% Feldman-Cousin confidence interval of the signal rate
is [3.46, 3.85] per day, and this correspond to Pee = 0.359 ± 0.019
(68% C.L.), where the uncertainty includes the normalization from
SNO experiment. JUNO’s contribution to the survival probability
plot is shown in Figure 10.20 together with the results from Borexino
and Super-K/SNO.
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Figure 10.20: The survival probabil-
ity of solar electron neutrinos. Black:
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The uncertainty of the standard solar model prediction of 8B solar
neutrino flux can be eliminated if the ratio variable is used:

rSK/JUNO =
Pee(Super-K)

Pee(JUNO)
(10.21)

where Pee(Super-K) is the average survival probability of 8B solar
neutrino with 3.5 MeV detection threshold reported by Super-Kamiokande
collaboration57 and Pee(JUNO) is the survival probability reported in 57 The Super-Kamiokande collabora-

tion, “Solar neutrino measurements in
Super-Kamiokande-IV”

this work. Here the uncertainty from the normalization can be can-
celled out. The 99.7% confidence interval of such value versus live
time is shown in Figure 10.21. From the figure we can see that with
around 261 days of data the statistical sensitivity to reject null hy-
pothesis (rSK/JUNO ≡ 1) is more than 3 σ.
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Figure 10.21: The 99.7% confidence in-
terval of the ratio of survival probabil-
ity of solar electron neutrinos between
Super-K and JUNO experiments.

10.5 Conclusions and discussions

The background level and analysis methods to suppress backgrounds
have been studied in this work, and with 2–3 MeV visible energy
range as the region of interests, the final signal to background ratio
after all event selection criteria reached 2.5. The 8B solar neutrino
elastic scattering signal rate in ROI after all cuts is 3.7 event per day,
and with one year of data it is expected that the statistical uncertainty
of the measured active 8B solar neutrino flux is 3.2%.

The ratio between the average survival probability estimated in
this work and that reported by Super-K is chosen as a criteria to see
the MSW up turn, and it is found that with 261 days of data the
sensitivity to reject null hypothesis r ≡ 1 can reach 3σ.

In this work, the cosmogenic 6He decay events can be further re-
duced by enlarging the distance to muon track criteria. For reactor
anti-electron neutrinos, the IBD events can be further reduced by en-
larging the time interval and vertex distance cut while not loosing
significant exposure. For 238U and 232Th, their contribution to the
ROI can be further suppressed by increasing the low edge of the ROI
to, such as, 2.2 MeV, or by performing a shape analysis.
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In this work, the concentration of 238U and 232Th contaminations
are assumed to be 10−17 g/g. The impact of higher concentration
is shown in Figure 10.22. If the 238U and 232Th concentration is as
high as 10−15 g/g, the time to reach 3σ confidence level increases to
around 1200 days.
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Figure 10.22: The 99.7% confidence in-
terval of the ratio of survival probabil-
ity of solar electron neutrinos between
Super-K and JUNO experiments under
different liquid scintillator purity levels.
Gray: 10−17 g/g. Blue: 10−15 g/g.
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Other studies on Solar neutrinos with JUNO

In this chapter, my further work on solar neutrinos in the JUNO
experiment is presented. Solar neutrino generators have been devel-
oped in the framework of Sniper, which is the Software for Non-
collider Physics Experiments. Dedicated reconstruction algorithms
are developed for sub-MeV events in order to handle the impact of
dark noise. For energy reconstruction, clustering algorithms based
on the hit time distribution have been developed, and PMT occu-
pancy based likelihood is developed in the energy reconstruction.
For vertex reconstruction, the existing algorithm has been optimized
to improve the throughput. Beside these software related develop-
ment, I have also evaluated the sensitivity of JUNO on other solar
neutrino species, including the pp, 7Be, pep, CNO and hep neutri-
nos.

This chapter is organized as in the following: ff Section 11.1 intro-
duces the software development related to solar neutrinos in JUNO.
Section 11.2 presents the evaluated sensitivity of JUNO on low en-
ergy solar neutrinos. Section 11.3 presents the evaluated sensitivity
on hep solar neutrinos.

I have co-worked with Vito Antonelli, Emanuela Meroni, Gioacchino
Ranucci, Alessandra Re, Barbara Ricci, Giuseppe Salamanna in this
work.

11.1 Softwares for solar neutrinos

In this section I describe the development of softwares related to so-
lar neutrinos in JUNO, including the generator, the vertex and energy
reconstruction algorithms and the clustering algorithm.

11.1.1 The solar neutrino generator

The generators are used to provide the kinetic information of the
primary particles. Due to the extremely low cross-section, it is un-
realistic to simulate the neutrinos then add elastic scattering to the
physics process list in GEANT4. Therefore the recoil electrons are
chosen as the primary particles. In the generator, first the neutrino
energy is sampled according to theoretical shapes, then it is sampled
to be transformed into νe or νµ, τ . After that the electron energy and
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momentum is randomly sampled. At last, the sampled energy and
momentum are rejected with a probability determined by the differ-
ential cross-section. It is important that the sum of acceptance over
all electron energies is not 100% given a neutrino energy, because the
total cross-section depends on the neutrino energy. This is summa-
rized as the following:

1. Sample Eν according to the theoretical shapes f (E).

2. Sample a random number. With a probability of Pee(Eν), the solar
neutrino is still an electron neutrino when detected.

3. Calculate the maximum cross-section over all allowed neutrino
energies and all recoil electron energies. Let us denote it as σMM.

4. Sample the recoil electron energy uniformly between 0 and Tmax =
2E2

ν

me + 2Eν
, and accept it with a probability of

σ(Eν, T)
σMM

.

5. If rejected, goes to step 1.

Because the generator is implemented in the framework of JUNO
offline software, its usage is similar to all other types of generators.
Besides, driver has been implemented so that user can produce sam-
ples utilizing the JunoTest tool easily. For example, to generate 7Be
solar neutrino events , the command is

python $JUNOTESTROOT/python/JunoTest/junotest Production --daemon

--log Be7-dn10k.txt --ini mixing.ini Be7-dn10k

and the configuration file reads

[Be7-dn10k]

driver = ChainNuSol

scripts = prod_Chain_uniform.py

evtmax = 2000

njobs = 100

seed = 42

elecsim-mode = --enableDarkPulse --darkRate 10e3 --Trigger_FiredPmtNum 300

rec-mode = --elec yes

; tags = Be7

; default tag is Be7

workflow = detsim elecsim calib rec

workDir = Be7-dn10k

in which we set the number of events to be simulated, the dark rate
and the trigger threshold.

The generated electron kinetic energy spectra are shown in Fig-
ure 11.1.

11.1.2 Throughput optimization of vertex reconstruction

In JUNO, the main vertex reconstruction algorithm is based on hit
time likelihood method. The throughput is not satisfactory. A pack-
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Figure 11.1: Generated recoil electron
spectrum produced by the JUNO solar
neutrino generator.age PosRecTimeLikeAlgV3 based on the same algorithm but opti-

mized on throughput is implemented in my analysis. The pack-
age described in this and next two subsections are included in the
SmartRec package bundle.

First, a caching algorithm has been implemented to save the time
for computing likelihood of previously scanned vertex. This is use-
ful, because the grid search algorithm is used in the minimization.
The popular optimization algorithm MINUIT is not used, because the
dependence of the likelihood on fit parameters are not smooth. The
caching algorithm is illustrated in Figure 11.2.

Figure 11.2: A schematic diagram of the
caching algorithm. In the grid search
optimization algorithm, the pointer will
move to the neighbor grid with low-
est likelihood. The likelihood of the
neighbor grid need to be calculated. As
shown, if the likelihood of those grids
marked as gray are cached, time needed
to compute likelihood on these grids is
saved.

Second, CPU profiling tool perf was used to identify the bottle-
neck of the algorithm. The results are summarized in Figure 11.3.
From the figure we can see that around 40% of the time is spent on
the acos and log operators. Based on this, the acos operator was
eliminated using trigonometric formulas, and log was replaced by
logf, which operates on single precision numbers. Considering the
log operator is needed when calculating the final likelihood, the rel-
ative tolerance of the grid search algorithm is around 10−4 and the
precision of single precision numbers is 10−7, this replacement will
not reduce the vertex reconstruction precision.

Figure 11.3: The identified bottlenecks
and the fraction of time spent on them
in the vertex reconstruction before op-
timization. From the figure we can see
that around 40% of the time is spent on
the acos and log operators.

The final result is shown in Figure 11.4. It can be seen that the
throughput of the vertex reconstruction algorithm has been improved
from 1.37± 0.03 seconds per MeV per event to 0.401± 0.005 seconds
per MeV per event.
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11.1.3 Occupancy based energy reconstruction

The deposited energy can be estimated using the number and distri-
bution of the fired PMTs. Compared with the energy reconstructed
with the charge distribution, it is not affected by the smearing of
single photoelectron charge, and thus has advantage in the low en-
ergy region. A likelihood based energy reconstruction algorithm
NpmtLikeRecAlg using the PMT occupancy information is developed.
The likelihood is defined as

− logL = ∑
fired

µi − ∑
not fired

log
(
1− e−µj

)
(11.1)

where µi and µj are the expected number of p.e. received by i-th and
j-th PMT.

11.1.4 Clustering algorithm

Clusterization algorithm is like a software based trigger algorithm.
It selects hits that are considered to be of the same physical event
based on the hit time of hits. This is useful for two reasons: first, hits
belonging to the same events comes in a burst, while dark hits dis-
tribute uniformly in time, and selecting hits in the burst can suppress
contribution of dark hits, especially for low energy events; secondly,
sometimes a 14C decay event may fall in the same DAQ window
of one physical event, due to its high rate, the hits from these two
physical events can be grouped as two bursts and separated. The hit
time distribution will be narrower if the time-of-flight of the event is
corrected. The hit time distribution with and without time-of-flight
correction before and after clusterization is shown in Figure 11.5.
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Figure 11.5: Comparison of hit time
distribution before/after clusterization
with/without time-of-flight correction.

The clusterization algorithm define the start and end of the clus-
ter in the hit time distribution histogram, and selects hits in between.
The start of a cluster is easy to be identified. Here we made a scan
and find the first time that the number of events in the sliding win-
dow is above a certain threshold. The end of a cluster can be defined
in two ways, either we fix the length of the cluster, or we make a scan
again and find the position where the number of hits in the sliding
window is for the first time compatible with no signals.
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For the fixed length clusters, the efficiency of signal hits and the
rejection rate of the dark noise depends on the length of the cluster.
The fraction of hits after clusterization is shown in Figure 11.6. Here I
have used electrons with kinetic energy 0.515 MeV as the benchmark,
and this is the critical energy for 7Be solar neutrinos. From the figure
we can see that when the cluster length is set to 400 ns, the signal
hits loss is 1% while 10% of dark hits are rejected, and at this cluster
length the energy resolution is the best.
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Figure 11.6: Left: The efficiency of clus-
terization algorithm on accepting signal
hits and rejecting dark hits. Right: en-
ergy resolution under different cluster
length. Here electrons with the kinetic
energy of 0.515 MeV are used.

After clusterization, the fraction of dark hits in the event is re-
duced, and thus the energy resolution is improved. Electrons at
detector center are used to compare the energy resolution under
various conditions. The result is shown in Figure 11.7. From the
figure we can see that for events at the detector center with energy
lower than 2 MeV, the PMT occupancy based reconstruction algo-
rithm combined with the fixed length clusterization algorithm gives
the best energy resolution.
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Figure 11.7: Comparison of the energy
resolution of different reconstruction al-
gorithms with and without clusteriza-
tion. Electrons at the detector cen-
ter are used. The RecT is the orig-
inal energy reconstruction algorithm
based on charge. The SmartRec is the
energy reconstruction algorithm based
on the occupancy of PMTs developed
in this work. FHS is short for first
hit selection, and when it is enabled,
only the first hit of each PMT is used.
SmartRec+Varying and SmartRec+fix
correspond to varying or fixed length
clusterization algorithms.

11.2 Potential for solar 7Be and CNO neutrinos

In this section we present the expected precision of solar neutrino
interaction rates using the JUNO detector. As in the case of Borexino
analyses, in JUNO it is considered that the solar neutrino rates can
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be extracted by spectrum fitting. We have assumed the so-called
"baseline requirement"1 for the backgrounds. An exposure of 106 1 Table 14, page 89 F. An et al., “Neu-

trino physics with JUNO”, Journal of
Physics G: Nuclear and Particle Physics,
vol. 43, no. 3, p. 030401, 2016, doi: 10.
1088/0954-3899/43/3/030401, arXiv:
1507.05613

ton×years is considered.

11.2.1 Spectrum fit results

The analytical response functions described in Chapter 4 are used to
build up the probability density functions of all components. The fit
range is chosen to be between 0.37 and 1.87 MeV. pep solar neutrinos
are constrained within 2% precision to break the correlation between
pep and CNO solar neutrinos. The pep solar neutrino interaction
rate can be constrained if we apply the solar luminosity constraint
which constrains the pp solar neutrino fluxes and at the same time
apply the constraint on the ratio between the flux of pp and pep solar
neutrinos.

The fit results are shown in Figure 11.8. From the figure we can see
that the statistical precision of JUNO on 7Be and CNO solar neutrinos
with 106 year×ton exposure are 0.03% and 1%, respectively.

To study the systematic uncertainty induced by the light yield, we
performed the fit with light yield biased by ±0.5%. The correspond-
ing shift of best fit value is taken as the systematic uncertainties. The
results are summarized in Table 11.1. From the table we can see that
the uncertainties of these two species will be dominated by the sys-
tematic uncertainties. The light yield induced systematic uncertainty,
according to our experience, should represent the major contribution
of the systematic uncertainties. Other type of detector response re-
lated systematic uncertainties, including the non-linearity model and
the shape of mono-energetic event energy distribution, will be stud-
ied in in the future.

Name Injected σstat. σsys.(LY)
ν(7Be) 483.0 0.2 32

ν(CNO) 49.2 0.5 4.2× 102

Table 11.1: Fit results of 7Be and CNO
solar neutrinos in JUNO. Unit: count
per day per kilo-tons

In order to understand if there is any hope to detect CNO solar
neutrinos, we studied the impact of the 210Bi decay rate, the preci-
sion of the light yield and the effect of three-fold-coincidence, and
it is found that the light yield precision is the most important fac-
tor among the three. When the light yield precision can be as good
as 0.1% and if the cosmogenic 11C can be suppressed by 80%, the
systematic uncertainty due to the light yield precision is 13%. The
dependence of the light yield induced systematic uncertainty on the
precision of the light yield is shown in Figure 11.9. From the fig-
ure we can see that when the precision of the light yield is 0.2%,
the corresponding systematic uncertainty is 30%. The cosmogenic
11C decay rate can be suppressed with the three-fold-coincidence al-
gorithm. This algorithm rejects events near cosmogenic neutron in
space and time. With a naive estimation, 80% suppression is feasi-
ble without losing too much exposure. Considering the half life of
11C is 20 minutes, it takes 50 minutes for 11C to decay to be 20%

https://doi.org/10.1088/0954-3899/43/3/030401
https://doi.org/10.1088/0954-3899/43/3/030401
https://arxiv.org/abs/1507.05613
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Figure 11.8: Spectral fit result of 7Be
and CNO solar neutrinos in JUNO.

left, so the time-to-neutron cut can be set to 1 hour. Considering
the precision of the vertex reconstruction of 11C and neutron, the
distance-to-neutron cut can be set to 50 centimeters. In this way the
exposure loss is around 30%.
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Figure 11.9: Systematic uncertainty of
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pressed by 80%.
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11.3 Potential for hep solar neutrino

In this section I described the estimated sensitivity to hep solar neu-
trinos.

The energy spectrum of hep solar neutrinos is continuous. The
endpoint of it is 18.8 MeV, and its expected flux is even lower than
the 8B solar neutrinos, and is 7.98(1 ± 0.30) × 103 cm−2s−1 (B16-
GS98) 2. This neutrino component was never detected, and currently 2 Table 6 N. Vinyoles et al., “A New

Generation of Standard Solar Models”,
The Astrophysical Journal, vol. 835, no. 2,
p. 202, Jan. 2017, doi: 10.3847/1538-

4357/835/2/202, arXiv: 1611.09867

the global fit upper limit is 47× 103 cm−2s−1 (99% C.L.)3, which is

3 J. Bergström et al., “Updated determi-
nation of the solar neutrino fluxes from
solar neutrino data”, Journal of High En-
ergy Physics, vol. 2016, no. 3, p. 132, Mar.
2016, doi: 10.1007/JHEP03(2016)132,
arXiv: 1601.00972

mainly driven by the result of the D2O phase of the SNO experi-
ment4.

4 The SNO collaboration, “A Search for
Neutrinos from the Solar hep Reac-
tion and the Diffuse Supernova Neu-
trino Background with the Sudbury
Neutrino Observatory”, The Astrophys-
ical Journal, vol. 653, no. 2, pp. 1545–
1551, Dec. 2006, doi: 10.1086/508768,
arXiv: 0607010 [hep-ex]

In this work, I discuss the detection of the hep solar neutrinos via
its inelastic scattering on the carbon atoms5:

5 M. Fukugita, Y. Kohyama, and K. Ku-
bodera, “Neutrino reaction cross sec-
tions on 12C target”, Physics Letters B,
vol. 212, no. 2, pp. 139–144, 1988, doi:
10.1016/0370-2693(88)90513-8

νl +
12 C(0+; gnd)→ ν′l +

12 C∗(1+; 15.1 MeV) (11.2)

where the 15.11 MeV γ is the signal.
The energy range is chosen to be from 14.4 to 15.4 MeV. Using the

GEANT4 based simulation results, 99.7% of γ events will fall in this
region. The fiducial volume cut is chosen to be r < 17.2 meters, and
the efficiency is estimated to be 91.8%. At last, µ and µ daughter cut
are applied:

• ∆t < 10 seconds

• ∆d < 2 meters

The efficiency of this cut is evaluated to be 43%. With 7.6 years of
data-taking, an exposure of 6× 104 year×tons can be collected.

The cross-section and hep solar neutrino spectrum are shown in
Figure 11.10. The estimated signal counts are summarized in Ta-
ble 11.2.
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scattering on 12C and energy spectrum
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of it is shown as the black line.

The 8B solar neutrinos can also conduct such interaction and form
backgrounds. The contribution is estimated to be around 0.01 counts
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Item Value Unit Description
Ntarget 4.38× 1031 12C/kton carbon density

exposure 1.89× 109 kton·seconds 3 years 20 kton
Flux 7.98× 103 cm−2·s−1 B16-GS98

cross-section 2.38× 10−44 cm2

Eth. 7.01% fraction of above 15.11 MeV
Evis, FV cut 99.71%

Nsig 1.11 counts

Table 11.2: Expected ν(hep) signal
counts.and thus is negligible. Two other sources of contributing backgrounds

include the elastic scattering of 8B solar neutrinos on electrons and
the cosmogenic 8B decays. The energy cut 14.4 < E < 15.4 MeV pro-
vides a strong suppression of these two backgrounds. For simplicity,
the detector response is simply treated as a Gaussian function with
the energy resolution following

σE
E
× 100 = 0.54 +

2.53√
E(MeV)

(11.3)

With such assumption, the efficiencies of the energy cut on these two
components are estimated to be 3.3× 10−6 and 1.9× 10−3, respec-
tively. The residual counts of these two backgrounds are summa-
rized in Table 11.3.

Item Value Unit Description
Rν(8B) 4.5 count/day/kton

exposure 2.19× 107 kton·days 3 years 20 kton
δ 3.28× 10−6 14.4 < Evis < 15.4 MeV

N8BES 0.32
Rcos 8B 11.25% count/day/kton

exposure 2.19× 107 kton·days 3 years 20 kton
εµ 1.22× 10−4 10s µ efficiency
δ 3.28× 10−6 14.4 < Evis < 15.4 MeV

Ncos 8B 0.06

Table 11.3: Expected ν(hep) back-
ground counts.

Considering the expected signal counts is 1.11 and sum of back-
ground counts is 0.38, the probability of observing no event is 23%
and observing more than 1 event is 42%. If we fix the background
counts, in the former case the current upper limit can be improved
to 15× 103 cm−2s−1 (90% C.L., Feldman-Cousin), and in the latter
case a lower limit might be claimed. The results are summarized in
Table 11.4.

Probability Nobs Lower limit Upper limit
23% 0 - 14.9
34% 1 - 28.8
25% 2 1.1 40.1
12% 3 5.23 51.1
5% 4 9.0 59.6

Table 11.4: Statistical sensitivity to hep
neutrino flux. The limit is the 90%
Feldman-Cousin confidence interval.
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Conclusions

This PhD thesis is devoted to the experimental studies of solar neu-
trinos with Borexino and JUNO. In the context of Borexino with the
goal of maximizing the sensitivity to solar neutrinos, we have devel-
oped a new fitting method, implemented new models of the detector
response functions, evaluated the systematic uncertainties. We have
also studied the potential of Borexino on the CNO solar neutrino
discovery, and have developed the methods to measure the rate of
its main background 210Bi. In JUNO, we have developed the event
pile-up rejection algorithm and the energy and vertex reconstruction
software optimized for sub-MeV events. The potential of JUNO on
the 7Be, CNO, 8B and hep solar neutrino flux measurements are eval-
uated. We have created a multivariate analysis framework GooStats.
This software shortens the fitting time by a factor of 200 with parallel
computing techniques and runs on graphics processing units (GPU).
Without this acceleration the analytical multivariate fitting method
would have been not feasible. It also makes the method proposed
here to evaluate the systematic uncertainties feasible in terms of the
computing time. It can be considered as the fundamental tool of the
work presented in this thesis. A summary of the main achievement
is given in the following, separated for the part of the work done for
Borexino and for JUNO.

For Borexino we have tuned the analytical functions used to model
the detector energy response against the Monte Carlo software used
in Borexino, and have studied the biases of fit results using these
functions. It is found that after this tuning the biases on the neutrino
interaction rates are negligible compared with the corresponding sta-
tistical uncertainties.

We have developed a toy Monte Carlo based method to evaluate
the fit model related systematic uncertainties. The systematic un-
certainties of measurements are evaluated blindly with this method
assuming certain accuracy of detector response models which avoids
bias. The fit range is optimized with this method by minimizing the
total uncertainties.

We have performed multivariate spectral fits to extract the so-
lar neutrino interaction rates, and have evaluated the solar neutrino
fluxes assuming the MSW-LMA model of the neutrino survival prob-
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ability. The results are summarized in Table 12.1.

Solar ν Rate Flux
[cpd/100 t] [cm−2s−1]

pp 134± 10 +6
−10 (6.1± 0.5 +0.3

−0.5)× 1010

7Be 48.3± 1.1 +0.4
−0.7 (4.99± 0.11 +0.06

−0.08)× 109

pep (HZ) 2.43± 0.36 +0.15
−0.22 (1.27± 0.19 +0.08

−0.12)× 108

pep (LZ) 2.65± 0.36 +0.15
−0.24 (1.39± 0.19 +0.08

−0.13)× 108

CNO < 8.1 (95% C.L.) < 7.9× 108 (95% C.L.)

Table 12.1: Borexino Phase-II results on
pp, 7Be (862 +384 keV), pep and CNO
solar ν’s: interaction rates and fluxes in-
ferred assuming the MSW-LMA oscilla-
tion parameters. The result on pep ν’s
depends on whether we assume HZ or
LZ metallicity for CNO ν’s.

With these results and the 8B solar neutrino flux measured by
Borexino using the data collected in the same period, we have per-
formed phenomenological studies on the solar models and neutrino
oscillation models with statistical methods. Using Borexino data
only, it is found that, assuming the MSW-LMA model of the neu-
trino survival probability, the Low Metallicity model (B16-LZ) is re-
jected with a confidence level of 96.6% (2.2 σ), and the Bayes factor
(preference) of the High Metallicity model (B16-HZ) against the Low
Metallicity model (B16-LZ) is 4.9. It is also found that, assuming the
High Metallicity model (B16-HZ) prediction of the neutrino fluxes,
the vacuum oscillation model is rejected with a confidence level of
98.2% (2.4 σ).

We have evaluated the sensitivity of Borexino to CNO solar neu-
trinos constraining the decay rate of its major background 210Bi. It
is found that with 210Bi decay rate constrained within 10% precision,
the median sensitivity of Borexino to the CNO solar neutrinos is 3.9
σ assuming the High Metallicity model. This would be the first evi-
dence of the CNO solar neutrinos. The main challenge of this study
is to achieve 10% to 20% precision in the 210Bi decay rate measure-
ment.

We have developed methods to measure the 210Bi decay rate with
its daughter 210Po. As mentioned before, this study is of fundamen-
tal importance for discovering the CNO solar neutrinos in Borexino.
The challenge of this method is to get rid of the bias introduced by
the 210Po from the inner surface of the nylon vessel migrated into the
fiducial volume. We have developed a method to overcome this chal-
lenge following the path of the minimum of the spatial distribution
of 210Po events.

In order to reduce the systematic uncertainties when testing the
fundamental assumptions made in the 210Bi measurement, we have
proposed a special dataset enabling only surviving PMTs, and this
dataset is found to be useful in various studies, including testing
fundamental assumptions made in the method to measure the 210Bi
decay rate and improving the light yield monitoring in the Monte
Carlo simulation.

For JUNO We have developed fundamental softwares needed for
studying the solar neutrinos in JUNO, including the software to gen-
erate the energies and momentums of the recoil electrons in the simu-
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lation, the algorithms used to suppress event pile-up effect and con-
tribution of dark noise of PMTs and energy/vertex reconstruction
software optimized for sub-MeV events.

We have evaluated the signal and backgrounds rates, and the ef-
ficiencies of various event selection for detecting the 8B solar neu-
trinos in JUNO. We demonstrated that JUNO can achieve around 2
to 1 signal-to-background ratio in the visible energy range from 2 to
3 MeV in detecting the 8B solar neutrinos. Combined with Super-
Kamiokande results, JUNO can claim a 3 σ evidence of MSW upturn
in less than a year of data-taking. This result shows that JUNO has
the potential to probe the MSW transition region and would be the
unique experiment to do it.

At last, we have evaluated the sensitivity of JUNO to the CNO and
7Be solar neutrinos by performing spectral fits on pseudo-experiment
spectra. For 7Be solar neutrinos, when considering only the light
yield induced systematic uncertainty and assuming 0.5% precision
of the light yield, the expected precision of the 7Be solar neutrino in-
teraction rate is 7% and is dominated by the systematic uncertainty.
For CNO solar neutrinos, the measurement is dominated by the sys-
tematic uncertainty. When including only the light yield induced
systematic uncertainty, if the light yield precision can be as good
as 0.1% and if the cosmogenic 11C decay rate can be suppressed by
80%, the total uncertainty of the CNO solar neutrino interaction rate
can be as good as 13%. This encouraging result is better than the
sensitivity of Borexino. Although this result is encouraging, the re-
quirement on the light yield precision is tight and challenging, and
other types of systematic uncertainty such as the energy response
non-uniformity statistical uncertainty could also be important. Fur-
ther studies are needed.





A
Definition of nhit2

The motivation of using nhit2 is to avoid non-uniform binning and
bin the data according to the resolution of the detector. Consider we
hope when nhit2 increase by 1 the nhit increase by σ, the detector
resolution, we have

d nhit2
1

=
d nhit

σ(nhit)
(A.1)

If we parameterize σ(nhit) as

σ =
√

feq · (a ·
√

nhit + b · nhit) (A.2)

where feq is average of 2000 / ( number of live channels ).
If we require nhit2(0) = 0, we can solve Eq. (A.1) and get

nhit2 =
2
b

log
(

1 +
b
a

√
nhit

)
(A.3)

The fit on simulated mono-electron samples from g4bx2 suggests

a = 1.274 (A.4)

b = −0.01121 (A.5)

feq of electrons for the period All (2011 Dec to 2015 May) is 1.289.
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