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Abstract

We report on a measurement of the top quark mass in the Tight Lepton and
Isolated Track Sample using the Neutrino ¢ Weighting Method. 330 events were
obtained after applying the selection cuts for the data sample with the integrated
luminosity of 3.0 fb~!. These events were reconstructed according to the tf hy-
pothesis and fitted as a superposition of signal and combined background. For the
expected number of background 146.5+£17.9 we measure the top quark mass to be
Myop = 165.3 £33 (stat) & 3.1 (syst) GeV/c2.

LJINR, Dubna
2INFN and Department of Physics, University of Pisa

3Fermilab



Contents

Introduction

Principles of the Method

2.1 Constrained variables . . . . . . .. .. ..o

2.2 Fitter procedure . . . . . . . .. ...
221 They?form . . . ... . .. ...
2.2.2  Scanning of the (¢1, ¢o) plane . . . . . . ... ...
2.2.3  Weighting the solutions . . . . . . ... ... ... ... ...

2.3 Picking up the solution . . . . . .. .. ..o

2.4 Likelihood Form . . . . . . . . . .. .. . o

PHI Method optimization
Event Selection

Templates
5.1 Monte Carlo Signal Templates . . . . . .. . .. ... ... ... ..
5.2 Background template . . . . . ..o

Results from pseudo-experiments
Blind test results

Systematic Uncertainties

8.1 Jet Energy Scale . . . . . ... ...
8.2 BlJet Enrgy Scale . . . . . . ...
83 Pileup . . . . .
8.4 Radiation effects, generators . . . . . . .. ... ... ... ...
8.5 Background Shape . . . . . .. ... oL
8.6 Parton Distribution Functions . . . . . . . ... .. ... ... ...
8.7 Lepton energy scale . . . . . .. ... oL
8.8 Summary of Systematic Errors . . . . . . .. .. ... ... ... ..

10

14

15
15
17

19



9 Data 30
10 Conclusion 33

Bibliography 42

1 Introduction

In this note, we present a top mass measurement in the dilepton channel using the
Neutrino ¢ Weighting Algorithm (PHI). The same method was already successful
applied at the statistics 190 pb~! [1], 340 pb~! [2], and later on 2.1 fb~! [16]. The
result on 340 pb~! integrated luminosity was published at PRD|3].

Brief description of this method is in this note below. Some changes in y?
compare to the 340 pb~! analysis were applied as further method development.
In order to increase the statistical resolution we modified the x? including the
dependence t-quark width vs. M;. Also the transfer functions were applied for
more accurate description of b-parton responses.

The integrated luminosity of the data sample is 3.0 fb~!. b-tag information
was not used in this analysis. Monte Carlo (MC) samples were produced by 6-th
generation of the CDF simulation and reconstruction programs.

For this analysis we applied the lepton + track event selection to collect more
events due to the relaxed cuts for one of the leptons.

2 Principles of the Method

2.1 Constrained variables

We have unconstrained kinematic situation for the "PHI” method: a total number
of 24 unknown (b, b, [, I*,v, 7 4-momenta) and only 23 equations (measured
3-momenta for two b-jets and two leptons, assumed knowing mass for 6 final par-
ticles, used two transverse components of calorimeter missing energy, constrained
invariant mass for two W and assumed equal constrained mass of top and antitop
quarks) to constrain the kinematics.



Obviously, it is impossible to pick up directly only one solution per event. We
must assume some of the event parameters (ﬁ), as known, in order to constrain the
kinematics and then vary the R to determine the variety of solutions. In addition,
every solution must have a weight attached to it.

The minimal requirement in the case of —1C kinematics to perform the y?
minimization is to use a two dimensional vector as K. For our analysis we choose
the azimuthal angles of the neutrino momenta R= (¢pu1, Puo) and create a net of
solutions in the (¢,1, ¢,2) plane.

2.2 Fitter procedure

In this section we will clarify the idea about the tool, called "Fitter”. The ”Fitter”
receives as input a set of information about a selected event and gives at output
array of the reconstructed top quark masses with appropriate weights per event.

2.2.1 The \? form

The Fitter uses final particles momentum, jet energy information as well as con-
straints on W and t masses. The common formula for x? is:

> = —2ln(2(x)) (1)

where X is a general notation to indicate a variable and &2 its probability density
distribution.
The expanded formula of x? is :

X2 = X?eso + Xzonstr (2)
2 Pl . pl 2 UEZ — UEZ
Xreso = Z(— Z ~2In(P,(PLIP))] + Z a
1=1 O, j=1 =1,y UUE
Xeomstr = — 20( Ppyw (mik,” |[Myw, Tary)) — 2in(Ppw(miz," | Mw, Tay,)) +
— 2n(Ppw (miy," | My, Tyg,) — 2In(Ppw (mzy2|My, T',))

The variables with a tilde sign refer to the output of the minimization pro-
cedure, whereas Pr and UFE (unclustered energy) represent measured values cor-
rected for known detector and physics effects. M, is the fit parameter giving the
reconstructed top mass. BW and tf are for the relativistic Breit-Wigner and
transfer function respectively.



Notice that we splitted the x? into two parts: the first one, x2,,,, takes into
account the detector uncertainties, whereas the second one deals with the known
mass constraints.

The first sum (in x2.,,) runs over the primary lepton (tight lepton) and the
track lepton. We take the uncertainties for the lepton and track lepton from the
Run I studies [4]:

oh, a
) 3
P pr ' (3)
Tbr _ . pi 4

where a = 0.135%, b = 0.02%, ¢ = 0.0011.

The second sum (in x?2.,,) is over the two leading jets. These transverse mo-
menta have been further corrected for multiple interactions, underlying event and
out-of-cone energy (level 6 and 7), even though only level-5 corrected jets were
considered for selection purposes.

The third sum (in x?2,,) is over the two transverse components of the unclus-
tered energy!.

The other term in the formula (2), X2, refers to the invariant masses of
the couples lepton-neutrino and of the lepton-neutrino-leading jet system. We set
My, = 80.41GeV/c? Ty, = 2.06GeV/c?, and we insert the function Ty, (see
Figure 1), according to the standard model [5].

The insertion of the top width dependence from the top mass is new for our
analysis. We will discuss obtained improvement later in this note.

2.2.2 Scanning of the (¢1, ¢2) plane

We should find the solutions over the (¢, ¢2) variety: we optimized the step [3] and
we scan all the (0, 27) x (0, 27) (¢1, ¢2) net. The net is chosen to have 12x12 points

LUE is defined as the sum of all unclustered energy in the calorimeter, that is the sum of
all the towers which are not associated with any of the objects previously considered in the x?
formula (tight lepton, track lepton, two leading jets): notice that this definition also includes
remaining jets with By > 8 GeV and |Eta] < 2 which are not already taken into account as

leading jets.
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Figure 1: Top width vs. top mass

for (0,7) x (0,7) (¢1,¢2). For each point of the net we can write the following
linear system:

{p;lcos(%l) + Pricos(éu,) = K, (5)

P;lsin(gbyl) + P;2Sin(¢l/2) = ETy
which is solved by:

Pt = Pl cos(¢,1) = ETISZZ&i?Z:f%;; 0e2) - coS(¢u1)

vl — v . Ez's’in((z)l/ )7E 'COS(¢V ) .
Pyl = PTl . SZTL(¢V1) = T sin(fb,/Qf?Ul) 2 . Sln(¢y1)

PY? = PY2. cos(¢,s) = ETISZZii@)V:f%V:; 20 cos(du2)

v2 v . Ez's’in((z)l/ )7E 'COS(¢V ) .
Py2 = PT2 . Sln(¢y2) = T sin((lbulfziIUQ) L . SZ?”L(@,Q)

Since we add two additional values, we perform a 1C' fit minimization of the
x* (2). This is done for every point of the net, with a particular attention to avoid
those ones satisfying the equation ¢,, — ¢,, = k-7 with k = 0,1 (in practice
there is no limitation because we optimize the net by avoiding these points).

We must notice that we would have the same components of the neutrino’s
momentum P} for gb;lﬂ = ¢u1.2 + 7 (see 6) and we would take into accounts
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three unphysical solutions (P4 < 0 and/or P¥* < 0). We subdivide the whole
net we should scan (0,27) x (0,27) into 4 areas: (0,7) x (0,7), (0,7) x (7, 27),
(m,2m) x (0,7), (m,2m) x (m,27).

We stay away from the unphysical solutions by scanning a (0, 7)(0, 7) net and
by changing sign to P;l(ﬂ) in the case we find the negative neutrino momentum.
This automatically change the phi quadrant as shown by the equation below:

’ r vl(v2)
¢I/1(V2) = ¢V1(V2) +T = Px,y

Starting from the 8 solutions per net point per event (longitudinal momentum
component for every neutrino has two solutions and there is an ambiguity in cou-
pling W with b-jets) we can finally say that we have to do 1152 1C' minimizations
which return the M, and X?jk (t=1,...,12; 5=1,...,12; k=1,...,8) at the
output.

vl(y 4 1/1(112) vl(v2
= P10 and P =yt

2.2.3 Weighting the solutions

In section 2.2.1 we apply the Breit-Wigner functions inside the y? formula (2) for
W and t invariant mass distributions. The relativistic Breit-Wigner formula is:

! (7)

(mzznv - m2)2 + m?I2
For our analysis we decided to use the next Breit-Wigner normalization to obtain
the top mass solutions:

BW (mijpe| m,T') ~

2.m?

(m2 _ m2)2 + m2r2

inv

BW (M| m,T) =

(8)

where m and I' are the mass and the decay width for t or W particles, depending on
the considered decay chain; m;,, refers to the invariant mass, calculated with the
appropriate information from lepton and neutrino, in case of W decay, or lepton,
neutrino and leading jet, in case of t decay.

In case of W — [v Breit-Wigner, formula (8) has a constant decay width, which
has not any importance in the x? minimization. Instead of I'; depends of the y?
minimization parameter (top mass, see Figure 1).

Our investigation shows that the distribution of reconstructed masses has the
smaller error and the more accurate mean value if we apply for the solutions
weights renormalized Breit-Wigner formula:

- m?

(m2 _ m2)2 + m2r2

inv

BW (mn| m,T) = (9)
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This function is normalized to 1, instead of the previous one which has the maxi-
mum independent of the top mass: see Figure 2. We select the lowest x? solution
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Figure 2: The relativistic Breit-Wigner functions: top - equation (9), bottom -

equation (8)

out of 8 with associated mass for every point of the (41, ¢2) net, this way we re-
duce the number of obtained masses to 144 per event. Each of these masses should
be taken into account because each of them arise from a particular and physical
configuration of our event.

Then we are using the y? definition (according to (9)) to give a probability of
occurence for our 144 solutions. The expression for the weight is given below:

@*Xéj
Wi :127%2].7 Za]:17712 (10)
e
2,7=1

this formula is obtained by inverting (1) and normalized by 1.



2.3 Picking up the solution

Once we have found the weight for each of the 144 masses per event, we define
an optimized procedure to obtain the final reconstructed mass per event. The
procedure follows the steps below:

1. We build a mass probability density distribution (PDD) by using w;; and
M, info: we have 144 entries per event.

2. We identify the most probable value (MPV).

3. We calculate M;[°* by averaging the PDD bins with values above tresh-
0ld=0.3 from MPV which was optimized and described in the CDF internal
note [2].

2.4 Likelihood Form

The likelihood function finds the probability that our data candidates are described
by an appropriate admixture of background events and dilepton ¢f decays with a
certain top quark mass.

We perform comparison by parametrizing the mass distributions in Monte
Carlo templates, reconstructing an M/ on the data sample and finally matching
the two by using the likelihood unbinned fit and minimization.

The likelihood function has the following form:

Z = "%hape ' %ackgr : gparam; (11)
where
D = C () ﬁ e Fulm M) o filtma)
N‘ n=1 ns + nb
and
(n — NP2
Bpergr = emp(— ) (13)

2
20,

gparam - exp{_05[<0_2 - OZE))TU_I(O_Z - OZE)) + (5— 68)TV_1(5_ BE))]} (14>

Here U and V' are the covariance matrices for the parameters ap and 67) respectively
(see the formulaes 15 - 18).



The likelihood maximization procedure (we usually minimize —In(.¢)) returns
a true top quark mass estimator }M,,, and an estimated number of signal (n;)
and background (ny).

We assign a probability (f;) that each of the selected event looks like signal and
the probability (f,) that this event can be considered as background one. These
two probabilities are weighted according to appropriate signal and background
numbers ng and ny.

Moreover we want to point out that "PHI” method uncertainties in the signal
and background parametrization are included directly into the statistical error
estimation procedure.

3 PHI Method optimization

In this section we explain what are the improvements were obtained by upgrading
the x? in the formula (2) and the appropriate weights (see 10).

Basically we introduced two changes in the definition of the x?: 1) we switched
from the approximate gaussian functions for the invariant mass constraint [2] to the
more physical correct Breit-Wigner distributions, concerning to ¢, £, W decays,
and 2) we use the m; dependendent T'; instead of the constant value used before
2].

We have compared the top mass spectra reconstructed by means of the slightly
different functions for the Breit-Wigner (9) and (8) included in x?.

In Figure 3 the plots were built by using Monte Carlo information at parton
level. Only one solution per event was picked up because we do not have any
ambiguities about PY, (¢1,¢2) and lepton-jets pairings. Because of this reason
this check is weight-indepent. Monte Carlo generated events with M; = 161,171
and 181 GeV/c? were used.

The comparison shows the advantage of the function (8) applied for y? mini-
mization. As a next step of optimization we tried a different kind of weight applied
to the top mass solutions.

We compared the different ways of reconstructing top invariant masses (see
Figure 4):

e Case 0: Gaussian distribution function for both x? and weight ([2]).
e Case A: Breit-Wigner’s as in (8) for the x? and for the weight

e Case B: Breit-Wigner’s as in (9) for the x* and for the weight

10
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Figure 3: Top mass reconstruction at HEPG level by using Breit-Wigner (9) - top
plots; and (8) - bottom plots

e Case C: Mixed combination: Breit-Wigner’s as in (8) for the y? and the
weight recalculated according to Breit-Wigner function (9).

In the Figure 4 we plotted the estimated statistical errors? calculated by using
Monte Carlo generated tf events with expected number of signal events n, = 60.53
[7], versus input top quark mass.

The conclusion is clear: The method C is chosen as our final way since it has
the best resolution. The resolution gain is about 20% compare to the method [2]
(Case 0).

Moreover we changed the leading jet term inside the equation (2). We switched

]

2
from the formula Z?ZI (Tjig) (7 runs over the two leading jets) to one that

P

2This error is obtained by performing the pseudo-experiments technique
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Figure 4: Improvements in final statistical errors by using M; dependent Breit-

Wigner functions and two different weights for the top mass solutions

exploits our transfer function®. ' '
Figure 5 represents the variable k = (PP™" — PJ*)/PJ< fitted in different
(In], PL") regions.

We used for production of these plots Monte Carlo t¢ events with top mass
175, 175 4+ 0.5 GeV/c*. We take into account b parton Pr dependence from M,
by adding an appropriate weight.

We do not see a big gain in respect to the analysis [2], as shown in Figure 6: blue
dots refer to the procedure of top mass calculation performed by using transfer
functions and red ones are for the old type x? i.e. without this transfer functions.

3also called ”top specific corrections”
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Figure 6: Statistical error improvement by using top specific corrections

4 FEvent Selection

In our analysis we used data collected between March 2002 and April 2008, cor-
responding to a total integrated luminosity of 3.0 fb~'. The data are collected
with an inclusive lepton trigger that requires an electron with E; > 18 GeV or a
muon with P > 18 GeV/c. After full event recontruction we select events with
a tight electron E; > 20 GeV or muon with P > 20 GeV/c, an isolated high-p,
track Py > 20 GeV/c ("track lepton” or”tl”), two or more jets E; > 20 GeV, and
significant Hr > 25 GeV'.

Tight electron candidates have a well-measured track pointing at an energy
deposition in the calorimeter. In addition, the candidate’s electromagnetic shower
profile must be consistent with that expected for electrons. Tight muon candidates
must have a well-measured track linked to hits in the muon chambers and energy
deposition in the calorimeters consistent with that expected for muons. Tight
lepton have to be isolated that means the total transverse energy within cone
AR = \/(A n)? + (A ¢)? < 0.4, minus the candidate lepton Ey, is less than 10%
of the candidate lepton E.

14



To count as the second lepton (track lepton) for the our analysis a well-
measured track must have Py > 20 GeV/¢, and pass a track isolation require-
ment. The track isolation is defined as the ratio of the transverse momentum of
the candidate track to the sum of the transverse momenta of all tracks in a cone
of AR = \/(A n)? + (A ¢)? < 0.4 around it, including the candidate track itself.
The track isolation value should be > 0.9.

The tight lepton and the track lepton have to be oppositely charged.

Two (or more) jets with corrected E; > 20 GeV and || < 2.0 are also required.

If H < 50 GeV we additionally require that the angle between 12 and the nearest
jet is A ¢ >25°.

Events with cosmic ray, conversion or 7Z are eliminated.

The further details of the event selection are described on the Tight Lepton
and Isolated Track sample cross-section measurement [7].

After these selection cuts 330 events were left, which were reconstructed ac-
cording to the ¢¢ hypothesis. The same cuts were applied to the Monte Carlo
generated signal or background events.

For data periods 8,9,10,11 we used Good Run List v17. Selection over data
period 12 was performed with Good Run List v18, while for periods 13 to 17 we
used Good Run List v23. These lists were modified according to DQM group
recommendations concerning to runs with unconsistent beamlines [§].

5 Templates

5.1 Monte Carlo Signal Templates

The official MC samples were used. The signal templates for input top masses
in the 155+195 GeV range were created with 2 GeV steps (see the examples in
Fig. 7).

Then the obtained set of templates was parametrized by one Landau and two
Gaussian functions

reco Iw'r‘ecoipl
1 oM
fs(MtTeCO‘MtOp) p7(p6 \/%p e (4 + e 2 ) + (15>
2
T A 1L oM orsy,

P3

)2
1 _ e P5 —+ ]_ — e
( pﬁ) /_2 ; ) ( p?) /_2 s
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Notice that this parametrizing function is strongly dependent from the the input

top mass My, or it is better to say that its parameters pq,...,ps, are M;,,-
dependent:

Pr = O + Oék+8 . Mtop (16)

Monte-Carlo

2 2 2
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Figure 7: The examples of the signal templates
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5.2 Background template

We used for background processes official Gen.6 MC samples (WZ — I, WW —
ll, ZZ — ll, Drell-Yan, Z — 77). Template for fake events was obtained by
weighting the fakeable events from W+jets data sample according to the fake rate
probability matrix [7]. In order to build general template for Drell-Yan events
the templates for each sub-process were combined using their cross-sections and
acceptances.

The obtained templates for these processes were combined together according
to the expected number of events, as derived by the ¢ cross section group [7]; we
show these numbers in Table (1).

Table (2) shows the main components of background and the samples we used
to obtain background template.

n; =0 nj =1 n; > 2

WWwW 91.66+£7.54 15.96+1.34 3.90+0.36

W2z 10.00£0.83 4.55+0.38 1.43+0.13

77 2.41£0.04 0.654+0.02 0.34+£0.02

Z|v* — ee 72.43+15.79 25.931+6.05 7.75£2.24

Z/v* — pp 18.88+5.32 8.88+2.74 3.40%+1.15

Z/v* — 71T 35.54+3.24 26.46+2.47 7.31£0.89

Fakes 244.09+46.41 76.79+14.59 29.85£5.86

background | 475.01+51.58 176.52+16.98 53.99+£6.60

tt,oc = 6.7 pb 1.18+0.06 17.2940.56 60.53+1.88
Predicted 476.19+31.58 | 176.52+16.98 | 114.51+7.00

Observed 443 187 129

Table 1: Predicted and observed events in 1.1 fb~!, with details of the background

contributions. The opposite charge requirement is applied.

The templates for different background components along with the combined
background template are shown in Fig. 8.
The fitting function, fy, is a slightly bit different from the one used for signal

17
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Figure 8: Templates of background processes Drell-Yan, Diboson, “fake” events.

Lower right plot shows the combined background.
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Background process Samples

WW itopww, wewkbd
W2z itopwz, wewked
77 itopzz

DY ee samples ztop2p, ztopzb, ztop3p, xtop2p, xtoppb, xtop3p,

ytop2p
DY pp samples ztop7p, ztopzt, ztop8p, xtop7p, xtoppc, xtop8p,

ytop7p
DY 77 samples ztopt2, xtopt2, zttt2h
Fakes W+jets data

Table 2: Samples for background templates.

templates, as you can see from the formula (17).

reco ]\/[ireco 41
1 _ JWt —q1 6—7
fb(Mtreco> _ q7(Q6 \/%q e 0.5(7@ + a2 ) 4 (17>
2
1 B ]M;reco_tM 9 1 3 JMZECO—QS B JW;‘ecof‘IS
+ (1 o qﬁ) e 0.5(7{15 ) ) + (1 o q7) e 0.5(7{13 + e q3 )

V27gs V27mgs

However, the main difference from f, is: the f, parameters ¢y, ..., gz are not
depend from the top mass:

qk = B (18)

6 Results from pseudo-experiments

We checked whether the fit with likelihood form (11) was able to return the correct
mass by performing the “sanity check” pseudo-experiments for different input top
mass values.

According to guidelines [10] the numbers of signal and background events in
PE’s were Poisson distributed with mean values as their expected numbers. We
took as expected numbers 154.00+4.78 and 137.36+16.79 for signal and back-
ground respectively. These values were obtained using scaling from 1.1 to 2.8 fo~!.
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The output My, (median of distribution) vs. input My, is shown in (Fig. 9,left).
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Figure 9: Left: The extracted top mass as a function of input mass. The result of
a linear fit is also shown. The lower plot shows the residuals (reconstructed - input
top mass). Right: Mean (above) and ¢ (below) of pull distributions determined

from the pseudo-experiments as a function of input top mass.

A linear fit yielded a slope of 1.019£0.012. The mean and width of the pull
distributions as a function of input top mass are shown in (Fig. 9,right).

The correction for the top mass mean value is 0.2040.10 GeV/c?. Tt is obtained
from the fit of the distribution: residual vs. top mass (see Fig. 9,left).

The obtained correction for pull width is 1.027.

We checked the obtained corrections for top mass value and errors on the set
of pseudo-experiments. The results are presented in Figure 10.

One can see now that the residual is equal to 0.0 (Fig. 10,left) and the width
of pull distribution is 1.0 (Fig. 10,right) in the frame of errors.
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Figure 10: Left: The extracted top mass as a function of input mass after ap-
plying the corrections for mean value and for errors. The result of a linear fit is
also shown. The lower plot shows the residuals (reconstructed - input top mass).
Right: Mean (above) and o (below) of pull distributions determined from the
pseudo-experiments as a function of input top mass. Corrections for mean value

and for errors are applied.
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7 Blind test results

Test on the “blind” MC samples are presented in our previous note [16]. Since the
method is unchanged we expect to obtain similar results on these samples than
before.

8 Systematic Uncertainties

We have considered the following sources of systematic uncertainties on the fitted
mass value: a) jet energy scale, b) discprepancy between data and simulation
lumosity profile (pileup), b) amount of initial and final state radiation, c) shape of
the background template, d) parton distribution functions, and e) approximations
made by Monte Carlo generators, f) b-jet energy scale and lepton energy scale.
The magnitudes of these uncertainties were estimated using large Monte Carlo
samples generated only for the systematics study.

The procedure for estimating the systematic uncertainty is similar for all sources.
For each source we varied the input value as appropriate (by 1o, or changing PDF,
etc) and evaluated the impact on the returned top mass. This was done by simulat-
ing a large number (usually 10000 or more) of pseudo-experiments (PE) with the
nominal assumption and with the alternate assumption. The reconstructed mass
distribution from each PE was fitted with the same likelihood procedure. The
obtained mass value was entered into an ensemble of results of simulated experi-
ments. The systematic uncertainty assigned to our measurement is the difference
in the average of these result distributions for the nominal and shifted ensembles or
half the difference between results obtained with +¢ and —o of the corresponding
parameter change.

8.1 Jet Energy Scale

In Run 2 the jet systematic uncertainty is included in the jet correction software
package. It is possible to turn on a 4+ 1o change in the energy scale for the specific
type of jet correction. A detailed description of each source of uncertainty can be
found at Jet Energy and Resolution Group Web Page [11].

By means of the above-described PE we estimated the mass shift caused by
different corrections. We obtained the overall uncertainty of 2.940.03 GeV/c?
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shifting jets in both signal and background MC events by +o of the total jet
energy systematic uncertainty.
Individual contributions to the systematic uncertainty are presented in Table 3.

Level Source M, (GeV/c?) | Uncertainty (GeV/c?)
+o -0 AM,ee/2
1 n-dependent 175.80 | 174.58 0.61 £0.03
4 multiple interactions | 175.20 | 175.16 0.02 £0.03
D absolute scale 177.26 | 172.93 2.17 £0.03
6 underlying event 175.37 | 175.05 0.16 £0.03
7 out-of-cone 176.99 | 173.36 1.81 +0.03
8 splash-out 175.49 | 174.94 0.28 +£0.03
total | sum in quadrature 2.91 £0.07
100 alltogether sources | 177.95 | 172.17 2.88 +0.03
total 2.9

Table 3: Mass shifts indicated by the PE when the jet energy is shifted by +1o0 of

each separate correction.

8.2 B Jet Enrgy Scale

Since jet energy corrections are estimated with studies dominated by light-quarks
and gluon jets, additional uncertainty occurs on b-jet energy scale because of three
main reasons [15]:

1. uncertainty in the heavy flavor fragmentation model.
2. uncertainty in the semileptonic b-jet branching ratio.

3. uncertainty in the b-jet calorimeter response.
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Effect due to the first source is taken into account by running PE’s on samples
generated with different Bowler fragmentation parameters. Results are shown in
table 4.

Source Fragmentation Model | Mass Shift Syst.
GeV/c? | GeV/c?
Fragmentation Model | ADO | 174.99+0.04 -0.18 £0.06 0.18
SLD | 175.04+0.04

Table 4: Top mass shifts obtained from PE’s on ttkt75 sample reweighted with

different Bowler.fragmentation parameters

Since both top masses are below the nominal one (175.17 + 0.15 GeV/c?) we
take the largest mass shift(0.18 GeV/c?) from the nominal mass as systematic
uncertainty due to a different fragmentation model.

The effect for the uncertainty (o) in the semileptonic branching ratios (BRs)
of heavy flavor quarks is evaluated by shifting BRs by +o. Events are reweighted
accordingly and shifted templates are built. Results from PE’s are shown in table
d.

Source Shift Mass Shift Syst.
GeV/c? | GeV/c?
Fragmentation Model | +o0 | 174.97£0.04 | -0.52 +0.06 0.26
-0 | 175.4940.04

Table 5: Top mass shifts obtained from PE’s on ttkt75 sample reweighted with

different +o shifted semileptonic BRs of heavy flavor quarks.

We get 0.26 as systematic uncertainty.

The effect for the uncertainty on the b-jet calorimeter response is estimated by
varying by 4o the b-quark jet energy scale. Shifted templates are built accordingly
and PE’s are performed. We get 1.04 + 0.03 GeV/c? half difference between the
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shifted top masses [16]. According to the prescription [15] we take the 20% of the
half difference as systematic uncertainty.
We sum in quadrature the three uncertainties and we get a systematic uncer-

tainty of 0.38 GeV/c?.

8.3 Pileup

In this analysis we use MC events generated with a luminosity profile correspond-
ing to the first 1.2 fb~! integrated luminosity dataset, which differs from the new
data profile. We study this effect on our measurement by running batches of PE’s
where input events are segregated according to the number of interaction. We use
ttkt75 sample for these purposes. Results from PE’s are plotted against number
of interactions and fitted with a one degree polynomial (Fig. 11). We see no sig-
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Figure 11: Results from PE’s performed using events segregated by the number of

interactions

nificant mass dependence on the number verteces and we use the uncertainty (0.26
GeV/c? /vertex) on the slope to derive this systematic uncertainty. We multiply
0.26 by < Ndata _ NMC ~ “where < N9 >= 2094 and < NMC¢ = 1501 >

vtx vtx vtx vtx
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are the average number of verteces in the selected data sample and in simulated
sample respectively. We get 0.154 GeV/c2.

A different pileup in MC events compared to data may cause a mismodeling
of the calorimetric jet response since the portion of energy in the cluster due to
particles from other interactions depends on the pileup itself. Studies based on
MC events show that this effect can be evaluated by scaling up the L4 system-
atic uncertainty (= 0.03GeV/c?) by a factor of 2.3 [15]. Moreover we rescale L4
systematic uncertainty by < Ndie — 1 > / < NMC _ 1 > to account for the
different data and MC luminosity profile. We get an uncertainty of 0.154 GeV/c%.

We choose the largest of the two uncertainties (0.15 GeV/c?) as the systematic

error due to pileup mismodeling.

8.4 Radiation effects, generators

The effect of the initial (ISR) and final (FSR) state radiation parametrization
is studied, since jets radiated from interacting partons can be mis-identified as
leading jets and affect the top mass measurement. Since the physical laws that
rule ISR and FSR are the same, parameters which control ISR and FSR (IFSR)
are varied together while simulating signal events. The difference in top mass (0.30
GeV/c?) from PE’s performed on samples with increased and decreased IFSR is
taken as the systematic uncertainty for ISR and FSR modeling 4. Results are
summarized in Table 6.

The effect of using different top Monte Carlo generators was checked by com-
paring nominal PYTHIA (ttkt75) with HERWIG samples (otopls). The previously
used HERWIG sample htop75 ([16]) had to be replaced because of incorrect settings.
The obtained shifted masses are presented in Table 6. We take the uncertainty
(0.21 GeV/c?) on the difference between the shifted masses as systematic uncer-
tainty.

8.5 Background Shape

Background composition.
In order to estimate effect on top mass from the uncertainty in background compo-
sition we varied the contribution in combined background template of main sources

4Systematic uncertainties due to ISR and FSR were studied separately in our previous analysis

[16]
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Source Datasets Mass Mass Shift Syst.
GeV/c? GeV/c? GeV/c?
Gener. Herwig otopls 175.30+0.15 | AM =0.13+0.21 0.21
Pythia ttkt75 175.174+0.15
ISFR | More ISFR | otop03 175.2240.21 | AM =0.30+0.30 | 0.30
Less ISFR | otop04 174.9240.21

Table 6: Top mass shifts obtained from the PE for different Monte Carlo samples.

(Diboson, Drell-Yan and "fakes”) by +o. Contribution from another subsamples
was corrected to maintain the total expected number of background events. As
result 6 alternative combined background templates were obtained and used for
PE’s. Obtained top mass shifts presented in Table 7. We assigned 0.46 GeV/c? as
our systematic error for composition in combined background template.

”Fake” events template shape.
In order to study how the uncertainty for ”fake” events template shape can affect
our resulting top mass we inserted linear Ep-dependent shift for values in our fake
rate matrix. New fake rates were calculated according to the formula:
wy =wy£1/8x (2 X ig, —8) X 0y
were wy is the unshifted fake rate, o, is the uncertainty on wy, and ig, denotes
the Ep bin. Two new fake templates were obtained using changed fake rate matrix
and included in combined background template. Using these templates for PE’s
we got shifts in top mass as presented in Table 7. We took 0.41 GeV/c? as our
systematic error for uncertainty in template for ”fake” events shape.

Drell-Yan template shape.
In order to suppress Drell-Yan events(Z/v* — ee, Z/v* — pu) we have the in-
creased requirement on missing Ep for events with effective mass of lepton and
track lepton inside Z-window (Z-veto cut). Drell-Yan events can get significant
value of missing F7 only because mismeasurement of jets Er. Differencies between
modeling of this effect and the reality can give us the shifted top mass. In order to
estimate the sensitivity of our measurement to this we increased (and decreased)
by factor of 2 the weight in Z/7* — ee, Z/v* — pp templates for events which
have effective mass of lepton and track lepton inside Z-window. Two new combined
background templates were obtained using this changed Z/v* — ee, Z/v* — uu
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Source Mass Mass Shift Syst.
GeV/c? GeV/c? GeV/c?
BG Diboson(-0) 175.15+0.04 | AM /2 =-0.02+0.03 0.03
compos- Diboson(+o) 175.114+0.04
ition DY(-0) 174.90+0.04 | AM/2 =0.25+0.03 0.25
DY (+0) 175.4040.04
Fakes(-0) 175.53+0.04 | AM /2 =-0.39+0.03 0.39
Fakes(+o0) 174.7440.04
0.46
Fake -linear Ep-dependent shift | 174.80+0.04
shape in fake rate matrix AM/2 =0.41+0.03 0.41
+linear Ep-dependent shift | 175.61+0.04
in fake matrix
Drell-Yan decreased weight 174.884+0.04
shape in the Z window AM /2 =0.30+0.03 0.30
increased weight 175.48+0.04

in the Z window

Table 7: Top mass shifts obtained from the PE for different BG composition and

fake shape.
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templates. Then we got from PE’s the shifts in the top mass as presented in Ta-
ble 7. We took 0.3 GeV /c? as our systematic error due to uncertainty in Drell-Yan
template shape.

8.6 Parton Distribution Functions

The uncertainty induced by PDF’s was assessed by comparing CTEQ5L vs MRST
in Pythia. The results are listed in Table 8. The recently developed next-to-

Source Mass Shift Syst.
GeV /c? GeV /c?
CTEQ PDFs Sum(AM/2)=0.2140.13 | 0.21
CTEQSL vs MRSTT72 AM=0.071+0.06 0.07
a, (MRST72 vs MRST75) AM=-0.22+0.06 0.22
Total 0.31

Table 8: PDF Systematic

leading order PDF from CTEQ6 [12] allows us to vary some PDF sets within
their uncertainty. The possible variations are separated into contributions from 20
independent eigenvectors, so in total we have 41 different sets (1 nominal and 2x20
for 10 variations). The PDF effect is studied using the reweighting method [13],
where reconstructed top mass templates for each PDF set are obtained from one
single sample (Pythia 175 GeV/c? sample) by weighting the mass for each event
by the probablity for that event to proceed according to the given PDF. Results
for the nominal PDF and for the 20 pairs of £10 PDFs are shown in Fig. 12. The
black line corresponds to the nominal PDF set. The total PDF uncertainty was
estimated as 0.31 GeV/c?%.

8.7 Lepton energy scale

The effect on the top mass from the uncertanty on lepton energy scale was studied
by applying £1% shifts for lepton pr [14]. Resulting top masses are 175.48 GeV /c?
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Figure 12: Results used for PDF uncertainty

and 174.84 GeV/c?. We take the half difference ( 0.3 GeV/c?) as our systematic
error from lepton energy scale uncertainty (see Table 9).

8.8 Summary of Systematic Errors

All the systematic uncertainties we estimated are listed in Table 9.

9 Data

The data sample we used in our analysis includes data collected between March
2002 and May 2007 and corresponds to a total integrated luminosity of 3.0 fb—1.

We selected 330 top event candidates. The background was rescaled from
track—+lepton cross section measurement (1.1 fb=1[7]) and the estimated value is
Np=146.54+17.9.
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CDF RunlI Preliminary

Source Uncertainty (GeV/c?)
Jet Energy Scale 2.9
b-JES 0.4
Pileup 0.2
Initial and Final State Radiation 0.3
Monte-Carlo Generators 0.2
Parton Distribution Functions 0.3
Background composition 0.5
Fakes shape 0.4
DY shape 0.3
Lepton energy scale 0.3
Total 3.1

Table 9: Symmary of systematic uncertainties
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The two-component, background-constrained fit for the obtained 14-trk sample
returns: My, = 164.97 £330 GeV/c?, with 182.7+33 ¢ signal events and 147.1+12]
background events.

The fitted mass distribution is shown in Fig. 13. The insert shows the mass
dependence of the negative log-likelihood function.
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Figure 13: Two-component, constrained fit to the 14+trk sample. The pink solid
area corresponds to the background returned by the fit and the blue area is the sum

of background and signal events. The insert shows the mass-dependent negative

log-likelihood used in the fit.

We also performed a fit when the number of the background events was uncon-
strained, see Fig. 14. This fit returns My,, = 164.96+33; GeV/c?, with 181.3+373
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signal events and 148.7+35% background events.
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Figure 14: Two-component, unconstrained fit to the 1+trk sample. The pink solid
area corresponds to the background returned by the fit and the blue area is the sum

of background and signal events. The insert shows the mass-dependent negative

log-likelihood used in the fit.

10 Conclusion

We applied the neutrino ¢ weighting method to solve a non-constrained kinematics
of the top quark decay in dilepton mode.

33



330 candidate events were selected from the data sample with integrated lu-
minosity of 3.0 fo~!. Our preliminary measurement of the top quark mass in the
I+trk sample is: My, = 165.2 +54% (stat) £ 3.1 (syst) GeV/c?. Statistical errors
are shown here after multiplying by factor of 1.027 and the mean value increased
by 0.20 GeV/c? - correction values obtained from our pseudo-experiments.
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Appendix

In this appendix we show the kinematical distributions which have been obtained to
validate our data sample for CDF integrated luminosity 3.0 fb~!. The distributions
for Nj.; > 2 events were obtained on the data sample selected for our top mass
measurement. The distributions for Nj, = 0 and N;e = 1 events were obtained
on the data sample with relaxed cuts on the number of jets per event.

The plot 15 shows the comparison between observed and predicted numbers of
events. The number of predicted events for the plots (16-21) is scaled to be equal
to the number of observed ones. The relative backgrounds and signal contribution
for predicted events is done according to the x-section group measurements [7].

CDF Runll preliminary (3.0 fb’}
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B - orell-van
B + Fakes

— + Signal

pred. + 1o
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Figure 15: Number of predicted events compared to the number observed in the

data. The shaded areas show the (10) uncertainties on the predicted numbers.
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Figure 20: These distributions are for number of jets in the events N, > 2. Upper
left plot: F; distribution of the leading jet. Upper right plot: A R between missing
E; and isolated track. Bottom plot: A f%obetween tight lepton and isolated track.



CDF Runll preliminary (3.0 fb™) CDF Runll preliminary (3.0 fb™)

a F a F
c c
[} [ KS prob 0.93 o_ KS prob 0.56
550? q>)50?
S | = Diboson S L = Diboson
3 L Il + Drel-van 2 i B + Drell-van
§40 — B + Fakes _§>40 — BB - Fakes
Z t . zZ
i — + Signal L — + Signal
L —e— Data r —e— Data
30l 30
20~ 20
10~ 10
ol 0
0 05 1 15 2 25 3 35 4 45 5 0 05 1 15 2 25 3 35 4 45 5
AR tljetl AR tljet2
CDF Runll preliminary (3.0 fb™) CDF Runll preliminary (3.0 fb™)
a2 [ 2 r
c c
[} r KS prob 0.97 [T KS prob 0.08
360 360
S r = Diboson 8 L = Diboson
@ @
'g50 C Il + orell-van -250; Il -+ Drell-Yan
2 [ B+ Fakes 2 [ B -+ Fakes
r — + Signal C — + Signal
40— —e— Data 40+ _e— Data
30 30
201 201
100 10
ol 0
0 05 1 15 2 25 3 35 4 45 5 0 05 1 15 2 25 3 35 4 45 5
AR trkl-jetl AR trkl-jet2

Figure 21: These distributions are for number of jets in the events N, > 2. Upper
left plot: A R between tight lepton and and leading E}; jet. Upper right plot: A R
between tight lepton and second leadinglF,; jet. Bottom left plot: A R between
isolated track and leading E; jet. Bottom right plot: A R between isolated track

and second leading F; jet.
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