]inst PusLisHED BY IOP PUBLISHING FOR SiSSA MEDIALAB

RECEIVED: December 20, 2024
AccepTED: January 6, 2025
PusLISHED: March 21, 2025

THE LSPE/STRIP INSTRUMENT: DEVELOPMENT AND TESTING

The LSPE-Strip pointing reconstruction and Star Tracker

Michele Maris ®,%-!-™-* Maurizio Tomasi®,”-' Matteo Baratto©®,”-! Fabio Paonessa®,®
Cristian Franceschet ©,”! Daniele Tavagnacco ©,“ Oscar Antonio Peverini®,¢
Fabrizio Villa®,? Mario Zannoni®,*-/ Marco Bersanelli®,”! Barbara Caccianiga®,’-!
Stefano Mandelli ®,”-' Aniello Mennella®,”-' Federico Nati®,® Stefano Sartor®,/
Ricardo T. Génova-Santos ©,%" Jose A. Rubino-Martin®,% Francesco Cuttaia®,¢
Francesco Cavaliere,”' Massimo Gervasi®¢/-* and Andrea Zacchei ®*

ATrieste Astronomical Observatory — Italian National Institute for Astrophysics (INAF-OATSs),
Via G.B.Tiepolo 11, 34135, Trieste, Italy
bDipartimento di Fisica “Aldo Pontremoli”, Universita degli Studi di Milano,
Via G. Celoria 16, 20133, Milano, Italy
CIstituto di Elettronica e di Ingegneria dell’ Informazione e delle Telecomunicazioni (IEIIT), Consiglio
Nazionale delle Ricerche (CNR),
Corso Duca degli Abruzzi 24, 10129, Torino, Italy
4INAF — Osservatorio di Astrofisica e Scienza dello Spazio di Bologna,
via Gobetti, 93/3, 40129, Bologna, Italy
¢Dipartimento di Fisica, Universita di Milano Bicocca,
Piazza della Scienza 3, 20126 Milano, Italy
FPCF OAVdA — Osservatorio Astronomico della Regione Autonoma Valle d’Aosta,
Lignan, 39 11020 NUS (AO), Italy
8nstituto de Astrofisica de Canarias,
E-38200 La Laguna, Tenerife, Canary Islands, Spain
hDepartamento de Astrofisica. Universidad de La Laguna (ULL),
E-38206 La Laguna, Tenerife, Spain
{INFN — Sezione di Milano,
Via Celoria 16, 20133 Milano, Italy
JINFN — Sezione di Milano Bicocca,
Piazza della Scienza 3, 20126 Milano, Italy
KCERN, Esplanade des Particules 1,
P.O. Box 1211 Geneva 23, Geneva, Switzerland
!Institute for Fundamental Physics of the Universe (IFPU),
Via Beirut, 2, 34151 Trieste (TS), Italy
"MFondazione ICSC — Centro Nazionale di Ricerca in HPC, Big Data and Quantum Computing,
Via Magnanelli 2, 40033 Casalecchio di Reno (BO), Italy

E-mail: michele.maris@inaf.it

*Corresponding author.

© 2025 The Author(s). Published by IOP Publishing Ltd on behalf of
BY Sissa Medialab. Original content from this work may be used under the .
terms of the Creative Commons Attribution 4.0 licence. Any further distribution of this httpS://dOl.O['g/lO. 1088/1748-022 1/20/03/P03029

work must maintain attribution to the author(s) and the title of the work, journal citation
and DOL.


https://orcid.org/0000-0001-9442-2754
https://orcid.org/0000-0002-1448-6131
https://orcid.org/0009-0000-8702-9591
https://orcid.org/0000-0001-7660-0502
https://orcid.org/0000-0002-3528-5240
https://orcid.org/0000-0001-7475-9894
https://orcid.org/0000-0002-7681-6837
https://orcid.org/0000-0003-1798-861X
https://orcid.org/0000-0002-4495-571X
https://orcid.org/0000-0002-7866-948X
https://orcid.org/0000-0002-8026-7754
https://orcid.org/0000-0001-6737-6422
https://orcid.org/0000-0002-5343-6655
https://orcid.org/0000-0002-8307-5088
https://orcid.org/0000-0002-0012-6848
https://orcid.org/0000-0001-5479-0034
https://orcid.org/0000-0001-5289-3021
https://orcid.org/0000-0001-6608-5017
https://orcid.org/0000-0003-3884-0905
https://orcid.org/0000-0003-0396-1192
mailto:michele.maris@inaf.it
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1088/1748-0221/20/03/P03029

ABSTRACT: This work is part of a series of papers describing in detail the design and characterization
of the LSPE-STr1P, a microwave telescope operating in the Q- and W-bands which is foreseen to
be installed at the Observatorio del Teide in Tenerife. The paper aims to describe the Pointing
Reconstruction Model (PRM) and the prototype Star Tracker, which will be mounted on LSPE-Strip.
Pointing reconstruction is a crucial step in deriving sky maps of foreground emissions. The PRM will
be in charge of integrating the information on the instantaneous attitude provided by the telescope
control system, encoded in two control angles, to obtain the actual pointing direction and focal plane
orientation of the telescope. The PRM encodes various non-idealities in the telescope setup from
eight configuration angles. The Star Tracker, plus the observation of an artificial source installed on a
drone and possibly observations of point sources of known positions, will be used to calibrate the
configuration angles of the PRM. We study the pointing error produced by incorrectly calibrating
configuration angles by comparing surveys with different realizations of systematic pointing errors
against the ideal case. In this way, we validated the required ~ 1 arcmin maximum systematic pointing
error in the LSPE-Str1P survey as the worst effect of the pointing error, in this case, is two orders of
magnitude below the instrumental sensitivity. After a description of the main structure and operations
of the Start Tracker, we present the results of a campaign of actual sky observations carried out on a
prototype of the Star Tracker aimed at assessing the final Star Tracker accuracy. From the point of view
of performance, the Star Tracker prototype fully represents the final Star Tracker, the main differences
being related to several implementation details. The results show a Star Tracker RMS accuracy is
~ 3 arcsec while the systematic error is below 10 arcsec. From those results, we analyzed the problem
of reconstructing the PRM configuration angles by simulating a calibration survey. Given the need to
intercalibrate the offset of the Start Tracker pointing direction with respect to the focal plane pointing
direction, we simulated two possible intercalibration strategies: one by simulating intercalibration
with the use of observations of planets, the second by observing a drone carrying an optical beacon
and a radio beacon. In the first case, the accuracy is determined by the level of 1/ f instrumental plus
atmospheric noise, determining the S/N by which the planet can be observed. A very conservative
S/N = 10 case and a more likely S/N = 50 case have been considered, allowing for an intercalibration
accuracy respectively of 1 arcmin and 1/3 arcmin. In the second case, the most important source of
error is the correct evaluation of the parallaxes between the telescope and the Star Tracker. Our analysis
shows that the intercalibration accuracy will be between (.25 arcmin and 1 arcmin in the worst cases.

Keyworbps: Instruments for CMB observations; Polarisation; Systematic effects
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1 Introduction

The polarization of the Cosmic Microwave Background (CMB) encodes a wealth of information about
the early stages of the evolution of the universe. The E-mode pattern is sensitive to the optical depth
of the ionized medium, so its amplitude provides a powerful indication of the re-ionization era (see,
e.g. [1]). Furthermore, accurate measurements of the E-mode are vital to breaking the degeneracies
between the cosmological parameters extracted from the temperature anisotropies. Although the
E-mode power spectrum has been measured with good accuracy over a wide multipole range by the
WMAP and PLANCK space missions [2, 3], current observations are still limited by instrumental and
astrophysical uncertainties rather than by cosmic variance, particularly at large angular scales.

An even more exciting scientific motivation driving CMB polarization experiments is the quest
for the B-mode component. If detected, B-modes would provide strong evidence of primordial
gravitational waves produced during an inflation era that occurred in the very early universe [4—6],
possibly at energies of order ~ 10'> GeV. The unique opportunity to probe physics at such uncharted
conditions motivates an extended worldwide effort to measure CMB polarization to high precision,
with experiments operating from ground, balloon, and space (see, eg., [7-10] and references therein).

The experimental challenges are enormous because the B-mode signal is highly faint (well below
1 pK) and overwhelmed by diffuse foreground emission. Observations must be conducted over a wide
frequency range to disentangle the primordial signal from polarized synchrotron and dust emission
originating within our Galaxy, ensuring that ground-based instruments properly avoid spectral bands
hampered by atmospheric opacity. At the same time, systematic effects must be controlled at extreme
levels, which requires detailed characterization of instrumental features such as noise properties, beams,



thermal stability, and pointing reconstruction. The current upper limits on the tensor-to-scalar ratio
parameter, characterizing the relative amplitude of the B-mode component, come from a combination
of BICEP/Keck [11] and PLaNck/PR4 [12] data, yielding r < 0.032 at 95% confidence level [13].

One such project, the Large Scale Polarization Experiment (LSPE), combines ground-based
and balloon-borne observations to reach wide frequency coverage while optimizing instrumental
characteristics in the presence of atmospheric effects. [14]. The LSPE-SWIPE instrument will be
flown in an Arctic stratospheric flight and will measure at frequency bands centered at 145, 210, and
240 GHz with an array of multimode bolometers. At lower frequencies, LSPE-Strip will observe the
sky with an array of 49 coherent polarimeters at 43 GHz, providing key information on the Galactic
synchrotron, and six channels at 95 GHz mainly as atmospheric monitor. Both LSPE-Strip and
LSPE-SWIPE will cover nearly the same area of the Northern Hemisphere, corresponding to about
25% of the whole sky. The baseline balloon flight of LSPE-SWIPE is a 2-week polar trajectory around
the North Pole during the arctic night. Instead, the LSPE-Str1p telescope will be installed at the
Teide Observatory, Tenerife, and will integrate for 2 years with a spinning scanning strategy. The
combined data set is expected to improve the current B-mode limits, reaching r < 0.015 at 95% [15],
carried out from the same site, enabling us to improve our understanding of polarized synchrotron
emission, a crucial component for all CMB polarization experiments.

This work is part of a series of articles that describe in detail the design and characterization of
the LSPE-StrIpP instrument, some of which are published [16—19], while others are in preparation.
Here, we discuss the pointing system of the telescope and our strategy for extracting the information
needed to support the data analysis. Ensuring adequate control of the telescope attitude over the
whole observing campaign and a quantitative estimate of the related uncertainties is necessary and
challenging. In the following, we present the pointing model of LSPE-Strip and the strategy we
devised to reconstruct the pointing direction of the detectors based on a dedicated Star Tracker and
on attitude information routinely acquired as part of the housekeeping.

The paper is structured as follows. In section 2, we provide a synthetic overview of the LSPE-
Strip telescope and discuss the basic requirements for pointing accuracy An analysis of the pointing
reconstruction is the subject of section 3: here we start from the formal definition of the reference
frames we adopted (section 3.1), then we present an analytical model for the telescope attitude
(section 3.2), we explain the metric we used to evaluate the pointing accuracy (section 3.3), and we
discuss the expected residual systematic effects due to pointing uncertainties (section 3.4). In section 4
we illustrate the design of the LSPE-Strip Star Tracker and describe its operating modes: we present
the bread-board model developed to verify the Star Tracker performance (section 4.1), we provide the
details of the time synchronization system (section 4.2), we present the main results of our breadboard
test campaign (section 4.3); we then use those results to predict the level of attainable pointing accuracy
for LSPE-Strip by calibrating the PRM with the STR (section 4.4) and we discuss the accuracy of
the Star Tracker / Telescope pointing intercalibration (section 4.5). Finally, the conclusions and an
outline of future planned activities are given in section 5.

2 LSPE-StrIP Instrument and pointing framework

The objective of LSPE-Str1p is to characterize the polarized sky emission at low frequencies, which
is used in conjunction with the measurements produced by LSPE-SWIPE to separate foregrounds
from the CMB signal. An overview of the LSPE-STr1p telescope is shown in figure 1.
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Figure 1. Structure of the LSPE-Str1p telescope. The telescope rotates around its main vertical axis, hosting a
rotary joint that allows electric power transmission and services. The gearbox of the vertical axis is connected to
the ground through a base plate, which can be aligned with the zenith and the local meridian. The vertical axis
is joined to a frame hosting the chiller, the cold head compressor, and the azimuth fork. The telescope frame,
holding the cryostat with the focal plane, the optics, and the electronic cabinets, is connected at the elevation
axis, allowing it to change its elevation.

The telescope is mounted on an alt-azimuth mount, hosted in a telescope enclosure that minimizes
stray light from the ground. The telescope optical system is based on a dual-reflector off-axis design
with a parabolic primary with apertures roughly 1.5 m and a hyperbolic secondary of aperture 1.7 m.
An array of forty-nine corrugated feed horns at Q and six at W band couple the telescope with a
set of polarimeters based on HEMT cryogenic amplifiers cooled to 20 K. The horns interface the
telescope, resulting in pointing directions in the sky within an angular range of +5° from boresight
The LSPE-StrIP baseline scanning scheme foresees a continuous rotation, made possible by a rotary
joint mounted at the bottom of the mechanical system, which ensures transmission of the power
and the scientific signal during the observations.

The LSPE-Strir and LSPE-SWIPE instruments cover roughly the same portion of the sky
(~ 25% of the whole sky) with widely different scanning strategies. LSPE-SWIPE will be operated
at stratospheric altitudes and will cover the required sky region by spinning the instrument while
moving around the North Pole. The LSPE-Str1p telescope, to be installed at the Teide Observatory,
Tenerife (Lat = +28.3°), will spin around a vertical axis at a constant rotation speed of 1 rpm, and
pointing at a nominal angular distance from the Zenith 8 = 20°, as shown in figure 2. By exploiting
the Earth’s daily rotation, the projected scan circle will cover the required angular band with a height
of roughly 40 degrees. More precisely, the fraction of sky observed by LSPE-Str1pP can be computed
from the difference between the solid angles of two spherical caps around the North Pole, one with
radius 90° — ¢opo + 20°, and the other with radius 90° — ¢yopo — 20°:

27(1 = c08(90° = dopo +20°)) = 27(1 = c0s(90° — diopo — 20°))
4

Jsky = ~30%, (2.1)
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Figure 2. The way LSPE-Strip observes the sky. The boresight direction of the telescope is kept at a
constant altitude of 70°, and the Azimuth motor spins regularly around the vertical axis once every minute
(Wielescope = 1 Tpm). Coupled with the daily rotation of Earth (wearn), this lets the Strip detectors observe ~30 %
of the sky after one day.

where ¢iopo ~ 28° N is the latitude of the site. As explained in [20], this value of 8 will ensure that
LSPE-Strip and LSPE-SWIPE observe roughly the same horizontal strip in the Northern Hemisphere.

In figure 3 we illustrate the relevant functional elements to describe the LSPE-STr1pP pointing
system. The scheme highlights the relevant telescope elements without any reference to their
mechanical properties, with the sole purpose of defining valuable quantities. The alt-azimuth mount
is shown consisting of a vertical axis (V-AXIS) around a Fork and a horizontal axis (H-AXIS)
around the Basement. Each axis is equipped with its own motor and absolute encoder. The two
angles associated with these axes are the control angles ¥ and ¢. The Telescope Control Station
(TEL CS) controls the telescope in the Control Room. The pointing direction toward which the
telescope is aimed can be monitored at night through the Star Tracker (STR), which is mounted
on the telescope. The Start Tracker Control Station (STR CS) controls the STR, which is also
located in the Control Room. Communication between the units in the telescope Enclosure and the
Control Room is done through an internal Ethernet network (not shown in the figure). For the sake
of simplicity, the plot encoders are shown as mounted on the motor shafts; in reality, encoders are
mounted directly on the H-AXIS and V-AXIS shafts.! Finally, all the telescope units are synchronized
through an internal Master Clock (not shown in the figure). The Master Clock is synchronized with
UTC through a dedicated GPS receiver.

Proper reconstruction of the pointing information associated with each sample acquired by the
55 detectors is crucial since this information is required to combine the time-ordered data into sky
maps. The Strip data reduction pipeline needs to integrate multiple observations of the same regions
of the sky to produce an estimate of the polarized emission over the fraction of sky covered by the
scanning strategy (map-making), and any inaccuracy will lead to systematic errors that propagate
to the component separation stage and the scientific data reduction.

The primary source of information in determining pointing are the encoders and the calibration
of the pointing model performed by using the Star Tracker, so to characterize the extent of systematic
errors in pointing reconstruction, one has to assess how the accuracy of these devices affects the
estimated orientation of the LSPE-STr1p optical elements.

Motors have their encoders, but they are not used to determine the rotation angles of the telescope.
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Figure 3. Main functional units of LSPE-Strip. In the real telescope, encoders are not mounted on the motor
shafts but onto the H-AXIS and V-AXIS shafts.

An essential outcome of this work will be to set well-motivated pointing requirements for STRIP.
As a helpful reference, the PLanck/LFI 44 GHz channel worked at similar angular resolution and
frequency as the STRIP array. In the case of Planck, the pointing requirement was 30 arcsec, with
a goal of 15arcsec. However, those limits were driven by higher frequency HFI channels. As a
conservative starting point, we initially adopted the exact requirements for STRIP as in Planck. Still,
they were never tested using a dedicated end-to-end simulation of the Strip instrument. As we will
discuss in section 3.4, as a result of our analysis, we can relax these requirements based on our pointing
reconstruction model and the propagation of the main effects on the STRIP performance.

3 Pointing Reconstruction

Pointing reconstruction is the process of deriving the actual pointing direction of an instrument using
the information provided by the system data acquisition. In the case of LSPE-Strip, the primary
information will be provided by the TCS, and it consists of the control angles ¥}, ¢ as a function of
time. Additional key information will be available from the telescope design, data from sensors not
controlled by the TCS, and dedicated measurement campaigns. This information must be considered
throughout the observing campaign since slight changes and slow drift may occur. Our Pointing
Reconstruction Model (PRM) describes in detail how the components of the LSPE-STrip structure
determine the nominal pointing direction of the telescope and provides a path to include the effect
of external perturbations and non-idealities (such as flexures, etc.) on the instrument pointing. This
section assumes that the telescope has a stable and well-defined geometry with ideal stiffness (i.e.,
flexures are not considered). In these conditions, the control angles can determine the attitude through
a transfer matrix parameterized by a set of configuration angles, which are assumed to be measured
during the commissioning phase at the observing site.



3.1 Reference frames

To determine the pointing direction P for an observer located at a given place and time, defining a
Local Topocentric Reference Frame (LTRF) is helpful. The LTRF would be equivalent to the telescope
Alt-Az reference frame for an ideal telescope. However, all the manufacturing uncertainties of the
telescope and its mount make those two reference frames slightly different. The scope of the PRM is
to provide a framework to describe, measure, and account for such differences.

In defining the LTRF, we follow the usual astronomical convention for which has origin Oop,
in the observer location, X axis Xtopo oriented toward South, Y axis f(topo oriented toward East, and
Z axis Ztopo defined by the local Zenith. We assumed that Otopo is at the center of the telescope
basement, and it is identified by its longitude lon, latitude Iat, and height Ay, above sea level. The
model for the shape of the Earth is the WGS84 ellipsoid, in agreement with the convention used by the
AstroPy package.? For the Alt-Az coordinates, we follow the convention of the AstroPy package
for which Altitude (XTt) is the angle between P and the local horizontal plane. It is favorable for
pointing directions above the horizons.3 Azimuth (KE) is the angle between the projection of P onto
the local horizontal plane and the North direction; it is oriented East of North (i.e., N = 0, E = 90°).
Having defined Az as positive for a clockwise rotation, the corresponding reference frame is no longer
right-handed. To have a right-handed reference frame, we define the control angles

9 =90° — Alt, o)
¢ =180° — Az; '

in this way, 9 is the Zenithal distance of P in the Topocentric reference frame, while ¢ is anticlockwise
and it is oriented South of East (0° = S, 90° = E).

To convert (19, ¢) into a pointing direction in the LTRF, P(¢%°) | the model of the telescope and
its Alt-Az mount shown in figure 3 is used. A basement holds a vertical axis (V-AXIS), which
allows the rotation of A\z; a fork mounted on the top of the V-AXIS holds the Horizontal Axis
(H-AXIS), which rotates the telescope in Alt. Ideally, the H-AXIS is normal to the V-AXIS, and
the V-AXIS is aligned with the local (Topocentric) zenith. The angles ¢ and ¢ represent rotation
along the H-AXIS and the V-AXIS, respectively.

To identify the telescope area collecting electromagnetic radiation from the sky in the pointing
direction, we introduce the concept of image plane. This definition includes the microwave focal
plane and an optical camera like the Star Tracker. In figure 3, it is represented by the light gray
hexagonal region. In our simplified scheme, it is assumed to be located at the bottom of the telescope
tube, aimed at the sky.

In figure 4, we show graphically the various reference frames used in this analysis and their mutual
relationships. Figure 4a shows the image plane reference frame and the telescope reference frame
(the two main internal reference frames used in this work) and their relation with the LTRF. Here, we
assume that the telescope is pointing at the Zenith, and the axes of all reference frames are parallel.
All the reference frames are right-handed, with positive angles defined for anti-clockwise rotations.
The origin Ojy, of the image plane reference frame is at the center of the hexagon representing the
LSPE-Str1p focal plane. The X-axis Ximg is aligned with the major axis of the image plane, the Y-axis

2http://www.astropy.org.
3Another name for altitude is elevation angle, so this reference frame is also known as the Azimuth-Elevation system.
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Figure 4. Reference frames and angles in the pointing reconstruction model. Frame (a) the image plane
reference frame, the telescope reference frame, and the local topocentric reference frame. The telescope is
oriented to the zenith, and the axes of the three reference frames are parallel. With the ideal configuration of
the telescope, in this case, the axes and origins would overlap, but to avoid confusion when needed, they are
shifted in the figure. The figure also shows the image plane as a light grey hexagon, the telescope body, the
H-AXIS, and the basement, as well as the ¢, @9, @, 99, Fimg, Dimg and fimg angles. Frame (b) shows the 7z
angle. Frame (c) shows the V-AXIS and the wobble angles Zvax, Azyax and wyax.

Yimg is aligned with the minor axis, and the Z-axis Zimg is normal to the image plane and exits from
the telescope aperture. The origin of the image plane is located at the center of the hexagon. The
origin Oy of the telescope reference frame is centered on the telescope. The X-axis Xie1 is normal to
the H-AXIS, the Y-axis Yy is parallel to the H-AXIS, and the Z-axis 7.1 exits from the telescope
aperture. It is important to stress how this model simplifies the more complex optical system, which
includes a larger number of optical components and reference frames. However, if needed, the model
described here is sufficiently modular to integrate this extra complexity.

3.2 The pointing reconstruction model

The pointing direction P of the system illustrated in figure 3 and figure 4 is defined by the direction
toward which Zimg is aimed in the LTRF for given values of the control angles (¢, ¢). The definition
of a PRM is then a matter of computing an attitude operator A (¥, ¢, @) describing the projection of
the Ximg, Yimg, Zimg axes in the LTRF, where @ is a vector of configuration parameters. We derive
the PRM by applying a chain of orthogonal rotations.

Following figure 4 we start defining the orientation of the image plane relative to the telescope
described by the Tait—Bryan angles: roll is an anticlockwise rotation of an angle 7y around the
Zimg, pan is an anticlockwise rotation of an angle pimg around the f(img,“ tilt is an anticlockwise
rotation of an angle fimg around the Ximg.5 With this convention, a roll rotates the image seen
by the image plane around its center, while a small pan (or tilt) shifts the image along the image
plane X (or Y) axis; the change of coordinated from the image plane to the telescope is described
by the operator Ael) (fimg, Pimg, fimg). The projection of P into the LTRF is a function of the
¥ and ¢ control angles.

4Also named Pitch.
5Also named Yaw.



In the ideal telescope, ¥} describes a rotation around the Y axis, while ¢ a rotation around the Z
axis. In reality, one should take into account that the zero points of the devices determining J and ¢
will not perfectly align with the LTRF. For this reason, two zero point angles are introduced: 9 and .

Furthermore, in a real telescope, the H-AXIS and the V-AXIS are not perfectly orthogonal. This
is accounted for by the 7o angle, defined in the central frame of figure 4 and describes a rotation
about the X axis. So the AY~AXIS) describing the change of reference frame from the telescope to the
V-AXIS depends on the two control angles ¢ and ¢ and three configuration angles ¥ and g and Zgo.

In addition, one has to consider that V-AXIS could be slightly displaced with respect to the local
Zenith, as shown in the right panel of figure 4. The corresponding operator AY~AXIS) describing
the transformation from V-AXIS to the geographic reference plane will depend on two further
configuration angles, called wobble angles (Zvax, wvax). Here, Zyax is the displacement with respect
to the V-AXIS, while wvax is the Azimuth of the ascending node, which is related to the azimuth
of the V-AXIS AAZVAX by wvax = 90° + AAZVAx.

In conclusion, the attitude operator corresponding to a vector of configuration angles

0O = (wvax, Zvax, o, frork» Jo, fimga ﬁimg’ fimg)
is obtained by composing the following chain of rotations:

ﬂ(ﬁ,’ ©, @) — ﬂ(g60>ﬂ(V—AXIS) (19', "D)ﬂ(tel)
ﬂ(tel) = Rx(fimg)Ry (ﬁimg)Rz(fimg)éz,imgQ
(V-AXIS) _ _ 2 _ .
A (0, ¢) = Rz (@ — 00)Rx (frork ) Ry (¢ = o);

AE) = R, (wyax) R (2vax) R, (—wvax)-

(3.2)

where rotations are expressed in the form of the usual right-handed rotation matrices.® The pointing
direction in the LTRF is then P(e) = A(D, ¢, ©)&, img, While the orientation of the image plane
is given by O(&°) = A(Y, ¢, O)&x img-

From Alt-Az coordinates, the pointing direction has to be converted to the astrometric reference
frame, which for LSPE-Strip is the J2000 ICRF. This is a well-known application of positional
astronomy.” Therefore, we do not enter details for this step.

3.3 Metrics for pointing accuracy

Various metrics can be used to quantify the pointing accuracy, i.e., the difference between the actual
pointing direction P’ and the nominal pointing direction P. The simplest quantity is the deflection angle:

5 = arccos P’ - P, (3.4)

which is always positive and does not depend on the reference frame.

SFor an anticlockwise rotation angle «

1 0 0 cosa 0 sina cosa —sina 0
Rx(@) =] 0 cosa —sina |, Ry(a) = 0 1 0 |, Ry a)=]|sina cosa O]. 3.3)
0 sinae cosa —sina 0 cosa 0 0 1

7This is implemented in standard astrometric packages, such as AstroPy which has been used for this work and is well
described in standard texbooks.
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For the Alt-Az reference frame, P’ can be decomposed in Alt and Az ; the corresponding errors are:

SAlt = Alt — Alt (3.5)
6Az = Az — Az (3.6)
For small differences in Alt and ;‘E,
0 —2 =2 5=
0° ~ SAlt +6Az cos” Alt. 3.7

From this, if SAlt = 0, then § = |6K\z| cos Alt so that a significant Az error near the Zenith corresponds
to a small pointing error. For example, in a nominal scan of LSPE-Strip with Alt = 70° (Pscan = 20°),
the effect of 6Az on the deflection is scaled by a factor ~ 0.34. Similarly, it is possible to define
metrics for pointing accuracy in the equatorial reference frame 6ta and odec by replacing in eq. (3.5),
eq. (3.6), and eq. (3.7) Alt with dec and Az with Ta.

3.4 Effect of uncertainties in the PRM configuration angles

We have run simulations to estimate the impact of uncertainties in our knowledge of the configuration
angles using the library Stripeline. j1.8 Our simulations compute the attitude operator in eq. (3.2),
given the control and configuration angles with some bias. Then, they project the direction of
observation into the Equatorial Celestial reference frame as a function of the position of the observation
site and the epoch (see section 3.2). Finally, we generate simulated Time-Ordered Data (TOD) at
the nominal sampling frequency using the value of the zenith control angle ¥, = 20°, as defined
in the baseline scanning strategy. To ease the interpretation of the data, we do not add instrument
noise to the TODs so that the only perturbations to the ideal cases are the bias in the configuration
angles. To simulate beam convolution, the input maps used by the simulator to generate a TOD
are convolved with a Gaussian beam with FWHM = 20 arcmin, i.e., the nominal mean FWHM at
43 GHz for LSPE-StrIP beams.

The simulation of an entire survey for the whole instrument requires a considerable computational
effort not justified by the scope of this study, which is to assess the overall effect of pointing error on
the detected signal. For this reason, after some initial tests, we decided to simulate blocks of 5 days of
observation for the central horn for which pjme = fimg = Fimg = 0° with a sampling frequency of 50 Hz.
For each sample in the TOD, we computed the angular deflection defined in eq. (3.4) between the
biased and ideal pointings. We retrieved a linear relationship between each configuration angle and the
resulting average deflection angle by running one simulation with a non-zero value per configuration
angle. Our estimates are reported in figure 5, which shows a linear scaling of deflection with an angular
coefficient of nearly one for almost all configuration angles. The only notable exception is the azimuth
offset ¢, for which the deflection is smaller than the bias. We expect this behavior because, as specified
in eq. (3.7), the deflection associated with an azimuth error is scaled by a factor sin Jycan = 0.34.
Regarding the wobble angles, we see that the deflection only slightly depends on wvyax as the effect of
wvyax uncertainty has to be scaled by sin Zyax. Since the telescope will scan approximately one-third
of the sky daily, five days of simulations are already representative of the whole scan. Indeed, we
repeated part of the simulations at different epochs in the survey and noted that the results show
relative variations of less than 1073, which is an acceptable approximation for this work.

8https://github.com/Ispestrip/Stripeline.jl.
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Figure 5. Pointing accuracy scaling. The figure shows the deflection angle averaged over 5 days as a function of
the bias introduced in the configuration angles with values 15, 30, 60, 300 arcsec, four values of wyax are used
for Zyax # 0° corresponding to the four cardinal directions. The horizontal dotted lines represent the required
pointing accuracy in the nominal case (30 arcsec) and a relaxed scenario (1 arcmin). A log-log scale is used to
allow for proper data spacing.

Afterward, we estimated the distortion of the expected signal from the sky due to the deflection.
For this purpose, we used PySM 3 [21] to generate a Q /U Healpix map [22, 23] with Ngge = 512;
for simplicity, the sky map just included a power-law synchrotron spectrum at 43 GHz with isotropic
spectral index. Using the ideal and biased pointing model, we used the map to simulate a scan using
the ideal and the biased pointing model. For the latter, the value of each sample was retrieved along
the biased direction. Still, it was attributed by the map-maker to the pixel along the ideal (unbiased)
direction. Specifically, due to the finite resolution of the observed map, the value is derived by
interpolating neighboring pixels using the HEALpix interpolate function. Therefore, the difference
between a Q /U map generated for the case in which a bias is applied, and the Q /U map generated
with zero bias provides a noise map for the pointing error and gives an estimate of the impact of
pointing errors on the measurement of the sky signal.

The noise maps in Q and U show some structure only on the Galactic plane, where the gradients
of O and U across a pixel are significant. It is possible to resume their properties by looking at the
statistical distribution of noises. Given Q, U error maps have very similar histograms, instead of
analyzing Q /U maps separately, we converted them into a total polarization map P = y/Q? + U? and
used the error on P, 6P = Ppjased — Punbiased as our figure of merit.

Figure 6 shows the distributions of the § P across the P maps for 1 arcmin bias for each varied
configuration angle. Map averaged errors are below 107> uK so that the distributions are zero-centered,
symmetric with long tails, well described by a zero mean Cauchy distribution

L (re/2)?

P(6P.) = ————;
(oF) TP+ (7e/2)?

(3.8)
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Figure 6. Error map pixel distributions. The figure shows the respective “violin plot” of the error distribution in
P across the map for every biased configuration angle. Configuration angles are biased by 1 arcmin, while as in
figure 5, four values of wyax are taken along the four cardinal directions.

with y. =~ 3 X 1072 uK the distribution Full Width at Half Maximum (FWHM) whose exact value
depends on the configuration angle and the bias. To see how the y. changes with the bias, we
repeated the simulations for bias values equal to 15, 30, 60, 300 arcsec and got the results reported in
figure 7. The figure (in log-log for graphical convenience) shows a good linear relationship between
FWHM and the bias in the form:

— ac .
Ye=Yel (60 arcsec) ’ (3.9)

where vy, is in uK, .1 is the FWHM for 60 arcsec bias and a. is the bias for the control angle ¢
in arcsec. The values of y. | for the different configuration angles are tabulated in table 1. The
configuration angle that creates the most significant error is Zyax followed by % and 7. In contrast,
the error introduced by ¢ is dumped by the factor sin ¥s.an, as we have already pointed out in figure 5,
and wvyax has a small periodical effect. These results must be compared with the instrumental
sensitivity rescaled to a map with Ngige = 512: o512 = 15 uK [20], represented by the dotted line
at the top of figure 7. The worst error for the most significant bias is less than 1.3% of the pixel
sensitivity. As expected from the geometry of the problem, the linear relationship between y,. and a.
breaks at large biases, but the level of non-linearity is below one percent, and it is negligible for our
scopes. At last, when independent biases on the configuration angles are considered, the resulting
error has a Cauchy distribution with FWHM approximated by the sum in squares of the single ..
So, for a 1 arcmin bias applied to all the control angles yp < 5.5 x 1072 uK.

In conclusion, the results show that the error associated with a bias of 1 arcmin in one of the
configuration angles leads to a systematic error at least two orders of magnitudes smaller than the
instrumental sensitivity. Thus, given the linear relation between biases and the pointing accuracy,
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Figure 7. The figure shows how the FFW.H.M. of the distribution of errors in P scales as a function of the
bias. Tested biases are [15, 30, 60, 300] arcsec. The horizontal dotted line represents the level of white noise
associated with the sensitivity of the instrument related to a sky map with Ngjq. = 512.

Table 1. FWHM for 1 arcmin bias in the configuration angles for the simulations shown in figure 7. Those are
the coefficients of eq. (3.9).

Biased configuration angle a, Yea [HK]

o 2.81x 1072
$0 0.87 x 1072
Frork 2.65x 1072
Zvax (wyax = 0°) 3.46 x 1072
Zvax (wvax = 90°) 3.76 x 1072
Zvax (wvax = 180°) 3.45x 1072
Zvax (wvax = 270°) 3.76 x 1072

we can state that the accuracy requirement could be relaxed up to 1 arcmin with a negligible impact
on the observed signal.

4 The Star Tracker

The seven angles of the PRM could be entirely determined by observing sources in the sky whose
angular diameter is much smaller than the beam FWHM. A point source with brightness temperature
and solid angle (71, Qsource) at the center of a beam of solid angle Qpeam produces a peak signal with an
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antenna temperature Tone = Qgource/ RLbeamTb [24]. A source can be considered point-like if its angular
size is at most some 1072 of the beam size, leading to Qgource /Rbeam < somel 073. Evena bright source
as a planet, with 7y, in the range of hundreds of K, will result in signals of some hundreds of mK or
smaller. It should also be considered that planets have very low levels of polarization at the frequencies
of interest of LSPE-Strir with upper limits below some fraction of a percent [25] equivalent to
polarized antenna temperatures below one mK. This has to be compared with the instrument’s actual
expected noise performance, the atmospheric noise, and the sky background. Although the LSPE-StrIP
radiometers are optimized to have very low 1/ f noise in the polarization channel, the same is not
true for total power observations, which are dominated by 1/ f noise and whose performances are
challenging to assess in this stage of instrument development. In short, we considered it unwise to base
the entire PRM calibration on observing bright point sources. So we plan to mount a star camera or
star tracker (STR) onboard LSPE-StrIP to provide the data needed to calibrate the PRM configuration
angles by optical observations. If feasible, observations of bright sources like planets will be used as a
further radio/optical intercalibration. Some quantitative results are given in section 4.5, while a more
thoughtful analysis on the potential calibration of LSPE-Strip by using sky sources is provided in [19].
Given their importance in the space economy, the theory and practice of star trackers have been the
subject of intense research; see, for example, [26—32]. In LSPE-Strip the STR captures a frame of
a sky field at some epoch of observation f.s. It feeds a pointing reconstruction software that matches
the frame with a catalog of stars to determine the direction it is aimed in the ICRF J2000 reference
frame (the so-called lost-in-space problem). Using a standard astrometric library as the AstroPy
package, for a given epoch of observation 7,5 and the observer location, the (ﬂt, 1/%\2) of the line of
sight of the STR is determined from the reconstructed ICRF J2000 coordinates. By repeating the above
procedure for several combinations of control angles, the software compiles a matrix that links (¢, ¢)
to (Xl\t, 1’\\2). This matrix can be used to determine the pointing model from the STR. A complication
arises because we cannot assume that the STR is precisely aligned with the telescope. Therefore, the
PRM derived from the STR is correlated to the telescope PRM through two additional angles. The
angles can be determined during a ground-based calibration campaign by observing a single bright
radio point source, which can also be an artificial one, such as a UAV equipped with a radio beacon.

The main relevant requirements for the LSPE-Strip relevant for the STR are: i.) the random error
in pointing accuracy has to be of about 10 arcsec on a single frame, to ensure a negligible impact
on the 1 arcmin error budget of the PRM calibration; ii.) the field of view (FOV) must be at least 7°,
to ensure the coverage of a sufficiently large fraction of the focal plane of LSPE-Strrp; iii.) limiting
magnitude Vi, = 7 mag for an exposure time Zexp, =~ 0.01 s, as at least three stars have to be observed
to solve the lost-in-space problem?® [26, 27, 29, 31, 32]; iv.) frame rate of at least 100 fps; v.) ability
to synchronize the camera within 102 s with the UTC time.

The main parameters characterizing the camera are the quantum efficiency, Q.g, the sensor size
Lcam, and the pixel size p,,. The objective is described by the diameter D and the focal length f. The
largest FOV of the system is afoy = 2 arctan Leam/2/ f. The Leam << D is generally preferred to use the

9By simulating STR observations at the telescope site we derived the following formula for the number of detected stars
per frame;

3 [¢]
with Vjjp, the limiting magnitude. For Vjj,, = 7 and FOV = 7°, we have ~14 stars/frame, and 97% of frames will have at
least three stars.

1.927
A FOV
(n,y = 100-30Viim=3.1 ( ) . @.1)
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central part of the focal plane where distortions are minimized. The accuracy in determining a single
star position is proportional to the S/N for the detected star which is proportional to \/m ,
where Agp o D? the optics effective collecting area, F, is the number of photons from the star hitting
the detector per unit time and feyp, the exposure time [28]. A S/N > 4 is required to have a good
position determination. Given fex, € 1 + 103 ms the accuracy is determined Q.g and D [27].

If just one star were observed and the optics were able to produce a point-like image, the accuracy
of the star tracker would be fixed by the size of the pixel projected in the sky p” = p ul f. Assuming
the star is projected randomly within the pixel, the RMS of the pointing error will be 0.38p" and
given n, > 3, the pointing error will be reduced by a factor 1/+4/n, [27]. Diffraction, seeing, and other
atmospheric or optical defects widen the star image, and in practice, the attainable accuracy quoted
in literature is in the limit 0.05 — 0.2 pixels [27]. Therefore, a typical configuration with a pixel size
pu =5 pmcoupled with a f = 100 mm objective leads to a theoretical pointing accuracy ~ 2+ 5 arcsec.

4.1 Implementation

Using the design criteria quoted above, a prototype for the LSPE-Strip STR was implemented starting
from components available in 2018. The accepted baseline configuration comprises a Samyang
Lens 85 mm-F1.2 and a ZWO ASI 174MMC camera. The design pixel scale for this coupling is
14.2 arcsec/pxl, and the f.o.v. is 7.64° x 4.80°. The expected S/N fora V =7 star and tex, = 0.01s
is 4; with this limit, an average of 14 stars/frame are expected to be detectable. The expected pointing
accuracy in ideal conditions is about 2 + 5 arcsec.

Figure 8 shows the prototype assembly. A Canon EF-T Mount adapter joins the camera and
the optics. Two aluminum half rings and some PLA supports join the camera. The objective is an
aluminum bar that provides the needed stiffness to the system. This bar is connected to a Vixen
bar, which allows to host the camera on a Vixen Sphynx equatorial mount. The aluminum bar
is also used to support other components, such as a temperature probe, the cables, and the time
synchronization pulsating source (not shown in the image).

The rest of the front end (i.e., the support electronics, the power supply, the control DPU, and
the synchronization and environmental MPUs) are housed in a separate IP54 box. The control DPU
is an NVIDIA Jetson Nano Developer Kit board.!® A custom version of the Linux operating
system operates the board. The camera is connected to the DPU through the USB3 port 1. The time
synchronization MPU is based on an Arduino ZERO™ module and a u-blox GPS module that are
commonly used onboard UAVs. The Arduino ZERO is connected to the DPU through the USB3
port 2. The GPS delivers a Pulse per second PPS with an accuracy of 10 nsec to the Arduino GPIO
and NMEA packets through a TTY serial connection. The ENV MPU is based on an Arduino
MKR Zero!? connected to the DPU through the USB3 port 3. This prototype used the ENV MPU
to read temperature and humidity sensors and monitor dangerous environmental conditions. The
Camera Control Software executed by the DPU is written in python3 with a C++ kernel based on the
AST Linux Mac SDK V1.16.38 patched with the Open-Source AST Camera Boost developed by
P. Soya* to amend the low frame rate allowed by the original library.

Ohttps://developer.nvidia.com/embedded/jetson-nano-developer-kit.
Uhttps://store.arduino.cc/collections/boards/products/arduino-zero.
2https://docs.arduino.cc/hardware/mkr-zero.
Bhttps://astronomy-imaging-camera.com/software-drivers.
https://github.com/pawel-soja/AsiCamera.
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Figure 8. The STR prototype used for the test campaign is described in this paper.

4.2 Synchronization

A drawback of the selected camera is the lack of a GPIO with a pin signaling the start and end of a frame
acquisition. This pin could be used to provide precise timing for each frame. However, affordable
cameras on the market could not simultaneously ensure GPIO and thermal stabilization. We prefer to
buy a camera that can be thermally stabilized, providing ourselves with a time synchronization method.

The importance of thermal stabilization is shown by the extreme case presented in figure 9.
The test procedure was similar to the one illustrated in section 4.3: the camera was pointing in a
fixed direction and different camera configurations were tested, each one being labeled in the plot.
In OB0O and OBO1, the cooling system was left off, while in OB02, it was turned on, fixing the
sensor temperature at ~ 10°C, i.e., 6°C below ambient temperature. In this test, the frame acquisition
started when the camera reached the required temperature. In OB06, another decrease of = 10°C
was programmed, but frames were acquired during cooling. In OB07, the camera was instructed to
decrease the temperature to ~ —30°C, near the limit of the maximum allowed cooling with respect to
the ambient temperature. In OB11, the camera was programmed to the maximum possible temperature
decrease. In this state, the camera did not have optimal temperature stabilization, and the frame center
drifted slightly as the sensor temperature followed the ambient temperature. At last, in OB12, the
cooling system was turned off, leaving the sensor to warm up. In conclusion, these data show that we
have approximately 1.25 arcsec/°C of pointing drift for a change in the temperature sensor.

—15-



Table 2. Selected configuration for the prototype STR. Notes: i) AT is the most significant temperature
difference reachable between the sensor and the environment; ii) D the aperture is inferred from the focal length
and the focal ratio.

Camera Objective

ZWO ASI 174 MMC Samyang XP 85mm F1.2
Producer ZWO Samyang
Technology CMOS f 85 mm
Sensor SONY IMX174LLJ DD 70 mm
Pixel Size 5.86 um /D 1.2
Sensor Format 1936 x 1216 pxl Diaphragm control electronic
Sensor Size 11.34 mm Focus control Manual
RON 35e” Mount Canon EF
QE 78% Body diameter 93 mm
FPS max 164% Body weight 1050 gr
Shutter Global

Exposure Range 32 ps—1000s
Data Interface USB3.0

GPIO None

Power supply 12 VCC, 2 A max
Cooling Regulated two-stage TEC
Cooling AT 35°C —40°C

ADC 8 and 10 bits

Weight 450 gr

To allow a camera synchronization with UTC within 10725, we implemented an external
synchronization mechanism by sending light pulses to the camera which are detected by the Camera
Acquisition Software. The camera acquires frames in free-run mode at a constant rate, each identified
by a frame number i;. Frames are then synchronized off-line by compiling a table of UTC times of
pulses, #pulse, and the corresponding i¢ of the frames in which they are seen.

The parameters of the scheme are 7., the interval between two consecutive frames 0frame and
the with of a pulse 67puise. Of course if 6Zpuise < Offrame OF EVEN WOTSt Ot pylse < fexp SOMe pulses will
be not observed, while if 67yuise > Offrame the ultimate accuracy in synchronization will be fixed by
Ofpulse- To overcome this problem, we provided a pulse with a well-defined and measurable shape,
so that the pulse seen in the frame has the form

V(I) = GeamI(t) + Ocam; 4.2)

with I(z) the pulse shape. By fitting the shape of the corresponding light curve V(I(¢)), it will be
possible to determine the position of the center of the pulse using ir as a proxy for time. From #,yjse,
it will be possible to perform the time calibration.

The implementation of this scheme needs accurate pulse generation and formatting. The pulse
was generated by a 5 mm red LED placed in front of the lens, illuminating only a portion of the frame.
The SYNC MPU drives the LED. Given the high sensitivity of the camera, the LED must produce a
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Figure 9. A cooling test was carried out on the night of 2022-05-26. The plot shows the change in pointing
elevation for the STR aimed in a fixed direction as a function of time. The AAlt is computed with respect to the
night mean of Alt. The different colors refer to blocks of observations with varying temperatures of the camera:
OB00, OBO01 (blue and violet) cooling off, camera at ~ +16°C; OB02 camera (brown) cooled at ~ +10°C;
OBO06 (dark green) temperature drifting from +10°C down to = 0°C; OB07 (light red) camera at —30°C; OB08
(light green) programmed temperature ~ —40°C, the factory limit for the given ambient temperature was —35°C;
OBI12 (light red) temperature control off, temperature drifted from ~ —40°C to = +10°C.

minimal amount of light when it is fully ON so as not to saturate the sensor. Typical LED currents are
of the order of some tens to some hundreds of uA, which the output pin of the MPU can easily manage.

To shape the brightness of the pulsed signal, we exploited the Pulsed Width Modulation technique
(PWM), which can be straightforwardly implemented in an MPU [33, 34]. The PWM exploits
that the sensor integrates the LED source for a finite time 7exp. The LED is driven by a square
wave of period 6fpwN << fexp, Which turns the LED on for a fraction of the period dpwn, named
duty cycle. The amount of light collected is then proportional to: IozdpwnNfexp With I, the LED
brightness, so modulating dpwn it is possible to modulate the amount of light the camera receives.
The wanted /() is tabulated in discrete steps of dpwn with duration 6tpyise. Of course we must have
OtpwN << Ofpulse < lfexp, having typical fexp > 1072, Otpulse = 1073 s and dpwn = 107 s. The MPU
uses its internal clock 7,y as a time base for the generation of pulses; #ypy is simply the number of
DPU ticks that have elapsed since the start of the program. The cadence of a DPU tick is a multiple
of the actual DPU clock cadence; in our case, we selected a DPU tick cadence of approximately
2us.’5 The MPU is connected to an external precise clock sending a pulse-per-second (PPS) at each

5The Arduino used in this case has a 48 MHz clock, which is scaled by 96.

—17 -



second of UT time. During our tests, the external clock was represented by a u-blox GPS module
whose expected accuracy in generating the PPS is approximately 10 ns, which simulates the internal
telescope master clock. Together with the PPS, the MPU receives an NMEA packet needed to identify
the UTC of the second with which the pulse is associated. The MPU stores the time of its internal
clock at which each PPS is received 7mpu pps- The train of PPS received by the MPU split the time
interval into time frames, each identified by the UT time of the starting pulse. Within each time
frame, the MPU is programmed to generate a single short pulse which is the discretized version of
a constant pedestal plus a Gaussian pulse. To allow the MPU to handle the PPS and the associated
NEMA packet properly, a fixed delay 67y, ~ 0.1 is applied between the reception of the PPS and the
LED pulse generation. Denoting with f = #,py — fmpu,pps the MPU time elapsed from the last PPS,
After receiving the PPS, the LED brightness is modulated with the law

0<i< 6ttrg;
~ ~ 2 ~
1(7) = { Ip + Ipeax €xp (— (7 = Tmpu,peak) /Zggulse) ,Otyrg < T < Sltyrg + Otpulses 4.3)
0, Otyrg + Otpuise < 1

where 67pyse 1s the time interval over which the LED is ON, 1, and Ije,x the LED brightness pedestal
and the LED peak brightness, fimpu, peak the position of the peak in the time-frame and the opuse the
shape parameter of the Gaussian pulse. The sequence ends with the LED off until the next PPS
is detected. In all our tests, fympu,peak = Ofirg + Olpulse/2 but other choices can be considered. For
each time frame, the MPU sent in output fppy pps Of the first and the second pulse together with
the corresponding NMEA UTC times. In addition, the #,,,, corresponding to the beginning of the
pulse, the peak, and the end of the pulse are also sent.

The Camera Acquisition Software detects the synchronization pulse and generates FITS files
with the astrometric images. There is no need to store frames at a rate of 100 fps so that the Camera
Acquisition Software outputs N, averaged stacked frames, which are saved as FITS files. Of course,
we discard those frames where we detect a pulse, but the Camera Acquisition Software saved the
observed LED brightness in a separate file for each acquired frame. This file is used to synchronize
the averaged frame during the offline analysis.

Figure 10 shows an outline of the process for an observation taken on 2022-01-23 at 17:06:09 GMT.
The upper plot of figure 10 represents the Camera Acquisition Software as a state machine traversing the
sequence of states: WAIT-P0O, WAIT-NOPO, WAIT-P1, WAIT-NOP1, IDLE-0, PROCESSING. The CAS
stores the frames in a circular register, assigning them the corresponding frame index i¢. In the first state,
WAIT-PO, the CAS is looking for the pulse. If not detected, the frame in the circular buffer is tagged as
pulse-off. If a pulse is detected, the frame is tagged as pulse-on, and the CAS enters the WAIT-NOPO
status. The CAS remains in this state until a frame without a pulse is detected. At this point, the
frames are tagged as pulse-off, and the camera enters the state WAIT-P1, until the LED switches again
to on. When this happens, the CAS enters WAIT-NOP1 remaining there until the second pulse is turned
off. At this point, the CAS enters IDLE-0, lasting few frames, after which switches to PROCESSING.
When processing is concluded, the CAS idles for less than ten frames and then backs to WAIT-PO.

In PROCESSING state Nyyer consecutive frames taken in WAIT-P1 are averaged and saved in a FITS
file, together with the time sync information. In general, the number of frames acquired in the WAIT-P1
state is larger than N,yr, SO more averaged images can be generated. As most of the time needed for
processing is spent in writing the FITS on the mass memory, during the test in figure 10 the software
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Figure 10. Frame Synchronization Scheme. The figure refers to the synchronization of an observation taken at
GMT 17:06:09 of 2022-01-23. The two plots share the same horizontal scale, which is already calibrated in
seconds after GMT 17:06:00. The upper plot represents the sequence followed by the state machine model of
the camera software. The lower plot represents the synchronization. In the lower plot cyan circles are measures
of O, green circles represent Q14 for frames where the camera software has detected the pulse, red circles are
for samples used to create the stacked image, and blue circles are for the other frames. The gray line is the fitted
Gaussian model plus the pedestal for each pulse. At the top of the figure, markers identify the two PPS, the
center of each pulse, and the time interval spanned by stacked frames. The frame numbers for the first and last
frames are at the bottom. The gray dashed line is the threshold value for discriminating the LED signal.

has been instructed to produce only one stacked frame. The FITS header contains the frame index
of the first and the last frame in the average. The sync information is a table containing information
for some frames acquired before the acquisition of the first pulse to some frames after the end of the
second pulse. Each line of the table corresponds to a frame with the following information: the frame
index, the status of the CAS, the strength of the pulse signal in the frame, the incremental pulse number
from the beginning of the acquisition and whether or not the frame has been used to generate the FITS.
The images saved in FITS files are the sum of Ny, frames so that the total exposure time is

Texp,tot = Navertexp; 4.4)

the frame in figure 10 has fexp = 0.02's and Nyyer = 7, resulting in a fexp o = 0.14 s. This is a special
case, as usually fexp = 0.018, Nayer = 10 and Zexp ror = 0.15.
The signal in the lower part of figure 10 is the pulse strength of a frame defined as

AQpls = Qled — Orefs 4.5)
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Table 3. Synchronization for figure 10. The table gives for each pulse: the GMT time #,ps, the MPU clock time
when the PPS was received fpps, the MPU clock time for the center of the pulse fmpu,peak, the GMT time of each
pulse peak f,s, the center of each measured peak i with its uncertainty.

Pulse 0 Pulse 1 difference unit
tops 1642957569 1642957570 1 gmt seconds
Tops 2791339956 2791840029 500073 ticks
fmpu, peak 2791498663 2791998738 500075 ticks
Ipls 1642957569.3173676 1642957570.3173714 1.0000038 sec gmt
IF 7400.480 + 0.004 7450.231 £ 0.004 49.752 + 0.006 frames

where Qjeq and Qs are the average brightness measured within two regions-of-interest (ROI) of the
image: the led ROI, which is drawn into the portion of the image illuminated by the LED, and the
reference ROI, which is not illuminated by the led. Both Qg4 and Q..s are averages computed on the
raw frames provided by the camera, so they are expressed in adu. To reduce the effect of noise, we
apply a threshold AQy, so that the condition to tag a frame as one with pulse detected is

Ach < AQpls- (46)

The lower plot of figure 10 shows for each frame the measured Qs values as cyan circles
and Qjeq values as either blue circles for frames tagged as having the led-off and green for frames
tagged as led-on. The red circles are the frames used to generate a stacked frame saved as a FITS
file. On the top of the figure, the position of the two PPS and the corresponding centers of the
pulses as provided by the Arduino ticks are shown. The gray line overlapped with the green points
represents the best-fit model for each pulse.

The relevant parameters for time synchronization are reported in table 3. There, the GMT s
of each peak is expressed in seconds as UNIX time. The MPU times are expressed in MPU ticks
as provided by the MPU. 7, is the clock ticks of each PPS, and #ipy,peak is the clock ticks of the
center of each led pulse. From the couples (#yps,0, 7pps,0) and (fpps.1, fpps,1), the MPU time scale
conversion to GMT is straightforward:

Tpps,1 ~ Ipps,0 -~ .

1(f) = —————=——(1 = Tpps,0) + pps,0 4.7)

Tpps.1 ~ Ipps.0
this is used to compute the GMT time of the center of the two pulses 751 and f,50 from the
corresponding fmpu,peak,0 and fmpu,peak, 1. Ideally, the difference between 7pp o and 7pps,1 Would have to
be equal to fmpy,peak,0 and fmpu,peak, 1, but according to table 3 they differ by two ticks, equivalent to
~ 4 us, which represents a negligible uncertainty. From the two couples (iF,, fp15,0) and (i1, #pis,1)
the conversion from frame index i to GMT time is straightforward too having:

R [pls,l - tpls,O . .
t(if) = ————(if — iF,0) + tpls,0- (4.8)
IF,1 —IF,0
with uncertainty
. tpls,l - tpls,O . R . .
(i) = ———— (|ir = e.1| oy + i — iF.0]) o, 4.9)
(ig,1 = iF,0)
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Having oy, = 0., = 0 the error is upper bounded by

tpls,l - tpls,O (4 10)

. N i]:;
IF,1 —IF,0

which for our case gives ¢ < 107*s.

4.3 Testing the prototype STR

The prototype version of the STR has been assembled and tested at the INAF/Trieste Astronomical
Observatory in SW and HW through 2021 and 2022, with some aid provided by external laboratories.
During this period, we conducted a test campaign covering various functional aspects, mainly the
Camera Acquisition Software and the data reduction. To minimize mechanical perturbations to the
camera caused by continuous mounting and dismounting of its parts, the prototype remained outdoors,
exposed to the winter conditions for most of the time, apart from periods in which it was dismounted
to implement some improvement or to protect it from terrible weather. The 2021/22 winter has
been arid, with scarce wind for most of January.©

Functional tests were conducted during nightly observation runs. After a setup phase, the camera
was left unattended to execute a preprogrammed sequence of observations. The quality of the acquired
images and the weather conditions were monitored through a remote connection. At the end of the
night, the acquired data were downloaded from the OBC storage, and after a simple sanity check
on the frames, the data analysis pipeline was started.

The pointing accuracy and stability were determined in a dedicated functional test conducted over
the nights from January 21st to January 30th. For this test the Star Tracker was located on the flat roof of
the building housing the Reinfelder telescope of INAF/Trieste Astronomical Observatory, in the town
of Trieste, Italy [35].7 The geographical coordinates of the camera were obtained with an accuracy of
about 3 m from the GPS used for time synchronization. They are lat = 45.644036 + 3 x 1075 ° North,
lon = 13.774087 + 3 x 1075 ° East, & = 73 + 3 m. The star tracker was aimed at a fixed position in the
sky toward the west, approximately at Alt = 45°; the sensor was rotated to have its long side roughly
normal to the horizons. In these conditions, stars crossed the frame approximately diagonally.

The results of each test night are summarized in table 4, giving the epoch of each observing
night, the average pointing direction, and the estimated pointing accuracy. The night of January
27th was discarded due to bad weather conditions.

An observation run was divided into observing blocks (OB). The camera was left free to operate
in free-run mode in each OB with a fixed setup. An example of observing rung is in figure 14. The
Camera Control Software resets the Camera when a new setup is provided, turning off the cooling
system. Hence, each OB starts turning on the cooler and stabilizing the sensor temperature. This means
that the first minute of each OB cannot be used. Moreover, frames acquired with a camera temperature
of 0.1-0.2 K different from the target temperature were discarded in the subsequent data analysis. Due
to the limited storage space in the prototype OBC, during the test, stacked frames were produced at a
cadence of one frame per minute, apart from OBs #2 and #3, for which a 10 s cadence was used.

It is worth illustrating the results for a typical night, in our case, Night 23 in figure 14. The
observation starts at 2022-01-23T17:01:05 UTC and ends at 2022-01-24T05:54:58 UTC with 774

6Trieste is known to have frequent episodes of Bora wind. A katabatic wind from the east, whose peak velocities

frequently exceed 100 Km/h.
Uhttps://www.oats.inaf.it/index.php/en/177-observatory/426-historical-notes-basevi.html.
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Table 4. Table of observations for the January 21st - 31st test. #Fr is the number of accepted frames, KTtn,
0Alt, , Az, and 6Az, are the averaged Alt, Az and their standard deviations for night n = 21,22, 23, ..., 30.

Night #Fr Alt,, O0Alt, Az, 0Az,
[deg] [arcsec] [deg] [arcsec]

2022-01-21/22 449 46.38823 391 261.94929 1.97
2022-01-22/23 277 46.38429 2.23 261.94982 2.80
2022-01-23/24 514 46.38628 1.97 261.95138 3.83
2022-01-24/25 387 46.38474 3.70 261.94947 1.97
2022-01-25/26 137 46.38496 3.14 261.95062 3.78
2022-01-26/27 127 46.38498 1.47 261.95088 2.46
2022-01-28/29 360 46.38775 2.35 261.94777 1.83
2022-01-29/30 340 46.38569 1.69 261.94641 3.12
2022-01-30/31 494 46.38521 1.99 261.94630 391

minutes of observation. In total, 774 stacked frames have been collected and divided into 15 observing
blocks. Of them, 624 frames have been accepted. The others were removed since they belonged to
too short observing blocks, or they were of too bad quality. Frames could be of bad quality due to
too short programmed #exp, thermal instabilities, image contamination by city lights, the presence
of clouds, or the lack of a good GPS signal at the epoch of acquisition.

The accepted frames were processed with Astrometry .net to extract the astrometric information.
Figure 11 shows an example of a processed frame. In the figure, circles mark detected stars in the
Tycho 2 catalog. Stars visible to the naked eye are saturated; they are: HIP-112748 a V = 3.6 mag
star, HIP-112051 a V = 4.8 mag star, HIP-114155 a V = 4.9 mag star. The brightest not saturated
star is HIP-112548.0 with V = 7.3, while the dimmest star observed with an acceptable S/N is a
V = 9.3 star with no HIP number. Stars with V>9.3 could be confused with noise fluctuations. 114
objects are detected with a sufficient S/N for a total fexp or = 0.1s.

Since Astrometry.net performs a blind astrometric reconstruction, for each frame an estimate
of the pixel scale, width, and height of the frame projected in the sky was provided. In some cases,
we see significant differences in these parameters with respect to the average. When this happened,
the frames were discarded using sigma clipping. In this way, 90 more frames were discarded,
and the remaining 514 frames were kept for the subsequent data analysis. Figure 12 presents the
histograms of the frame width, frame height, and pixel scale for the 514 frames. The estimated
frame width, height, and pixel scale are respectively 27558.6 + 1.8 arcsec, 17257.3 + 1.6 arcsec and
14.178 + 0.020 arcsec/px1 which are in line with the design expectations.

Figure 13 shows the positions of the constant alt-az pointing directions in the J2000 reference
frame as measured from Astrometry.net. The night begins pointing toward ra ~ 350°, and then
the diurnal motion moves to lower values of ra. The interruption between ra = 100° and ra = 150°
is due to a test with frames with too short exposures to detect any star. Declination would have to
be constant if expressed in the equinox at the epoch of observation. Still, astronomical and diurnal
aberration of light, coupled with the fact that the actual pole of the sky at the epoch of observation
is not the J2000 celestial pole, make dec a function of time.

We used AstroPy to convert J2000 equatorial coordinates to apparent alt-az coordinates. They
are presented in figure 14, where numbers from 1 to 12 refer to the analyzed observing block.
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Figure 11. Identification of stars for one frame of Night 2022 Jan 23rd. The 114 circles mark detected objects
that are identified in the Tycho2 catalog. The three brightest stars: HIP-112748, HIP-112051, and HIP-114155
are marked with the first not-saturated star (V = 7.3) and the dimmest detected star (V = 9.3). The arrow
indicates the directions of the apparent diurnal motion of the stars. The length is the difference in position

between this frame and the next one , which was taken after one minute.
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Figure 12. Histogram of frame scales for Night 2022 Jan 23rd. On the abscissa, the mean values of each scale

are subtracted.
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Figure 13. J2000 equatorial positions observed on the night of 2022 Jan 23rd. The UTC day and hour of
observations are tagged near the curve.

Ideally, the reconstructed alt-az pointing directions would have to be collapsed onto the same Alt
and Az. The reconstructed pointing direction for day 23 is ;&thg; = 46.38628° + 1.97arcsec and
1/%\223 =261.95138° +3.83arcsec. Not surprisingly the Az uncertainty is larger than the Alt uncertainty,
however when scaled by cos Alt the corresponding pointing uncertainty is equivalent to 2.64 arcsec.
Compared to the pixel size SAlt ~ 0.13 pxI while §Az ~ 0.27 pxL.

Some structure is present in the scatter plot, as it is evident looking at how the sequential numbers
are distributed in figure 14. A peak to peak variation of 10 arcsec for Az and 4 arcsec for Alt centroids
is seen, while looking at intra OBs scattering SAlt < 2.2 arcsec and 6Az < 1.7 arcsec.

Table 4 gives the night-by-night result for the whole set of observations in the test; the reconstructed
alt-az coordinates are shown in figure 15. The plot is centered on the weighted average of the nine
nights: KTtO = 46.38559° and :‘:Zo =261.94906°. Error bars in the figure for Az and the deviation
from the night mean (;&Tt - /Kl\to) are scaled by cos ;&Tto. It is evident how night by night, there is some
shift of the centroids larger than the night RMS, but a clear pattern does not emerge. The centroids
cluster into four groups: nights 21 and 28, nights 23, nights 25 and 30, and nights 22, 24, 25, and
26. The centre-to-centre distance between the clusters in Az is ~ 18 arcsec equivalent to a pointing
difference of ~ 12 arcsec. The centre-to-centre distance between the clusters in Alt is ~ 12 arcsec.

A residual drift during the night can be seen in figure 16 showing the Alt and Az as a function of
sidereal time. Data belonging to the same night are binned in sidereal time intervals of 1200s, so that
the circles are the averaged values in each bin while the error bars are the standard deviations of each

BTests with other time intervals give similar results.
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Figure 14. Scatter plot of alt-az coordinates for the observations of 2022 Jan 23rd. Numbers refer to different
OB as listed in table 5; the error bars are the OB standard deviations. OBs 10 and 11 have been discarded for

Alt — Alt,3 [arcsec]

Alty3 = 46.3863° +0.0005 °, AZy3 = 261.9514° +0.0011°

‘]’&
o

a7

(A/E— AA223) cos ATI?B [arcsec]

too poor observing conditions or less than five useful frames.

Table 5. Table of observing blocks (OB) in figure 14. Different experiments correspond to different fcx,. The
GMT start refers to the first valid frame, the same for the time interval spanned by each run Az and the number
of frames collected. For all the observing blocks, all the stacked frames have acquired with a 60 s cadence, apart

from blocks 2 and 3, for which a 10 s cadence has been chosen.

OB  GMTstart At #Fr fop T p Alt  SAlt Az 5AZ

[s] [s] [°C] [hpa] [deg] [arcsec] [deg] [arcsec]
1 01-23T17:08:09 3300 55 0.140 6.6 1019.3 46.3860 1.05 2619525 1.00
2 01-23T18:08:09 456 58 0.105 6.5 1019.5 46.3865 0.84 2619528 1.06
3 01-23T18:20:49 450 37 0.105 6.3 1019.5 46.3865 1.01 2619527 1.01
4 01-23T18:35:02 3300 55 0.105 6.1 1019.6 46.3863 1.16 2619519 1.73
5 01-23T19:36:46 3300 55 0.070 5.4 1019.5 46.3858 2.16 2619515 1.43
6 01-23T20:38:29 3300 56 0.105 5.2 1019.5 46.3858 130 2619511 0.96
7 01-23T21:40:12 3300 55 0.140 49 1019.7 46.3860 1.28 2619504 1.13
8 01-23T22:41:55 3300 30 0.105 5.0 1020.0 46.3863 1.80 261.9506 1.55
9 01-23T23:43:39 240 5 0.070 49 10199 463860 1.00 2619504 1.43
12 01-24T02:48:50 3300 55 0.105 5.6 1020.0 46.3869 1.27 261.9502 1.32
13 01-24T03:50:33 3300 51 0.070 5.3 1020.0 46.3868 1.39 261.9501 1.62
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Figure 15. Reconstructed alt-az centroids for nights between Jan 21st and Jan 30th, 2022. Numbers refer to the
different nights in table 4. The plot is centered on the weighted average of the nine nights Alty = 46.38559° and
Azp =261.94906°. Azimuth deviations and error bars are scaled by cos Alty.

bin. Looking at Alt v.z. sidereal time, nights 21 and 28 are separated from the other nights. A drift
of at most 10 arcsec across the night is apparent. The Az v.z. sidereal time has a larger dispersion,
but some drift can also be seen more or less with the same amplitude as in Alt. However, looking
at the individual nights, it is difficult to derive a coherent behavior.

More interesting is the small dispersion within each bin, which may represent an estimate of the
random uncertainty in a single measure. The distribution in time of the standard deviation for binned Alt
and Az are not correlated with time or any other relevant parameter. In 95% of the cases Alt bins have
a standard deviation of less than 1.9 arcsec while the corresponding percentile in Az bins (scaled by
cos ATto) is &~ 1.5 arcsec, so in most of the cases, the random pointing error has to be less than 3 arcsec

In conclusion, from those tests, the prototype of the STR has a random accuracy of 3 arcsec and
an upper limit instability of approx 10arcsec. It has to be noted that given the physical size of the
device, a pointing shift of 10 arcsec is equivalent to a relative shift of the various parts of the prototype
of at most 14 ym. Given the conditions of the test, it is not possible to exclude that in ten days, the
various parts of the STR or the mount itself did not move of a similar amount due either to the wind
pressure, the application of the cover protecting the instrument during the day, and so on. The better
mechanical setup planned for the final version of the STR is likely to reduce the drift significantly.
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Figure 16. Deviations from ATto and KZQ for nights between Jan 21st and Jan 30th, 2022, as a function of
sidereal time. Data from each night are binned in sidereal time intervals of 1200s.

It is interesting to compare this result with a test conducted in June 2021 while debugging the STR
onboard software. In this test, we observed at night the lights of a group of large antennas located near
the village of Banne, on the top of an hill, about 3.8 Km north-east of the OATs position. We observed
for six nights in 2021: June 22, 23, 26, 27, and 28. We fixed the STR during the test. We used the
average of the positions of the lights in each frame to determine the position of the frame center with
respect to the trelly; its RMS represents a measure of the accuracy of geometric pointing. Assuming the
averaged pixel scale 14.2 arcsec/pxl the result is an RMS between 2.2 arcsec and 4 arcsec compatible
with the results of the sky observations. Depending on the night, a residual time drift at 5 arcsec was
seen in the data, not too far from what was observed in the sky. Note that buildings did not impede the
line of sight from our station to the antennas, but it was a few degrees above the horizon and crossed a
large part of the air column above the city, resulting in significant image turbulence. Also, a 5 arcsec
drift is equivalent to a 9 cm relative change in the position of the antenna, which is compatible with
the effect of Earth tides or flexures in the trelly due to wind pressure or changes in the air temperature.

4.4 Building a pointing model from Star Tracker observations

We consider here the accuracy attainable for determining a pointing model using the STR as a case study.
For a given list of n, combinations of control angles (Alteyc, AZenc)i, (0 =0, 1, ... np — 1) we simulated
the corresponding pointings measurements 13? obtained by the STR in the Geo reference frame. Here
we consider a grid of 40 observations, equivalent to 5 nights of operations, distributed over n. = 5
circles of constant Altep in the evenly sampled interval [65°,75°] ([25°, 15°] of zenith distance), and
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nphi = 8 evenly sampled Az, values covering the range [0°,360°). A f’? is the sum of the geometrical
pointing provided by the PRM and an STR random pointing error. The geometrical pointing is generated
for a given set of configuration angles O = (WvAX, ZVAX, @ref> forks Uret) Which parameterized the
simulation, to simplify the test, we neglect the camera configuration angles. We model the STR
random pointing error on the results of the STR prototype, so the error is the sum of a bidimensional
Gaussian noise with o = 3 arcsec and a uniform bidimensional circular top hat distribution with radius
rgr = 10arcsec. The circular top hat is the dominant source of error, and it represents the worst case
for the drift seen in the pointing reconstructed from the STR during the testing campaign.

The pointing model to be obtained from the data has to provide the corresponding list of IA’?/I.
A possible approach to determine such model is to use f’io to recover (WvAX, ZVAX» Prefs Lfork> Fref)
by minimizing

np—1
(@) = ) [P (@) - PO (@.11)
i=0
However, this approach has some drawbacks, particularly for small values of the configuration angles,
where some level of degeneracy occurs.

A blind method could be implemented by noting from eq. (3.2) that for evenly sampled Az, and
constant Altey. the pointing direction averaged over a circle P(C) =2 f’? /nphi is parallel to the V-AXIS. ¥
It is also possible to define the cosine transform for the circle PE =2 13? COS AZenc,i/ D cos? AZenc,i
and similarly, the sine transform P%, in this way the pointing model for a given circle is

P.(AZene) = PY + P cos Azepe + PS sin Az (4.12)

For other values of Alt.yc, the corresponding vectors can be derived by quadratic interpolation. Using
the pointing error defined in eq. (3.4), we obtain an average pointing accuracy of 4 arcsec + 2 arcsec.

As noted before, the Pg are parallel to V-AXIS so that Zyax and wyax can be derived directly from
those vectors. The other configuration angles (ref, ffork, Tref) can be derived from X2 minimization
with less numerical instability. We tested the method for different combinations of PRM parameters.
As expected, Zyax = 0° for all cases, and the fitted value of wyax spans its whole range. The other
angles are recovered with an accuracy of 1 arcsec for Zyax, 11 arcsec for yf, 4 arcsec for ok, 1 arcsec
for . When Zyax # O the typical accuracy for the determination of wyax is & 12 arcmin. The
estimators for all of the angles are mutually uncorrelated apart from the case of ¢t and 7g,k, Which has
a correlation coefficient of —0.98. Pointing errors can be decomposed into a co-scan and a cross-scan
component. The first is the pointing error along the scan direction, and the other is the pointing
error that is normal to it. The mean of co-scan and cross-scan errors is zero with RMS 1 arcsec and
1.1 arcsec, respectively. Adding in squares the two errors is equivalent to computing the deflection
of eq. (3.4), resulting in a mean deflection of 1.3 arcsec. For 95% of the cases, the error is below
2.6 arcsec. By propagating those uncertainties with eq. (3.9) and using the sum in squares rule, we
predict yp < 3 x 1073 uK which represents an upper limit for the effect of the pointing error given
we assumed the uncertainties on the control angles to be uncorrelated.

As alast remark, in this study, the PRM method outperformed the blind method, given its ability to
combine more observations with fewer free parameters. However, before concluding that the pointing
reconstruction based on the PRM is better than the blind method, it has to be taken into account that the

9To demonstrate it replace R, (Azenc) in eq. (3.2) with its average.
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PRM presented in section 3 assumes a perfectly stiff telescope which is not the case for LSPE-Strip.
In particular, when looking at different altitudes, changes in flexures could result in pointing errors not
described by the current version of the PRM but that can be mapped by the blind method.

4.5 Intercalibration

The accuracy of the pointing quoted above is relative to the use of the PRM to point the STR. Of
course, even in the ideal conditions of no flexures, there will be some angular offset between the STR
l.o.s. and the telescope l.o.s. 0. An intercalibration method to measure 6O should be provided to
complete the calibration of the PRM. Two possible intercalibration strategies are available. In the
first, 50 is measured by using a drone (UAV) equipped with a radio beacon and a bright LED; in
the second, planets or other very bright radio sources will be used.

We begin our discussion by focusing on UAV-based calibration. In recent years, UAV-based
measurement campaigns have gained significant attention for the testing and calibration of modern
radio telescopes [36-39]. Continuous wave (CW) transmitters have been utilized across a wide
frequency range, from the VHF band to the Q-band [40]. In our case, a UAV equipped with a
narrowband radio transmitter delivers sufficient power to achieve detection by LSPE-Strip with a
remarkably high signal-to-noise ratio (S/N), thereby enabling the calibration of the instrument’s beam
pattern. In the baseline mode of operations, the UAV will fly at about 120 m from the telescope,
rastering an area of sky in front of it. The relative position of the UAV with respect to the telescope
will be determined within 2 cm rms by using a differential GPS (dGPS). To allow the STR to properly
identify the drone, the UAV will be equipped with a very bright LED located in a known position
with respect to the dGPS antenna. The angular offset between the STR and the central beam of
LSPE-STrIP can be determined by comparing the angular position of the centroid of the beam with
the angular position of the center of the scanning area, as seen from the STR. In a preliminary test
performed in July 2018 with a previous STR prototype, we were able to measure the position of the
center with 6 arcsec RMS [41]. However given the UAV is flying at a finite distance from LSPE-Strip
we need to account for parallaxes. This means including corrections for the relative position of the
LED and the radio beacon with respect to the dGPS antenna onboard the UAYV, the relative position
of the STR with respect to the optical axis of the telescope, the relative position of the telescope
with respect to the origin of the dGPS reference frame. The RMS positioning accuracy of the UAV
provided by the dGPS is equivalent to 34.4 arcsec; during the test, we have been able to acquire up to
3 x 103 positions with the STR, so the averaged angular positional uncertainty will be ~ 1 arcsec. By
construction, the relative position of the LED and the radio beacon with respect to the dGPS antenna
is 0.5 cm equivalent to an uncertainty of = 9 arcsec at 120 m of distance. The STR is located at ~ 1 m
from the optical axis of the telescope, and the accuracy by which its position can be determined is
~ 1 + 2 cm equivalent to 17 + 34 arcsec of systematic offset. The error of positioning of the origin of
the UAV dGPS with respect to the optical axis and the STR largely depends on how the dGPS system is
implemented, and it varies between 0.1 + 2 cm. Therefore, the uncertainty in the parallactic correction
varies from 0.25 arcmin to 1 arcmin, which represents the main limitation of this method. In principle,
improving this number by flying the UAV at a larger distance would be possible. However, this must
consider aerial regulations imposing a maximum height of 120 m for the UAV. A second possibility
would be to repeat the raster scan at different distances to measure the variation of the parallactic effect.
Implementing such a multi-distance scan is under evaluation and will be the subject of future work.
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The two main limitations in observing a planet are the epoch of observability and the SN ratio.
First, a planet like Jupiter will be observable about twice a year. Estimating the S/N ratio is more
complicated as planets must be observed in Total Power rather than Polarization. For the Q-band
expected NET from [14], the peak S/N ratio, which can be expected for a planet like Jupiter, is
~ 5 x 10%. However, reliable laboratory tests for the radiometer performances are available only for
polarization. No clear indications for the 1/ f noise knee frequency are available for observations in
total power, so it is expected that due to the 1/ f noise, the final noise in Total Power will be much
higher than in Polarization. In addition, complications such as the atmosphere, beam smearing, and so
on will further increase the confusion noise. The high brightness of a planet like Jupiter allows us
to parametrize a detection model using a peak S/N ratio. Here, we consider two optimistic cases:
S/N =10 and S/N = 50 for Jupiter observed within the beam of the central horn. Given the need of
the STR to have stable images, not blurred by the telescope motion, we assumed to raster the planet in
arectangular grid of 5 X 5 fixed positions centered around the planet with 40 arcmin side. Assuming
to take 1 min of observation and 1 min for repointing, we expect to complete a raster in one hour. A
short time allows the raster to be performed near the upper culmination and to repeat it at different
epochs to reduce the impact of atmospheric instability. With those parameters, the accuracy by which
Jupiter can be positioned within the STR is = 10 arcsec. The accuracy by which the beam center can
be determined by the radio observations of Jupiter depends on the S/N ratio. So for the S/N = 50
case we estimate an accuracy in determining 6O of ~ 1/3 arcmin, for the §/N = 10 case the accuracy
is ~ 1 arcmin with the accuracy which scales approximately as (S/N)3/4.

In short, the final pointing accuracy will be dominated by the accuracy by which 6O will be
determined, but we expect to be able to keep this error within ~ 1 arcmin.

5 Conclusions and future work

This paper presents the first Pointing Reconstruction Model (PRM) for the LSPE-Strip telescope. The
model is at the root of the pointing reconstruction pipeline of the instrument and it is also part of the
simulation pipeline. The PRM was used to test the effect of uncertainties in the telescope configuration,
represented by a set of configuration angles, leading to uncertainties in the pointing reconstruction.

The LSPE-StriP baseline fixes a pointing accuracy of 30 arcsec, a demanding requirement for
telescope mechanics. The baseline was defined from simple assumptions about the effect of pointing
error, and no detailed study was provided. Here, we used the PRM to simulate the error in the polariza-
tion maps produced by LSPE-Str1p in different scenarios of telescope pointing accuracy, including the
baseline. We show a linear increase in the rms of the noise of the polarization map due to the pointing
error, which remains one or two orders of magnitude below the effect of the instrumental noise. This
allows us to propose a more feasible baseline for the LSPE-STrIP pointing accuracy of 1 arcmin.

LSPE-StripP will need a Star Tracker (STR) to calibrate the PRM against optical astronomical
observations. In this work, we presented the design of the prototype STR for LSPE-Strip and the
results of a testing campaign aimed at characterizing its accuracy. The prototype shows a random
pointing error better than 3 arcsec and a long-term variability of ~ 10 arcsec. It is likely that the
long-term variability is mainly caused by a lack of stiffness in the mechanical support hosting the
prototype; if so, the final version of the STR will be more stable. We used the results of the testing
campaign to simulate the calibration of a pointing model. Our analysis shows that with the current
configuration, the average expected pointing error would be better than 4 arcsec.
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The next step is to implement a more detailed PRM that includes encoder errors, flexures,
thermal effects on the telescope mechanics, and other pointing perturbations. In addition, we will
analyze the geometrical intercalibration of the STR and the radio telescope. We plan to use a
drone carrying a radio and a light source, and we foresee the observation of bright radio sources,
such as Jupiter or Venus.
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