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Abstract

High-dimensional quantum systems are becoming an increasingly important area
of study. Due to their ability to encode more information than a two-dimensional
system, high-dimensional systems are useful in many applications, from quantum
communication to quantum computing. In particular, spatial states of light, such
as orbital angular momentum and spatial position, are inherently high-dimensional
by nature and lend themselves well to manipulation and measurement. As light
is commonly used in communication applications, spatial states could extend the
information capacity of quantum communication and make it easier to detect eaves-

droppers in the system.

This thesis comprises four experiments in which the spatial state of photons
is manipulated and measured. The first experiment describes a filter for two-
dimensional anti-symmetric spatial states. We use a pair of photons entangled in
multiple orbital angular momentum states in order to test the filter. We are able to
manipulate which two-dimensional subspaces are in symmetric states and which are
in anti-symmetric states, and as such we are able to filter out particular subspaces,

effectively engineering high-dimensional states via Hong-Ou-Mandel interference.

In the second experiment, we use the anti-symmetric state filter in a four-photon
system. We begin with two pairs of photons, with entanglement within the pairs but
not between the pairs. Combining one photon from each pair in our anti-symmetric
state filter, we create entanglement between the other two photons, achieving en-
tanglement swapping. Additionally, due to the two-dimensional nature of the filter,

we transcribe entanglement into several two-dimensional subspaces in the process.

In the third experiment, we investigate the quantum teleportation that occurs
as a side effect of the entanglement swapping. We demonstrate teleportation of
several two-dimensional OAM states, and we describe the result of attempted high-

dimensional teleportation.

In the fourth and final experiment, we turn our attention from the OAM of light
to the spatial position of light. Using our four-photon system and anti-symmetric
state filter, we demonstrate ghost imaging between photons that have never in-
teracted. This is enabled by taking advantage of the correlations produced when

entanglement swapping occurs in the filter.

i



Beam me up, Scotty.
— An apocryphal quote attributed to Captain Kirk, Star Trek
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Chapter 1
Introduction

The strange nature of quantum mechanics — the theory governing the behaviour of
sub-atomic particles — was discussed in the early 20" century by Einstein, Podolsky,
and Rosen in their seminal paper on entanglement [1]. It examined whether the
theory of quantum mechanics was complete under the assumption of local realism.
Local realism is a principle true in classical physics, combining the ideas of locality
(that effects of actions are limited to the speed of light) and realism (that an object
must have a pre-existing value that is revealed upon measurement). The authors

argue that quantum mechanics could not be complete if local realism were true.

This of course does not seem so paradoxical today: it has since become clear
that local realism does not apply to quantum mechanics. In particular, Bell and
others [2, 3] provided stringent bounds for quantum mechanical systems that could
be described by local hidden variables; these bounds are often referred to as Bell in-
equalities. A violation of these inequalities invalidates local hidden variable theories
in the quantum realm, and thus also local realism. Violations have been demon-
strated experimentally many times [4-9], including violations in which there were

no possible loopholes in the experiment [10, 11].

Since these early forays into the nature of quantum mechanics, the field has ma-
tured from foundations to applications. Nowadays, quantum science is an extensive
field of research that encompasses a wide range of topics: fundamental research into
the reality of the wavefunction and causality (see, for example, [12-14]); laboratory
experiments taking the first steps toward real-world applications; and technologies

that are at or near market readiness.

One of the most intriguing technologies arising from quantum mechanics is quan-
tum computing. The principles of superposition and entanglement enable advan-
tages in tasks a classical computer struggles with [15]. An excellent example of this
is factoring large numbers: classical computers are so inept at this task that we use

this fact as a basis for encryption. Using Shor’s algorithm [16], a quantum computer



can theoretically complete this task in a fraction of the time a classical computer
would take, rendering many of our current encryption protocols effectively useless.
Quantum computers with significant computing power, however, are a long way off
yet; so far, quantum computers have been small [17-21], and the highest number

factored to date using Shor’s algorithm is twenty-one [22].

Quantum communication, on the other hand, is an advanced field with commer-
cial products already available. This field encompasses mature technologies such as
quantum cryptography [23,24], implementations of which are already on the mar-
ket, to younger technologies such as entanglement swapping [25], which has been

performed in laboratories [26-30] but is not ready for general use.

Quantum communication usually uses light as its carrier of information due to
its naturally high speed of transmission. Most mature technologies use the polarisa-
tion of light due to the ease of manipulating it. However, other degrees of freedom
are providing promising avenues for more efficient communication. For example,
spatial modes have the advantage of being scalable to higher dimensions [9,31-35].
Similarly, encoding information in photon arrival time provides access to higher di-
mensions (though not as easily as with spatial modes) as well as being less vulnerable

to mixing between the modes [36—42].

There are many communication protocols that are only made possible using
quantum mechanics. One of these is dense coding [43], which uses entanglement to
send two bits of information on a single qubit. In practice, the best information
capacity achieved is 1.58 bits per qubit [44]; by using ancillary entanglement, a
channel capacity of 1.63 bits has been achieved [45]. This is due to the difficulty
in measuring entangled states; with linear optics, it is not possible to distinguish
all four maximally entangled states, meaning that the theoretical limit of two bits

cannot be reached [46].

Quantum mechanics also enables rapid sharing of one-time-use secret keys, al-
lowing more secure encryption than classical encryption. Quantum key distribution
(QKD) can be accomplished in a number of ways. The most commonly known pro-
tocols are BB84 [47] and E91 [48]. The BB84 protocol involves one party, Alice,
encoding a random bit in a randomly chosen basis and sending the encoded photon
to a recipient, Bob. Bob then measures the photon in a randomly chosen basis
and records the result. After many iterations of this, Alice and Bob publicly share
which bases they encoded /measured in. They discard any result for which the bases
don’t match, and the remainder becomes their secret key. No one else can have this
information: if an eavesdropper attempts to intercept it, then some of Bob’s results
will not match Alice’s even when their bases match, and a public comparison of a
fraction of the measurements will reveal the presence of an eavesdropper. The E91

protocol works in a very similar fashion, except that it uses two entangled photons,



and Alice and Bob are both making measurements.

An interesting phenomenon that originally was thought to arise from quantum
mechanics is termed ghost imaging [49]. It originally required spatially entangled
photons, one incident on an object and bucket detector and one incident on a spa-
tially resolving detector but not encountering the object. Using the correlations
between the two photons, it was possible to create an image of the object, despite
the light striking the object never encountering a spatially resolving detector, and
the light striking the spatially resolving detector never encountering the object.
However, it was later discovered that this could be done without the entanglement;

in fact, simply creating two correlated beams of classical light was sufficient [50].

Arguably the most well-known application of quantum mechanics is quantum
teleportation [51]. While Star Trek and other science fiction media have popularised
the concept of teleportation to move a person instantly from one location to another,
this is unfortunately not what quantum teleportation allows. However, using a
pair of entangled photons in addition to the photon we would like to teleport, we
can move the information from one photon to another instantly, even when the
original photon and the new photon are spatially separated. However, due to the no-
cloning theorem, this necessarily destroys the initial state. Quantum teleportation
has been demonstrated experimentally in many systems, including polarisation [52],
and most recently both the polarisation and spatial mode of a single photon [53,54].
Teleportation has been performed in both free space [55-57] and fibre [58-61] and, in

an experiment gaining wide (and often inaccurate) press coverage, to a satellite [62].

This thesis is largely based on the interaction that allows quantum teleportation
to occur: Hong-Ou-Mandel (HOM) interference [63]. One of the less intuitive parts
of quantum optics, HOM interference occurs when two photons arrive at the two
input ports of a beamsplitter at the same time. As long as the two photons are
completely indistinguishable — in polarisation, spatial mode, time of arrival, etc.
— then they will both leave the beamsplitter in the same output port. This is in
contrast to classical light or even two distinguishable photons, which will sometimes
leave in the same output port but an equal amount of the time will leave from
opposite output ports. The strange behaviour of indistinguishable photons gives
rise to several of the most fascinating applications of quantum technology, including

teleportation and entanglement swapping.

In this thesis, we explore the HOM interference of photons in particular spatial
modes referred to as orbital angular momentum (OAM) modes [64-66]. OAM is
becoming an increasingly important property in which to encode information — in
both classical and quantum regimes. One of the main advantages of OAM is that
it is in principle infinite-dimensional; unlike polarisation, which can only take on

one of two possible states, OAM exists in a high-dimensional (but discrete) state



space. This allows encoding of more information on a single photon, expanding our
information capacity from one bit per photon (e.g., the two states of polarisation)

to many bits per photon (e.g., 16 OAM modes resulting in 4 bits per photon).

In Chapter 1, we first discuss in more detail the topics we have touched on here:
quantum states, entanglement, and HOM interference. In Chapter 2, we examine the
behaviour of two photons entangled in their OAM undergoing HOM interference.
Then we use the knowledge gained from Chapter 2 to expand our experiment to
four photons: we use two entangled pairs and send one photon from each pair to a
beamsplitter to undergo HOM interference. This allows us to measure entanglement
swapping of OAM states in Chapter 3 and teleportation of OAM states in Chapter 4.
Finally, we look at spatial modes more generally, using four photons (two pairs each
entangled in the position basis) to perform entanglement swapping as in Chapter 3,
but this time using the resulting correlations to create a ghost image of an object
in Chapter 5.

1.1 Quantum States

The key building block of any quantum process is the quantum state. A quantum
state completely describes the behaviour of a quantum particle. However, this be-
haviour is inherently probabilistic, meaning that we cannot always predict the result
of a measurement. The quantum state of a particle is described by a wavefunction

¥, which can be denoted in Dirac notation as a vector [¢) in the d-dimensional
Hilbert space H¢.

1.1.1 Qubits

A two-dimensional state space has the basis vectors

|o>=(é);|1>=(?). (L)

A particle existing in this space is referred to as a qubit. Any pure qubit state |))

can then be described as a superposition of these two states

[¥) = al0) + 5l1), (1.2)

where a and 8 are complex numbers, and |a|* (|3]?) denotes the probability of
finding the particle in state [0) (|1)). As probabilities must sum to unity, the state

must be normalised such that |a|? + [3]* = 1.

The polarisation of a single photon is an example of a qubit state. Typical basis

states for polarisation are horizontally polarised light (|H)) and vertically polarised

4



light (|V)). Thus any pure polarisation state can be represented by
[¥) = alH) + B|V). (1.3)

Recall that a and 8 can be complex numbers, allowing the description of right-
and left-circular polarisations (|R) = (|H) +i|V))/v2 and |L) = (|H) —i[V))/V/2,
respectively) in addition to linear polarisation states (|D) = (|H) + |V))/v/2 and
[4) = (1H) = V))/V2).

Qubits are the building blocks of quantum information science, including im-
portant applications such as quantum computing [17-22,67-70] and quantum cryp-
tography [43,47,48,71-76]. Many different systems and degrees of freedom make
use of qubits, including the polarisation of light [52], spatial modes of light [77],

photon arrival time [36], electron spin [78], nuclear spin [79], and superconducting

circuits [80].

1.1.2 Mixed States

Not all particles can be described by a pure state as above. A pure state describes
a superposition of states, such as diagonally polarised light, which is in an equal
superposition of horizontally and vertically polarised light |D) = (|H) + [V)))/V/2.
However, it is possible to have a particle in a statistical mixture of states; for ex-
ample, a light source might have a probability p of emitting horizontally polarised
light and a probability 1 — p of emitting vertically polarised light. This kind of state
cannot be described simply with vectors; we require a different description called a

density matrix, typically denoted p.

The density matrix of a pure state is simply the outer product of the state |¢) (¢].

A mixed state is then the weighted sum of several pure density matrices
p=>_ pilt) (il, (1.4)

where p; is the probability of finding the particle in state |¢;), and ), p; = 1.

For a qubit, the state is described by a 2 x 2 density matrix. For example, the

mixed state mentioned above would be described by the density matrix

p=plH)(H|+ (1—-p)[V){V]

_(p O
(.0 s

This state cannot be represented as a pure state vector, thus requiring the density

matrix description.

A density matrix by definition has several properties:

bt



Figure 1.1: Example density matrices. (a) Horizontally polarised pure state.
(b) Diagonally polarised pure state. (c¢) Mixed state of Eq. (1.5) with p = 0.5. (d)
The real part of a right-circularly polarised pure state. (e) The imaginary part of a
right-circularly polarised pure state. In all cases, blue bars indicate positive values,

while red bars indicate negative values. Grey bars indicate zero values.

1. It must have unit trace. The trace of a quantum state p in a state space with
basis {|0), 1), ...,|d)} is defined as

d

Te(p) = 3 (iloli). (16)
=0
Thus the trace is the sum of all possible measurements in a particular basis,

which must of course be equal to unity.
2. It must be Hermitian, i.e., it must equal its complex conjugate (p = p).

3. It must be positive semi-definite. A positive semi-definite matrix satisfies the
condition (¢|pl1p) > 0 for all |¢); i.e., any projective measurement results in
a non-negative outcome. This is equivalent to all the eigenvalues of p being

non-negative.

Fig. 1.1 shows several qubit density matrices in graphical form for illustration.
This is how the majority of matrices will be presented in this thesis. The diagonal of
the density matrix is oriented horizontally; the left-most bar represents the top-left
element of the matrix, and the right-most bar represents the bottom-right element
of the matrix. Each bar’s height indicates the value of the corresponding matrix

element.

Fig. 1.1(a) and (b) represent pure states |H) and | D), while Fig. 1.1(c) represents
the mixed state in Eq. (1.5). All three of these show only the real portions of the

matrices; the imaginary portions are expected to be zero. Fig. 1.1(d) and (e) show

6



V) V)

Figure 1.2: The Bloch sphere. (a) A pure state on the surface of the Bloch sphere.
(b) A mixed state inside the Bloch sphere.

the real and imaginary parts, respectively, of the pure state |R). Note that the
mixed state (c) and the real part of |R) (d) are identical; it is only upon examining

the imaginary components that we find that the two states are very different.

Bloch Sphere

It is instructive at this point to introduce the Bloch sphere. This is a means of

visualising all possible qubit states: pure and mixed. It can be defined as follows [15].

Consider a pure qubit state as in Eq. (1.3); we will use polarisation states for
simplicity. We know the coefficients o and 3 are complex; however, we can factor out
a common phase between the two coefficients, resulting in a global phase that can
be ignored. Then we can assume one of the coefficients « is real and non-negative,
with the remaining phase part of the other coefficient 5. Along with the knowledge

that |a|* + |8]? = 1, we can parametrise the state as

) = cos(g>|H) +ei¢sin<g>|v>, (1.7)

where 0 < 6 < 7 and 0 < ¢ < 2w. Each pure state |¢) can then be represented by

a position on the unit sphere defined by the vector
d = (sinf cos ¢, sin fsin ¢, cosh). (1.8)

Note that |@| = 1, meaning that any pure state will be situated on the surface of
the Bloch sphere, as shown in Fig. 1.2(a).

We can extend this definition to mixed states by considering the general repre-

sentation of a qubit density matrix

p=(1+a-d)/2, (1.9)



where @ = (ay, as, as) is not necessarily of the form (1.8). We also introduce & =

(04,0y,0), which are the Pauli matrix operations

01

Op = 1.10
1 O) ( )
0 —1

oy = 1.11

() "
1 0

L= _ 1.12

(5 %) 12

Thus the general density matrix is given by

1 1 — 1
p=§< T ) (1.13)

a; +iag 1 —aq

which for a pure state becomes

Ppure = 5 (114)

sin 6 cos ¢ + icos 0 1 —sinfsing

1 ( 1+ sin# sin ¢ sin@cosgb—icosé‘)

Note that the eigenvalues of the matrix p are (14 |a@])/2. However, we know that
any physical density matrix must have non-negative eigenvalues, i.e., (1£]d])/2 > 0,
meaning that |@| < 1. For pure states, |@| = 1; thus we can see that any mixed state

will be situated within the unit sphere, as shown in Fig. 1.2(b).

1.1.3 Qudits

So far, we have only discussed quantum systems that have two possible states and
exist in a two-dimensional space. We can extend this concept to systems that have
more than two possible states and exist in high-dimensional spaces. A state in a

high-dimensional space is referred to as a qudit.

A pure qudit state can be described as a superposition of d basis states |¢) =
Z?:_ol c;|i), where |c;]? is the probability of finding the particle in state |i), and

S0 |es]> = 1. For example, a three-dimensional state (qutrit) exists in the basis

0
o=[o|;m=1]:12=]0]. (1.15)
0

Any pure qutrit state [10) can then be described as a superposition of these three

states
[¥) = al0) + BI1) + 7(2), (1.16)
where as always |a|? + |8]2 + |7|> = 1. We can also have mixed states in high

dimensions, which are described by d x d density matrices.
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Orbital Angular Momentum

One high-dimensional property of light is the orbital angular momentum (OAM) of
a photon, which is commonly used to define qudit states. The electric and magnetic
fields of light give rise to the Poynting vector, defined as the cross product between
the two. This vector is then perpendicular to the phasefront of the light; it points
along the direction of energy propagation. For a plane wave, it points parallel to
the axis of propagation of the light. For a helical phase structure, the Poynting
vector spirals around the light’s axis of propagation. It is this azimuthal nature of

the Poynting vector that gives rise to orbital angular momentum.

There are a range of modes of light that are solutions to Maxwell’s equations
and also contain OAM. These include the Laguerre-Gaussian (LG) modes of light
and Bessel modes, both of which are defined by two indices: a radial and azimuthal
index. This thesis concerns modes of light where we integrate over the radial index,
as we are only interested in the effects of the azimuthal index, typically denoted /.
These modes of light have an e*® phase component, which we use to define an OAM

state.

Light with OAM /¢h per photon can be written as the quantum state |¢). As
OAM is quantised, the index ¢ can be any integer number, positive, negative, or
zero. Thus, the OAM state of light is a qudit; any pure OAM state can be described

as
)

T) = > ale), (1.17)

{=—00

where |a|? is the probability of the photon having OAM /¢h.

The helical phase structure of OAM is shown in Fig. 1.3(a) for a variety of OAM
values, including the Gaussian mode ¢ = 0. Taking a cross-section of the phase
perpendicular to the direction of propagation, we see that the phase goes through
the range 0 to 27 ¢ times, as shown in Fig. 1.3(b). However, as the phase changes
azimuthally, the centre of the beam has an undefined phase where all the phases
converge, resulting in a dislocation. There can be no intensity at a phase dislocation,

and thus beams with nonzero OAM are ring-shaped, as shown in Fig. 1.3(c).

Orbital angular momentum has been investigated as a high-dimensional system
both in classical applications [66,81-84] and in quantum information science [9,
31-33,85-96]. OAM has been shown to increase information capacity in quantum
cryptographic systems [97-99], and quantum memories for OAM are being developed

with a view to enable long-distance communication [100,101].



Figure 1.3: Orbital angular momentum. (a) Surfaces of constant phase.
(b) Cross-section of phase perpendicular to the direction of propagation. (c) In-

tensity.
1.1.4 Multiple Particles

We can also describe the quantum state of multiple particles; to do this, we use
the tensor product of each particle’s state. For example, one particle in the state
l1) € HM and a second particle in the state [1;) € H4? would be in the combined
state [1)) ® [1hy) € HY* @ HP. This is frequently denoted as |4;)]1),) for simplicity.

In general, it is not necessarily possible to write a multi-particle state as the
tensor product of the constituent states; we will explore this possibility further in
the next section. A more general description of a multi-particle state can be given
by realising the basis of the combined Hilbert space H' ® H22 consists of tensor
products of all the basis states in each constituent Hilbert space. Thus any two-
particle pure state can be described by

di da

W)=Y clidlk), (1.18)

j=1 k=1
where {|j)} and {|k)} represent the basis states of the two Hilbert spaces and |c;x|?
is the probability of finding the particles in the combined state |j)|k).

1.2 Manipulation of Quantum States

In order to use quantum states in research, as well as in real-world applications, we

must be able to verify what quantum state we are working with. We can do this by
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performing various operations on the state in order to manipulate and characterise
it.
1.2.1 Operators

Any process £ acting on a state p can be represented as

E(p) = EypEl, (1.19)
k

where {E}} are operators that act on the state space of p.

The resultant matrix p’ = £(p) must be a physical density matrix with unit trace
such that

1 = Tr(E(p)) (1.20)
= Tr (ZEka,i) (1.21)

(1.22)

)
= ZTr <E,1Ekp> (1.23)
= Tr (ZE;Ekp). (1.24)

From this, as Tr(p) = 1, we deduce that ), E};Ek = 1. This is called the complete-

ness relation and requires the map &£ to be trace-preserving.

1.2.2 Projective Measurements

The most common and versatile type of measurement in quantum mechanics is
the projective measurement, so named because the operator applied to the system
of interest is a projector. A projector Il,, = |m)(m| projects a system into the
state |m). This type of measurement is important as it is used often to obtain the

probability of a particular outcome.

A projector can be thought of as a single operator E) that operates on a state
in the same way as a quantum process; however, we must divide by the trace of the

final state as a single operator is not necessarily trace-preserving. Thus a projective
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measurement has the following effect on a system [15]:

,_ ILpIIE,
P (L)
_ [m)(mlp|m){m|
Tr(IT}11,,,p)
_ [m)Tr(ILnp) {m]
Tr(ILp)
= |m){m|, (1.25)

where we have used the cyclic property of the trace and the fact that II! 1, = II,,,.

Thus after the measurement, the state has been projected into the pure state |m).

Similarly, the probability of outcome m occurring when measuring a system in

the state p is given by
p(m) = Tr(Ilyp) = (m|p|m), (1.26)

which reduces to p(m) = |(m|y)|? if the state is pure.

Count rates

In practice, we cannot measure probabilities directly; instead, we measure the rate
of photons arriving at a detector after the projection into state |m). The count
rate n(m) is then proportional to the probability. We can deduce the associated
probabilities by choosing a set of measurements {II,,,} that satisfy the completeness
relation Y, TIf I1,, = 1 such that the probabilities p(m) must sum to unity. Then

PO = Sy

(1.27)

Even this description is an oversimplification of our actual measurements; while
the probability of a photon being projected into the state |m) is constant, the actual
photon arrival rate is not. To understand this, consider a simple coin toss experi-
ment. While the probability of the coin showing heads is 50%, tossing the coin four
times may result in any combination, including four heads or zero heads. It is only

when tossing the coin many, many times that the statistics approach 50% heads.

Similarly, a photon in the state (|[H) + [V))/v/2 may be statistically 50% likely
to project into the state |H), but if we examine the outcome of only four photons,
sometimes we will have all four project into the state |H) and sometimes none of

them will. It is only after many, many photons that the statistics approach 50%.

To describe the incidence of independent, random events such as photon arrivals,
we can use a Poisson distribution [102]. The probability of obtaining k events in a

particular interval is
k
A

P=e R

(1.28)
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where ) is the average number of events in the interval and k is a non-negative inte-
ger. A key characteristic of this distribution is that the variance of the distribution

is equal to the mean. Thus the standard deviation of a Poisson distribution is v/\.

In order to estimate uncertainties on our measurements, we assume our count
rates n(m) follow a Poisson distribution with mean n(m). Then the uncertainty on

the measurement is /n(m).

1.2.3 Partial Trace

Sometimes if we have a multi-particle state, we are interested in determining the
state of only one particle. To accomplish this, we can perform a partial trace. For
example, given a two-photon state pap € Hf\A ® H%B, we are interested in only the

state of photon A. Thus we trace over photon B
pa = Tre(pas)

ds
- Z<i|BpAB|i>B. (1.29)

Physically, tracing over a photon involves detection without a projective mea-
surement. In the two-photon state above, assuming photon B is encoded in the
polarisation degree of freedom, this would entail sending photon B directly to a
detector, without encountering a polariser of any kind first. Thus (assuming perfect
detection efficiency) photon B will always be detected, regardless of its polarisation,

leaving photon A in its original state.

1.2.4 Measuring OAM

As orbital angular momentum is characterised by a rotating phase distribution,
we can distinguish between different OAM states based on the phase of the light.
There are two main methods that take advantage of this fact to measure OAM. The
first method manipulates the phase of the light to spatially separate different OAM
values. The second method manipulates the phase of the light to produce a flat

phase, which can then be coupled into a single-mode fibre.

Mode Sorter

When measuring polarisation states, it is common to use a polarising beamsplitter
(PBS) to measure an entire basis of states at once. A PBS works by spatially
separating the two orthogonal basis states using a polarisation-sensitive reflection,

allowing for simultaneous detection of both states. By default a PBS measures
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Figure 1.4: Plane waves. (a) A plane wave passing at normal incidence through
the centre of a lens focuses at a point in line with the centre of the lens. (b)
Passing through a glass wedge, the plane wave acquires a linearly varying phase,
thus focusing to the left of the centre of the lens. (c¢) A glass wedge in opposite
orientation makes the plane wave focus to the right of the centre of the lens. The

insets show the phase profile of the light just before the lens.



in the H/V basis, but with a combination of waveplates we can measure any two

orthogonal polarisation states.

The analogue of the PBS for OAM is referred to as a mode sorter. It is capable
of spatially separating all OAM values, thus allowing simultaneous measurement of
a full high-dimensional basis. It relies on the behaviour of light with a linear, tilted

phasefront.

Consider for a moment a flat plane wave, as shown in Fig. 1.4. Passing it through
a lens, it focuses at a point in line with the centre of the lens. However, if we pass
it through a glass wedge prior to the lens, we obtain a tilted plane wave with a
linearly varying phase (see inset). The tilted plane wave will focus at a point to the
left of the centre line. Similarly, a glass wedge tilting the plane wave in the opposite
direction will result in a focused point to the right of the centre line. In this way, we
can distinguish between different linearly tilted phases by spatially separating them

with a lens.

Now note that the spiral phasefront of an OAM mode is very similar to a linearly
tilted phasefront; the angular position in the spiral version can be mapped to the
horizontal position in the linear version, as shown in Fig. 1.5(a). Thus if we could
create a physical device to complete this mapping, this would provide a means by
which to distinguish between OAM modes.

In fact, we can complete the above operation with just two optical elements [103].
The first optical element, whose phase profile is shown in Fig. 1.5(b), maps concentric
circles in the input plane to parallel horizontal lines in the output plane. However,
this results in a drastically different optical path length for different parts of the
beam; this necessitates the second element, shown in Fig. 1.5(c), which corrects the

path length difference.

With this mapping from OAM states to tilted plane waves, we are able to spa-
tially separate different OAM states. This is the high-dimensional equivalent of a
polarising beamsplitter, with a few caveats. Firstly, a PBS has two inputs and two
outputs, whereas the mode sorter has one input and d outputs; this limits the variety
of uses for the mode sorter in comparison to the PBS. Secondly, while a PBS can
be used to measure any basis using waveplates to rotate incoming polarisation, the
mode sorter can only measure in the OAM basis. It can measure the contribution
of several different OAM modes in a single beam; however, it cannot provide phase

information.

Additionally, this method of measurement is very involved, requiring careful
setup and alignment. If simultaneous measurement of all basis states is not neces-
sary, then projective measurements are more straightforward and easier to imple-

ment.
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Figure 1.5: OAM mode sorter. (a) The desired mapping from an ¢ = 2 OAM
mode to a linearly varying phase that goes through 27 twice. (b) The phase profile

of the optical element that achieves the mapping in (a). (¢) The phase profile of the
optical element that corrects for the optical path length difference resulting from
the optical element in (b). Parts (b) and (c) of this figure were taken from Berkhout
et al [103].
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Projective Measurements

To make a projective measurement of OAM, we first note that the only OAM mode
that will couple into a single-mode fibre is the Gaussian mode ¢ = 0. Thus if we
can take the OAM mode that we would like to measure and flatten the phasefront
of that mode to the Gaussian mode, we will obtain the probability of obtaining that
particular OAM mode.

To flatten an OAM mode, we note that light with OAM ¢h has an exactly
opposite phase profile to light with OAM —/h. In fact, at each point in the phase
structure, if the phase of one beam is ¢, the phase of the other beam will be 27 — ¢.
Thus, we can make every phase point zero by simply adding the negative of the

phase profile we would like to measure.

For example, light with OAM ¢ = 3 has a phasefront that goes through 27 three
times in a clockwise direction, as shown in Fig. 1.6(a). The opposite handedness of
OAM, ¢ = —3, has exactly opposite phase in that it goes through 27 three times in
an anticlockwise direction [Fig. 1.6(b)]. If the phase of an ¢ = —3 beam is added
to light with OAM ¢ = 3, the phase of the light will become a flat phasefront — the
light then has OAM ¢ = 0 [Fig. 1.6(c)] as the energy is no longer rotating around
the axis of propagation. This light will then couple into a single-mode fibre, while

nonzero OAM modes will not.

This method can be used to perform a projective measurement of the OAM of
light by adding the negative of the phase of interest to a light beam and noting how
much resulting light can couple into a single-mode fibre. For example, any light that
successfully couples into a single-mode fibre when the ¢ = —3 phase is added to it
must have originally been in the state ¢ = 3; any other OAM state would result in
nonzero OAM [e.g., ({ = 2) + ({ = —3) = (¢ = —1)], which cannot be transmitted
through a single-mode fibre.

We can also use this method for superpositions of OAM states. For example, if
we would like to measure the superposition state (|1) +[2))/v/2, we apply the phase
of the (| — 1) + | —2))/+/2 state, which transforms any light in the original state into
the Gaussian mode. Thus, we can make any projective measurement in any basis,

allowing a complete analysis of an OAM state.

This conversion of phase was first accomplished with spiral phase plates [104]
as glass produces a phase shift depending on its thickness; however, this requires
physically moving plates in and out of a setup in order to change what OAM value
is being measured. For faster switching between measurements, spatial light modu-

lators (SLMs) and digital mirror devices (DMDs) are commonly used.
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Figure 1.6: Measurement of OAM. (a) The phase profile of light with OAM
¢ = 3. (b) The phase profile of light with OAM ¢ = —3. (c) Adding these two
phases together, we obtain OAM ¢ = 0, which can be coupled into a single-mode
fibre.

Spatial Light Modulators

An SLM is an array of liquid crystals that can be manipulated electronically so that
each pixel evokes a different phase shift. The phase of each pixel can be changed
at frame rates on the order of 10 to 100 Hz, allowing reasonably fast measurements

that cannot be accomplished with glass optics.

As SLMs are not 100% efficient, we must place a diffractive phase grating on
the SLM, in addition to the phase we would like to impart on the light, in order to
shift the relevant light into the first diffractive order, as shown in Fig. 1.7(a). This
prevents any overlap between light unaffected by the SLM and light with the desired
phase.

A measurement of an OAM state then occurs as follows: Take the example of
an incoming ¢ = 3 beam. Projecting an £ = —3 OAM phase (added to a diffraction
grating) on the SLM, the light in the first diffracted order has OAM ¢ = 0. A
portion of this can then be coupled into a single-mode fibre, resulting in a successful
detection as shown in Fig. 1.7(b). However, projecting an ¢ = —1 OAM phase
(added to a diffraction grating) on the SLM, the light in the first diffracted order
has OAM ¢ = 2. This cannot be coupled into a single-mode fibre, resulting in no
detection as shown in Fig. 1.7(c). We can then conclude that the incoming light

had at least some component of ¢/ = 3 and no component of ¢ = 1.

1.3 Tomography

As the full state of a quantum system cannot be measured directly, we must make
many projective measurements and reconstruct the state using the resultant infor-
mation. Many of the states we will measure in this thesis are expected to be pure
states; however, experimental noise adds mixed components into the state. Most
of the states we examine are intended for subsequent use in future communication

applications, and whether we like it or not, these applications take into account the
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Figure 1.7: Spatial light modulator. (a) To separate the desired mode from the
unaffected portion of the beam, we apply a phase grating to the OAM mode phase to
create a forked grating pattern. (b) When the SLM displays ¢ = —3 for an incoming
¢ = 3 mode, we obtain ¢ = 0, which can be coupled into a single-mode fibre and
thus detected. (¢) When the SLM displays ¢ = —1 for an incoming ¢ = 3 mode, we
obtain ¢ = 2, which cannot be coupled into a single-mode fibre and thus will not be
detected.
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full mixed state, noise and all. As a result, we choose to reconstruct the density

matrix for all states in this thesis, rather than simply the pure state vector.

Take a general density matrix for a polarisation state

a b+ ic
— , 1.30
P (b—ic 1 —a) ( )

where we have assumed we have a Hermitian density matrix with unit trace and
a,b,c € R. We can make projective measurements on this state to obtain informa-

tion. For example,

o= (), 70 (6) -
Viplv) = (0 1) (b_aic ’1*_) (?) —1-a
(DllD) = —

(Rlp|R) =

(
Ay = = (1 -1
(

1 ) a b+ic) 1 1+ 2¢
<L‘p‘L>:E<1 Z> <b—ic 1—a>ﬁ<—z’>: 2

It is tempting to simply invert these equations to obtain

a= (H|p|H) =1—(V|p|V) (1.31)

C_L1-2(RIpIR) _ 2ALjplL) — 1
2 2 ’

However, in practice the result of a projective measurement may not be precisely

(1.33)

accurate as there is a variance associated with the measurement, and the two dif-
ferent options for calculating a, b, and ¢ may give different results. Inverting the
above equations with such measurements can cause the resulting density matrix not
to represent a physical state; that is, the matrix will not necessarily have positive

eigenvalues.

Taking the example of the density matrix for the diagonal polarisation state

(1) e

we find in theory that (H|p|H) = 1/2, (D|p|D) = 1, and (R|p|R) = 1/2. These
results by definition satisfy Eqs. (1.31-1.33) and return the original density matrix
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p. However, if the measurements have minor fluctuations in them, we may obtain
instead (H|p|H) = 0.5, (D|p|D) = 1, and (R|p|R) = 0.45. Then Eqgs. (1.31-1.33)

return the calculated density matrix

0.5 0.5+ 0.052
p= ST (1.35)
0.5 — 0.052 0.5

whose eigenvalues are 1.002 and -0.002. This does not represent a physical state,

and thus we know our estimate of the density matrix is incorrect.

To find a density matrix that does satisfy these conditions, we must reconstruct
it in a different manner. Our task is to find the density matrix that is most likely

to have produced the measurements.

1.3.1 Maximum Likelihood Estimation

The most common method, and the one we use in this thesis, for the reconstruction
of a density matrix in quantum mechanics is maximum likelihood estimation [105].
We will describe the method in terms of a qubit state, though it applies equally to

any state, from a single-qubit state to a multi-qudit state.

First we must define the density matrix in such a way that it must have unit
trace and be both Hermitian and positive semidefinite: a physical matrix. A matrix
of the form

TiT
p= @) (1.36)
satisfies these conditions for any matrix 7. Our matrix 7" must have sufficient degrees
of freedom to accurately specify p. As p is Hermitian, there are only d? degrees of
freedom for a d-dimensional state. (In fact, there are d*—1 degrees of freedom due to
the unit trace, but as we can only measure photon counts rather than probabilities,

we require d? degrees of freedom to normalise the counts to probailities.)

For simplicity, we choose our matrix 7" to be a lower triangular matrix with real

diagonal entries. So for a qubit state (d = 2), we start with a matrix

T(E}:( h 0), (1.37)

ty + ity ty

where we have chosen elements ¢ = {ty,t,, 5, t4}.

We now consider a set of projective measurements {|1;)} with outcomes {n;}.
The density matrix that produced these outcomes must come as close as possible to
satisfying

n; = N<¢i|ﬂ(£>|¢i> (1.38)
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for all 7, where IV is a constant that converts probabilities into counts. Assuming
that the noise on the measurements follows a Gaussian distribution, the probability

of a matrix p(f) producing the set of measurements {n;} is

N @il p(E ) — ni)?
2N<¢z’|/0(7?)wi>

P({n;}) = éHeXp _ (1.39)

Maximising the above function is equivalent to minimising the likelihood function

. (N<¢i|p(£>|¢i> - ni)Q
LD = N e O (140)

Thus the density matrix p() that minimises this expression is the most likely state

to have produced the observed outcomes.

We must use a tomographically complete set of measurements, i.e., the measure-
ments must span the state space we are measuring. A commonly chosen minimally
complete set consists of measurements from different bases with minimal overlap;
these bases are called mutually unbiased, and there are d 4+ 1 in a d-dimensional
space. For a qubit state encoded in polarisation, an example of a tomographically
complete measurement set is {|H),|V),|D),|R)}, where we have included at least
one measurement in each of the H/V, D/A, and R/L mutually unbiased bases, plus

one additional measurement in order to normalise the counts into probabilities.

Note that in this method, unlike with direct equation inversion, we are able to
use more than d? measurements to reconstruct the state. This provides us with
more certainty of our resultant state as it minimises the effect of noise in the mea-

surements. Thus it is common to use all states from all mutually unbiased bases,

e.g., {|H), V), D), [A), |R), |L)}.

1.3.2 Example Data

To illustrate the method, first consider the density matrix in Eq. (1.35) that we
obtained using Egs. (1.31 — 1.33). Recall the probabilities used were (H|p|H) = 0.5,
(D|p|D) = 1, and (R|p|R) = 0.45. Reconstructing the density matrix using the

maximum likelihood method, we obtain

0.5 0.497 + 0.0514
0.497 — 0.051% 0.5

This matrix is only slightly different from our previous estimate in Eq. (1.35); how-

ever, it now has non-negative eigenvalues and can represent the actual state.

Second, we will use data from Chapter 4 of this thesis, which includes tomo-

graphically reconstructing qubit states in the orbital angular momentum basis. We
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will examine the measurements on a photon expected to be in the OAM state | —1).
The background-subtracted count rates are shown in Table 1.1, where the uncer-
tainties represent the standard deviation of a Poisson distribution centred at the

value of the corresponding count rate.

We convert these to probabilities by dividing each count rate by the sum of
counts in its basis. For example, the state | — 1) has a count rate of 90 Hz, and its
orthogonal pair |1) has a count rate of 16 Hz; thus we conclude that the photon has
an 85% chance of projecting into the state | — 1) and a 15% chance of projecting
into the state |1). The probabilities are also shown in Table 1.1.

State Count rate (Hz) Probability
| — 1) 9049 0.85 4 0.08
1) 16 + 4 0.154 0.04
(|—1)+11))/v2 49 +£7 0.62 £ 0.09
(|—-1)—1[1)/v2 30+5 0.38 £ 0.06
(] — 1) +il1))/V2 43+ 7 0.64 +0.10
(|—1)—i1))/v2 24 +5 0.36 £ 0.07

Table 1.1: Example tomography data. The background-subtracted count rates

and resultant probabilities for six measurements on a photon expected to be in the

OAM state | — 1).

The minimisation procedure can be done analytically; however, we insert the
measurements and outcomes into Eq. (1.40) and use the Mathematica function

FindMinimum to find the most likely density matrix

0.85 0.12 — 0.14
pL = , . (1.42)
0.12 + 0.14i 0.15

1.3.3 Fidelity

To determine how close a state p is to the expected state o, we can calculate the

fidelity 2
T%W)] . (1.43)

The fidelity can range between zero and unity. For two identical states, the fidelity

F =

is unity; for two completely dissimilar states, the fidelity is zero.

For example, the state reconstructed in the previous section is expected to be
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| — 1). We can determine the fidelity between p = p, and o = | — 1)(—1|:

2
Fe Tr(¢\rpL|—1><—1|\/—pL)]

= 0.85. (1.44)

This indicates that our reconstructed state is very similar to | — 1), though perhaps

not quite as accurate as we would like.

To obtain the standard deviation of the fidelity, we assume each count rate
represents the mean value of a Poisson distribution. We then simulate many different
sets of count rates based on these distributions, and for each set we reconstruct the
associated density matrix. We calculate the fidelity of each of these density matrices,
and we take the standard deviation of these to be the standard deviation on our
real fidelity. In this case, again using the data from Table 1.1, we obtain a standard

deviation of 0.03, making our estimate of the fidelity fairly accurate at 0.85 % 0.03.

Fidelity with a Pure State

It is also worth noting that when one of the states is pure, the fidelity reduces to
a simpler expression. Consider that the density matrix of a pure state is simply
the outer product of its state vector p = |¢)(¢b|. Tt is therefore the case that
o2 = 1) (BI[) (@] = [1) (4] = p. Tt follows that /5 = p = [¢) (], meaning that the
expression for fidelity can be simplified:

o= (V)]

- [m( |¢><w|a|¢><w|)r

- ¢<w|a|w>Tr(¢|w><w|)r

= (Ylo ) Tr(p)*
= (Ylol)

Let us examine the fidelity of the states

,0=< a‘ b+ic); az( Oé. ﬂ+i7)7 (1.46)
b—ic d B — 1y )

where one of them, e.g., p, is a pure state. The fidelity is then
F = aa+ 206 + 2cy + dé. (1.47)
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It is clear that if the off-diagonal element of one matrix is zero, i.e., b = ¢ = 0,
then the fidelity reduces to a function of only the diagonal elements F' = a«a + do.
It is straightforward to show a similar result in higher-dimensional states as well:
if one of the off-diagonal elements of a pure state density matrix is zero, then the
corresponding element in the other matrix, whether or not it is itself a pure state,
will not contribute to the fidelity calculation. This becomes useful in Chapter 3
when we would like to determine the fidelity of a high-dimensional state without

measuring every element due to time constraints.

1.4 Entanglement

Entanglement is a uniquely quantum phenomenon first addressed by Einstein, Podol-
sky, and Rosen in their seminal paper in 1935 [1] and further explored by Schrodinger
[106] and Bell [2]. Tt is certainly unlike any correlation seen in classical physics and is

a very powerful resource for current and future applications of quantum technology.

Two entangled particles share correlations no matter how far apart the particles
are; however, this is not specific to quantum entanglement. A common (and inaccu-
rate) analogy for entanglement involves a pair of coins adding to 15p — one is a 10p
coin while the other is a 5p coin. One of the coins at random is placed in envelope
A and the other coin is placed in envelope B, and the two envelopes are given to
two different people and sent to opposite sides of the world. If person A opens their
envelope and finds a 5p coin, they know that person B has a 10p coin, and vice
versa. The correlation between the contents of the two envelopes holds regardless

of their location.

The issue with the above analogy is in the determinism of the envelopes’ con-
tents. Prior to sending the envelopes to different locations, their contents are already
decided; it’s not possible to place the 5p coin in envelope A and then open it later to
find the 10p coin. Conversely, the state of entangled particles is not deterministic;
until a measurement is made, the state of the particle is a superposition of all pos-
sible states. Rather than one measurement revealing what the other particle’s state
was all along, in the quantum case one measurement sets the result of the second

measurement.

It is this superposition element of entanglement that sets it off from classical
correlations. To understand this more clearly in terms of quantum particles, let
us consider the polarisation of photons. If we prepare a classically correlated state
of two photons, each horizontally polarised, obviously a measurement in the H/V
basis will result in 100% probability of obtaining the state |H) in both photons and
zero probability of obtaining |H) in one photon and |V) in the other. However,

a measurement in another basis, e.g., the D/A basis, is not so straightforward.
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Projecting both photons into diagonal polarisation, we obtain

[(DIa(Dlsl)as|” = [(D]a(Dls|H)alH)s
2

— 1(<H|A+<V]A) ((H|g+ (V]s)|H)A|H)s

I
1
V2 V2
. (1.48)

Similarly, projecting photon A into diagonal polarisation and photon B into anti-

diagonal polarisation, we obtain
2 2
[(D|a(Als¥)as|” = ‘<D|A<A|B|H>A|H>B|

1 1 2
= | 75 (Hla + (V1a) 75 ({H e = (VIe) [H)al H)e

i (1.49)

It is straightforward to calculate the probability to project into |A)a|A)p and |A) 4| D)g,
which are also both 1/4. Thus there is an equal probability of projecting both pho-

tons into the same polarisation state as into opposite polarisation states.

We can instead prepare an entangled state where either both photons are hori-
zontally polarised or both are vertically polarised, \/Li (|H)alH)p + [V)alV)g). Ob-
viously a measurement in the H/V basis will result in 100% probability of obtaining
both photons in the same state (50% probability of horizontal polarisation and 50%
probability of vertical polarisation) and zero probability of obtaining the photons
in opposite polarisation states. However, projecting both photons into diagonal
polarisation, we obtain

2
[(DIa(Dlsl)an|* = [(DIs(Dls f<|H>A|H>B + V)alV)s))|
2
(H|a +(V]a) (Hp + (V) (H)alH)p + [V)a|V)5)

2f

I
J\

1+1)

S

(1.50)

N — DO

Conversely, projecting photon A into diagonal polarisation and photon B into anti-
diagonal polarisation, we obtain

2

[(DlatAls ) an|” = [(DIa(Als—z (Al H)s + [V)A[V)5)

\/_
((Hla + (VIa) ((Hls = (VIs) (| H)alH)s + [V)a|V)5)

2\/_

2\/—(1 - 1)
= 0. (1.51)
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It is straightforward to calculate the probability to project into |A)a|A)p and |A)a| D),
which are 1/2 and zero, respectively. Thus with this entangled state, the photons
can only project into same-polarisation states and not into opposite-polarisation
states in the D/A basis. This effect also occurs in any other polarisation basis; this
correlation in a basis other than the one we intended to prepare (H/V') arises from

the superposition inherent in entanglement.

In this brief example, we are able to see the defining feature of quantum en-
tanglement: the existence of correlations in all bases. This is only possible in a
quantum state in which the outcome is not set until measurement, and not in a
classical state in which the outcome is set when the state is prepared. With this
somewhat intuitive understanding of entanglement, we can now discuss the precise

mathematical definition of entanglement.

1.4.1 Mathematical Description of Entanglement

The rigorous definition of entanglement involves the separability of a state, or more
precisely the lack thereof. If the combined state p of two particles A and B can be

written as the weighted sum of products of two single-particle states
p=> pipt @} (1.52)

then the state is separable. This is because the above state can be produced without
any interaction between the two particles; instead, two parties A and B can agree
to generate the single-particle states p?* and pP, respectively, with probability p;
as determined by, for example, a random-number generator. The states of the
two particles are then correlated, but they are not entangled as the states can be
produced independently of one another. Thus, if the combined state of two particles

cannot be written in this way, then the state is entangled [107].

The above criterion can be simplified for the case of pure states. In this case,
the combined pure state |¢) is separable if it can be written as the product of two

pure states
) = [¥a) @ [¥p). (1.53)

Otherwise, it is entangled.

1.4.2 Bell States

Of particular interest is a class of entangled states called Bell states, so named due

to their use in Bell’s theorem [2]. The Bell states are four maximally entangled

27



(1[{0] 0.5 (1[(0] 0.5
(01| (0[(1]
(O[(0] 0 (0/(0| 0
10)|0) 05 |0Y|0) -0.5
0)[1) |0Y]1)
11)0) 11)0)

DI DI

Figure 1.8: Density matrices of Bell states. The real parts of the four Bell states
(a) |[®T), (b) |®7), (c) [¥T), and (d) [¥~). Blue bars indicate positive values; red
bars indicate negative values; and grey indicates the element is zero. The imaginary

parts are not shown as they are all zero.

two-qubit states as follows:

|PT) = %(m Al0)B + [1)a[1)5) (1.54)
7= 5041000 = [1)a11x) (1.55)
) = = (0)al1)n + 1)410}) (1.56)
7= 50415 = [1)210)). (1.57)

The |®*) states are correlated in that both photons will be in the same basis state,
while the |U%) states are anti-correlated in that the photons will be in opposite basis
states. Taken together, these four states form a complete basis for all two-photon

states. In Fig. 1.8, we show the density matrices of the four Bell states.

Symmetry of Bell States

The symmetry of the Bell states, i.e., the behaviour of the Bell states when the par-
ticles are exchanged, plays a key role in this thesis. This is because a measurement
that we will use in Chapters 2-5 relies on the distinction between symmetric and
anti-symmetric Bell states. Thus a brief but important explanation of this concept

is necessary.
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Figure 1.9: Conservation rules. (a) Due to conservation of energy, the frequencies
of the signal and idler photons must sum to the frequency of the pump photon. (b)
Due to conservation of momentum, the momenta of the signal and idler photons

must sum to the momentum of the pump photon.

The first three Bell states are called symmetric Bell states as the state remains
the same under exchange of particles. For example, exchanging the particles in |UT)

we obtain

W) = (|0> 15 +[1)al0)s)

%I

—(|0> [Da +[1)8[0)4)

(|0>A|1>B +[1)al0)s)
= o) (1.58)

I
Sl 3

and the state remains unchanged. The |®*) states behave the same way.

Conversely, the fourth state |¥~) is called the anti-symmetric Bell state as ex-

changing the particles produces
(U™ )aB = (|0> )5 — [1)]0)s)

(|0>B|1>A — [1)5l0)A)

nol
SN SI

)BA
= —[¥7)as, (1.59)

which is the negative of the original state.

1.4.3 Producing Entanglement

In optics, entanglement is often produced experimentally using spontaneous para-
metric downconversion (SPDC). This is a x? nonlinear process in which an incident
photon with energy hw excites an atom in a nonlinear crystal; the atom then de-

cays, emitting two photons (referred to as the signal and the idler), as shown in
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Figure 1.10: OAM entanglement. Light at a short wavelength (e.g., 405 nm) in
the Gaussian mode strikes a nonlinear crystal and undergoes SPDC to two photons
at twice the wavelength (e.g., 810 nm). Due to conservation of angular momentum,

the photons are in a superposition of all possible OAM states that sum to zero.
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Figure 1.11: OAM distribution. (a) A typical OAM distribution, taken from
Ref. [108]. (b) The OAM distribution estimated in Chapter 3.
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Fig. 1.9. The energy conservation results in the wavelengths of the pump, signal,
and idler photons satisfying the equation 1/)\, = 1/A;+1/\;. The exact relationship
between the three is determined by the phase-matching conditions; it is common to

use degenerate phase-matching to obtain A\, = ;.

Similarly, conservation of momentum results in entanglement in the position and
linear momentum, as well as in the orbital angular momentum degree of freedom
[31,86]. The pump beam is usually a Gaussian mode, i.e., £ = 0, meaning that the
signal and idler must have equal and opposite OAM such that ¢, = —/;, as shown in
Fig. 1.10. In fact, the photons are in a superposition of all OAMs that satisfy this

condition, resulting in entanglement of the form

T) =3 coll)] — O, (1.60)
¢
where |¢g|? is the probability of finding the signal photon with OAM ¢h and the idler
photon with OAM —/h.

While in theory it is possible to have entanglement in infinitely many OAM
values, in practice there is a limit to the number of entangled modes available. The
probability |c,|? typically is a non-uniform function of /, the shape of which we refer
to as the OAM distribution. The OAM distribution is affected by a wide variety of
parameters, including beam waist of the pump and thickness of the nonlinear crystal
[93,108]. A typical OAM distribution is shown in Fig. 1.11(a), while an estimated
OAM distribution for the system used in Chapters 3-5 is shown in Fig. 1.11(b). It
is common to have ¢, = c¢_y; we assume this condition throughout this thesis as it

makes calculations more straightforward.

1.4.4 Remote State Preparation

In Chapter 4 of this thesis, we must prepare a single-photon state for teleportation,
which will be discussed later. It is possible to use a weak coherent state for this
purpose, i.e., attenuate the laser to an intensity of very few photons per pulse;
however, to ensure the presence of one (and only one) photon in the desired state,

we choose instead to use remote state preparation [109].

Remote state preparation relies on entanglement as its key ingredient. We begin
with a pair of photons entangled in the state of Eq. (1.60). As we know the form of
the entanglement between the signal and idler photons, we are able to predict what

a measurement on the idler photon will do to the signal photon.

We project the idler photon into the state |¢)) = >, a,|¢) using an SLM and
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Figure 1.12: Remote state preparation. By performing a measurement of, e.g.,

¢ =1 in one photon, we project its entangled pair into £ = —1.

single-mode fibre, producing
(W) = ap(tls Y cilk)s| = k)
¢ k
= ajc | -0, (1.61)
¢

Under the assumption of a uniform OAM distribution (i.e., |c|* = 1/d for all £ in
the d-dimensional state space), we obtain the state ), aj| — ), in the signal photon.

This process is shown in Fig. 1.12.

In practice, the OAM distribution is not likely to be uniform, meaning that the
state produced in the signal photon may not be exactly what is desired. This can
be remedied by adjusting the OAM distribution at detection using entanglement
concentration [110]. For example, imagine we would like a single photon in the state
(11)—i|2)) /2. If we project the idler photon into the state (| —1)+i|—2))/v/2, we
obtain in the signal photon the state (c1|1) — ic2|2))/v/2. If the OAM distribution
is not uniform, i.e., ¢; # ¢y, then this is not quite the state we are interested in. To
solve this, we can measure ¢; and ¢y in advance and project the idler photon into
an adjusted state (| — 1)/¢j +i| — 2)/c3)/v/2, which will successfully produce the

state we desire.

1.4.5 Concurrence

When we reconstruct entangled states, we are often interested in their degree of
entanglement. To determine this, we can calculate the concurrence of the state, as
long as the state consists of two qubits. The concurrence of a density matrix p is

calculated by first obtaining a matrix

R= Vi, (1.62)
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Figure 1.13: Concurrence vs. probability. The concurrence of a Werner state

based on the probability of observing the maximally entangled state |U~).

where p = (0, ® 0)p*(0, ® 0,). Here o, represents the Pauli spin matrix and p*
represents the complex conjugate (not the conjugate transpose) of p. The eigenvalues
of the matrix R are denoted A, Ao, A3, A4 in decreasing order. Then the concurrence
of pis

C(p) = max(0, \; — Ao — A3 — A\g). (1.63)

Nonzero concurrence indicates the state is entangled. Unit concurrence indicates a

maximally entangled state.

For example, the concurrence of the identity matrix 1 is zero; there is no entan-
glement present as it is a completely mixed state. Conversely, the concurrence of

the |U~) Bell state is unity as it is a maximally entangled state.

We can also examine a class of states called Werner states [111]. A Werner state

is a linear combination of a maximally mixed state and a maximally entangled state:

ow = plU ) W]+ (1-p)T, (1.64)

where p is the probability of observing the entangled state [¥~). In Fig. 1.13, we
show the concurrence of the Werner state as a function of p. The concurrence is
zero when p < 1/3; this is because below 1/3, the density matrix is still separable

as the mixed portion overwhelms the entangled portion.

1.5 Hong-Ou-Mandel Interference

One of the most intriguing phenomena in quantum mechanics is Hong-Ou-Mandel
(HOM) interference, wherein two identical photons incident on two different input
ports of a beamsplitter will always exit at the same output port. This unintuitive
consequence of quantum probability amplitudes is a very useful tool for a variety of
applications ranging from characterising single-photon sources to entangling photon

pairs that have not interacted.
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HOM interference is an integral part of this thesis, and as such we will discuss it
at length. In this section we will describe the mathematics of how HOM interference

occurs, and then we will discuss relevant applications.

1.5.1 Mathematical Description

Consider a 50:50 non-polarising beamsplitter with two input ports a; and ay and
two output ports az and a4, as shown in Fig. 1.14. The unitary transformation of

the beamsplitter is given by

()= ) () 169

The unintuitive order of this equation, i.e., obtaining input modes from output
modes, is due to the way we will use the transformation momentarily. We will start
out with an expression that is represented with input modes and will replace it with
the corresponding expression that uses output modes; this makes the mathematics

easier than applying the matrix transformation to the initial expression.

A pair of single photons, each incident on one input port, can be described by
the state

|1/J> = |1>al|1>a2 = aia£|0>a1‘0>az7 (166)

where |n),, refers to the number of photons in mode a; and a! is the creation operator

for mode a;.




As creation operators of different modes commute, the two cross-terms cancel out,

leaving

N | —

2 2
[0) = 5 (a}” = a}")10)aq|0)a,

1
= E(’2>a3‘o>a4 - |O>a3’2>a4)' (168)
Thus the two photons always exit the beamsplitter at the same port; this is some-

times referred to as photon bunching.

1.5.2 Bell State Measurements

We can use the principle of photon bunching to distinguish between the four Bell
states. Take for example the anti-correlated Bell states |U*) with each photon
incident on a different input of a non-polarising beamsplitter. Using the creation
operators for the beamsplitter input modes, we can write the states as

1
2
=5 (GIHGQV + GIVG;H) 10)a110)as (1.69)

V2

where aly, (al,) is the creation operator for a photon with horizontal (vertical)

|\I/:t> = (|H>a1|v>a2 + |V>a1|H>a2)

-5

polarisation in mode a;.

Applying the beamsplitter operation, we obtain

L B I S % S
\/5[\/5( 3 T 4H)\/§( by — auy)

1 1
gl o) G5 el o) 001

T=) —

Tt Tt P Tt
= Aar7Qay — AappQyy + QuprQey, — Ay
2v2 [( 3HY3V 3HY4v 4H%3v 41 4\/)

+ (agva;H - a:gva:r;H + ajLVaJ?EH - QZVGZH)] 10)450)a,

#ﬁ <2a;’Ha£V o QGLHG':JEV> |0>a3 |O>a4a for |\IJ+>
L( - 2aszHalev + 2“111@;\/) 10)4510)q,, for [¥)

2v2
S (0lVya0)ar — 10)a Ha VD), for [97) o
(= 1l Vs + V) H)) = =107), for [0,

Other than a global phase, the |U~) state remains unaltered — one photon exits in

mode ag, the other exits in mode a4. This is referred to as anti-bunching. Conversely,
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the photons in the state |[¥™) bunch, exiting the beamsplitter at the same port with

opposite polarisations.

Now take the correlated Bell states |®*) in the same scenario. Using the creation

operators, we can write the states as

9%) = —=(1H)ay [ H)ay £1V)ar|V)ar)

Sl =Sl

(aJ{HCL;H + GIVGEV) 10)4,10)a, - (1.71)

Applying the beamsplitter operation, we obtain

1 1
2%) — —= i

i a CLJr —\a CLJr
\/§[\/§( 3H+ 4H)\/—< 3H 4H)

£ (} (a3v +aly) 7 (aby - C14\/)] 10)10)a,
)

S

t 2 t
[(asH a3Ha4H + a4Ha3H

‘ ~

S

2
+ (a:TJ,v - a:t)vajlv + alvagv a4v )] 10)4510)as

[(ab” = al”) = (aly” = o) 100}
|H>a3|H>a3|O>a4 - |O>a3|H>a4|H>a4) + (|V>a3|v>a3|0>a4 - |O>a3|v>a4|v>a4>]

[ ag | ) % Vo VD) 0)a = 10)as (1) ) V) ael V) .
(1.72)
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Here the photons have bunched — both photons always exit in the same output
mode, with identical polarisation. Fig. 1.15 shows the possible results when a Bell

state is incident on a beamsplitter.

Considering these results, we are able to distinguish between two of the four
Bell states. If we observe one photon in each output mode, then we can conclude
the photons successfully projected into the |U~) state; this is the easiest state to
distinguish. If we insert a polarising beamsplitter into each of the output modes,
and we observe one photon of each polarisation in a single output mode, we can

conclude the photons successfully projected into the |[¥) state.

An example setup is shown in Fig. 1.16. The light blue beamsplitter represents
a 50:50 non-polarising beamsplitter, while the dark blue beamsplitters represent
polarising beamsplitters. If either detector Diy or detector Dqy fires at the same
time as either detector Doy or detector Doy, then the photons projected into the
|W~) state. If both detectors Dyy and D;y fire at the same time, or if both detectors
Doy and Dy fire at the same time, then we know that the photons projected into
the |[U) state.
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Figure 1.15: Bell state behaviour at a beamsplitter. (a) The state |¥~) incident

on a beamsplitter will always anti-bunch. (b) The remaining three Bell states will

always bunch.
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Figure 1.16: Bell state measurement. The |¥~) state produces a coincidence
between one of the detectors 1 and one of the detectors 2. The |[¥*) state produces
a coincidence between either both detectors 1 or both detectors 2. The |®*) states
produce a double count in any of the four detectors, making accurate detection

difficult.
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Figure 1.17: Quantum vs. regular teleportation. Source: xkcd.com/465.

The final two Bell states |®*) are more difficult to distinguish as the two photons
have the same polarisation in the same output mode. In theory, a 50:50 beamsplitter
in each of the four polarisation outputs could detect the existence of two photons of
the same polarisation in the same mode; however, this is a probabilistic measurement
and thus not very practical. Additionally, this would only indicate that the photons
projected into either |®T) or |®7); we would still be unable to distinguish between
the two. In fact, it is impossible to distinguish between all four Bell states using
only linear optics [46]. Nonetheless, the ability to distinguish even two of the four
Bell states is core to one of the most interesting applications of quantum mechanics:

quantum teleportation.

1.5.3 Quantum Teleportation

Quantum teleportation is often optimistically misunderstood by the general public;
see Fig. 1.17. The term conjures up images of Star Trek’s transporter technology,
which allows characters in the fictional universe to disappear in one location and
reappear instantly in another. Certainly this technology would be welcome; we
would never have to deal with traffic again! However, there are physical limitations
that do not allow this technology to exist. What we do have is quantum telepor-
tation, the results of which are similar to fictional transporter technology, but on a

much smaller (and less deterministic) scale.

Quantum teleportation is not a method to transport people from one location
to another. Rather, it is a means of replicating the state of a particle to another,
possibly distant, particle. The key is that the second particle must already exist and
must be entangled with an ancillary particle; the information is merely transferred
to the second particle via this entanglement. We will examine exactly how this

happens.

Bob has a quantum state «|H)g + |V)p that he would like Delilah to have; see
Fig. 1.18. He also has a pair of entangled photons in the state |¥+)pc to facilitate
this. He sends photon D to Delilah, keeping its entangled pair C. He then performs a

Bell state measurement on the two photons he retains: B and C. These two photons

38



are not entangled before the measurement; they will project into one of the four
Bell states with equal probability, entangling them. When Bob obtains the result of
this measurement, he sends the outcome to Delilah classically. She then performs a
unitary operation on her photon depending on the measurement outcome in order

to obtain the desired state in her photon D.

To understand the mathematics of teleportation, we will consider the 25% chance
of projection into |W~) as this is the most easily distinguished scenario due to its

anti-bunching effect. The three photons start out in the combined state

[v) = (04|H>B +5|V>B) ® [P ) pc

1
= (alH)s + B|V)p) @ E(’H>D|V>C +[V)plH)c)

= % [(0‘|H>B!V>c + BV)s|V)e) | H)p + (ol H)s|H)c + B|V>B’H>C)|V>D:|.
(1.73)

Applying the Bell state measurement and post-selecting for the |U~) state, we obtain
1
\/5
[(arH 8V + BIV)s[V)o) H)o + (alH) sl H)o + BV )| H)e) V)|

(U lcl) = —= (Ve = (VIs(Hlc| x

= =(a|H)p — B|V)p). (1.74)

l\DI»—l

The initial state of Bob’s photon has now been transferred to Delilah’s photon,
with two minor differences. Firstly, the phase between the horizontal and vertical

components is negative; this can be remedied with the simple unitary operation

uwr) = (é _01> : (1.75)

which can be realised experimentally with a half-wave plate.

Secondly, there is an additional factor of 1/2 in front of the state, indicating
that this particular outcome occurs with 25% probability. Each of the other three
Bell states make up the other 75% probability; each outcome will result in a slightly
different state in Delilah’s photon:

(U |pcly) = %(04|H>D +8V)p) (1.76)
(@ |pcly) = %(5|H>D+a|v>p) (1.77)
(@7 [pclY) = %(5‘H>D —a|V)p), (1.78)
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Figure 1.18: Teleportation. (a) Bob begins with the state he wants to teleport
on photon B (blue) and a pair of entangled photons C and D (red). (b) He sends
photon D to Delilah; photons C and D retain their entanglement during this process.
(c) Bob performs a Bell state measurement on his remaining photons B and C. (d)
The Bell state measurement collapses the entanglement between particles C and D
while simultaneously entangling photons B and C, destroying the state of photon
B. (e) Bob transmits classical information to Delilah about his Bell measurement,
allowing her to transfer the state from photon B to photon D. The state has been
teleported.
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which can be transformed to the desired state using different unitaries:

U(wt) = (1) 2) (1.79)
01

U@ = O) (1.80)

vo-(° ) (s)

Thus, if we could distinguish between all four Bell states, we could perform com-
pletely deterministic teleportation. However, as it is, we can realistically only dis-
tinguish two Bell states with linear optics. Since the |U™) state is the easiest to
distinguish, many experimental implementations use only that and thus function at

maximum 25% efficiency.

1.5.4 Entanglement Swapping

An interesting consequence of quantum teleportation is entanglement swapping. By
teleporting the state of a photon that is entangled with another, we can create

entanglement between two photons that have not interacted.

Alice holds a pair of entangled photons in the state |[U*),p, and Delilah holds
a pair of entangled photons in the state |U)cp; see Fig. 1.19. Alice and Delilah
would like to share a pair of entangled photons, so they send photons B and C to
a third party. A Bell state measurement is then performed on photons B and C.

Postselecting on the | U~ )pc state, we obtain

(0 |0 [0 ap & [¥")op = [%(wwwc - <V|B<Hrc)] x
1

% V2
(IV)alHo — [H)alV)o)

| —

1
2v/2
1
= —§|\I/_>AD. (1.82)
Photons A and D are now entangled, even though only photons B and C interacted.
We can recover the original entangled state |U) p by performing a unitary trans-

formation on one of the photons based on the classical information received from the

Bell measurement. In this case, we perform on photon D the local unitary operation

v - (3 °) (153)
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information information

Figure 1.19: Entanglement swapping. (a) Alice and Delilah each begin with an
entangled pair of photons, A and B (blue) and C and D (red), respectively. (b)
Each of them send one of their photons to a third party; the two photon pairs retain
their individual entanglement during this process. (c¢) The third party performs
a Bell state measurement on photons B and C. (d) The Bell state measurement
collapses the entanglement between particles A and B and between C and D, while
simultaneously entangling photons B and C and therefore photons A and D. (e) The
third party transmits classical information to Delilah about the Bell measurement,
allowing her to perform a local operation to recover the desired entangled state. The

entanglement has successfully been swapped from photons A and B to photons A
and D.
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Note again that the extra factor of —1/2 indicates a 25% chance of projecting into
|~ )pc. The other 75% of the time, we project onto a different Bell state, with

different outcomes:

1
(U T )ap ® [T F)ep = §|‘I’+>AD (1.84)
1
(" || )aB ® ¥ )ep = §|(I>+>AD (1.85)
1
(O |pc| ¥ )ap ® [¥F)ep = _§|(I)_>AD- (1.86)

These can be returned to the original state using local unitaries in photon D:

v - (1) (s7)
von- () 1) (55)
vy - (° ;). (189)
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Chapter 2

Engineering Two-Photon
High-Dimensional States through

Quantum Interference

2.1 Notes and Acknowledgements

In this chapter, we describe a filter for two-dimensional anti-symmetric states in the
orbital angular momentum of light. This filter consists of a beamsplitter to imple-
ment Hong-Ou-Mandel interference and two mirrors to compensate for reflections
within the beamsplitter. The work in this chapter forms the basis of the quantum

interference in chapters 3, 4, and 5.

This work formed part of a collaboration with colleagues from South Africa. A

version of it has been published in Science Advances [112]:

Y. Zhang, F.S. Roux, T. Konrad, M. Agnew, J. Leach, A. Forbes, Engineering
two-photon high-dimensional states through quantum interference, Science Advances
2, e1501165 (2016).

Contributions to this chapter are as follows:

AF, JL, FSR, and TK conceived the research. YZ performed the experiment. YZ,
FSR, TK, and MA developed the theory. YZ, MA, and JL conducted the analyses,
and MA performed the state tomography. All authors contributed to the writing
of the published manuscript, but the text in this thesis was written exclusively by
MA.
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2.2 Overview

Hong-Ou-Mandel (HOM) interference is a fundamental component in many quan-
tum information protocols and one of the defining features of quantum science.
Traditional HOM measurements are implemented in two-dimensional Hilbert spaces
and are used to filter antisymmetric components from a photonic input state. Here,
we extend the concept of HOM interference to photons entangled in high dimen-
sions, implementing a HOM measurement for orbital angular momentum (OAM)
states. In this manner, we are able to filter the antisymmetric components from a
high-dimensional entangled field. We use Dove prisms to control the precise form
of the high-dimensional two-photon state and reveal state-specific constructive and
destructive quantum interference. This work paves the way for high-dimensional
processing of multi-photon quantum states, for example, in teleportation beyond

qubits.

2.3 Background

Hong-Ou-Mandel (HOM) interference, the bunching of two indistinguishable pho-
tons [63], is an integral part of many quantum information protocols, such as linear-
optical quantum computing [113], quantum cloning [114, 115], and characterisation
of single-photon sources [69]. In particular, HOM interference can act as a fil-
ter for anti-symmetric states; symmetric states bunch, while anti-symmetric states
anti-bunch, meaning postselection on coincidence events allows through only the
anti-symmetric states. This makes HOM interference essential in quantum tele-
portation [51,52] and entanglement swapping [25] as both rely on distinguishing

entangled states.

HOM interference has been observed in polarisation [116], path length [117], ra-
dial modes [118], and spatial modes [88,89,119-121]; it has also been observed to
be affected by spectral filtering [122], and it persists even with photons from inde-
pendent sources [123]. However, most of these implementations have been in two-
dimensional systems, despite the strength of spatial modes being in their scalability
to high dimensions. High-dimensional quantum systems are increasingly becoming
a viable option for enhancing current quantum technology. For example, compared
to two-dimensional systems, high-dimensional states result in stronger security and
higher transmission rates in communication protocols [124]. A number of high-
dimensional degrees of freedom have been investigated, such as time-energy [125],
path [126], spatial modes [31,92,127], and combinations thereof [128,129].

In particular, the orbital angular momentum (OAM) of light [31,64,82,98, 130]

is a promising degree of freedom for protocols such as high-dimensional quantum
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teleportation [131,132]. Indeed, teleportation has been demonstrated with pho-
tons hyper-entangled in both polarisation and two-level OAM states [53,54], though
high-dimensional OAM teleportation has not yet been demonstrated. As quantum
communication relies on teleportation to enable quantum repeaters [133] to extend
the range to useful distances, high-dimensional teleportation is a prerequisite for

implementing long-distance high-dimensional quantum communication.

In this work, we investigate HOM interference in photons entangled in more than
two spatial modes by performing a HOM measurement on high-dimensional OAM
states. We demonstrate that the two-dimensional symmetric states are filtered out of
the high-dimensional state, while the two-dimensional anti-symmetric states remain.
Thus HOM interference can be used to engineer quantum states in high dimensions:
we select transmitted subspaces by rotating Dove prisms to change which subspaces

are symmetric and which are anti-symmetric.

2.4 Anti-Symmetric State Filter

In this work, we examine how Hong-Ou-Mandel interference acts on high-dimensional
states. In particular, we use a pair of photons entangled in their orbital angular mo-
mentum; the general state of a pair of photons in a high-dimensional OAM space

can be described as a linear superposition of all possible OAM Bell states
> okl ®h) + Bkl + ) + marl ). (2.1)
Lk>0

where ¢ and k can in principle be any integer value. Here the basis states are

1
D) = NG
1

’\Dﬁ> - \/5

where |(); represents a photon of OAM /¢h in mode a;. Thus to determine how

(10)1]6)2 £ [E)1]k)2) (2.2)

(1011k)2 % [k)1]0)2), (2.3)

Hong-Ou-Mandel interference affects high-dimensionally entangled states, we need
only examine how each of the four basis states for each subspace, |®7) and |¥7;),

behave under Hong-Ou-Mandel interference.

Typically, HOM interference is achieved using a beamsplitter; however, spatial
states present a special case wherein reflection causes a change in the state. For ex-
ample, OAM state |¢), when reflected once, reverses its sign to become OAM state
| — ¢). As the modes in a beamsplitter experience different reflections depending on
whether they are transmitted or reflected as seen in Fig. 2.1(a), spatial modes are

not preserved through a beamsplitter and thus do not experience the appropriate
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interference. As a result, we must add a mirror in one input mode and its corre-
sponding output mode in order to ensure the incoming OAM will be the same as
the outgoing OAM, as shown in Fig. 2.1(b).

The unitary operation of this mirror-beamsplitter-mirror combination is de-

o 1 (1 1)\ (4
()= ) )

where Ej- is the creation operator for a photon with OAM (A in mode a;.

scribed by

Take for example the anti-correlated states, which can be written as

1
(W) = = (kb £ K168)(0)110)s, (2.5)

V2
where we use |()); to denote zero photons in mode a; to avoid confusion with the
OAM state |0).

Applying the unitary to this state, we obtain

AR (e +¢})

7( — k})

1
:I:E(k;—i-kl)

b@@—@@+@@—d@)

1

V2 [\/_
1

E(@, - &T;)] 10)35]0) 4

1
2v/2

i@%—@d+@@—@@bWMM

) %( MT—%W>|®>3|®) o for [Wh)
Lf( — okl + zﬂk*)|®>3!®>4, for |W,)
L(\g) IK)3|0)4 — \®>3I€>4!k>4), for [W7,)

_ (2.6)
(= 10slk)s + )sl0)1) = —1w5), for [Wg).

We see that for the | ¥}, ) input state, we observe either both photons in mode a3 and
zero photons in mode a4, or zero photons in mode a3 and both photons in mode ay.

Conversely, for the |¥,, ) input state, we observe one photon in each output mode.
Thus, |¥},) bunches, while |¥,,) anti-bunches.

Similarly, the correlated states can be written as

|B%) = —= (€165 + KIK)(0)1]0),. (2.7)

7
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Applying the unitary, we obtain

1[1 1
D) — 7 [E(@ + @—2(@, —0h)
1 1
+ (kb + kD) —
s+ h) 75

2 2
(" — e+ b — o))

@—MﬂmMM

I
‘H

S

2 2
£ (k] — ki + kKL — K1) [10)310),

- - ) 0 = )0l
- %[(’€>3|£>3|@>4 — \@>3|€>4|€>4) + (\k>3\k>3\®>4 — |@>3|k>4|k>4)}
= 3 (10051035 = 18051835 1004 — 1035 (10021004 = R)a18))] (2.8)

For both input states, we observe either both photons in mode a3 and zero photons
in mode a4, or zero photons in mode a3 and both photons in mode a4. Thus, the
|®%.) states both bunch.

As only the anti-symmetric state |, ) anti-bunches through this mirror-beamsplitter-
mirror combination, we refer to it as an anti-symmetric state filter; by post-selecting
on coincidences in the output ports, we can use this system to filter out symmetric

states so that only anti-symmetric states remain.

2.5 State Preparation

Our goal in this experiment is to observe Hong-Ou-Mandel interference for several
different OAM values at the same time, with input states that we can control so
that they either bunch or anti-bunch. To this end, we begin with a pair of photons

entangled in their orbital angular momentum in the state
[V)aB = Z coll)al — O, (2.9)
¢

where |c/|? indicates the probability of photon A having OAM ¢h and photon B
having OAM —/h. This state can be rewritten as

[W)an =Y c(lf)al = O + | = £)alt)s) + c0[0)|0)s (2.10)
>0

- Zcf\/g“l’;_DAB + ¢0[0)a[0)s, (2.11)
>0

assuming ¢, = c_,. No matter what OAM value the photons take in this scenario,
they will bunch through our anti-symmetric state filter, as they will either be indis-

tinguishable (for ¢ = 0) or in the combined state U, ,). In order to create a state
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Figure 2.2: Dove prism. (a) A single Dove prism placed on its side produces a
reflected image of the input. (b) If the Dove prism is rotated by an angle ¢, the
reflected image is also rotated by 2¢. (c) If an OAM state |¢) is incident on a Dove
prism at angle ¢ with respect to the horizontal, the output state becomes e~#2¢| — /).

(d) Adding a second Dove prism at ¢ = 0, we produce instead the state e=%¢|¢).

that includes both symmetric and anti-symmetric components, we use Dove prisms
to manipulate the OAM state of the photons. (Hereafter we ignore the £ = 0 term

as we are only interested in two-dimensional entangled subspaces.)

As shown in Fig. 2.2(a), light passing through a Dove prism undergoes an internal
reflection on the largest surface, which reverses the image of the outgoing light.
Additionally, if the prism is rotated by an angle ¢ with respect to the horizontal,
the outgoing image is rotated by an angle 2¢. For OAM, this means that light
initially in the state |¢) will exit the Dove prism in the state e=2¢| — ¢) [134]. A
second Dove prism reverses the OAM again, so that light passing through two Dove

prisms rotated by ¢ with respect to each other will exit in the state e=%¢|¢).

We place two Dove prisms as in Fig. 2.2(d) in arm B of our system. Applying

the appropriate transformation to state (2.10), we obtain the state

[has =Y co(|0)ae™?| — Op + | — £)ae|0)5)
-3¢ {|£>A| — 0)5(cos(2¢) + isin(20¢))

+ | = 04|05 (cos(200) — isin(zw))}
) [cos(zw) (U} ,)ap + isin(206) |x1/;4>AB] . (2.12)

£>0
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Note here we have removed the ¢ = 0 term as it remains unchanged by the Dove
prism transformation and will therefore always bunch, making it inconsequential to

this experiment.

Thus with an appropriate choice of ¢, we can obtain a symmetric state, an anti-
symmetric state, or a superposition of both. We can denote a single two-dimensional
subspace with OAM values £/ as

[We)an = cos(200)[ W) ap + isin(200)| ¥, _,) aB. (2.13)

For example, placing the Dove prism at an angle ¢ = 7/4, we obtain for the ¢ = +1
subspace
|W1)aB = i|¥7_;)aB, (2.14)

a purely anti-symmetric state. Conversely, for the ¢ = +2 subspace and with the

Dove prism at the same angle, we obtain

(Wa)ag = —|¥5 ) aB, (2.15)

a purely symmetric state.

Removing one of the Dove prisms, we can also obtain an entirely symmetric

state. In this case, we obtain the state

[Whan 2% 3 el (|0ac®|)s + | — ) ac 4| ~ ()g)

- q [ye>A|e>B (cos(20¢) + isin(2(g))
+ | = O)a] — 0)p(cos(20p) — z’sin(2€¢))]
= Z Cg\/i[cos(%gb)M)?_E}AB + isin(20¢) |<I>[_£)AB] : (2.16)

Thus regardless of ¢, the state will be symmetric; however, different values of ¢
produce different superpositions of the correlated Bell states. We can denote a

single two-dimensional subspace with OAM values 4/ as
|(I)£>AB = COS(2£¢)|(I)€+_Z>AB + ZSIH(Qg(b) |(I)Z_g>AB- (217)

Looking again at the case where the Dove prism is at an angle ¢ = 7/4, we obtain
for the ¢ = £1 subspace
|D1)ap = i|P]_;)AB- (2.18)

For the ¢ = £2 subspace and with the Dove prism at the same angle, we obtain

|®2)aB = —|P5_5)aB, (2.19)

a purely symmetric state.
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Figure 2.3: Diagram of the experimental setup used to demonstrate high-
dimensional HOM interference. The HOM filter, indicated by the beige section,
consists of two mirrors and a 50:50 beamsplitter. Any antisymmetric state |V, ) will
result in one photon in each of the modes A’ and B’ and the detection of coincidences;
any symmetric state |}, ), |®},), or |®,,) will result in a superposition of two photons
in either A’ or B’ and the absence of a coincidence signal. SLM = spatial light

modulator, SPAD = single-photon avalanche detector, SMF = single-mode fibre.
2.6 Hong-Ou-Mandel Interference

After the photons are prepared in the desired state, they undergo Hong-Ou-Mandel
interference in the antisymmetric state filter. The state in Eq. (2.13) is affected by
the filter as follows:

|We)ap = cos(200) |V ) ap + isin(20¢)| VU, ) as

%cos(%gb)%@@ﬂ = 0310) — [0)3]0)a] — ) — isin(260) W), (2:20)

This state exiting the filter has two components: a bunched state with probabil-
ity cos?(20¢) that will not result in a coincidence detection, and an anti-bunched
(antisymmetric) state with probability sin?(2¢¢) that will result in a coincidence de-
tection. Thus we expect to observe maximal coincidence counts at ¢ = w(1+2n)/4¢

for any integer n. Conversely, we expect to observe zero coincidence counts at

¢ =nm/20.
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Similarly, the state in Eq. (2.17) is affected by the filter as follows:

‘(I)g>AB = COS(2£¢)’(D2__[>AB -+ iSin(2€¢)‘(I)Z__Z>AB
B, cos(20) | (1031603 +1 = Ol = 03)10)4 = 10)s (1041004 + | = 4] = €)4)
+ isin(20¢) [(|€>3|€>3 — | = O3] = 0)3)10)s — [0)5(|0)a]O)s — | — O)4] — 5)4)]

= e(]0)310)3]0)4 — [0)3])4€)4) + €7 (| = €)a] = 0)3]0)a — [0)3] — )] — O)4).
(2.21)

This state exiting the filter consists of two components, each of which is a superpo-
sition of two photons in path 3 and two photons in path 4. This will produce zero

coincidence counts regardless of the value of ¢.

Thus when we postselect on coincidence counts between paths 3 and 4, the mir-
rors and beamsplitter act as a filter that only allows antisymmetric states through.
As the above analysis leaves ¢ as a variable, the filter acts identically for all values of
¢; however, we can manipulate which ¢ values are in symmetric and anti-symmetric

states in order to observe the filtering effect.

2.7 Summary of Experimental Methods

A 350-mW continuous-wave laser with wavelength 355 nm is used to pump a (-
barium borate (BBO) crystal to produce degenerate photon pairs (labelled A and
B) entangled in their OAM degree of freedom with Type-I phase matching. The
photon in path A is reflected off a right-angle prism mounted on a translational
stage that is used to adjust the path length. As there are exactly two internal
reflections in the prism and they are both in the plane of propagation, the OAM
state remains unchanged. Path B has two Dove prisms which can be rotated to
change the phase of the OAM-entangled state to produce |¥,). Optionally, we can

remove a Dove prism to produce |®y).

The photons are then passed through the HOM filter, which consists of a 50:50
beamsplitter and two mirrors. After the filter, the photons are incident on spatial
light modulators (SLMs), which, in combination with single-mode optical fibres
(SMFs), allow us to make joint projective measurements of particular spatial modes.
The SLMs allow us to consider both two-dimensional subspaces, e.g., where the OAM
is restricted to £ = +1, and high-dimensional state spaces, e.g., where the OAM can
take on the values ¢ = +1, +2 and +£3.

An interference filter of width 10 nm is used to select out photons around 710
nm just before the SMFs. The SMFs are connected to avalanche photodiodes to
detect the single photons, and coincidences are registered via a coincidence counter.

To maximize the coincidence count rate, we image the photon pairs from the plane
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of the BBO crystal onto the SLMs and then from the SLMs into the SMFs. We
also adjust the angle of the BBO crystal such that the photon pairs are produced
in slightly non-collinear paths (the dip in the ring of light being just visible) as we
find this produces around 1.5 times more coincidence counts compared to when the

photons are produced collinearly or non-collinearly.

2.8 Results

To test the filter experimentally, we characterise its performance for entangled OAM
modes. We first ensure the path length difference between the two inputs is such
that the photons undergo Hong-Ou-Mandel interference at the beamsplitter. Fig. 2.4
shows coincidence count rates between the two output arms as the path length
difference is varied. When the input state is |¥U7_,), produced by setting ¢ = 0 with
two Dove prisms and setting the SLMs to measure ¢ = 1 for the signal and ¢ = —1
for the idler, we observe a peak in the coincidence counts at zero path difference;
anti-bunching occurs as expected. When the input state is |[U]_ ), produced by
setting ¢ = 7/4 with two Dove prisms and setting the SLMs to measure ¢ = 1 for
the signal and ¢ = —1 for the idler, we observe a dip in the coincidence counts at
zero path difference as the photons bunch. All subsequent measurements are made

at zero path length difference.

We fit a Gaussian function multiplied by a sinc function to the data, shown as
solid lines. For the dip data, we find a vertical offset of 1985.36 counts, while for
the peak data, we find a vertical offset of 2229.68 counts. These two values should
be identical, but they are slightly different due to the alignment of the Dove prisms.
If a Dove prism is even slightly misaligned, a surprisingly large amount of deviation
of the beam occurs [134]. This deviation is magnified when rotating the Dove prism
from the angle at which it was aligned; thus the difference in baseline counts between

the ¢ = 0 position and the ¢ = 7/4 position is not unexpected.

We vary the angle ¢ of the Dove prism to observe the change in coincidence counts
based on the superposition of symmetric and anti-symmetric states. Fig. 2.5(a)
shows measurements of the ¢ = £1 subspace for both |®;) and |¥;). Coincidence
counts have been normalised by dividing by the coincidence counts outside of the
dip. As expected, we see roughly zero coincidence counts for |®;) regardless of
the value of ¢. Conversely, the coincidences produced by |¥;) vary with ¢ as the
component of the anti-symmetric state is made stronger or weaker as 2sin®(2(¢);
we observe maximal coincidence counts at ¢ = 7/4 when |V ;) provides the full
contribution to the state, and we observe zero coincidence counts at ¢ = 0 when

|} ) provides the full contribution to the state.

Fig. 2.5(b) shows the above measurements for the subspace ¢ = £2. Again, we
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Figure 2.4: Photon coincidence counts measured as a function of the path
length difference. The red points denote input states [¥] ;), and the green points
denote input states |V ;). We observe a HOM interference dip/peak when the
path length difference is equal to zero. The data points shown are the average of 20
readings. A Gaussian function multiplied by a sinc function was fitted to data and

is shown as solid curves.

see roughly zero coincidence counts for |®s) regardless of the value of ¢, while the
coincidences produced by |¥s) vary with ¢. Due to the factor of £ = 2 in the effect
of Dove prism rotation, the period of the variation in coincidences is half the angle
of the ¢ = +1 subspace. As a result, the maximal coincidence counts are found at

¢ = m/8 where |V, _,) provides the full contribution to the state.

In Fig. 2.5(c) we show the normalised measurements for each of the eight OAM
Bell states measured, taken from Figs. 2.2(a) and (b). Only the |¥;_;) and |¥5_,)
states result in coincidences, while the other Bell states give approximately zero
coincidence counts. All of the preceding measurements were performed twenty times
each in order to determine the mean and standard deviation of the count rates. The
small standard deviations on the majority of the points indicates a very stable system

with very little variation in power.

Finally, we examine the action of the anti-symmetric filter in a high-dimensional
space. We set the input state with two Dove prisms at angle ¢ = 7/4 with respect
to each other; this generates an anti-symmetric state for odd OAM values and a
symmetric state for even OAM values. We choose to measure only ¢ = +1, 42, 43,
meaning that our input state from Eq. (2.1) is [¢) = ni_1|¥] ) + Y2o| V5 o) +
n3—3| W5 5), where |1 1|+ |72_2|* + |n3_3|* = 1. Passing this state through the anti-
symmetric filter, we expect to obtain the state |tou) = 711 |¥i_1) + 15 3/ V5_5),
where [1;_y|* + |n3_5|* = 1.

We perform full tomography of the state before and after the filter and recon-
struct the high-dimensional density matrix for each state as shown in Fig. 2.6. We
have highlighted the two-dimensional subspaces of interest in green (¢ = +1), blue
(¢ = £2), and red (¢ = £3), leaving the remaining elements in grey. There are
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Figure 2.5: Coincidence counts as a function of input state. (a) Graph
showing the variation of coincidence counts for the input states |¥y), indicated by
the green points, and |®4), indicated by the red points. The theoretical variation in
coincidence counts of any |¥;) input state is equal to 2sin?(2¢). For any |®;) input
state, the coincidence counts should remain zero as a function of ¢. The normalized
count rate is determined by dividing the coincidence rate in the dip/peak by that
outside of the dip/peak. The error bars represent one standard deviation from
averaging 20 readings. (b) Graph showing the variation of coincidence counts for
the input states |Ws), indicated by the blue points, and |®5), indicated by the orange
points. The theoretical variation in coincidence counts of any |W¥s) input state is
equal to 2sin?(4¢). (c) Normalised coincidence counts for the OAM ¢ = 1 and 2 Bell

states. Only the |7 ) and |V, ) input states result in coincidences being recorded.
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Figure 2.6: The high-dimensional density matrices corresponding to the
states before and after the filter. (a) The state before the filter is, in principle,
given by m1 1|V ;) + Y2_2| W5 ,) + n3_3|¥5 5); there is a strong contribution from
the ¢ = 1, 2, and 3 subspaces. (b) The state after the filter is, in principle, given by
n_1|191_1) + n5_3|¥5_5); the contribution from the ¢ = 2 subspace is 3.8 £+ 0.2% of
its original value. The top panels show the real parts of the density matrices and
the bottom panels show the imaginary parts. The diagonal of each density matrix

runs vertically from top to bottom.

noticeably large grey bars in several off-diagonal elements; this is to be expected
as the state is a (roughly) pure superposition of the three Bell states of interest.
If these grey bars did not exist, the density matrix would represent a mixture of
the three Bell states, which would indicate entanglement in each two-dimensional

subspace, but not in the larger high-dimensional space.

Before the filter (Fig. 2.6(a)), the subspaces contribute approximately equally
to the high-dimensional state. In accordance with our predictions, after passing
through the filter (Fig. 2.6(b)), the blue (¢ = £2) subspace has been effectively
filtered out and has only near-zero values, whereas the red and green subspaces
remain unchanged (other than a slight increase in the height of the bars due to the

requirement of unit trace in the density matrix reconstruction).

In Fig. 2.7, we extract the relevant two-dimensional subspaces from the high-
dimensional density matrix. We show the experimental result alongside the theo-
retically expected result for each subspace both before and after the filter. As we

have not measured the OAM distribution explicitly, we compare our experimental
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Figure 2.7: Two-dimensional density matrices. A comparison of the density
matrices of the individual two-dimensional subspaces extracted from Fig. 2.6. Only
real parts are shown. The first two columns, (a), (c), and (e), show the subspaces
before the filter; the final two columns, (b), (d), and (f), show the subspaces after the
filter. Experimental results are shown in the left column of each pair, and theoretical
predictions are shown in the right column of each pair. The ¢ = 1 subspace is shown
in green, ¢ = 2 in blue, and ¢ = 3 in red. Darker bars indicate negative values, whilst
grey bars indicate absolute values less than 0.05. The diagonal of each density matrix

runs vertically from top to bottom.

result to theoretical states with a uniform OAM distribution. Thus, theoretical
predictions before the filter assume an equal contribution from the three subspaces
[Vin) = (JU7_ 1) + [W5 ) + |5 4))/v/3, while predictions after the filter assume an
equal contribution from the two remaining subspaces |tou) = (U7 ;) +|¥5 3))/V2.
As shown in the figure, the £ = £1 and ¢ = 43 subspaces remain unchanged be-
sides the trace: before the filter, each represents approximately a third of the state,
while after the filter, each represents approximately half of the state. Conversely,
the ¢ = 42 subspace represents a third of the state before the filter, but after the
filter it is reduced to less than 2% of the state.

To quantify the performance of the filter, we take the trace of each subspace’s
density matrix p,_,. The trace of p,_, indicates the probability of projecting onto
a state with OAM values +¢. As shown in Table 2.1, the probability of projecting
onto the ¢ = %2 subspace changes from 31.9 £ 0.2% before the filter to 1.8 +
0.1% after the filter. This corresponds to 3.8 & 0.2% of the original signal and is a
clear demonstration of effective filtering of the symmetric contribution to the high-

dimensional state. We find that there is also a small probability of projecting onto
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Subspace Tr[pe—e] before the filter Tr[pe_¢| after the filter

Pi-1 0.370 £ 0.002 0.556 =+ 0.001
P22 0.319 + 0.002 0.018 £ 0.001
P33 0.278 £ 0.002 0.409 £ 0.001

Table 2.1: The trace of each subspace p, before and after the filter. This
provides the probability to project onto a particular subspace spanned by the states
with OAM values +¢. The density matrices of the subspaces before and after the

filter are show in the supplementary information.

other subspaces (e.g., p1_2), but this is only on the order of 2 to 3% combined. This
is due to the difficulty in measuring absolutely zero counts; there will almost always
be a few background counts or accidentals arriving during a measurement expected

to be zero.

2.9 Discussion

We have demonstrated the first HOM interference for high-dimensional entangled
photon fields. Our results illustrate the discrimination of the antisymmetric state
from the symmetric triplet for high-dimensional entangled states. We analyse the
density operator from the output of a HOM filter for OAM modes, which provides
direct evidence of state-specific constructive and destructive quantum interference
of two photons in a high-dimensionally entangled mode. Specifically, in the anti-
symmetric state we observe constructive interference of the components leading to
a coincidence signal, while in the symmetric states we observe destructive interfer-
ence of these components. Our results show effective filtering of the antisymmetric
component of a high-dimensional space, demonstrating that HOM interference can
be used to engineer the quantum state of OAM-entangled photons. This increases
the feasibility of applications of the HOM effect to higher-dimensional OAM qudit

states.
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Chapter 3

Entanglement Swapping of Orbital

Angular Momentum States

3.1 Notes and Acknowledgements

In this chapter, we describe entanglement swapping of the orbital angular momen-
tum state of light. Due to the behaviour of the beamsplitter in high dimensional sys-
tems, we achieve simultaneous entanglement swapping in multiple two-dimensional

subspaces.

The work in this chapter formed part of a collaboration with colleagues from
South Africa. A version of this work has been published in Nature Communications
[135]:

Y. Zhang*, M. Agnew™, T. Roger, F.S. Roux, T. Konrad, D. Faccio, J. Leach, A.
Forbes, Simultaneous entanglement swapping of multiple orbital angular momentum
states of light, Nature Communications 8, 632 (2017).

*These authors contributed equally to this work.
Contributions to this chapter are as follows:

YZ, MA, TR and JL performed the experiment. YZ and MA performed the data
analysis. FSR and TK provided the theoretical framework. JL, FSR, AF and DF
supervised the project, and the idea was conceived by JL, FSR, AF and TK. MA
wrote the first draft of the paper, and all authors contributed to the final version of

the manuscript. The text in this thesis was written exclusively by MA.
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3.2 Overview

Entanglement swapping generates remote quantum correlations between particles
that have not interacted and is the cornerstone of long-distance quantum communi-
cation, quantum networks, and fundamental tests of quantum science. The remote
creation of high-dimensional entanglement provides an avenue to increase the band-
width of quantum communications and provides more stringent limits for tests of
quantum foundations. Here we simultaneously swap the entanglement of multiple
orbital angular momentum states of light. The system is based on a new quan-
tum protocol using a degenerate filter that cannot distinguish between different
anti-symmetric states, and thus entanglement swapping occurs for several thousand
pairs of spatial light modes simultaneously. We also identify a previously unre-
alised mechanism that allows high-dimensional entanglement swapping with only

four photons, removing the need for scaling photon numbers with dimensions.

3.3 Background

An integral part of a quantum repeater is the ability to entangle two systems that
have not interacted — a process referred to as entanglement swapping [25-30,133]. In
optics, it is accomplished by interfering two photons via Hong-Ou-Mandel (HOM)
interference [88,89,112,115], each from a different entangled pair, in such a way that
their remote partners become mutually entangled. This allows the establishment of
entanglement between two distant points without requiring single photons to travel

the entire distance, thus reducing the effects of decay and loss.

While quantum communication has largely been demonstrated using two-level
systems — qubits — to carry information, the use of high-dimensional systems al-
lows more information to be encoded per particle. One way to accomplish this
is to encode the information in the orbital angular momentum (OAM) of a pho-
ton. It is routinely possible to obtain OAM states entangled in very high dimen-
sions [9,32,92,94,95], and entanglement of OAM is easily produced via spontaneous
parametric downconversion (SPDC) [31,136], making OAM an ideal method to in-
crease information capacity [98,99]. Other high-dimensional systems that could
increase information capacity include time bins [39], the path degree of freedom
in waveguides [137], and hybrid entanglement [45,53,54, 138]. Recently, a number
of multi-photon OAM experiments have been reported, including a demonstration
of four-photon entanglement [139] and the creation of Greenberger-Horne-Zeilinger
states [96]. However, realising entanglement swapping and teleportation in high
dimensions has been thought to require increasing the photon number with dimen-
sion [131,132], a prohibitive constraint due to the low count rates associated with

many-photon entanglement experiments.
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Figure 3.1: A conceptual diagram of entanglement swapping. Entanglement
between A and B is transferred to A and D via interference at a beamsplitter and

detection in coincidence.

In this work, we perform the first implementation of entanglement swapping of
spatial states of light. We use photons entangled in the OAM degree of freedom and
transfer entanglement from one pair of entangled photons to another, even though
the final entangled pair have not interacted with each other. We present results
for swapped entanglement in six two-dimensional subspaces. Four of these sub-
spaces did not show entanglement prior to the entanglement swapping. We combine
these six subspaces into a four-dimensional mixed state that is representative of the
final state in high dimensions. We outline entanglement purification schemes to
convert this mixed state into a pure high-dimensional state, allowing scalability of
our approach to any dimension without the need for additional ancillary photons,
thus providing an approach towards high-dimensional, long-distance secure quantum

communication.

3.4 Entanglement Swapping in High Dimensions

We begin with two pairs of entangled photons, each generated from SPDC in a

nonlinear crystal. The combined state of the four photons is

V) aB = ZC£\€>A| — ) ® Z%Vi‘)c\ —k)p

14

= <00|0>A|0>B +> CeﬁW?e)AB) ® <00|0>C|0>D +) Ck\/§|\1}2—k>CD> :

£>0 k>0

(3.1)

where for simplicity we assume the probability amplitudes ¢, for the two crystals to

be identical.

Recall the anti-symmetric state filter from Section 2.4, which we used to filter

out anti-symmetric states from a high-dimensionally entangled state. We will use
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Figure 3.2: Terms in entanglement swapping calculation from Eq. (3.1).
(a) First term. (b) Second term. (c¢) Third term. (d) Fourth term.
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this filter again here, but this time photons B and C are incident on the two input
ports of the filter. Recall the action of the filter

o 1 (1 1)\ (4
I

which can be re-written in terms of the state of photons B and C before and after
the filter

105 — %(;@C ~16)s) (3.3)
00— —=(10c +105). (3.4

As the calculation to determine the resultant state |1q,) after the beamsplitter is
quite involved, we will separate Eq. (3.1) into four terms and look at the action of

the beamsplitter on each term individually.

First Term

First and most straightforward is the term with OAM ¢ = 0 in all four photons

¢0|0)4[0)5 @ co|0)c|0)p

_flter 2100 [% (10)c - |O>B>] l% (10yc + |0>B)] UE

ﬂ)/c% [I0>A|o>c|0>B|0>D - |0>A|0>B|0>C|O>D}
0 (3.5)

where we have postselected on the events that produce four-way coincidences (i.e.,
one photon detection in each of the four paths) and introduced a normalisation factor
KC to account for the loss of the other terms. Unsurprisingly, this term produces no
four-way coincidences as the OAM values of the interfering photons are identical,

meaning that the photons bunch. This scenario is shown in Fig. 3.2(a).
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Second Term

Next we examine the case of / = 0 in photons A and B, with photons C and D
taking on any other pair of OAM values:

col0)al0)s @ Y V2 4)en

=|0)a]0)5 ® ch(|k>c| —k)yp + | — k>c!k>D)
L e]0)a—= (00 = [0)n)
®§ck[ <|k‘c+|k) >|—k>D+%<|_k>C+|_k>B>|k>D]

=35 [I0>A|0>c(lk>c + 1)) | = khp = 10)al0}s ([k)c + 1k)s )| = ko

+mmmm0—km+w—kmwa—mmme—km+w—kmNm4
flﬂiﬂ}j%?ﬁmumdmm—mD—mmmmmd—km

k>0

+10)al0)c| — k)slk)p — [0)A10)8] — k>C|k>D:|

— S % 0)a] = K)o (0)clb)a ~ [)alk)c)

102180 (0)cl = Kyn ~ 10l = Kic)

=K 32 T2 (1004l = Boligloc + 10)AIK) ¥ o)) (3.6

k>0

From this term, we obtain photons A and D in the state |0)s| = k)p and photons B

and C correspondingly in the state W2, )pc. This scenario is shown in Fig. 3.2(b).
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Third Term

Similarly, for the case of £ = 0 in photons C and D, with photons A and B taking

on any other pair of OAM values, we obtain

Z Cg\/§|\1fz__£>AB ® c|0)c|0)p

>0

=> c@(wm —Op+]|— €>A!€>B> ® ¢ol0)c|0)p

£>0

e, S [w)A%Q ~Oc—|=0n) +| - m%(l@c B |E>B)]

£>0
1

@ o (10)c + 10} 10)o

:}:%?D@AQ—fm—w—fm)mdmn+wn0—%kpw—em)mﬂmD

+1=0a(10c =108 )10)cl0)n + | = Oa (6 = |0)n) |o>Bro>D]

g 5 0] = Dalo)elo)o + 1] = Oci0) 0

£>0

—I—@AWbmkﬂDD+l—@AWcmhmhﬁ

=K§:%?D@M®DO—@d®B—|—@ﬂ®@

1= 0410} (19ci0)s = 10a10)c)]

— K> (1010l pe + | — Oal0)n]To)s0 ). (3.7)
;\/5< ¢/BC Y C)

From this term, we obtain photons A and D in the state | & ¢)A|0)p and photons B

and C correspondingly in the state [Wy_,)pc. This scenario is shown in Fig. 3.2(c).
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Simplification of First Three Terms

We can simplify the first three terms by using the fact that |¥_,) = —| ¥, ). Taking
the sum of Egs. (3.5-3.7), we obtain

€37 (1004l = Ryol Tighoc + )R} s0)nc)

k>0

+ zc; %(Imrom%_am +| = 010} ¥5;)nc)

=Ky %(M — OplWin)se + [0)a1)p|9 0)sc )

£>0
CoCe _ _
K ; % <|€>A|O>D|\Ij760>BC +| - £>A|O>D|\P50>BC>
=K Z COCZ<|\1107—Z>AD‘\IIZO>BC + |\I/ag>AD|\I’:£0>Bc). (3.8)

>0

Thus considering the first three terms of the state in Eq. (3.1) passing through our
anti-symmetric filter, we obtain photons A and D in the state |¥, ,)ap and photons

B and C correspondingly in the state | ,)pc-
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Fourth Term

Finally, the fourth term consists of any non-zero OAM value in either pair of photons:

D eV2AU @ Y a2V Den

= ZZCgck<]€ —Op+|—0)a ]@B) ® <]/€)c| —k)p+|— k)c\k?b)
R %;gkmbé (—@c—rwm)+vwm%ﬂmc—m@]
® gggmc+wmy—km+:%0—wm+w—km)@4

=22 %(!@AI — O —0al = OB+ | — OalO)c— | - £>A|£>B)

® (Ik)cl = )b + [k)sl = K)o + | = E)clk)p + | = Kslk)p)

= S (104l = Oclkis] = o + 0] = O)cl = Kslk)o
— Ol = Oplk)c| — k)p — [)a] — )| — k)c|k)p

+1 = Oaldyelk)s| = k)b + | = Dalfhc| = Kslk)o

— | = OalOslk)o] — K)o — | = al0s] = k)clk)n )

=Kzgg;%ﬂmu—kmo—@dmwﬁ—@mm@
+ 104l (| = ol — Ko — | = )] = K)o
1= 0al = Kn (10clk)s — [0slk)c)
1= 0alkdn (10c] = K)a - [0a] = kic)
=33 (104 = Knl¥iJsc + 0alK)p 7, e

>0 k>0

+ 1= 0Oal = k)p|Vi)se + | - @AI@D\‘I’IMB(J)- (3.9)

From this term, we obtain either photons A and D in the state |¢)5| + k)p and
photons B and C correspondingly in the state “I]:;k_g>BC; or photons A and D in
the state | — £)a| £ k)p and photons B and C correspondingly in the state [V, )pc.
This scenario is shown in Fig. 3.2(d).
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Simplification of Fourth Term

To simplify the above expression, we examine three cases of Eq. (3.9). First, we

assume ¢ = k to obtain

K Z \c/_% <|k>A| — k)p|V,_p)Bc + |k)alk)p|VZ,_,)BC

k>0

1 = Kal = Mol Wi)se + | = B)alk)p| ¥y )ec)

:ICZ \C/_% (|k>A| — k)p|¥y_)Bo + | — k>A|k>D|\I’:kk>BC,> (3.10)

k>0
since |¥,,) = 0.

Next, we assume ¢ # k, { = n, k = m, n > m to obtain

K Z Z Cn\/cg (‘”>A| —m)p|V,, _,)Bc+ [n)alm)p|V,, ., )BC

n>m m>0

+ | =n)al —=m)p |V, )8 + | — ”)A\m>D|‘I’:mn>B0)~ (3.11)

Similarly, with ¢ # k, { = m, k = n, n > m, we obtain

€2 37 2 (Imdal = wol o )ec + mhaln)p V=, nc

m>0n>m
+ | =m)al = n)ol¥,,)8c + | - m>A|n>D|‘1’:nm>BC>- (3.12)
Again, we can simplify the above equations by using the fact that |V ,) = —|W¥_,).
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Taking the sum of Eqgs. (3.10-3.12), we obtain

£y (lk Al = Kbl T s +1 = K)alk)p 0 ec)

k>0

I3 3 P (1)l = mpl e+ W)l V5, ne

n>m m>0

| =)l = m)n|¥,ee + | = n)alm)o 97,0 )
H D237 2 (Il = mh Wi + lmalndp 2, e

m>0n>m

| =mhal = mol¥s,)nc + | = m)alm)o ¥, )

_’CZ (‘k Al = E)pl¥_)ee — [ — k>A\k>D|‘I’Z_k>Bc>

k>0

032 57 =2 (Imdal = mipl ¥ ne +n)alm)o 0,

n>m m>0

| =)l = m)n|¥,)nc + | = n)alm)o ¥, )

=K 3 (Imhal = oWl + Fm)alndo |V Jne

| = mal = mo Wm0 + | = mhalmin| ¥, _)no)
=K W) an| Vi )se

k>0
KD enn (1% ) an s mo + W) apl 97, ne
n>m m>0
19 ) Ap Wb + 19 an U700 ). (3.13)

Final State

Combining Egs. (3.8) and (3.13), we obtain the final expression for a high-dimensionally
entangled OAM state after passing through the anti-symmetric filter:
[ouc) =K Y coce (G- anl W) + [W5) an W =gse ) + K I )al Wiy se

>0 k>0

DD cun (1) an Wm0 + W) Ab |97, dne

n>m m>0

+ [, _)ap| Vo) Be + |‘1’Inm>AD|‘1’imn>BC)

=K [Coce <|\Ijaf€>AD|\I]e_o>BC + |‘I’&>AD|‘I’:eo>BC) + Cgm’e_e)ADm’é_z)BC]

£>0

+KY O e <|‘1’Z_k>AD|‘1’E_z>BC + |y an W2, _p)Be
>k k>0

192, anWidne + 1970 ¥, 080 ). (3.14)
Essentially, passing the state in Eq. (3.1) through our anti-symmetric filter, we
obtain photons A and D in the state |¥,,)ap and photons B and C correspondingly
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in the state |U~, ,)pc, for all unique combinations of OAM values ¢ and k.

As we are interested in observing entanglement swapping, which is evidenced
by an entangled state between photons A and D, we trace out photons B and C
to obtain the state of photons A and D. For convenience, we use the Bell basis to

perform the partial trace

4

pap = 30 30 S (688l ([Youe) (Yol ) 168w (3.15)

n =1

where |¢)\0, € {|®F ), [® ), | Y, [W- )} As all terms in Eq. (3.14) are antisym-
metric, they are orthogonal to |®} 3, |®, 3, and [P} ); thus the above equation

can be simplified to
pap = D0 D (Wil (ou) (Wou]) ¥, )mc- (3.16)

The inner product of two anti-symmetric states is
1
({ml{n] — <n|<m|)ﬁ(|f>|k> —[k)10))
({m]€){nlk) — (m|k)(n|€) — (n|€)(mlk) + (nlk)(m|())

= (m[€)(n|k) — (m|k)(n|¢)

(Vo | Vi) =

G-

| —

= mé(;nk - 5mk5n€

1, form=/¢andn =%
=q—1, form=Fkandn="/ (3.17)
0, otherwise.

Applying this to the partial trace, we obtain the final state of photons A and D

pan = K[ [|CO|2|CA2(|‘1’6_e>AD<‘1’6_e|AD + \‘I’MAD(‘I’&IAD)

>0

+ ’C€|4"I’e—e>AD<\I’e—z‘AD}

+HIKPY Y el <|‘1’Z—k>AD<‘I’Z—k|AD + W) an (Vg ap
>k k>0

+ ’qj:é—k>AD<\P:Z—k’AD + ‘\D:Ek>AD<\D:Zk|AD)' (3-18)

This state is a statistical mixture of all possible two-dimensional anti-symmetric Bell
states. For a d-dimensional OAM space, the number of two-dimensional subspaces

for which an anti-symmetric Bell state exists is equal to the binomial coefficient (‘;)

Note that the above state contains entanglement between photons A and D,
which did not exist before the anti-symmetric state filter; however, it consists of

two-dimensional entanglement in many different subspaces. This is in contrast to
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Figure 3.3: Transcription of entanglement. We start with the entangled states
|[UF, Yap and [¥T,,)cp. After the beamsplitter and projection onto the appropriate
anti-symmetric state |~ ,,), the state between photons A and D is |¥~,;)ap. The
OAM values shown in green become the OAM values in the state projected onto
B and C. The OAM values shown in purple become the OAM values in the state
between photons A and D. States are shown without normalisation for clarity. The

density matrices show the corresponding maximally entangled states.

the expected result from true high-dimensional entanglement swapping, in which we
would obtain the exact same state in photons A and D that we originally had in
photons A and B.

Indeed, entanglement between the majority of these subspaces did not exist
at all in the original entanglement between photons A and B or C and D. For
example, it is not possible to obtain an entangled state in the ¢/ = 1, —2 subspace via
downconversion from a Gaussian mode. This is because orbital angular momentum
must be conserved in the process that produces entanglement; the OAM of all
the entangled subspaces must sum to zero (the input Gaussian mode). However,
due to the interference in our anti-symmetric state filter, the entanglement in the
¢ = 41 and ¢ = +£2 subspaces is transferred into the { = —1,2 and ¢ = 1,-2
subspaces. In effect, we have transcribed the entanglement from one set of modes
to another, generating correlations that did not previously exist. An illustration of

this transcription process is shown in Fig. 3.3.
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Four-Dimensional State

In our experiment, we focus on the OAM values ¢ = —2, —1, 1, 2 for simplicity; as a

result, we can ignore the terms with other OAM values, and Eq. (3.18) simplifies to
pap = |K[* {\01!4\W1_1>AD<‘I’1_1!AD +Jea] [ W5_0) an (P3_o]ap
o+ leallen 2 (195 han (5 [ap + [95)ap (3 |a

0% a8 o + 0a0(E o) | (319

This state includes entanglement in all two-dimensional subspaces with unique com-
binations of OAM values: ¢ = +1; / = +2; { = =2, —1; { = =2,1; { = 2, —1; and
¢ = 2,1. Note that the input state to the beamsplitter in Eq. 3.1 only included en-
tanglement in subspaces with equal and opposite OAM values ¢ = 1 and ¢ = +2.
We see that after the anti-symmetric filter, the entanglement has been transcribed

to all two-dimensional subspaces available.

3.5 Experiment

As shown in Fig. 3.4, our experiment uses a pulsed Ti:sapphire laser (Coherent
Chameleon Ultra IT) centred at 808 nm, with a pulse width of 140 fs and a repetition
rate of 80 MHz. Our setup is far from the laser due to space constraints, so to
reduce beam wobble, we image the output plane of the laser to the beginning of our
setup using a 2f-2f system of focal length 1000 mm (L.1000). Using a lens of focal
length 75 mm (L75), we focus the laser into a 0.5-mm-thick BBO crystal (BBOO).
The resultant sum frequency generation produces between ~0 mW and ~800 mW
of ultraviolet (UV) light at 404 nm, depending on the power of the incident 808-
nm beam. We choose a UV power output of ~350 mW in order to optimise the
combination of minimal background counts and minimal measurement times, which
are in conflict with one another. The reasons behind this are discussed in more
depth in Section 5.7.1.

We focus the upconverted light through a 100-um circular aperture (spatial filter
SF) using a 100-mm lens (L100). The light that passes through the aperture is
collimated with a 50-mm lens (L50). The spatial filtering at the aperture ensures
that the pump beam used for the downconversion has a Gaussian beam profile.
The remaining infrared light is removed using two consecutive bandpass filters BF1
(10-nm width centred at 405 nm, each with 2 x 107°% transmission of 808-nm light).

The UV light is used to pump a 1-mm BBO crystal (BBO1), producing pairs
of photons at 808 nm via type-I, near-collinear SPDC. The remaining UV light is

deflected using a dichroic mirror (DM), and the downconverted light continues on
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Figure 3.4: Experimental setup. (a) A simplified version of the experimental
setup. (b) A detailed schematic of the experimental setup. Abbreviations are ex-

plained in the main text.
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through a 200-mm lens (L.200). It is then split using a D-shaped mirror so that
one photon continues on as photon B and the other is reflected as photon A. The
D-shaped mirror is used so as to split the far field of the downconverted light down
the middle, sending half of the photons in one direction and their entangled twins

in the other direction.

Photon B strikes two mirrors on a motorised translation stage (T'S) for precise
path length adjustment. Photon B then passes through a 400-mm lens (L400) before
striking a non-polarising beamsplitter (BS) in the image plane of BBO1. Meanwhile,
photon A passes through L400 before striking SLM A in the image plane of BBO1.
SLM A is imaged to a single-mode fibre (SMF) using L400 and a 2-mm lens (L2).

After being deflected by the dichroic mirror, the UV light then pumps a second
I-mm BBO crystal (BBO2), after which it is filtered out using longpass filter LF
(cutoff wavelength 750 nm). A second pair of photons at 808 nm is produced via
SPDC and passes through lens L.150. It is then split with a D-shaped mirror so that

one photon continues on as photon D and the other is reflected as photon C.

Photon D passes through a 300-mm lens (L300) before striking SLM D in the
image plane of BBO2. SLM D is imaged to an SMF using L400 and L2. Photon C
passes through L300 before striking the BS in the image plane of BBO2.

Here photons B and C undergo Hong-Ou-Mandel (HOM) interference; the exact
position of the HOM interference dip is identified by moving the translation stage in
path B until a minimum in the four-photon coincidence rate is observed. In Fig. 3.5,
we show two HOM dips: the red points indicate when both photons B and C are
in the mode |1), accomplished by displaying a | — 1) hologram on both SLMs A
and D, while the blue points indicate when both photons B and C are in the mode
(|1) + 1| —1))/v/2, accomplished by displaying a (| — 1) +[1))/+/2 hologram on both
SLMs A and D. The two HOM dips have very different visibilities, meaning that
our measurements in the (|1) & | — 1))/v/2 basis will not have as good a contrast as
those in the | & 1) basis. After the BS, the new paths B’ and C’ are each imaged to
multi-mode fibres (MMFSs, core diameter 50 pm) using L400 and L.2.

Prior to entering the fibres, each photon encounters a bandpass filter to select a
narrow band of wavelengths. BF2, which has a 3-nm spectral width centred at 808
nm, is used in paths B’ and C’ in order to ensure a HOM dip of sufficient width
and depth, as the width of the HOM dip is inversely proportional to the width of
the photon spectrum and hence the filter. BF3, which has a 20-nm spectral width

centred at 810 nm, is used in paths A and D in order to maximise count rates.

Each of the four fibres is connected to a single-photon avalanche detector (SPAD,
Excelitas SPCM-800-14-FC), which is in turn connected to a time-tagging system

(HydraHarp) with a 12.5-ns coincidence gate. The average four-way coincidence
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Figure 3.5: Hong-Ou-Mandel (HOM) interference. HOM dips for photons in
the OAM /¢ = +1 subspace. The red points show data when the photons in paths
B and C are both in the mode |1); the blue points show data when the photons in
paths B and C are both in the mode \%(H) +]—1)). We fit a Gaussian curve with
a visibility of 0.86 + 0.04 and 0.70 4+ 0.05, respectively. The error bars correspond
to the standard deviation of the count rate assuming Poisson statistics, and these

data are background-subtracted.

count rate for the ¢ = +1 subspace is 0.04 counts per second, while the average

count rate for the ¢ = £2 subspace is 0.01 counts per second.

The combined two-dimensional state of photons A and D is determined by dis-
playing holograms of four OAM states on each SLM in turn: |f1), |62), (|¢1) +
162))//2, and (|1) +i|¢2))/v/2. Using the 16 resulting measurements, we recon-

struct the density matrix using quantum state tomography.

3.6 Results

In order to verify that the entanglement has successfully been swapped from photons
A and B to photons A and D, we perform two-qubit tomography on all six two-
dimensional subspaces in A and D: ¢ = +1; { = 42, { = —-2,—-1; { = —2,1;
¢ =2,—1; and ¢ = 2,1. The reconstructed states are shown in Fig. 3.6.

The fidelity of each reconstructed state with the expected anti-symmetric state
indicates the success of the entanglement swapping. Table 3.1 shows the fidelity for
each subspace, the average of which is 0.80 £ 0.10. As these fidelities are limited by
the visibility of our HOM dip as detailed in the following paragraph, this indicates

excellent overlap between the measured and expected states.

The maximum fidelity of each subspace is constrained by the visibility of our
HOM dip. The visibility V' is defined as the percentage difference between the
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Figure 3.6: Two-dimensional density matrices. Reconstructed density matrices
of two-dimensional subspaces (a) £ = £1; (b) £ = £2; (¢) { = =2, —1; (d) £ = =2, 1;
(e) £ = 2,—1; and (f) ¢ = 2,1. Positive values are shown in blue, while negative
values are shown in red; grey bars indicate the absolute value is < 0.1. The main

images show the real part of the state, while the insets show the imaginary part.
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minimum and maximum counts

Cmax - C’min

Y o= mex T min
C’max + Cmin

(3.20)

This indicates the percentage of events where the interference results in entanglement
swapping, meaning that (1 — V)% of the time, entanglement swapping does not
occur and we observe uncorrelated noise. Under this assumption, the theoretically
expected state of photons A and D is

_ _ 1
pin = V[V ) (V| + (1 - V>Z' (3.21)

In Fig. 3.7, the blue line represents the theoretical fidelity of p, with the ideal state
| W, (¥, as a function of dip visibility.

We can place our measured visibilities and measured fidelity on the graph to
estimate whether they are consistent with one another; for example, if our dip
visibility is 50%, according to the blue line we would expect to see a fidelity of
approximately 60%. We place our measured visibilities on the graph in orange:
0.86 £ 0.04 for the |1) mode and 0.70 4 0.05 for the \%(H) +|—1)) mode. For these
visibilities, we would expect to find a resultant state fidelity of ~ 85% and =~ 75%,
respectively; we have drawn lines leading up to the corresponding points on the blue
line to indicate our expected fidelity using each of these visibilities. Similarly, we
place our measured fidelity of 0.80 + 0.02 for the ¢ = +1 subspace on the graph
in green. This fidelity indicates a likely visibility of ~ 75%; we have drawn a line
leading to the corresponding point on the blue line to indicate the expected visibility
given this measured fidelity. From these points added to the blue line, we see that
our actual measured fidelity is between the two expected fidelities based on the
measured visibilities. This is because the ¢ = 41 density matrix is reconstructed

from measurements in both of the bases for which we have visibility measurements.

We also use the concurrence of the density matrices to determine the degree
of entanglement in the state. Zero concurrence indicates no entanglement present,
while unit concurrence indicates a maximally entangled state. Table 3.1 shows the
concurrence for each subspace, the average of which is 0.68 £+ 0.18. This indicates
an acceptable amount of entanglement exists between photons A and D, which were

not entangled at the beginning of the experiment.

Note that we calculate our standard deviations under the assumption that both
the raw counts and the background-subtracted counts follow a Poisson distribution.
We simulate each count rate 100 different times with a Poisson distribution centred
at the measured count rate. We reconstruct the density matrices each time and cal-
culate the corresponding fidelity and concurrence, then take the standard deviation

of the results.
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Table 3.1: Measures of entanglement. Fidelity and concurrence for each of the

six two-dimensional subspaces.

Subspace Fidelity = Concurrence
¢ =+1 0.80 £0.02 0.67 +=0.04
(=+£2 0.86 £0.04 0.754+0.08
(=-2 -1 0.83+0.04 0.76 +£0.07
(=-21 0.77+0.02 0.65+0.05
0 =2,-1 0.79+£0.07 0.65£0.11
(=21 0.74+0.04 0.614+0.07
Average 0.80 £0.10 0.68 £0.18
1.0 1
0.8 1

> 06

3

i 0.4
0.2
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Visibility

Figure 3.7: Fidelity vs. visibility. Fidelity of the predicted state with the ideal
states as a function of HOM visibility for the ¢ = 41 subspace. The green point
corresponds to the measured fidelity (0.80 £ 0.02); the orange points correspond to
the measured four-way HOM visibility of the data in Figure 3.5 (0.86 + 0.04 and
0.70 £ 0.05). The blue line corresponds to the theoretical prediction.
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Figure 3.8: Experimentally measured OAM distribution.

3.6.1 Estimation of Four-Dimensional State

We combine the six two-dimensional density matrices in order to estimate the four-
dimensional state. The state we expect to find is in Eq. (3.19). The majority of the
elements in this density matrix are zero; the rest correspond to the two-dimensional
subspace matrices appropriately placed into the four-dimensional matrix. We note
that the fidelity between a pure state and any other state depends only on the
nonzero elements, as shown in Section 1.3.3. Thus if we are comparing a measured
matrix to a sparse pure state matrix, we need only measure the elements that
are expected to be nonzero; measuring the elements expected to be zero will not
provide further information about the fidelity. As a result, we can estimate the

four-dimensional state using only the two-dimensional density matrices.

We determine the OAM distribution over the four OAM values of interest by

comparing the count rates from the £1 and +2 subspaces

et M[-2,-2] + M[-2,2] + M[2,-2] + M[2,2]
el M1, 1]+ M[—-1,1] + M1, —1] + M[1,1]’

(3.22)

| Cratio |2

where M|[l1, (5] is the result of a projective measurement of the state |¢1)a]l2)p.
We can then obtain an estimated OAM distribution {|c_s|?, [c_1]?, |e1]?, |2} =
{leal?, le1]?, |e1]?, |eal?} given by A/ >, Ali], where A = {|cratiol?, 1, 1, |Cratio|*}. The
estimated OAM distribution is shown in Fig. 3.8.

Substituting this estimated OAM distribution and the six measured two-dimensional
density matrices into Eq. (3.19), we obtain an estimate of the four-dimensional state,
as shown in Fig. 3.9(a). We compare this estimated density matrix to the theoretical
state given by Eq. (3.19) with the estimated OAM distribution and the theoreti-
cally expected two-dimensional states, as shown in Fig. 3.9(b). We find a fidelity of
0.79 + 0.01, indicating acceptable overlap between the states.
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Figure 3.9: Four-dimensional density matrix. Estimated density matrix of the
joint state of A and D for the four-dimensional space with ¢ = £1,4+2. (a) The
state estimated using the reconstructed density matrices of all six two-dimensional
subspaces in Eq. (3.19). (b) The theoretical prediction using the experimentally
observed OAM distribution. Positive values are shown in blue, while negative values
are shown in red; grey indicates the element is unmeasured in (a) or zero in (b).
The real parts of the states are on the left, while the imaginary parts are on the

right.

81



3.7 Background Subtraction

In our experiment, we use spatial light modulators (SLMs) and single-mode fibres
to detect photons in paths A and D and multi-mode fibres to detect photons in
paths B and C. The use of multi-mode fibres is so that we detect within the 4-
dimensional space spanning the modes {¢{ = —2,¢ = =1,/ = +1,{ = +2} in an
unrestricted fashion, i.e., we do not select out a subspace in paths B and C. The
use of additional SLMs and single-mode fibres, rather than multi-mode fibres, would
enable a choice of which particular space we detect in, but it would also remove the

ability to observe multiple subspaces at once to obtain a high-dimensional state.

A consequence of the multi-mode fibres is, however, that the rate of the single-
photon detection events at detectors B and C is significantly higher than that
recorded at detectors A and D. Table 3.2 provides representative single-channel
and coincidence count rates recorded for the ¢ = £1 and ¢ = 42 subspaces. The B
and C single-channel rates recorded with the multi-mode fibres are on average ~4
times higher than those recorded at A and D. This trend is observed across all the

subspaces that we investigate.

The high count rates in the multi-mode fibres are mainly due to the fibres’
indiscriminate acceptance of all OAM modes. In arms A and D, we select out the
modes of interest by projecting them into a Gaussian state, leaving the remaining
modes in non-Gaussian states and unable to couple into single-mode fibres. However,
multi-mode fibres accept all OAM modes, so they accept the photons in B and C
that are entangled with the photons in A and D that do not make it through the
single-mode fibre due to being in the wrong mode. These uncorrelated counts are

partially responsible for our high background level.

The large single-channel rates resulting from the multi-mode fibres contribute
to unwanted 4-way coincidence counts that do not participate in any entanglement
swapping. However, these unwanted 4-way coincidences that arise from uncorrelated
photon detection events can be calculated and subtracted off the measured 4-way

counts.

3.7.1 Expected 4-Way Coincidence

To determine the number of background counts, we first estimate the number of
4-way coincidences we expect. For a single pair of entangled photons A and B, we
denote the rate of detected coincidence events as C'y 5. If the pump laser producing
the entangled pair via SPDC has repetition rate R, then the probability that a
coincidence event will be detected is C'yz/R. For a second pair of entangled photons

C and D, produced by the same laser via SPDC in a second crystal, the probability
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Table 3.2: Raw count rates. Representative count rates for the ¢ = 41 and
¢ = £2 subspaces. The background count rate calculated using Eq. (3.26) is also

shown. All rates are in counts per second.

Single-channel counts

Subspace Sa SE Sc Sp
{==+1 77 000 280 000 280 000 64 000
(=42 70 000 280 000 280 000 61 000

Two-channel coincidence counts

Subspace Cagp Cac Csp Cep
(=41 1800 1500 1700 1500
0 =42 1000 900 1000 900

Four-channel coincidence counts

Expected raw Background-

Subspace counts subtracted Accidentals
(==1 0.07 0.05 0.02
(=42 0.02 0.01 0.01

@
(1,1]
(1, 1]

(1,1
1—1

|7171

- 4

11, -1)

|1 1> ,/'/‘ < >
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’ O~
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O
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Figure 3.10: Background subtraction. Density matrices reconstructed using (a)

the raw counts and (b) the background-subtracted counts for the £ = 41 subspace.

is Clp/R. Thus the probability to detect one pair in detectors A and B and the

other pair in detectors C and D is

! !
CasCen

e (3.23)
Multiplying by the repetition rate, we obtain the rate of detection of both photon
pairs
CanCop
— 3.24
L (3.24)
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However, as photons B and C interact in our experiment, it is also possible for the
first pair to be detected in A and C (rather than A and B) and the second pair to
be detected in B and D (rather than C and D). Taking this possibility into account,

we obtain the total rate of 4-way coincidence events from two entangled pairs

! 1 ! ! ! !
W= p (CygCep + CrcCrp) - (3.25)

3.7.2 Background of 4-Way Coincidence

The above equation includes accidental counts, which occur in any coincidence ex-
periment and are caused by two uncorrelated photons arriving at the detectors at
the same time. Thus the accidentals can be expressed as A;; = S;5;/R where S;
is the number of single counts at detector i. The detected counts C}; are then the
sum of the real coincidences C;; and the accidentals A;;, allowing Eq. (3.25) to be

written as

1

/ —
4W_R

SaS ScS SAS SpS
(CAB+ %B)<CCD+ (}%D)-I—(CAC—F ARC><CBD+ E}%D)

1
= E(CABCCD + CacChp)
1 2
+ ﬁ(CABSCSD + SaSECcep + CacSeSD + SAS(;CBD) + ﬁSASBSCSD
= Caw + Aaw. (3.26)

We subtract the calculated number of background counts Aw from the measured
data Cyy to obtain the actual number of counts Cyw. Occasionally with count rates
that are expected to be very low, the measured number of counts is smaller than
the expected number of background counts; in this case, we replace the count rate

with zero.

3.7.3 Impact of Background Subtraction

We can use either the raw counts or the background-subtracted counts to calculate
density matrices from which fidelities and concurrences are extracted. Figure 3.10
and Table 3.3 provide evidence of the impact of the background subtraction on
the quality of our entanglement swapping. As can be seen, a higher fidelity and
concurrence (0.80+0.10 and 0.68+0.18) is observed for the density matrix generated
using the background-subtracted data as compared to that using the raw counts
(0.54 +0.08 and 0.09 £ 0.14).

This increase in quality when background subtraction is applied is to be expected.

If, as mentioned above, we project into the ¢ = 41 subspace using SLMs and
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Table 3.3: Raw vs. background-subtracted. Comparison of the fidelity and

concurrence for the raw and background-subtracted counts.

BS Raw
Subspace Fidelity = Concurrence Fidelity =~ Concurrence
(==+1 0.80 £0.02 0.67 +0.04 0.57+0.02 0.16 +0.05
(=42 0.86 £0.04 0.75+0.08 0.50 £0.03 0.01 £0.05
(=-2,—1 0.83£0.04 0.76 +0.07 0.58 +£0.03 0.24 £ 0.07
(=-21 0.77+0.02 0.65+0.05 0.49+0.02 0.03+0.04
(=2-1 0.79+0.07 0.65+0.11 0.50 +0.05 0.05+0.08
(=21 0.74+£0.04 0.61 +0.07 0.49+0.03 0.05+0.05
Average 0.80£0.10 0.68£0.18 0.54+0.08 0.09+0.14

single-mode fibres in paths B and C, the raw count rates would only differ from
the background-subtracted rates by ~ 1%. This in turn would result in a very
small difference between the two different density matrices, and high fidelities and

concurrences would be observed in both cases.

3.8 Pure Final State

While OAM forms a high-dimensional state space, the above results only have en-
tanglement in two dimensions due to the action of the anti-symmetric filter on
only two-dimensional anti-symmetric states. A true high-dimensional filter would
project onto a pure high-dimensional final state, rather than a mixture of pure

two-dimensional states.

This can be achieved by replacing the anti-symmetric filter with a nonlinear
crystal to perform upconversion of photons B and C. If the resultant upconverted
photon is collected using a single-mode fibre, it ensures that photons B and C have

equal and opposite OAM. Thus photons B and C will be projected into the state
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[Yupe) = Dy aell)B| — £)c. The resultant state is

|¢pure> = (ﬂ-AD ® |wupc>BC <¢upc|BC> ‘winit>
= <1AD © Y ali)s] —ic) G;(ib(ﬁh)
i J
X(ZC@M —€B®ch’k >

¢
=Y aidjecydi-d-gili)p| = i)cl)al = K)o

ijlk

= Z ip| = i)cl = J)ali)p
—Za, Bl =)o ®Z Gl = 7)a (3.27)

Thus photons A and D end up in the pure, high-dimensionally entangled state
[¥)ap =D, a;ci| — €)all)p.
In practice, the upconversion of two single photons is an extremely low-probability

event [140]. However, it is a promising possibility to extend full entanglement swap-

ping to high-dimensional systems as these techniques develop further.
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Chapter 4

Teleportation of Multiple Orbital
Angular Momentum States of
Light

4.1 Notes and Acknowledgements

In this chapter, we describe teleportation of the orbital angular momentum of light.
We teleport several two-dimensional OAM states and describe a method of incom-

plete teleportation of high-dimensional OAM states.

The work in this chapter formed part of a collaboration with colleagues from
South Africa. The data used in this chapter is taken from the data in Chapter 3. A

manuscript is being prepared for publication:

M. Agnew, Y. Zhang, F.S. Roux, T. Konrad, D. Faccio, J. Leach, A. Forbes,

Teleportation of multiple orbital angular momentum states of light, in preparation.
Contributions to this chapter are as follows:

YZ, MA, and JL performed the experiment. MA performed the data analysis.
MA provided the theoretical framework with guidance from FSR and TK. JL, FSR,
AF and DF supervised the project, and the idea was conceived by JL, FSR, AF and
TK. The text in this thesis was written exclusively by MA.
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4.2 Overview

Quantum teleportation is a key component of many quantum communication ap-
plications, allowing the transmission of information from one location to another
without physically moving the system in which the information is encoded. Here
we discuss quantum teleportation of orbital angular momentum states of light.
We demonstrate experimentally the teleportation of several two-dimensional OAM
states. We also describe the partial teleportation of high-dimensional OAM states
using a beamsplitter, as well as the potential for complete teleportation of high-
dimensional states using upconversion. This represents an important first step to-
wards high-dimensional quantum teleportation, which will allow for higher informa-

tion capacity in quantum communication.

4.3 Background

Quantum entanglement allows the transfer of information from one particle to an-
other over large distances. This process is called quantum teleportation [51] and
relies on a joint measurement between the state being teleported and the state of
one entangled particle. This measurement reproduces the information in the second
entangled particle, while destroying the state of the initial particle; thus teleporta-
tion does not violate the no-cloning theorem [141]. Teleportation has applications
in quantum communication [133] and quantum computing [69, 142] and was first
performed experimentally in 1997 [52]. It has since been repeated in many different

experiments in various quantum systems [55-62,143-146].

The most common system used for quantum communication is the polarisation
of single photons. This is because photons are ideal carriers of information; they
travel fast and can easily be coupled into fibres to protect from turbulence. However,
there is a limit to how far a photon can go before the state becomes unusable. This is
where teleportation provides an advantage; the photon holding the quantum state of
interest need not travel the entire distance to its destination. Instead, an entangled
pair is generated and each photon of the pair can be sent half the desired distance:
one to the transmitter and one to the receiver. This extends the range of quantum
communication to twice the usual distance, and in fact, cascading teleportations can

extend this range indefinitely.

Photons can also carry orbital angular momentum (OAM), which manifests in
a spatial structure forming an infinite-dimensional but discrete state space. High-
dimensional systems like OAM can carry more information than simple two-dimensional
systems like polarisation, making them an ideal candidate for communication ap-

plications [124]. Recently, teleportation of multiple degrees of freedom of a single
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photon (polarisation and OAM) was demonstrated [53, 54].

Here, we demonstrate experimentally teleportation of orbital angular momentum
qubits. As teleportation is a necessary consequence of entanglement swapping, we
use the data from Chapter 3. We also discuss the possibility of partial and full

teleportation of high-dimensional states.

4.4 Theory

Recall the general concept of teleportation as described in Section 1.5.3. Bob has a
quantum state a|H)p + 3|V)p that he would like Delilah to have; see Fig. 1.18. He
also has a pair of entangled photons in the state | U )p¢ to facilitate this. Bob sends
photon D to Delilah and performs a Bell measurement on the remaining photons B
and C. If Bob chooses to project only onto the |[¥~) Bell state and Delilah does not
apply the final unitary on her photon, then we expect the state %(a!H)D — 6|V>D)
in Delilah’s photon.

Here we will examine the same scenario, but we will examine the orbital angu-
lar momentum of light instead of the polarisation state. When dealing with the
polarisation of photons, a two-dimensional state space, a Bell measurement is typi-
cally accomplished using a beamsplitter; a coincidence between the two output ports
indicates that particles B and C are in the anti-symmetric state |¥~). In a high-
dimensional system such as OAM, there exists more than one anti-symmetric state;
therefore, combining photons B and C on a beamsplitter and postselecting on co-
incidences projects the two photons into one of several anti-symmetric states. This
results in transmission of the complete but scrambled quantum information from
photon B to photon D. We will explain what “complete” and “scrambled” mean in

the context of quantum information in this chapter.

We begin with a general superposition of OAM states in photon B > a,,|m)z,
which we would like to teleport, and a high-dimensional entangled state in photons

C and D:
) =D amlm)s @ > cll)c| — O)p. (4.1)

Recall the action of the anti—symmetric state filter
’@B ’ ! <’€>C ’@B) (1 2)
\/§ .

00— —=(10c +105). (4.3)
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Applying the filter to photons B and C in this state, we obtain

) = ap|m)s @ Zcew)d —O)p

m

O f(|m>c—|m)®Zce%(l€c+|f>)' .
14

= ’CZZ 2% (Im)ole)s = ImdslOic )| = O
[Yout) = 7 Em: ; amce|¥y,,)8c| — O)p. (4.4)

We can then trace out photons B and C to obtain the state of photon D:

o —ZZZ Sl ([our) (Youl ) e

n =1

:ZZ \Ijl:n’BC(hpout <wout‘)’\p]:n>BC
=Z<\Ifzn|3c(% 3 3 Wi~
kn
ZZ@ VlBe(— \D)!%MBC

IC2
- 9 Z Z Z amachc;(éuénm - 5km5nf)(5pk5qn - 5pn5kq)| —O)p(—plp

kn mf qp
]CZ
- 7 Z Z amachcz(dpqum - 5pm5q€ - 5pm5q€ + 5p€5qm)| - €>D<_p|D
ml  qp
= K? Z <|am|2|0e|2| — O)p{—L|p — amajcicy,| — €>D(—mID). (4.5)
ml

The diagonal elements in this density matrix are |c,*(1 — |a¢|?), while the off-
diagonal elements are of the form —a,,a;c,c’, = —|an||as|cict,e =) Thus in the
case of a uniform OAM distribution (¢, = ¢,,), performing tomography on the state
of photon D reveals full information about the coefficients a,, of the initial state
to be teleported. While this is not true teleportation, the information has been

transmitted partially intact and can be recovered, which is an intriguing result.
In the case of a two-dimensional subspace with OAM /£, k, this reduces to
o = ;c2(|ag|2|c£|2| — O)p(—{p — agajeec;] — Op{—{|p
+ lael?|ex | = k)p{~klp — aragercy] — k)p(~p
+ lag*|e?| = Op{~Llp — arajcecy] — On(—klp
o+ laPlex 2] = B)n{—klp — arazerci| — Ko (ki)
— K2 (I 2lecl?| = (o — axaieci] — (ki

— agayorcy| — kyp(—Llp + |ae|*|cxl?] — k>D<—’€\D>- (4.6)
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D 5P

Figure 4.1: Teleportation using remote state preparation. The state of photon
B is prepared by performing a projective measurement on photon A. The state of

photon B is then teleported to photon D using a Bell measurement on photons B
and C.

We can use a Dove prism to reverse the sign of the OAMs and return the photon to

the original basis:

pb = MDOVepDMIJgove

::<§:|—ﬂﬁD@nb)pn(Ejhwné—mD>
= K Z Z | - m>D<|ak|2|Cé|25m—e5—zn — AR ApCeCLOm—10—kn

— g CECy om0 + |a£|2lck|25m—k5—kn> (=nlp
= K (JanPleel?| 0 Elp — arazeeci )kl
— agagcrcy |k)p (¢l + |aé\2|6k|2!k>D<k|D>- (4.7)
The original state can then be recovered using the unitary operation o,
pb = oypho)
= (#10)n{klp — ko (€lo ) o (11000 Kl — ilk)n (el
— K2 (lax 2lee 1K) (kl + axaieec ko (€l
+ adierci|)n (klp + adPlen* 100 (Clp ). (4.8)

In the case that we begin with a maximally entangled state, i.e., ¢; = ¢ = 1/V/2,
we obtain the exact original state, thus achieving full teleportation in any two-

dimensional subspace.

4.5 Experiment

As teleportation is necessarily a consequence of entanglement swapping, we use the

same data acquired in Chapter 3. Thus our experimental setup is described in detail
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in Section 3.5 and shown in Fig. 3.4.

In our particular system, we use remote state preparation as described in Section
1.4.4 to prepare photon B in the desired state. To this end, we require a fourth
photon, A, to begin entangled with photon B, as shown in Fig. 4.1. This changes

the above equations as follows for our experimental implementation.

Consider the initial four-photon state

T) =) alf)al = Op @Y alk)c| — k)p. (4.9)

4

We prepare the state of photon B using remote state preparation by projecting

photon A into the state |¢)a = a|q)a + S|p)s. This acts on the overall state as
1Al = (*(gla + 8 (1) D erlal = 00 @ 3 aulk)e] Ko
¢ k
= ZCg(oz*éqd —O)p + 0| — £>B> ® chuﬁ)C‘ — k)p
¢ k

= (an*\ —q)p + B8] — p>B) @Y clk)c| — k)p. (4.10)

In the ideal case of ¢; = 1/ v/d when measuring a d-dimensional subspace, photon B

is now in the state a*| — ¢)g + 5*| — p)s, which is the state we would like to teleport.

We then project photons B and C into the relevant anti-symmetric state using
the HOM filter

(wZ,_,lec (cqa*| —q@)p + 0| — p>B> ® ch\@c\ —k)p
%

= %<<_p|B<_Q|C - <—CI!B<—P|C) (an*| —q)p + 68" — p>B> ® ch\k>c| —k)p

1
=—= >~ en (a0l = B)p — cp0"0 il — K)p)
V2 s
1 * *
- 7 (cqc_qﬁ l¢)p — cpe_pax |p>D>. (4.11)
Again, in the ideal case that ¢; =1/ V/d, this implements the operation

a'| —q) + 87| = p)s = B[g)p — &"[p)p. (4.12)

The original state can then be recovered using a Dove prism and o, operation,

resulting in teleportation of the state in photon B to photon D.

4.6 Results

We examine six two-dimensional subspaces: ¢ = +1; £ = £2; { = 1,2; { = —1,2;

¢=1,-2; and ¢ = —1,—2. In each subspace, we measure six resultant states: |(;),
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Figure 4.2: Teleported qubit states. We compare the theoretically expected den-
sity matrices (first column real, second column imaginary) to the measured density
matrices (third column real, fourth column imaginary) for six input states in the
subspace ¢ = £1. The six states are | — 1) (a-b), |1) (c-d), (| — 1) + [1))/V/2 (e-f),
(I = 1) +il1))/v2 (gh), (I =1) = [1))/v2 (i), and (] = 1) —i[1))/v2 (k-1).

[62), (102) +162)) /2, ([6) +ilb2)) /V2, ([6) = [€2)) /V/2, and (61) —ilt2)) /2. We

obtained all these data in our entanglement swapping experiment in Chapter 3.

As we do not transform the resulting state using a Dove prism and o, operation,
we perform quantum state tomography on photon D when it is in the state of
Eq. (4.11). We show the reconstructed density matrices for the subspace ¢ = £1 in
Fig. 4.2.

We calculate the fidelity between the measured state and the expected state.
The fidelities each of the six states in each subspace are shown in Tables 4.1 and
4.2, and the average fidelities of all six states in each subspace are shown in Table
4.3.
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State

BS Fidelity

Raw Fidelity

| —1) 0.85 4 0.03 0.71 4 0.03

1) 0.82 & 0.04 0.69 & 0.03

(=1 +1))/vV2  0.999 +0.005 0.76 4 0.04
(-1 + @|1 )/f 0.81 £ 0.05 0.68 + 0.04
(I-1)—1))/Vv2 0.83 £ 0.04 0.69 £ 0.03
(]-1) —211 )/f 0.93 & 0.03 0.75 4 0.03
| —2) 0.96 + 0.03 0.67 & 0.05

|2> 0.90 & 0.05 0.67 4 0.05
(1-2)+12)/v2 0.74 +0.10 0.58 & 0.06
(1 +z\2 )/\f 0.96 + 0.03 0.75 4 0.05
(] - 12))/v2 0.97 & 0.03 0.70 & 0.06
(|- 2) —2]2) 0.86 4= 0.07 0.63 4 0.06
1) 0.95 + 0.03 0.77 4 0.05

12) 0.69 & 0.07 0.56 & 0.05

(11) +12))/v2 0.84 4 0.05 0.65 & 0.04
(11) +4|2) )/ 0.83 £ 0.05 0.67 £ 0.05
(11) —12))/v2 0.78 +£0.07 0.62 +0.04
(11) —i[2))/v2 0.93 £ 0.04 0.71 £ 0.04

Table 4.1: Fidelity of teleported qubits. We calculate fidelity for the states
reconstructed from background-subtracted counts and the states reconstructed from

raw counts for the six states of interest in each subspace. (Subspaces ¢ = £1; ¢ = £2;
and ¢ =1,2.)
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BS Fidelity

Raw Fidelity

| — 1) 0.62 4 0.09 0.79 £ 0.11

2) 0.79 +0.15 0.53 4+ 0.11
(I-1)+2)/v2 0.84 +0.06 0.69 +0.08
(|- —|—z|2 )/f 0.91 4+ 0.06 0.67 +0.10
(|- 12))/v2 0.89 4 0.05 0.71 + 0.09
(|- 1) —i2) )/\f 0.82 £ 0.10 0.64 £ 0.10
| —2) 0.65 4 0.04 0.53 +0.03

1) 0.98 +0.01 0.76 4+ 0.04
(1-2)+11))/v2 0.84 +0.03 0.67 4 0.03
(] —2) —|—2|1 )/\/‘ 0.98 £ 0.01 0.72 £ 0.03
(1-2)—[1))/v2 0.88 +0.04 0.64 £ 0.04
(1—2) —il1))/V2 0.88 4 0.04 0.66 4 0.04
| —2) 0.94 4+ 0.04 0.60 % 0.06

| — 1) 0.99 + 0.02 0.89 4 0.04
(|—-2)+]—-1))/V2 0.97 £ 0.02 0.77 £ 0.04
(|—2)+i—1))/vV2  0.88%£0.06 0.66 + 0.05
(1-2)—1-1))/v2 0.78 £ 0.06 0.65 £ 0.06
(|—2)—1d—1))/v2  0.96+0.02 0.74 £ 0.04

Table 4.2: Fidelity of teleported qubits (continued). We calculate fidelity for
the states reconstructed from background-subtracted counts and the states recon-

structed from raw counts for the six states of interest in each subspace. (Subspaces
(=-1,2,0=1,-2;and { = —1,-2.)

Subspace BS Fidelity Raw Fidelity
+1 0.87 £0.07 0.71 +£0.04
+2 0.90 £ 0.09 0.67 £ 0.06
1,2 0.84 +0.09 0.66 £ 0.07

—1,2 0.81 £0.10 0.67 £0.08
1,-2 0.87£0.12 0.67 £0.08
—-1,-2 0.92 £ 0.08 0.72£0.10

Table 4.3: Average fidelities of teleported qubits. The average fidelity of the

six states in each subspace, for the background-subtracted and raw data.
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We would like to ensure that our quantum teleportation exceeds any teleporta-
tion possible classically. Classical teleportation consists of estimating a state based
on a single measurement. While it is possible to guess correctly occasionally and
obtain 100% fidelity, on average the best fidelity attainable is 2/(d+1) for dimension
d [147]. In the single-qubit case, this means quantum teleportation must exceed 67%

fidelity in order to beat classical teleportation.

As seen in Table 4.1, all of our background-subtracted density matrices in sub-
space ¢ = £1 have fidelities several standard deviations above the classical limit. In
particular, the fidelity of the state (| — 1) +|1))/v/2 is an astonishing 650 above the
classical limit. This is clearly an artefact of the background subtraction method, im-
plying that perhaps our estimation of the background counts is a bit optimistic. Of
the density matrices in subspace ¢ = 41 reconstructed directly from the raw counts,
only some have fidelities one or more standard deviations above the classical limit.
This indicates that the sources of noise in our experiment need to be significantly
better controlled for the system to be useful for teleportation, as we cannot perform

background subtraction in an actual application of teleportation.

As seen in the remainder of Table 4.1 and in Table 4.2, the remaining subspaces
have mixed results. Fidelities of states with { = —2 or ¢ = 2 typically have lower
fidelities and larger standard deviations; this is due to the narrow OAM distribution
and thus low count rates detected in ¢ = 42. This can be most clearly seen in
subspace ¢ = 1,2 in Table 4.1; the state |1) performs quite well (0.95 4 0.03), while
the remaining states, all of which have a component in state |2), have lower fidelities.

This could be resolved using entanglement concentration [110].

An interesting difference is observed between the fidelities of the same states as
measured in different subspaces. For example, consider the state |1) as measured
in the ¢ = £1 subspace (the third row in Table 4.1); this state has BS fidelity
0.8240.04. Conversely, the same state |1) as measured in the ¢ = 1,2 subspace (the
fourteenth row in Table 4.1) has a BS fidelity of 0.95 £ 0.03. This drastic difference

is also apparent in the raw fidelities.

The reason for this is the non-uniform OAM distribution in our experiment.
The states |1) and | — 1) have approximately equal count rates, while the state |2)
produces a quarter of the counts of |1). Thus, even if we are teleporting the state
|1) at 82% fidelity, the |2) measurement can only produce a quarter of the 18% of
the total counts we would expect in this case. This artificially inflates the fidelity
of the state |1) in this subspace. Similarly, the state |2) has only 69% fidelity in the
¢ = 1,2 subspace, while it has 90% fidelity in the ¢ = £2 subspace, which is caused
by the same effect. For this reason, it is likely that the fidelities calculated in the
¢ = £1 and ¢ = 42 subspaces are the most accurate, as these were measured with

similar count rates for all basis states.
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Note that we calculate our standard deviation under the assumption that both
the raw counts and the background-subtracted counts follow a Poisson distribution.
We simulate each count rate 100 different times with a Poisson distribution centred
at the measured count rate. We reconstruct the density matrices each time and

calculate the corresponding fidelity, then take the standard deviation of the results.

For the remaining subspaces, the average fidelities for the background-subtracted
data as shown in Table 4.3 are between one and four standard deviations above the
classical limit. The average fidelities for the raw data are not significantly above the
classical limit; however, it is important to note that these are averages and some

individual density matrices will have fidelities significantly above the classical limit.

4.7 Conclusions

We have demonstrated quantum teleportation for two-dimensional OAM states of
light using a beamsplitter and mirrors to filter two-dimensional anti-symmetric
states. We have also described the action of the anti-symmetric filter on high-
dimensional OAM states, concluding that it results in transmission of the informa-
tion, but not in the usual definition of teleportation. The solution to this is to use
a high-dimensional anti-symmetric state filter, which could take the form of sum
frequency generation using the two photons involved in the measurement. This idea
is detailed for entanglement swapping in Section 3.8, but it could be applied in the
same fashion for teleportation purposes. In fact, it would be more feasible for tele-
portation as the information to be teleported need not necessarily be imprinted on a
heralded single photon; a weak coherent source will do. This would greatly increase

the probability of sum frequency generation occurring.
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Chapter 5

Ghost Imaging Using Photons
that Have Not Interacted

5.1 Notes and Acknowledgements

In this chapter, we demonstrate ghost imaging using two photons that have never
interacted. The correlations that enable this arise from entanglement swapping and

result in a contrast-reversed image.

The work in this chapter formed part of a collaboration with colleagues from

South Africa. A manuscript is being prepared for publication:

M. Agnew, F. Zhu, N. Bornman, A. Valles, D. Faccio, A. Forbes, J. Leach, Ghost

imaging using photons that have not interacted, in preparation.
Contributions to this chapter are as follows:

MA and JL performed the experiment. MA performed the data analysis. MA
and NB provided the theoretical framework. JL and AF supervised the project, and
the idea was conceived by JL and AF. The text in this thesis was written exclusively
by MA.
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5.2 Overview

Ghost imaging is an intriguing phenomenon that results in an image of an object
by detecting the light from the object using a detector with no spatial information.
This is accomplished using correlations with the light to infer the result. Here we
demonstrate ghost imaging using two photons that have not interacted at all; in this
case, the correlations come from swapping the entanglement of two separate pairs
of entangled photons. The nature of the entanglement swapping results in contrast

reversal of the detected image.

5.3 Background

Ghost imaging refers to the ability to obtain an image using spatial information
from light that has not directly interacted with the object being imaged. The first
realisation of this used light generated by SPDC [49]. An object was placed in
the path of the signal photon, and the resulting light was detected using a bucket
detector. A bucket detector contains no spatial information, meaning that an image
of the object could not be recovered with the signal photon alone. Simultaneously,
the idler photon, with no object in its path, was detected with a spatially resolving
detector, which in this case was a fibre tip scanned in the detection plane. As the
idler photon did not interact with the object, the image of the object could not
be recovered with the idler photon alone. However, the combination of the two

detectors yields an image using coincidence detection.

This first paper sparked the idea that ghost imaging was a quantum phenomenon,
though the authors did concede that the effect might also occur with a classical
source. Since this first paper, it has become clear that ghost imaging occurs with
both quantum [148-153] and classical [50, 154-159] light. In fact, it is not even
necessary to have two correlated light beams; only the information about the spatial
structure of the light beam is required [160-164].

Regardless of the physical implementation of the ghost imaging setup, the math-
ematics are the same. All that is required is the signal from a bucket detector after
light passes through the object, which we will denote .S, as well as information about
the light incident on the object, which we will denote M. The latter information is

determined in a different way in each implementation, as seen in Fig. 5.1.

For the SPDC implementation (Fig. 5.1(a)), the incident light information is
obtained using a coincidence signal between the signal arm and the idler arm. The
spatially-resolving detector indicates the position of the light in the idler arm, which

reveals the position of the light in the signal arm, thus providing M.
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Figure 5.1: Methods of ghost imaging. (a) Quantum ghost imaging with SPDC
source. (b) Thermal ghost imaging with speckle patterns. (¢) Computational ghost

imaging.
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Figure 5.2: Two-photon vs. four-photon ghost imaging. (a) Two-photon
ghost imaging. (b) Four-photon ghost imaging enabled by entanglement swapping.

For the thermal implementation (Fig. 5.1(b)), M is similarly obtained using the
coincidence signal between the object arm and the non-object arm. A camera placed
in the non-object arm provides information about the speckle pattern M that is also

incident on the object.

For the computational implementation (Fig. 5.1(c)), a computer is controlling
the structure of the light incident on the object. M is then the mask placed on the

light-structuring device.

In all cases, by running the experiment many times with different illuminations

M; producing different signals S;, we can reconstruct the object O using

0=> MS,. (5.1)

Here we use the principal of ghost imaging in a quantum system with correla-
tions between two photons that have never interacted. This is accomplished via
entanglement swapping of two separate pairs of entangled photons; by performing
a Bell measurement on one photon from each pair, the two other photons become
entangled despite never having interacted. We can then use these photons to pro-
duce a contrast-reversed ghost image. See Fig. 5.2 for a comparison of two-photon

and four-photon ghost imaging.
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5.4 Theory

We start with two SPDC sources producing pairs of entangled photons, the first
pair in paths A and B and the second in paths C and D. We are interested in the
position basis in this chapter. Since experimentally we can only measure discrete
positions, we divide the area of interest into d; x dy pixels. Each area spanning
horizontal positions w;_; to x; and vertical positions y;_; to y; in arm k can be
represented as |z;,y;)k, where we set 29 = yo = 0 and {1,1} < {i,j} < {di, d>}.
In order to reduce the number of indices used, we will write |z;,y,)x as |¢), where
qg=7j+ds(i—1),1 <qg<dandd= didy. Then the spatial state of the photons

can be written

Wo) =D cola)ala)s @) eplp)clp)p, (5.2)

where |¢,|? is the probability of finding both photons in block g.

The anti-symmetric state filter acts on the position basis in the same way as the
OAM basis as discussed in Chapters 2 and 3:

! 1 (1 1 !
()= ) )

This can be re-written in terms of the position states of photons B and C before
and after the filter

lg)s — %(@c ~ la}s) (5.4)
e = (lahe+ lan). (55)

Applying this transformation to the initial state, we obtain

d2
filter

wo) 5 3" clgha == (b = lahn) @fjcp%omcﬂpm)rmn

=33 “G¥aa(lalclple + laclphs = laslrlc ~ slp)s) o
I 32 o (Islale — ahslple o, (556)

where we have postselected on four-fold coincidences.
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Tracing out photons B and C, we obtain the density matrix of photons A and D

a2 d? d? a2
a0 =32 D (m(nl K}j}jcwﬂq )a(Ip)slae — la)n @m)@b]
wzz”wqwm4mwmhmm

d2 d2 d2 d2 d2 d2

ZZZZZZ%WMWHMD

m=1n=1 ¢g=1 p=1 s=1 t=1

% (B = bmadup ) (Smdon — domin)
2 2P

|’C|2 ZZZZCqCpC Cth ’p> < ’A<t|D<6tp63q — (Ssp(;té‘()

q=1 p=1 s=1 t=1

— @ Z Z |Cq|2|0p|2(|Q>A<Q|A|P>D(p|D — |q>A<p|A|p)D<q|D>, (5.7)

Now we place an object in the path of photon A whose position state corresponds
to [obj)a = ijzl am|m)a. Then the state of photon D is

pp = (objapaplobj)a
d?  d?

K
'2'22 §j§jwﬂwa(m alalalp)o (Pl
m=1 q=1 p=1
— lg)a(plalp)p Q|D>Zan|n
2 d> d

S 555 el (Gl — o)

m=1n=1 g=1 p=1

]Cz a2  d? )
= % Z Z ’Cq’2‘0p|2<‘aq’2‘p>1)<p’]) — aqap\pb(qh)). (58)

g=1 p=1

Now let us examine a simple projective measurement of the intensity of photon D
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at position m:

(mipotm) = m1 S S5 iy 2 (lag 2ol — e ) al) )

d2

IK|? - 20 . 12 2 *
= TZZ|C‘1| |cp] <|aq| 5mp5pm_aqap5mp54m>

g=1 p=1

d2
> leqlPlemlPlagl® - Icm|2!cm|2\am|2]
q=1

2

K2 |enl? | &
_ Kfen” |2m| [Z leql*lagl® = lem*|am/?

q=1

d2

P e ?
-5 Z |Cq|2’aq|2- (5.9)

q=1,g#m

_IKP
2

From this we see that there will only be intensity observed in photon D at position
m if any |agzm|* > 0. This results in a contrast-reversed image of the object, with

slight variations if the OAM distribution |c,|? is not uniform.

5.5 Experiment

Our experimental setup is identical to that used in Chapter 3 and consists of a
Ti:sapphire laser at a wavelength of 808 nm and a repetition rate of 80 MHz (see
Fig. 3.4). We pump a 0.5-mm-thick S-barium borate (BBO) crystal to produce 360
mW of upconverted light at 404 nm. This light then pumps two BBO crystals, each
1 mm thick, to produce downconverted entangled photons, labelled A and B from
crystal 1 and C and D from crystal 2. We filter the downconversion immediately
after the crystal using 20-nm bandpass filters centred at 810 nm. Additionally we
later filter photons B and C with 3-nm bandpass filters centred at 808 nm to ensure
a good HOM dip visibility.

In order to produce correlations between photons A and D, we interfere photons
B and C on a beamsplitter. Using a translation stage in the path of photon B, we can
match the path lengths of photons B and C so that they undergo Hong-Ou-Mandel
interference. This projects their joint state into one of the four two-dimensional
Bell states, from which the anti-symmetric state can be selected by postselecting
on four-fold coincidences. We place an object in arm A, experimentally realised
using a spatial light modulator (SLM); we then use a second SLM in arm D to make

measurements.

The light is collected using single-mode fibres (SMFs) in arms A and D as this

results in very few background counts. However, we use multi-mode fibres (MMFs)
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Figure 5.3: Hong-Ou-Mandel dip. Four-fold coincidence counts as a function of
translation stage position for two cases: contrast-reversed pattern on one SLM (red)
and same pattern on both SLMs (blue). There is no discernible reduction in counts
for the contrast-reversed case, while there is a dip at 6.24 mm with visibility 0.56

for the same-pattern case.

in arms B and C to ensure that we are collecting as many spatial modes as pos-
sible after the interference. The light is detected using single-photon avalanche
diodes (Excelitas SPCM-800-14-FC), and time tagging and coincidence counting is
performed using a Picoquant HydraHarp.

5.6 Results

First, we examine the behaviour of the system with a simple two-pixel image, as
shown in Fig. 5.3. We display an image on SLM A with one half “on” and one
half “off”. On SLM D we display either the same image or the contrast-reversed
image. We then measure the number of four-fold coincidences as we vary the path
length difference between photons B and C. We see a Hong-Ou-Mandel dip in the
case where both SLMs have the same pattern on them, while the coincidences stay
constant in the case where the SLMs have opposite patterns. This indicates contrast

reversal.

We also examine the case of a four-pixel image, with the bottom left quarter of
SLM A illuminated and the remainder dark as in Fig. 5.4(a). On SLM D we scan
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Figure 5.4: Contrast-reversed image. (a) Object image on SLM A. (b) Theoret-
ically predicted image in photon D. (¢) Raw four-fold coincidence counts detected

in photon D. (d) Normalised image in photon D.

through one pixel at a time to obtain four measurements, which are then combined
to determine the total image observed in photon D. As shown in Fig. 5.4(b), we

expect a contrast-reversed image based on Eq. (5.9).

The raw four-fold coincidences are shown in Fig. 5.4(c), and a normalised image
is shown in Fig. 5.4(d). As expected, we obtain a contrast-reversed image in photon
D. To quantify how close our measured image is to the expected image, we compare
the normalised recovered image to the theoretically predicted image using the mean

squared error
| MM

where I(z,y) is the intensity of the measured image at pixel {x,y} and P(x,y) is the
intensity of the predicted image at pixel {x,y}. For our particular predicted image,
the MSE can range from zero for a measured image identical to the prediction and

1/3 for a measured image with no similarity. For our measured image, we obtain

MSE = 0.0078.

5.7 Discussion

The visibility of our dip is 0.56, the low value of which results from the high back-
ground in our experiment. This background is caused by the large numerical aper-

ture of the multi-mode fibres in arms B and C; with many more single counts in
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B and C, we observe more false four-fold coincidences that do not come from ac-
tual correlated events. Background counts typically make up approximately 25% of
the expected coincidence counts, and up to 90% of the coincidences detected in the
middle of the HOM dip, skewing the dip visibility significantly. Using fibres with
smaller cores and minimizing outside sources of infrared light would result in a more

accurate visibility measurement.

Our experiment suffers from low count rates due in large part to measuring a
single pixel at a time. In the case of the two-pixel image, we can at maximum
detect p = 50% of the total single counts at any one time; in the four-pixel case,
that number is 25%. As this reduction occurs in both arms A and D, and because
the detection of these modes also reduces the counts in arms B and C by the same
amount, we see a p* reduction in the four-fold coincidences, which in the four-pixel
case is a factor of 0.004. For this reason, increasing the resolution of the image

makes it prohibitively time-consuming to obtain sufficient counts.

This experiment constitutes the first implementation of ghost imaging using
independent photons. While we do use the same laser to produce both pairs of

entangled photons, the result would be identical using two different lasers.

5.7.1 Expected Counts

During the course of our experiment, we estimated the number of four-fold coinci-
dences expected based on the number of two-fold coincidences observed. We use a
similar calculation to that used in Chapter 3:

1
R

However, the number of expected four-folds was consistently higher than the number

Cyw = (CABCCD + CAccBD) . (5.11)

of measured four-folds. The expected counts should be identical (within error) to
the measured counts outside the HOM dip. (Obviously the measured counts inside
the dip should be lower than the expected counts due to the interference.) As seen
in Fig. 5.5, the measured counts outside the dip never reach the level of the expected

counts.

Ideally, the cause of this discrepancy could be isolated, and the calculation of
expected counts could be adjusted accordingly; however, we were unable to isolate
the specific cause. To attempt to isolate the cause, we performed a measurement at
several different pump powers and observed a variation in the discrepancy between
measured and expected counts. As seen in Fig. 5.6, the gap widens when the power

of the UV pump is increased.

To mitigate the effects of pump power, we sought to select a power at which

to perform the experiment that minimised the discrepancy; however, selecting too
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Figure 5.6: Coincidences vs. UV pump power. The measured four-fold coin-
cidences are shown in blue, while the corresponding expected four-fold coincidences
are shown in red. Vertical error bars correspond to Poisson statistics, while hori-

zontal error bars correspond to the uncertainty on the power meter.

low a pump power would result in very long integration times required to obtain
sufficient statistics. As an attempt to balance these two competing goals, the final
data was taken at 360 mW.

We also observe a variation in the number of expected counts based on which
pixel is being measured. This is due to a variation in the number of two-way co-
incidences measured at each pixel, which can occur when the light is not perfectly

centred on the hologram.

Prior to performing the experiment, we align the hologram to the light using the
computer to ensure that we see equal two-way coincidences on all pixels. However,
due to the low count rates, the experiment runs for 24+ hours, leaving ample time
for the light to drift. Even a slight drift off centre can cause a significant variation in
the expected counts. This could be rectified by periodically realigning the hologram

programatically, though this was not done in our experiment.
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compared to expected counts (red) based on pixel measured. The expected counts
vary but by less than the measured counts. (b) The reconstructed image based on
the ratio between measured and expected counts. We still see contrast reversal, but

with slightly lower contrast.

As we do observe a variation in the expected counts, we must ensure that this
has not affected the result; i.e., do the expected counts form the same pattern as the
measured counts, invalidating our data? Figure 5.7(a) shows the number of expected
counts compared to the measured counts for each pixel. Both sets of counts show
the same trend, though the expected counts vary less than the measured counts.
To confirm that the measured effect is real, we use the ratio between the measured
counts and the expected counts to reconstruct the image. As shown in Fig. 5.7(b),
we still see distinct contrast reversal, albeit at a slightly lower contrast than the

regular reconstructed image. This indicates that the effect is likely to be real.
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Chapter 6
Conclusions

Spatial states of light have great potential in quantum information applications, par-
ticularly in quantum communication. This is due in large part to the fact that there
exist in principle infinite spatial modes, allowing for large information capacity per
photon. However, there is significant progress to be made in the implementation of
quantum processes that are required for communication in high-dimensional spatial

states.

Entanglement swapping and teleportation play a key role in quantum communi-
cation, allowing information to be transferred over longer distances. They are a key
component in quantum repeaters, which allow the implementation of networks for
long-distance communcation. Thus, developing these technologies for spatial states

of light is integral to using such states in practical applications.

One current limitation in this area is the scalability of the system. The count
rates rely on the efficiency of generation and detection of each OAM mode, which
is typically lower for larger OAM. In our particular case of detecting four-photon
coincidences, the count rates scale as a power of four, i.e., if the efficiency of a single
photon event is 7, then the efficiency of a four-photon coincidence event is n*. This
drastically reduces the count rates as well as the signal-to-noise ratios, resulting
in long measurement times and large errors. This could be overcome in a number
of ways; for example, superconducting nanowire detectors can have an efficiency
> 95%), which would be an enormous improvement over the photon detectors used
in this work, which had an efficiency of ~ 60%. Increasing the generation efficiency
would also greatly improve our count rates; for example, periodically poled KTP
crystal has a higher downconversion efficiency than BBO, though it also has a lower

damage threshold, which would partially limit the improvement.

In this thesis, we began with the main component for teleportation of pho-
ton states: Hong-Ou-Mandel interference in a beamsplitter. We confirmed that
this component produces the desired filtering of anti-symmetric spatial states when

postselected for one photon in each output mode.
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We then placed this component in a four-photon system, interfering two of the
photons, one from each entangled pair. We then used the interference to entangle the
two outer photons, accomplishing entanglement swapping of two-dimensional spatial
states of light. This simultaneously accomplishes teleportation of two-dimensional

spatial states as well.

However, for high-dimensional spatial states, this interference does not produce
pure entanglement swapping or teleportation. To do this, we require a method
for projecting into high-dimensional anti-symmetric states. We proposed one such
method that was outside the scope of this thesis but would theoretically produce

the desired result.

Finally, we used the entanglement created between the two non-interacting pho-
tons to perform ghost imaging. Due to the unique behaviour of the interference
between these states, we obtain a contrast-reversed ghost image. This represents
the first realisation of ghost imaging in a four-photon system, and the first instance

of ghost imaging wherein the two photons involved truly never interacted.
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Appendix A

Aligning a four-photon system

A large portion of the work that went into this thesis consisted of aligning and re-
aligning a four-photon system. Spending several years optimising a system provides
a wealth of knowledge that will quickly become useless unless passed on. Here I will
provide an outline of the steps needed to align two pairs of entangled photons and

interfere one from each pair on a beamsplitter.

A.1 Upconversion

The first component of the system is the nonlinear crystal used for upconversion of
the infrared light. In this case we use a 0.5-mm-thick BBO crystal, but any crystal
phase-matched for the appropriate wavelength will do. For BBO, phase-matching
is controlled by the angle of incidence of the light. Both the horizontal and vertical
angles of the crystal can be tuned to maximize the UV output as measured at a

power meter.

The light is focused into the crystal to increase the upconversion efficiency; how-
ever, the birefringence in the crystal causes ellipticity in the beam if the focusing
is too strong, so we chose a focal length of 75 mm. The crystal should be aligned
exactly in the focus. This is made easier by placing the crystal on a translation
stage; the z position can then be tuned to maximize UV output as measured at a

power meter.

After the crystal, the remaining infrared light is filtered out using two consecutive
bandpass filters centred at 405 nm. As we believe most of the background noise in
the experiment arose from leftover infrared pump beam, I would advise perhaps an

additional filter or some better means by which to remove the excess light.

The UV beam is then focused into a 100-um circular aperture in order to remove
any ellipticity produced by the focusing through the upconversion crystal. We placed

the aperture on a three-axis translation stage and looked at the output with a
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camera. We aligned the aperture such that we obtained as circular a beam as
possible while still being close enough to the focus that we did not produce significant
diffraction effects. Ideally, we would have used a smaller aperture as we were not
able to cut out all of the elliptical artefacts, but who has time to order and replace

new parts when you’re on a deadline?

We then re-collimated the light using a 50-mm lens, chosen to slightly reduce
the beam waist. The collimated light is then propagated to the first of the two
downconversion crystals. At this point it can be helpful to introduce two or more
alignment apertures set to the height of the intended collection optics. Ensuring
the light exits each newly added mirror and lens parallel to the optical table at the

correct height makes later alignment much easier.

Once again, we used BBO crystals for the downconversion, but for both crystals
we increased the thickness to 1 mm each in order to increase count rates. Even
thicker crystals could further increase counts, but this runs the risk of introducing
too much dispersion and jitter, rendering the downconverted photons from different
crystals more difficult to interfere. Another possibility for increasing count rates is
the use of ppKTP crystals; however, the lower damage threshold for input power is
a concern. Determining experimentally the ideal crystals to use would have been an
interesting area to explore had we not been confined to the oppressive publication-

churning machinations of modern academia.

After aligning the UV pump roughly through the first BBO crystal, a dichroic
mirror is placed at 45° in the beam such that the UV is reflected through a second
BBO crystal. We chose to place the second BBO 30 cm from the first as this allows
for easy path length matching. The downconverted light from the first crystal must
travel the same distance to the beamsplitter as the sum of the distance the UV light
travels between the first and second crystal and the distance the downconverted
light travels from the second crystal to the beamsplitter. We also must image the
downconverted light from each crystal to the beamsplitter, requiring two different
2 f1-2f5 systems that produce the same magnification. The choice of a 30-cm separa-
tion between the crystals enables us to use the convenient focal lengths of f; = 200
mm, f, = 400 mm for the first crystal and f; = 150 mm, f; = 300 mm for the

second crystal.

A.2 Downconversion
We will now discuss the alignment of downconverted light from the first crystal; the

alignment of the downconversion from the second crystal is much the same, with

slightly different focal lengths as stated above.

114



In order to ensure downconversion is happening in the crystal, we image the light
using a Thorlabs CMOS camera with an 810-nm bandpass filter affixed to it. It is
easiest to first image the far-field of the downconverted light as it has a distinctive
shape that can be manipulated by adjusting the BBO crystal, thus confirming it is
in fact downconverted light and not stray background light.

We place a 200-mm lens 200 mm after the crystal. This produces the far-field of
the light 200 mm after the lens. The light can be hard to find as it is so dim and
can be quite dispersed if the phase-matching is not quite right, so we place a small
Allen key in the position at which we expect to find the far-field. We then image
the Allen key by placing the camera ~ 200 mm away, with a short-focal-length lens
(e.g., 60 mm) close to the camera. Depending on the size of the camera sensor and

the intensity of the downconversion, different focal lengths may have to be used.

It can be helpful to place an iPhone (technically an Android phone would work
too, but why would you bother with those?) with its screen turned on leaning against
the Allen key and facing the camera; the correct plane to image can then be found
easily by moving the lens to obtain a good focused image of the screen. Removing
the iPhone, hopefully we see a ring shape of light. If we don’t, and we are confident
we are imaging the correct plane, tuning the angle of the BBO should produce
downconversion. All three angles are fair game: the crystal axis must be correctly
aligned to the polarisation of the light, and the pitch and yaw must be adjusted so
that the light strikes the crystal at the correct angle for phase-matching.

After finding the far field of the downconverted light, the Allen key can be
removed, and we adjust the angle of the crystal until we can only just see a dip
in intensity in the middle of the beam. This slightly noncollinear phase-matching
results in the highest concentration of photons per square millimetre in our ring,

whilst still spatially separating the photon pairs.

It is also a good idea at this time to image the light in the plane of the crystal
as well. This can be done by simply moving the camera and lens closer to where
the Allen key was. If the 60-mm lens is 60 mm from the far-field and 60 mm from
the camera, this implements a 2 f;-2f, imaging system. This allows us to check that

the downconversion at the crystal is a Gaussian beam.

Now to facilitate later alignment, we place two large apertures in the path of
the downconversion, as shown in Fig. A.1. The apertures are placed a sufficient
distance from the crystal so that a ring is observed, and therefore the signal and
idler photons pass though different irises. Each iris should be placed such that it is
vertically centred, and horizontally centred on the brightest part of one side of the
ring. The irises must be large enough that when fully opened they do not impact

the propagation of the light.

The photon pairs must now be separated. We place a D-shaped mirror in the
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(b)

(c)

Figure A.1: Alignment apertures. (a) Both apertures open. (b) Signal aperture
closed down to allow a small circle of light through for alignment. (c¢) Idler aperture

similarly closed down for alignment.
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beam as close to the far-field as is possible, though precise positioning is not as
important here as one might think. It is very helpful for diagnostic purposes to
place the mirror on a translation stage such that it can easily be moved in and out
of the beam. The D-mirror should perfectly split the downconverted light down the
middle; this can be ensured by imaging the full ring with a camera. Determine on
the camera where the centre line of the ring is, place your cursor in that position,
and move the D-mirror in from one side until it is aligned with your cursor. It may
look as though it is not a perfect semi-circle, but that is often simply an optical
illusion; if you have followed the procedure correctly, it is likely aligned correctly.
This can be double-checked if needed by taking a screenshot of one semi-circle and

then imaging the other semi-circle for comparison.

Shortly after the D-mirror, we place an aperture in each path as an alignment
aid. As before, the aperture should be vertically centred, and horizontally centred
on the brightest point in the semi-circle. This can be ensured by closing down the
relevant aperture near the crystal, imaging the new aperture on the camera, and
aligning the new aperture to the light getting through the crystal aperture. It is
imperative this alignment is correct, as this two-aperture alignment system will be

used extensively for future alignment and re-alignment of the setup.

We label the beam farthest from the second crystal photon A, which will not
undergo Hong-Ou-Mandel interference. We place a 400-mm lens 400 mm from the
far-field and another 400 mm from SLM A. It is helpful to image the SLM with a
camera to ensure that the light is perfectly in focus at the SLM.

With the other photon, labelled B, we place a translation stage with two mirrors
on it, each at 45° to the beam and at 90° to each other, immediately after the
aperture. This will enable precise path difference alignment later on. It is best to
have the translation stage in the middle of its travel for the moment and attempt to
place a 400-mm lens 400 mm from the far-field under this condition. We then place
a beamsplitter 400 mm after the lens as well, with the beam incident on one plane
of the beamsplitter at 90°.

It is worth pointing out that we will require two mirrors for alignment between
the second aperture and the beamsplitter in arm B, and between the second aperture
and the SLM in arm A. Preferably these mirrors would be a good distance apart in
order to provide uncoupled adjustment of the beam angle and position. The mirrors
on the translation stage in arm B should never be adjusted if possible, so two other

mirrors will have to be included.
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A.3 Back-Alignment

At this point, we change perspective and align backwards from our eventual detec-
tion optics. We can place a 400-mm lens 400 mm after the SLM (BS), followed
by our coupling stage 402 mm after the lens. Our coupling stage is a three-axis
precision translation stage with a fibre connector and a 2-mm lens mounted on it.
Once again, we will need at least two mirrors to align the angle and position of the
beam between the SLM (BS) and stage.

We couple an infrared diode laser into the fibre connected to the stage such that
the light propagates out through the 2-mm lens. This light is easier to align due
to its higher intensity; it can be seen using an infrared card rather than requiring a
camera. First we focus the light on the SLM, and then we propagate it back through
the apertures all the way to the crystal. It should be noted that at this time, the
SLM should be off and acting simply as a mirror.

The only rule of back-alignment in this experiment is: do not, under any circum-
stances, touch the mirrors before the second aperture. Assuming you have aligned
correctly up until now, touching those mirrors will only ruin everything. For an
illustration of which mirrors can be touched at what points during alignment, see
Fig. A.2.

Besides that one rule, pretty much everything is fair game. My tendency is to
use the mirrors between the SLM and the stage to get the back-aligned spot in the
middle of the SLM. Then I use the SLM to align to the second aperture, and I use
the mirrors between the second aperture and the SLM to align to the first aperture.
But really, anything goes here. As long as you absolutely do not touch the mirrors

before the second aperture.

A similar back-alignment procedure can be used for arm B. In this case, I use the
mirrors between the BS and the stage to get the back-aligned light going through
the beamsplitter centrally at 90° incidence. If desired, the BS can be placed on the
intersection of two lines of holes, and two apertures placed at each output port to
ensure perfect alignment. Then I use the mirrors between the BS and the second
aperture for alignment: the mirror closest to the BS aligns to the second aperture,

and the mirror farthest from the BS aligns to the first aperture.

A.4 Finding the Coincidences

Of course, we must complete the above procedure for the other crystal as well.
Most importantly, we must ensure that photons B and C overlap extremely well

in the beamsplitter. This can be done by splitting the back-alignment laser with
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Figure A.2: When to touch which mirrors. Green: Upconversion alignment.
Yellow: Downconversion alignment. Red: Alignment of singles and coincidences for
BBO1. Blue: Alignment of singles and coincidences for BBO2. Purple: Alignment

of singles and coincidences for either crystal.

a fibre beamsplitter and sending light back through both stages B and C at once.
Typically, the alignment of arm B will have already been set, so I tend to use the
mirrors between the BS and stage C to overlap the modes. If the alignment has been
done correctly, the light from stage C should end up going through both apertures
in arm B. However, make sure not to touch the mirrors in arm B before the BS to
achieve this, as this will ruin the alignment of photon B. Similarly, the light from
stage B should end up going through both apertures in arm B, as long as the light
from stage C is already aligned to them. It is possible to complete this alignment

well, but it can be tricky.

Once we are reasonably sure that the system is as aligned as it can be by eye,
we place 810-nm filters in front of each of the four stages, to ensure all extraneous
light is removed, and we replace the back-alignment laser with single-mode fibres
connected to single-photon detectors. We use custom software written in LabVIEW
to communicate with the time-tagging system the detectors are plugged into. This
allows us to track in real-time the number of singles, two-way coincidences, and

four-way coincidences in all channels at the same time.

When we first turn on this software, we hope to see single-channel counts in all
four channels. Sometimes the singles can be very low to begin with; if they are so
low that it is unclear if they exist at all above the background, blocking the relevant
beam path with your hand temporarily can resolve that uncertainty. If any of the

channels are lacking counts entirely, the preceding alignment procedures should be
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repeated. If you are really struggling, removing the filters can help to find the

general area of the single counts.

If we are very lucky, we will also observe two-way coincidences immediately upon
turning on the software. However, usually this is not the case. Instead, we must
optimise the single-channel counts individually, keeping a constant eye on the two-
way coincidences as well until we see a small bump — latch on to that bump! Stop

whatever you were doing, and try to make those coincidences grow!

To begin with, it is easiest to optimise the two outer arms, A and D, as they are
completely independent of one another and straightforward to align. The three-axis

stage, the SLM, and any of the mirrors after the second aperture are fair game.

The inner two arms B and C are not quite so straightforward. The alignment
of these two arms together controls all the two-way coincidences (AB, AC, BD, and
CD) all at once. We must be careful about whether we are adjusting mirrors before
the beamsplitter (between the second aperture and the BS) or after the beamsplitter
(between the BS and the stage). We must also be careful about which crystal is

producing the counts we are observing.

First, block the first crystal just before the beamsplitter and ensure there are
still counts in arms B and C. Then do the same with the second crystal. If either
of these actions result in zero counts, go back and check with the camera that there
is still downconversion happening at the offending crystal, that there is no clipping
before or after the crystal and the beamsplitter, and that the downconverted light
is aligned through both apertures. If there’s no obvious cause, back-align from both

stages all the way back to the offending crystal.

If all is well with the crystals, we can begin optimising channels B and C. Once
again, block one of the crystals, let us say crystal 1, and this time use the mirrors
after the beamsplitter and the stages to optimise the singles from crystal 2. Here
we should be watching coincidences BD and CD very closely. If at any time they
increase at all, we should stop caring about the single counts and instead continue
increasing the coincidences. This can be done using any of the mirrors after the

beamsplitter and the stages, as well as the mirrors and stage from arm D.

Whether we obtain coincidences or not, once we are satisfied with the singles
from crystal 2, we can block crystal 2 and optimise crystal 1. However, we can only
change the mirrors before the beamsplitter in path B - we absolutely cannot change

anything in path C, except at risk of losing what we have from crystal 2.

Ideally, we now have equal singles coming from crystals 1 and 2, and we have
found at least some coincidences in each pair of interest. There are a few tricks I

use to increase the coincidences.

1. Try tweaking everything just a tiny bit: absolutely every axis on every mirror,
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stage, and SLM, excepting those before the second aperture.

2. Generally block one crystal at any given time; however, if you are tweaking
mirrors and stages after the beamsplitter, it’s a good idea to check on the

other crystal every so often.

3. If you increase the coincidences a lot in one arm with a position adjustment,
try the corresponding angle adjustment in the same arm, and vice versa. Also
try the analogous controls in the other arms, as often a large change in one

arm indicates a common problem in the other arms.

4. An excellent strategy is to optimise the singles in one of the outer arms, even
if this means partially losing the corresponding coincidences. You can then
bring the coincidences back by “walking” the two relevant mirrors prior to the
beamsplitter. Walking involves tweaking one axis of one mirror, allowing the
coincidences to decrease, and attempting to bring them back with the same
axis of the other mirror. This a very effective alignment technique and should
always be used when the coincidences are lower than expected to ensure the

alignment isn’t stuck in a local maximum.

5. A good way to check whether the alignment is at its peak is to adjust the
singles in one of the outer arms. As these singles decrease, the corresponding
coincidences should also decrease. If one of the coincidences for the relevant
crystal begins decreasing before the other, this indicates that arms B and C
are not aligned together. Set the outer arm’s singles to their highest point,

then bring back the coincidences using the mirrors after the beamsplitter.

A.5 Turning on the SLMs

Note that we have not yet turned on the SLMs. Once we are satisfied with the
coincidence counts, we can display a plane wave hologram on SLM A, set to an
angle of about 6 or 7 urad. This will move the light in the Gaussian mode into the
first diffracted order, leaving some behind. Our singles and coincidences will drop,
but not all the way to zero. We now must turn the horizontal angle on the SLM.

We will first lose the counts entirely, but then they will come back all at once: this
is the first diffracted order. We then do the same on SLM D.

Next, we need to align the holograms on the SLMs so that they are centred on the
beam. We have software that allows us to manually move the hologram around, as
well as software that automatically finds the centre. We first do it manually to get it
close enough for the computer to finish itself. To do this, we place an ¢ = 5 hologram

on SLM A. Detector A can now only see photons that started out as £ = —5, while B
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and C are still only seeing photons that started out as ¢ = 0, meaning there should
be no coincidences. We move the hologram on the SLM until the coincidences drop
to nearly zero, which indicates the hologram is centred accurately enough to change
the ¢ = —5 photons to £ = 0. We then change the hologram to ¢ = 4 and repeat,
all the way down to ¢ = 1. We then perform the same procedure on SLM D. After
the rough alignment by hand, our autoalign software can find the absolute best

hologram position and angle.

At this point, it’s worth tweaking the mirrors and stages again by hand as we’ve
changed a lot with the SLMs. If nothing gets better, great! We’re aligned. But
typically we will be able to increase the coincidences at least a little bit by repeating
the alignment in the previous section. Once we are satisfied we’ve done all we can,

we run autoalign one last time.

A.6 Bringing It All Together

Note that we have never mentioned trying to optimise four-way coincidences. That’s
because you get them for free! If both of your crystals are pumped by the same
source, and both are aligned for two-way coincidences, then you should automati-
cally see four-fold coincidences as your alignment starts to improve. Don’t be too
optimistic, though: 20 four-ways per second with the SLMs off is the best you can
hope for.

Remember that we also have not matched the path lengths up. To do this, we
scan the translation stage over as large and detailed a range as we have time for
with both SLMs set to ¢ = 0, or even turned off if you want to do it more quickly.
It can be difficult to find the dip, so be patient. When you come in one morning
after an overnight run over the entire range of the stage to find no hint of a dip,
try not to rip the beamsplitter off the table and smash it on the floor. Instead, try
doing several smaller range scans with more detail — the dip can be quite narrow

depending on what filter widths you are using.

Once we have found the dip, we are ready to perform our actual experiment!
Change the single-mode fibres in arms B and C for multi-mode fibres, and start
the measurements. Congrats. You should only have to come back and repeat this
alignment procedure once or twice a day for the next several months of measure-
ments. It’s not that frustrating, not even when one day all the counts in one arm
are completely gone, and it turns out a ghost has come in the night and unscrewed
one of your mirrors entirely. However, I will admit it does get a tiny bit frustrating
when that happens a second time with a different mirror. But really, besides that,

it’s plenty of fun. Good luck!
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