p'I'Ep Prog. Theor. Exp. Phys. 2023 10A102(18 pages)
DOI: 10.1093/ptep/ptad112

Overview of KAGRA : Data transfer and
management

T. Akutsu ®!2, M. Ando'**, K. Arai’, Y. Arai®, S. Araki®, A. Araya ©®’,

N. Aritomi @3, H. Asada®, Y. Aso ®*10 S, Bae ®!!, Y. Bae'?, L. Baiotti'?,

R. Bajpai @', M. A. Barton'!, K. Cannon ©®*, Z. Cao ©®'3 E. Capocasa', M. Chan!®,
C. Chen'7!8 K. Chen', Y. Chen'8, C-Y. Chiang?®, H. Chu'?, Y-K. Chu?, S. Eguchi!®,
Y. Enomoto®, R. Flaminio!?', Y. Fujii??, Y. Fujikawa®®, M. Fukunaga’,

M. Fukushima?, D. Gao?*, G. Ge**, S. Ha*, A. Hagiwara>?°, S. Haino?,

W.-B. Han ®%’, K. Hasegawa’, K. Hattori?®, H. Hayakawa?®, K. Hayama!®,

Y. Himemoto ®*°, Y. Hiranuma?!, N. Hirata!, E. Hirose®, Z. Hong*, B. Hsieh®,

G-Z. Huang*?, H-Y. Huang?’, P. Huang?*, Y-C. Huang'®, Y. Huang®,

D. C. Y. Hui ®*, S. Ide*, B. Ikenoue?, S. Imam??, K. Inayoshi ©*, Y. Inoue?,

K. Ioka*, K. Ito?, Y. Itoh ®3%% K. Izumi*, C. Jeon*', H.-B. Jin ©®*% K. Jung ©®%,
P. Jung®, K. Kaihotsu®’, T. Kajita ©*, M. Kakizaki*, M. Kamiizumi ®%,

N. Kanda ®3%¥+ G. Kang!'¢, K. Kawaguchi®, N. Kawai*’, T. Kawasaki?, C. Kim*,
J. Kim™®, J. C. Kim*, W. S. Kim'2, Y.-M. Kim?’, N. Kimura?®, N. Kita?3,

H. Kitazawa®’, Y. Kobayashi*®, Y. Kojima*’, K. Kokeyama ©*°, K. Komori ©3,

A. K. H. Kong ®'8 K. Kotake'®, C. Kozakai’, R. Kozu®', R. Kumar®, J. Kume ©*,
C. Kuo', H-S. Kuo??, Y. Kuromiya®’, S. Kuroyanagi ©, K. Kusayanagi*’,

K. Kwak ®> H. K. Lee**, H. W. Lee ®*, R. Lee ®'8, M. Leonardi ®', K. L. Li®'8,
L. C.-C. Lin®%, C-Y. Lin @, F-K. Lin®, F-L. Lin*>, H. L. Lin!®, G. C. Liu®"7,
L.-W. Luo?’, E. Majorana®®, M. Marchio!, Y. Michimura ®*, N. Mio”’,

O. Miyakawa ®%, A. Miyamoto’®, Y. Miyazaki®, K. Miyo?’, S. Miyoki ©®* Y. Mori?’,
S. Morisaki @3, Y. Moriwaki ©®% K. Nagano®, S. Nagano®, K. Nakamura ®',

H. Nakano ©®%, M. Nakano’, R. Nakashima*’, Y. Nakayama?®®, T. Narikawa’,

L. Naticchioni®®, R. Negishi*!, L. Nguyen Quynh ®%  W.-T, Nj?*4261

A. Nishizawa ©®*, S. Nozaki®®, Y. Obuchi?, W. Ogaki’, J. J. Oh ®!2, K. Oh ®33,

S. H. Oh'?, M. Ohashi ®%, T. Ohashi*®, N. Ohishi’, M. Ohkawa ©23, H. Ohta*,

Y. Okutani**, K. Okutomi?’, K. Oohara ®@3!, C. Ooi?, S. Oshino ©®%°, S. Otabe*’,

K. Pan'®, H. Pang'®, A. Parisi!’, J. Park ©%2 F. E. Pefia Arellano?, 1. Pinto®,

N. Sago®, S. Saito?, Y. Saito?, K. Sakai®, Y. Sakai’!, Y. Sakuno'®, Y. Sasaki®®,

S. Sato®, T. Sato?*, T. Sawada ®%, T. Sekiguchi?®, Y. Sekiguchi @, L. Shao ©®%,

S. Shibagaki'®, R. Shimizu?, T. Shimoda?, K. Shimode ©?, H. Shinkai ©%,

T. Shishido'?, A. Shoda', K. Somiya @, E. J. Son'?, H. Sotani’’, R. Sugimoto**7!,
J. Suresh’, T. Suzuki ©>23, H. Tagoshi @°, H. Takahashi ®%, R. Takahashi ®',

A. Takamori @7, S. Takano?, H. Takeda @3, M. Takeda®®, H. Tanaka’?, K. Tanaka®,
K. Tanaka’, T. Tanaka ©>% S Tanioka!°, E. N. Tapia San Martin', S. Telada’?,

T. Tomaru @', Y. Tomigami®®, T. Tomura ®%, F. Travasso’*”*, L. Trozzo*’, T. Tsang’®,
J-S. Tsao*, K. Tsubono?, S. Tsuchida @38, T. Tsutsui*, T. Tsuzuki?, D. Tuyenbayev?’,
N. Uchikata @3, T. Uchiyama ®%°, A. Ueda?®, T. Uehara @778, S. Ueki®,

K. Ueno @*, G. Ueshima®, F. Uraguchi?, T. Ushiba @3, M. H. P. M. van Putten ©®7°,
H. Vocca”, J. Wang?*, T. Washimi ®', C. Wu®'8, H. Wu ©'8, S. Wu'®, W-R. Xu®,

T. Yamada’?, K. Yamamoto ®*-72, T. Yamamoto ©®?°, K. Yamashita®®,

© The Author(s) 2023. Published by Oxford University Press on behalf of the Physical Society of Japan. This is an Open Access article distributed under the
terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse, distribution, and
reproduction in any medium, provided the original work is properly cited.

€202 48quanoN /0 UO Jesn ASTJ Uoj0IyouAs usuoupe|3 sayosined Aq 961652/2/201LV0L/0L/€20g/a0nle/ded/woo dno-ojwepeoe//:sdiy wolj papeojumoq


http://orcid.org/0000-0003-0733-7530
http://orcid.org/0000-0002-6884-2875
http://orcid.org/0000-0003-4424-7657
http://orcid.org/0000-0002-1902-6695
http://orcid.org/0000-0003-2429-3357
http://orcid.org/0000-0003-0495-5720
http://orcid.org/0000-0003-4068-6572
http://orcid.org/0000-0002-1932-7295
http://orcid.org/0000-0002-2039-0726
http://orcid.org/0000-0002-6856-3809
http://orcid.org/0000-0003-1753-1660
http://orcid.org/0000-0001-9840-4959
http://orcid.org/0000-0003-2694-8935
http://orcid.org/0000-0002-6217-2428
http://orcid.org/0000-0003-4789-8893
http://orcid.org/0000-0003-1207-6638
http://orcid.org/0000-0001-7216-1784
http://orcid.org/0000-0001-6291-0227
http://orcid.org/0000-0002-2896-1992
http://orcid.org/0000-0002-4092-9602
http://orcid.org/0000-0002-5105-344X
http://orcid.org/0000-0003-3126-5100
http://orcid.org/0000-0001-6538-1447
http://orcid.org/0000-0002-2304-7798
http://orcid.org/0000-0002-1998-3209
http://orcid.org/0000-0002-7171-7274
http://orcid.org/0000-0002-7641-0060
http://orcid.org/0000-0001-8229-2024
http://orcid.org/0000-0003-4083-9567
http://orcid.org/0000-0002-7489-7418
http://orcid.org/0000-0001-5663-3016
http://orcid.org/0000-0002-2218-4002
http://orcid.org/0000-0002-9085-7600
http://orcid.org/0000-0002-1213-8416
http://orcid.org/0000-0002-8445-6747
http://orcid.org/0000-0002-4497-6908
http://orcid.org/0000-0001-6148-4289
http://orcid.org/0000-0001-7665-0796
http://orcid.org/0000-0002-1828-3702
http://orcid.org/0000-0003-3562-0990
http://orcid.org/0000-0001-5417-862X
http://orcid.org/0000-0002-9672-3742
http://orcid.org/0000-0001-8072-0304
http://orcid.org/0000-0002-1380-1419
http://orcid.org/0000-0002-7518-6677
http://orcid.org/0000-0002-2794-6029
http://orcid.org/0000-0002-7510-0079
http://orcid.org/0000-0001-5726-7150
http://orcid.org/0000-0002-2648-3835
http://orcid.org/0000-0002-1334-8853
http://orcid.org/0000-0002-5682-8750
http://orcid.org/0000-0003-1082-2844
http://orcid.org/0000-0003-2601-2264
http://orcid.org/0000-0003-3030-6599
http://orcid.org/0000-0001-8530-9178
http://orcid.org/0000-0003-0596-4397
http://orcid.org/0000-0003-1367-5149
http://orcid.org/0000-0001-6032-1330
http://orcid.org/0000-0001-9937-2557
http://orcid.org/0000-0001-8406-5183
http://orcid.org/0000-0002-8927-9014
http://orcid.org/0000-0002-7504-8258
http://orcid.org/0000-0001-8217-0764
http://orcid.org/0000-0003-0030-3653
http://orcid.org/0000-0003-2148-1694
http://orcid.org/0000-0003-4375-098X
http://orcid.org/0000-0003-3227-6055
http://orcid.org/0000-0002-5059-4033
http://orcid.org/0000-0002-9212-411X
http://orcid.org/0000-0001-5792-4907
http://orcid.org/0000-0003-3191-8845
http://orcid.org/0000-0003-4813-3833
http://orcid.org/0000-0002-3033-2845
http://orcid.org/0000-0002-0808-4822
https://creativecommons.org/licenses/by/4.0/

PTEP 2023, 10A102 T. Akutsu et al.

R. Yamazaki ®**, Y. Yang ®%, K. Yokogawa?’, J. Yokoyama ©** T. Yokozawa?®’,
T. Yoshioka?’, H. Yuzurihara @, S. Zeidler®!, M. Zhan?*, H. Zhang*?, Y. Zhao ®!,
Z.-H. Zhu ®'5, P. Brockill®?, J. A. Clark®®, J. Zweizig®®, KAGRA Collaboration

YGravitational Wave Science Project, National Astronomical Observatory of Japan (NAOJ), 2-21-1
Osawa, Mitaka City, Tokyo 181-8588, Japan

2 Advanced Technology Center, National Astronomical Observatory of Japan (NAOJ), 2-21-1 Osawa,
Mitaka City, Tokyo 181-8588, Japan

3 Department of Physics, The University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-0033, Japan

4 Research Center for the Early Universe (RESCEU), The University of Tokyo, 7-3-1 Hongo, Bunkyo-ku,
Tokyo 113-0033, Japan

3 Institute for Cosmic Ray Research (ICRR), KAGRA Observatory, The University of Tokyo, 5-1-5
Kashiwa-no-Ha, Kashiwa City, Chiba 277-8582, Japan

% Accelerator Laboratory, High Energy Accelerator Research Organization (KEK), 1-1 Oho, Tsukuba
City, Ibaraki 305-0801, Japan

" Earthquake Research Institute, The University of Tokyo, 1-1-1 Yayoi, Bunkyo-ku, Tokyo 113-0032,
Japan

8 Department of Mathematics and Physics, Hirosaki University, 3 Bunkyo-cho, Hirosaki City, Aomori
036-8561, Japan

9 Kamioka Branch, National Astronomical Observatory of Japan (NAOJ ), 238 Higashi-Mozumi,
Kamioka-cho, Hida City, Gifu 506-1205, Japan

0The Graduate University for Advanced Studies (SOKENDAI), 2-21-1 Osawa, Mitaka City, Tokyo
181-8588, Japan

" Korea Institute of Science and Technology Information (KISTI), 245 Daehak-ro, Yuseong-gu, Daejeon
34141, Korea

12 National Institute for Mathematical Sciences, 70 Yuseong-daero, 1689 Beon-gil, Yuseong-gu, Daejeon
34047, Korea

B International College, Osaka University, 1-1 Machikaneyama-cho, Toyonaka City, Osaka 560-0043,
Japan

4School of High Energy Accelerator Science, The Graduate University for Advanced Studies
(SOKENDAI), 1-1 Oho, Tsukuba City, Ibaraki 305-0801, Japan

1S Department of Astronomy, Beijing Normal University, No. 19 Xinjiekou Street, Beijing 100875, China
16 Department of Applied Physics, Fukuoka University, 8-19-1 Nanakuma, Jonan, Fukuoka City, Fukuoka
814-0180, Japan

17 Department of Physics, Tamkang University, No. 151, Yingzhuan Rd., Danshui Dist., New Taipei City
25137, Taiwan

8 Department of Physics and Institute of Astronomy, National Tsing Hua University, No. 101 Section 2,
Kuang-Fu Road, Hsinchu 30013, Taiwan

Y Department of Physics, Center for High Energy and High Field Physics, National Central University,
No.300, Zhongda Rd, Zhongli District, Taoyuan City 32001, Taiwan

2 Institute of Physics, Academia Sinica, 128 Sec. 2, Academia Rd., Nankang, Taipei 11529, Taiwan

2! Université Grenoble Alpes, Laboratoire d’ Annecy de Physique des Particules (LAPP), Université Savoie
Mont Blanc, CNRS/IN2P3, F-74941 Annecy, France

22 Department of Astronomy, The University of Tokyo, 2-21-1 Osawa, Mitaka City, Tokyo 181-8588,
Japan

2 Faculty of Engineering, Niigata University, 8050 Ikarashi-2-no-cho, Nishi-ku, Niigata City, Niigata
950-2181, Japan

24State Key Laboratory of Magnetic Resonance and Atomic and Molecular Physics, Innovation Academy
for Precision Measurement Science and Technology (APM ), Chinese Academy of Sciences, West No. 30,
Xiao Hong Shan, Wuhan 430071, China

2 Department of Physics, School of Natural Science, Ulsan National Institute of Science and Technology
(UNIST), 50 UNIST-gil, Ulju-gun, Ulsan 44919, Korea

26 Applied Research Laboratory, High Energy Accelerator Research Organization (KEK), 1-1 Oho,
Tsukuba City, Ibaraki 305-0801, Japan

T Chinese Academy of Sciences, Shanghai Astronomical Observatory, 80 Nandan Road, Shanghai
200030, China

2/18

€202 48quanoN /0 UO Jesn ASTJ Uoj0IyouAs usuoupe|3 sayosined Aq 961652/2/201LV0L/0L/€20g/a0nle/ded/woo dno-ojwepeoe//:sdiy wolj papeojumoq


http://orcid.org/0000-0002-1251-7889
http://orcid.org/0000-0002-3780-1413
http://orcid.org/0000-0001-7127-4808
http://orcid.org/0000-0002-3710-6613
http://orcid.org/0000-0003-2542-4734
http://orcid.org/0000-0002-3567-6743

PTEP 2023, 10A102 T. Akutsu et al.

2B Faculty of Science, University of Toyama, 3190 Gofuku, Toyama City, Toyama 930-8555, Japan

2 Institute for Cosmic Ray Research (ICRR), KAGRA Observatory, The University of Tokyo, 238
Higashi-Mozumi, Kamioka-cho, Hida City, Gifu 506-1205, Japan

30 College of Industrial Technology, Nihon University, 1-2-1 Izumi, Narashino City, Chiba 275-8575,
Japan

3 Graduate School of Science and Technology, Niigata University, 8050 Ikarashi-2-no-cho, Nishi-ku,
Niigata City, Niigata 950-2181, Japan

32Department of Physics, National Taiwan Normal University, 88 Ting-Chou Rd., sec. 4, Tuaipei 116,
Taiwan

3 Astronomy & Space Science, Chungnam National University, 9 Daehak-ro, Yuseong-gu, Daejeon 34134,
Korea

34 Department of Physics and Mathematics, Aoyama Gakuin University, 5-10-1 Fuchinobe, Sagamihara
City, Kanagawa 252-5258, Japan

3 Kavli Institute for Astronomy and Astrophysics, Peking University, Yiheyuan Road 5, Haidian District,
Beijing 100871, China

3 Yukawa Institute for Theoretical Physics ( YITP), Kyoto University, Kita-Shirakawa Oiwake-cho,
Sakyou-ku, Kyoto City, Kyoto 606-8502, Japan

3 Graduate School of Science and Engineering, University of Toyama, 3190 Gofuku, Toyama City,
Toyama 930-8555, Japan

38 Department of Physics, Graduate School of Science, Osaka Metropolitan University, Sumiyoshi-ku,
Osaka City, Osaka 558-8585, Japan

3 Nambu Yoichiro Institute of Theoretical and Experimental Physics (NITEP ), Osaka Metropolitan
University, Sumiyoshi-ku, Osaka City, Osaka 558-8585, Japan

4O Institute of Space and Astronautical Science (JAXA), 3-1-1 Yoshinodai, Chuo-ku, Sagamihara City,
Kanagawa 252-0222, Japan

4 Department of Physics, Ewha Womans University, 52 Ewhayeodae, Seodaemun-gu, Seoul 03760, Korea
* National Astronomical Observatories, Chinese Academic of Sciences, 204 Datun Road, Chaoyang
District, Beijing, China

#School of Astronomy and Space Science, University of Chinese Academy of Sciences, 204 Datun Road,
Chaoyang District, Beijing, China

4 Institute for Cosmic Ray Research (ICRR), The University of Tokyo, 5-1-5 Kashiwa-no-Ha, Kashiwa
City, Chiba 277-8582, Japan

% Faculty of Science, University of Toyama, 3190 Gofuku, Toyama City, Toyama 930-8555, Japan

4 Department of Physics, Chung-Ang University, 84 Heukseok-ro, Dongjak-gu, Seoul 06974, Korea

4 Graduate School of Science and Technology, Tokyo Institute of Technology, 2-12-1 Ookayama,
Meguro-ku, Tokyo 152-8551, Japan

B Department of Physics, Myongji University, Yongin 17058, Korea

Y Department of Computer Simulation, Inje University, 197 Inje-ro, Gimhae, Gyeongsangnam-do 50834,
Korea

0 Department of Physical Science, Hiroshima University, 1-3-1 Kagamiyama, Higashihiroshima City,
Hiroshima 903-0213, Japan

Unstitute for Cosmic Ray Research (ICRR), Research Center for Cosmic Neutrinos (RCCN ), The
University of Tokyo, 238 Higashi-Mozumi, Kamioka-cho, Hida City, Gifu 506-1205, Japan

32 California Institute of Technology, 1200 East California Boulevard, Pasadena, CA 91125, USA

3 Institute for Advanced Research, Nagoya University, ES bldg. 604, Furocho, Chikusa-ku, Nagoya City,
Aichi 464-8602, Japan

>4 Department of Physics, Hanyang University, Wangsimniro 222, Sungdong-gu, Seoul 04763, Korea

33 National Center for High-performance computing, National Applied Research Laboratories, No. 7,
R&D 6th Rd., Hsinchu Science Park, Hsinchu City 30076, Taiwan

36 Istituto Nazionale di Fisica Nucleare (INFN), Universita di Roma ‘La Sapienza’, Ple A. Moro 2,
00185 Roma, Italy

T Institute for Photon Science and Technology, The University of Tokyo, 2-11-16 Yayoi, Bunkyo-ku,
Tokyo 113-8656, Japan

8The Applied Electromagnetic Research Institute, National Institute of Information and
Communications Technology (NICT), 4-2-1 Nukuikita-machi, Koganei City, Tokyo 184-8795, Japan

3/18

€202 48quanoN /0 UO Jesn ASTJ Uoj0IyouAs usuoupe|3 sayosined Aq 961652/2/201LV0L/0L/€20g/a0nle/ded/woo dno-ojwepeoe//:sdiy wolj papeojumoq



PTEP 2023, 10A102 T. Akutsu et al.

3 Faculty of Law, Ryukoku University, 67 Fukakusa Tsukamoto-cho, Fushimi-ku, Kyoto City, Kyoto
612-8577, Japan

% Department of Physics, University of Notre Dame, 225 Nieuwland Science Hall, Notre Dame, IN
46556, USA

1 Department of Physics, National Tsing Hua University, No. 101 Section 2, Kuang-Fu Road, Hsinchu
30013, Taiwan

%2 Korea Astronomy and Space Science Institute (KASI), 776 Daedeokdae-ro, Yuseong-gu, Daejeon
34055, Korea

3 Department of Engineering, University of Sannio, Benevento 82100, Italy

% Department of Physics, Kyoto University, Kita-Shirakawa Oiwake-cho, Sakyou-ku, Kyoto City, Kyoto
606-8502, Japan

8 Department of Electronic Control Engineering, National Institute of Technology, Nagaoka College, 888
Nishikatakai, Nagaoka City, Niigata 940-8532, Japan

% Department of Information and Management Systems Engineering, Nagaoka University of Technology,
1603-1 Kamitomioka, Nagaoka City, Niigata 940-2188, Japan

7 Graduate School of Science and Engineering, Hosei University, 3-7-2 Kajino, Koganei City, Tokyo
184-8584, Japan

8 Faculty of Science, Toho University, 2-2-1 Miyama, Funabashi City, Chiba 274-8510, Japan

% Faculty of Information Science and Technology, Osaka Institute of Technology, 1-79-1 Kitayama,
Hirakata City, Osaka 573-0196, Japan

i THEMS (Interdisciplinary Theoretical and Mathematical Sciences Program), The Institute of
Physical and Chemical Research (RIKEN ), 2-1 Hirosawa, Wako, Saitama 351-0198, Japan

" Department of Space and Astronautical Science, The Graduate University for Advanced Studies
(SOKENDAI), 3-1-1 Yoshinodai, Chuo-ku, Sagamihara, Kanagawa 252-5210, Japan

72 Institute for Cosmic Ray Research (ICRR), Research Center for Cosmic Neutrinos (RCCN), The
University of Tokyo, 5-1-5 Kashiwa-no-Ha, Kashiwa City, Chiba 277-8582, Japan

3 National Metrology Institute of Japan, National Institute of Advanced Industrial Science and
Technology, 1-1-1 Umezono, Tsukuba City, Ibaraki 305-8568, Japan

G University of Camerino, via Madonna delle Carderi 9, 62032 Camerino (MC), Italy

B Istituto Nazionale di Fisica Nucleare, University of Perugia, Via Pascoli 1, Perugia 06123, Italy

7 Faculty of Science, Department of Physics, The Chinese University of Hong Kong, Shatin, N.T., Hong
Kong

" Department of Communications Engineering, National Defense Academy of Japan, 1-10-20
Hashirimizu, Yokosuka City, Kanagawa 239-8686, Japan

8 Department of Physics, University of Florida, Gainesville, FL 32611, USA

" Department of Physics and Astronomy, Sejong University, 209 Neungdong-ro, Gwangjin-gu, Seoul
143-747, Korea

80 Department of Electrophysics, National Chiao Tung University, 101 Univ. Street, Hsinchu, Taiwan

81 Department of Physics, Rikkyo University, 3-34-1 Nishiikebukuro, Toshima-ku, Tokyo 171-8501, Japan
82 University of Wisconsin-Milwaukee, Milwaukee, WI 53201, USA

$1IGO Laboratory, California Institute of Technology, Pasadena, CA 91125, USA

*E-mail: kanda@omu.ac.jp

Received January 16, 2023; Revised August 23, 2023; Accepted August 24, 2023; Published September 2, 2023

KAGRA is a newly built gravitational wave observatory, a laser interferometer with a 3 km
arm length, located in Kamioka, Gifu prefecture, Japan. In this article, we describe the
KAGRA data management system, i.e., recording of data, transfer from the KAGRA ex-
periment site to computing resources, as well as data distribution to tier sites, including
international sites in Taiwan and Korea. The amount of KAGRA data exceeded 1.0 PiB
and increased by about 1.5 TB per day during operation in 2020. Our system has succeeded
in data management, and has achieved performance that can withstand observations after
2023, that is, a transfer rate of 20 MB s™! or more and file storage of sufficient capacity
for petabyte class. We also discuss the sharing of data between the global gravitational-
wave detector network with other experiments, namely LIGO and Virgo. The latency, which
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consists of calculation of calibrated strain data and transfer time within the global network,
is very important from the view of multi-messenger astronomy using gravitational waves.
Real-time calbrated data delivered from the KAGRA detector site and other detectors to
our computing system arrive with about 4-15 seconds of latency. These latencies are suffi-
ciently short compared to the time taken for gravitational wave event search computations.
We also established a high-latency exchange of offline calibrated data that was aggregated
with a better accuracy compared with real-time data.

Subject Index F3, F30, F32, F33

1. Introduction

KAGRA is a ground-based laser interferometric gravitational wave detector placed under-
ground in the Kamioka mine in Gifu prefecture, Japan [1-8]. It was originally called the Large-
scale Cryogenic Gravitational Telescope (LCGT), but in 2012 it the adopted the nickname
‘KAGRA’ through a public offering. The primary purpose of the KAGRA detector is the di-
rect measurement and observation of gravitational waves from astronomical objects such as
compact star binaries consisting of black holes and/or neutron stars, core-collapse of super-
novae, rotating pulsars, etc. (e.g., Refs. [9-11]). The science derived from gravitational wave
observations is about not only astronomical issues but also fundamental physics of gravity
and general relativity [12,13]. KAGRA is expected to play an essential role as a member of
the global gravitational-wave detector network in conjunction with the Laser Interferometer
Gravitational-Wave Observatory (LIGO) [14] and Virgo [15] in the next decade. LIGO consists
of two detectors in the states of Washington and Louisiana in the United States. Virgo, which
is named after the Virgo Cluster, is a gravitational-wave observatory located in the province of
Pisa, Italy. Hence KAGRA is the fourth detector. Four detectors are required to realize many
advanced features of gravitational wave detection, including an accurate estimation of source
parameters, such as direction, distance, inclination angle of the binary orbit, and mass param-
eters of the source. Having a fourth detector will also increase the coverage of the sky and duty
cycle of effective observation time [16].

Since it is impossible to predict when gravitational wave events occur or replay astronom-
ical phenomena, KAGRA’s observational data have to be collected and stored without loss.
They must contain all the detector’s control and environmental signals to eliminate spurious
signals. These data are also important in evaluating operations for improvement of the detec-
tor. KAGR As data rate is currently about 20 MB s™! in all, and therefore at least petabyte-class
storage is necessary for a few years of observations. In addition, over a thousand CPU cores
are required for the data analysis of gravitational waves to extract/identify weak signals. Some
of these CPU cores will be involved in near real-time analysis and some as part of searches
of archival data. Due to limited space allowance and power supply, however, computing re-
sources cannot be installed on-site, and thus have been located offsite from the KAGRA de-
tector site. Fast and reliable network transfers are required within KAGRA, as well as for the
global gravitational-wave detector network.

Another important task of gravitational wave observations is to provide a useful channel
of multi-messenger astronomy. Simultaneous observations and follow-up observations using
other methods are needed, including e.g. electromagnetic radiation (radio waves, visible light,
infrared light, X-ray, gamma-ray) and neutrino detection. Gravitational wave observations are
expected to provide both an alert as well as a direction. For the follow-up observation to be
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Fig. 1. Overview of KAGRA’s data transfer, distribution, and exchange. The figure includes relations
with the other gravitational wave observatories, LIGO and Virgo. The bulk data refers to all the raw data
generated by the detector, used for archival search and lengthy, computationally expensive parameter
estimation analyses, etc. Low latency /(¢) is data of a calibrated signal in strain.

successful, it is important to give an alert as soon as possible when a transient event occurs. In
the case of the successful observation of binary neutron star merger GW170817, the binary star
emitted gravitational waves, and a gamma-ray burst was detected 1.7 seconds after the merger
time determined by gravitational waves [17]. Additionally, various follow-up observations were
made with optical, near-infrared, ultraviolet, X-ray, and radio. Early gravitational wave event
triggers are useful for things like fast afterglow observations. To generate such fast alert pro-
cessing, a low latency transfer for data analysis including online calibration plays a key role in
gravitational wave searches.

In addition to fast event triggers, estimation of the source direction using the global network
is necessary. This is because by triangulating with non-colocated detectors, the direction of
the source, the polarization of the gravitational waves, and the distance to the source can be
estimated. These estimations would not be possible with a single detector. Thus, data sharing
between gravitational wave observatories is essential for multi-messenger astronomy.

To achieve these objectives, we constructed a data system for KAGRA that consists of sev-
eral servers and storage arrays at the Kamioka site where the KAGRA detector is located, the
Kashiwa campus of Institute for Cosmic Ray Research (ICRR), the University of Tokyo, and
a number of remote sites of the KAGRA collaboration (e.g. Ref. [18]).

2. Overview of KAGRA data system and data flow

The KAGRA data system serves three purposes: the first is to store all of the KAGRA data,
the second is to distribute and exchange observational data with data analysis sites and over-
seas sites for gravitational wave experiments, and the last is to provide computing resources for
data analysis. Since the calculation performance is out of the scope of this paper, we will focus
only on the first two in the following. Figure 1 shows an overview of KAGRA’s data transfer,
distribution, and exchange. This figure includes the alert base and follow-up observations to
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illustrate an overview of extended data transfer. However, these parts are outside the scope of
this paper and will not be discussed here.

Our data system runs mainly on Linux, and we use standard Unix/Linux tools and a variety
of software developed by the gravitational wave society as well as software developed within
the KAGRA collaboration.

2.1.  Data transfer from the KAGRA site to main storage
The computer cluster on the KAGRA site that controls the interferometer also handles the
task of data acquisition. The data rate of the total acquired data is expected to reach 20 MB
s'l. The process called FrameWriter [19], which is developed by the LIGO collaboration, saves
the acquired data to files in a common data frame format for interferometric gravitational wave
detectors [20] (the Frame format, for short). The current KAGRA implementation wakes this
process up every 32 seconds. This size is determined as having a convenient length not only
for gravitational wave analysis but also for noise spectrum and other instumental evaluations.
It also considers a sampling frequency of digitization and file size that decides the process-
ing speed of one file by using fast Fourier tansform (FFT). The server receives observed data,
conducts the online calibration, and then outputs the calibrated signal in the Frame format.
Due to limited power supply, cooling capacity, and space allowance preventing us from placing
many storage devices and computer resources in the tunnel on the KAGRA site, we prepared
a small computer cluster and a 200 TB disk array for spool space in the surface building at
Kamioka and installed large storage resources with a 2.5 PB disk array at Kashiwa as part of
the KAGRA data system. The main data system consists of a data-receiving server, a data-
sending server, two gateway servers, two login servers, and 16 calculation servers. The servers
in the tunnel and the servers in the surface building are connected by a dedicated fiber ca-
ble of 4.5 km, while the Kamioka site and Kashiwa site are connected via the Internet (The
Science Information Network in Japan, SINET)!. Sufficient local storage is available to host
up to four months of KAGRA data in the event of a network outage between Kamioka and
Kashiwa.

In addition, a server dedicated to online calibration is placed at the KAGRA site. It outputs
a calibrated signal every second.

2.2, Data transfer with other sites
The data transfer with other sites consists of two types, namely, bulk data transfer and low-
latency data transfer. KAGRA data consists of many channels, e.g. an inteferometer servo
signal, laser stabilization signal, mirror control signal, seismic motion measurements, temper-
ature records, etc. It does not require high performance in latency tolerances, but since all
channels of the observed data are transferred, the average transfer speed has to be faster than
the data rate. The low-latency data transfer involves small chunks of observed data for online
data analysis. Only a few channels of observed data are transferred in the low-latency data
transfer.

The KAGRA main data system at Kashiwa plays the role of distributing data to data analysis
sites and exchanging data with overseas sites. As for the bulk data transfer, data is transferred
to the analysis building on the ground at Kamioka first, then transferred to the main system

https://www.sinet.ad.jp
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from the analysis building. Dedicated software developed in-house is used for this purpose,
with further details described in Sect. 3. As for the low-latency data transfer, data for low-
latency analysis is generated by the online calibration, which is conducted in a dedicated server
at Kamioka, and transferred to the main system directly.

2.3. Data tiers

As shown in Fig. 1, we define data tiers from Tier-0 to Tier-3 according to the purpose of data
distribution. Tier-0 is the bulk data transfer and storage. Servers related to Tier-0 are placed
inside a Virtual Private Network (VPN) with dedicated VPN routers. Since all traffic over the
VPN is already encrypted, software for data transfer within Tier-0 does not have to provide
further encryption. Tier-1 is dedicated to mirroring data at overseas collaborator sites. Tier-1
not only facilitates access to data by overseas collaborators, but also prevents the loss of ob-
servation data even if the main data unit fails. The mirroring process it uses is the GridFTP
transfer protocol. Tier-2 is the data distribution to data analysis sites for offline data analy-
sis. This data is distributed via an rsync-based client that is managed by a script developed
by the collaboration. Tier-3 is meant for data access by individual users within the KAGRA
collaboration.

3. KAGRA bulk data transfer software

Bulk data consists of all data generated by the detector and is typically used for archival
searches and lengthy, computationally expensive parameter estimation analyses, etc. KAGRA’s
bulk data files are generated every 32 seconds by the digital control system that controls the KA-
GRA interferometer, captures signals from various locations, and records them in files. One
file consists of many channels of acquired data, namely, the main laser interferometer signal,
very large numbers of control signals of laser, optical elements, suspensions, and many statuses
of experimental apparatuses, including vacuum, cryogenic, and environmental signals such as
temperature, humidity, seismic motion, and external magnetic field. There are three types of
bulk data, named ‘full’, ‘science’ and ‘trend’, respectively. A full data file contains all data from
over 100,000 channels of KAGRA instruments. The typical size of one file is about 400 MB.
The data rate is about 12.5 MB s’!, corresponding to about 400 MB of data created every 32
seconds. A science data file contains only some selected channels, and a trend data file consists
of data from slow sampling channels. The data rate of these files is about 7.5 MB s™!, so that the
total data rate reaches about 20 MB s!. Fig. 2 displays the data rate and cumulative data history
of KAGRA from 2016 to the spring of 2020. Bar charts indicate the data rates of the bulk data,
full data, and shared data including calibrated data. The bulk data in this figure refers to the
sum of full, science, and trend data. The shared data is the data received from LIGO and Virgo.
During an observation period, KAGRA sends data to LIGO and Virgo, and at the same time
receives data from LIGO and Virgo. In addition, offline calibrated data produced by KAGRA
is also stored. The green chart shows the sum of the shared data and calibrated data. Solid lines
show cumulative amounts of data. Red and blue lines represent the bulk data and ‘full’ data,
respectively. The red dashed line is the expectation of future cumulative amounts with a rate of
20 MB s!. Even if KAGRA is not in observation mode but in operation for detector improve-
ment, KAGRA generates data at the same rate. These data are sent from from the KAGRA
site in the underground tunnel to the main data system at Kashiwa using our original software.
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Fig. 2. Amount and rate of KAGRA data. Bar charts show KAGRA data acquisition/transfer rates in
MB/s (pink: all data, light blue: ’full’ data set without selected channel files, green: shared data from
LIGO and Virgo). Lines show cumulative amounts of KAGRA data in PB (red line: all, blue line: ‘full’
data without selected channel packed file). The red dashed line displays the expected cumulative amount
of data.

3.1. Data transfer software development and its performance

Data transfer software developed by the KAGRA collaboration takes on the role of transfer-
ring the bulk data from the KAGRA site to the main data system at Kashiwa. The data transfer
software has to meet the following two requirements: to transfer data faster than the speed of
data acquisition and to transfer data without loss even if a brief or several days’ network outage
occurs. In this subsection, we briefly describe the data transfer software’s structure and show
the performance test results.

The conceptual diagram of the data transfer software is shown in Fig. 3. The system mainly
consists of three processes: the watchdog, sender, and receiver. These processes can be interac-
tively operated via shared memory. Additionally, we developed other software for management
including, for example, a monitor program showing the contents of the shared memory, a log
system for recording the operational status, and a script for resending files that failed to be
transferred.

FrameWriter creates the following three kinds of files: “full,” ‘science,” and ‘trend.’ In the stor-
age, a directory is prepared for each of these three types, and sub-directories are created in the
directory every 100,000 seconds. Frame Writer creates files in the sub-directories. A full path of
a fileis /data/full/12757/K-K1_C-1275700032-32.gwf, for instance. The name of
the sub-directory is the uppermost five digits of the GPS time when the sub-directory is created.
The basename of the file corresponds to an initial letter corresponding to the observatory, in
this case K for KAGRA; a data type, such as C for calibrated data; and a GPS start time and
the time length of the data, in accordance with the naming convention defined in reference
[21]. The watchdog is a process for detecting the creation of a file on the disk by utilizing the
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Fig. 3. The conceptual diagram of the data transfer software.

inotify system call and forwarding the full path of the file to the next process. Within the di-
rectories for each kind of file, the watchdog process detects the creation of the sub-directories.
When a sub-directory is created, the watchdog adds the sub-directory to the list it is watch-
ing. Within the sub-directories, the watchdog detects the creation of files. Our measured time
between file creation and completion of the forwarding process by the watchdog was about
2.5 ms. It is negligibly small compared with the longest delay of 32 s for bulk data files. This
is because the first data in the file is delayed by at least the length of the time series in the
file.

The actual data transfer is conducted by a client-server system consisting of the receiver
and the sender processes. They communicate via the socket API. As a prerequisite, both hosts
are in the same VPN, where we ensure fast data transfer by keeping security measures to a
minimum. The receiver process becomes a daemon after launch and waits for a connection
from the sender process. When a connection request comes, it confirms that the counterparty
is the regular sender process, then forks a child process and receives data from the sender.

The sender process transfers the file data, whose full path is forwarded from the watchdog
process to the specified remote hosts. The remote target hosts are specified in a config file that
the sender process reads when it is called. We can change the target hosts at any time. The actual
transfers are conducted by child processes (senderl) forked by the sender process. When two
or more target hosts exist, the file is transferred in parallel. Sender1 creates a symbolic link of
the file to be sent before sending the connection request to the receiver on the remote host. It
removes the symbolic link after succeeding in transferring the file. When the transfer fails for
some reason or the senderl process is aborted, the symbolic link remains. We can check whether
files remain that have not been successfully sent to the target hosts by checking the directory
where the symbolic links are created. This function plays an essential role in meeting the second
requirement: to transfer data without loss, even if issues arise.

As a test of the performance of our data transfer system, we plotted a histogram of the
speed of transfer from the Kamioka surface building to ICRR Kashiwa in Fig. 4. The data
was measured between 2020 June 5 and 11. More than 98 percent of data is transferred with a
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Fig. 4. Histogram of the transfer speed from Kamioka surface building to ICRR.

speed of over 20 MB s. We can say that our system meets the first requirement: to transfer data
faster than the speed of data acquisition. The files with transfer speeds slower than 20 MB s!
were also eventually delivered to main storage without loss of data. As an overall average, the
data transfer speed caught up with the acquired data with a sufficient margin, and we succeeded
in steady and stable operation.

3.2.  Auto management of disk quota

The servers in the KAGRA tunnel and on the surface, which are intermediate spools for data
transmission, have storage arrays of 20 TB and 200 TB, respectively, but these are not capaci-
ties that can permanently hold all of the observational data. Therefore, we must regularly check
disk quotas and delete old files before running out of storage space. In doing so, it is also nec-
essary not to delete data files that have not been sent to the main data system at Kashiwa. This
operation is required every 10 days on the server in the KAGRA tunnel. We use automation to
avoid cumbersome operations and human errors. The data transmission system records unsent
data for any reason, such as a temporary network break. The remaining amount of storage is
checked by crond every day, and a cleaning process will be initiated if the remaining amount is
less than a certain threshold. Before deleting files, it is checked whether files to be deleted exist
downstream and files that don’t exist downstream are marked unsent. The status and operations
are reported to the administrator team by e-mail. They will manually resend files marked un-
sent and investigate the cause. This mechanism enables remote management by several people
while automating routine disk operations.

3.3.  Status monitors
We have to check many things to manage the data obtained by gravitational wave detectors.
These include, for example, the status of the data transfer from the KAGRA experiment site at
Kamioka to the main data system at Kashiwa, the status of the data exchange with the global
gravitational-wave detector network (LIGO and Virgo), and so on. If an error occurs in these
operations, we have to recover the normal state as soon as possible. However, the observational
data are transferred every second for the low latency channel or about half a minute for bulk
data, the frequency of which is too high for manual inspection of the data management system’s
performance.

Since tools capable of confirming the current operation status quickly and automatically
are required, we make daily summary plots of the data transfer performance, presented on
webpages hosted on ICRR servers.
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Fig. 6. Plot of the latency from the KAGRA experiment site at Kamioka to the main data system at
Kashiwa.

Examples of the daily summary plots of the data transfer are shown in Figs. 5 and 6. These
plots are updated once a day at 12:10 PM JST (local time) and show the history of the previous
four days. Note that it is also possible to plot the specified time and duration. Fig. 5(a) shows a
summary plot of the received data at the server in the Kamioka surface building. The received
data rate (in units of GB h™!) is plotted with a red line in the lower panel of Fig. 5(a). The cumu-
lative amount of received data (in units of GB) from a specified date and the free disk (storage)
space (in units of TB) are plotted with a green filled area and blue line in the upper panel of
Fig. 5(a), respectively. The reader will see that the disk space increased around §8:00 AM, 2020
April 21, as a result of removing old files since the remaining disk space was small. Fig. 5(b)
shows a summary plot of the sent data from the server in the Kamioka surface building. The
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Fig. 7. A snapshot of the webpage to check the status of data transfer operations. In this situation, the
Virgo panel is shown in red because the data is not being sent from Virgo to KAGRA. The left- and
right-hand windows correspond to the upper side and bottom side of the webpage, respectively.

amount of sent data (in units of GB) and the cumulative amount of sent data (in units of GB)
from a specified date is plotted with a green line and pale orange filled area in Fig. 5(b), re-
spectively. Fig. 6 shows the latency from the KAGRA experiment site at Kamioka to the main
data system at Kashiwa. The median value of the latency (in units of seconds) within a one
hour interval of the full (solid red line), trend (dashed green line), and science (dotted blue line)
data are shown in this figure, respectively. These three plots are sent to the ICRR server and
shown on the webpage. A snapshot of this webpage is shown in Fig. 7. The color of the square
boxes at the top of the webpage indicates the current status of receiving the low-latency data
from LIGO, Virgo, and KAGRA to Kashiwa and the bulk data transfer inside KAGRA. When
the square is green, it means no problem is found; on the other hand, if the square is red, the
situation it corresponds to is where the data transfer (sending and/or receiving) stopped due to
an issue, including maintenance, etc. In the situation of Fig. 7, the Virgo panel is shown in red
because the data is not being sent from Virgo to KAGRA. Therefore, by just looking at the top
of the webpage, one can grasp whether the data transfer system is working properly or not at a
glance. At the bottom of the webpage, one can see the detailed information on the data transfer
operation status for the bulk data inside KAGRA and the receiving status of the low-latency
data from LIGO, Virgo, and KAGRA in plain text, and one can obtain some daily summary
plots of the bulk data and the low-latency data. The daily summary plots of the data transfer
described above are shown in the middle of Fig. 7.

In addition, we prepared another webpage to monitor the status of KAGRA’s calibrated
low latency strain data, called ‘C10’, at the Osaka Metropolitan University server. This page
provides C10 data in the time domain, its amplitude spectral density (ASD), spectrogram, and
sky-averaged sensitivity to expected emission from binary neutron star coalescence, determined
from the ASD. By making further improvements, this page will play roles not merely in checking
the current status of the calibrated strain data but also in extracting some transient signals.
These webpages may be useful to confirm the status of data transfer and low-latency data easily
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and quickly, even if the user is not an expert in these systems. These pages will be updated and
improved in the future.

4. KAGRA international data tiers

4.1. ASGC Tier-1 center in Taiwan

The Academia Sinica Grid Center (ASGC) is located in the Academia Sinica campus in Taipei,
Taiwan, and serves as a Tier-1 center of the Large Hadron Collider (LHC) worldwide grid. We
use this opportunity to maximize the usage of hardware resources, particularly the data storage
system, data transfer methods, and regular maintenance of the facility, without incurring a lot
of cost or manpower. The Academia Sinica group in KAGRA is providing funding to purchase
file servers and hard drives for ASGC, and ASGC is providing the installation, file server man-
agement, regular maintenance and so on, so that the duty and load to KAGRA members can
be minimized.

All of the KAGRA full data are transferred from the Tier-0 center at the University of Tokyo
Kashiwa campus to the data server at ASGC with a data rate of about 1.5 TB per day. ASGC
has currently assigned 0.8 PB for KAGRA data storage, and it can be additionally increased by
0.5~1 PB every year if needed. The assigned capacity is enough to keep the full KAGRA data
permanently in long-term storage so that ASGC can serve as the data mirror center to back up
the data which is located outside of Japan.

We use the xrootd protocol based on the worldwide GRID system for this purpose. xrootd
was originally developed for LHC projects at CERN, the European Organization for Nuclear
Research. The large amounts of data collected by High Energy Physics (HEP) experiments
like the LHC require intensive data processing on a large scale in order to analyze and extract
physics experimental results. The Worldwide LHC Computing Grid has been developed for
such a purpose. The standard software used in HEP projects is called ROOT, which is a mod-
ular scientific software toolkit. It provides all the functionalities needed to deal with big data
processing, statistical analysis, visualization, and storage. Therefore, the tools based on ROOT
were considered to be essential for efficient scientific research, and xrootd has been developed
as one of the components of ROOT and provides universal access to the distributed data across
the worldwide computing centers.

In the case of KAGRA data transfers, the main reason to use xrootd is because of its relia-
bility and transfer speed compared with standard Linux data transfer tools such as scp as well
as the unified user authentication based on VOMS (Virtual Organization Membership Service)
in grid computing, which is structured as a simple account database with fixed formats for the
exchange of information and features single login, expiration time, backward compatibility,
and multiple virtual organizations. Another advantage of using xrootd is that IT engineers
who keep the system stably running 24 hours a day are familiar with LHC GRID tools such as
xrootd, so they can provide their service with minimum additional duty and loads for KA-
GRA data management at ASGC. Due to its modern architecture and convenience for scientific
users with supporting token-based authentication, LIGO also employs xrootd in data access
on the open science GRID [22][23].

4.2. KISTI-GSDC tier center in Korea
The Global Science experimental Data hub Center (GSDC) belongs to the Korea Institute of
Science and Technology Information (KISTI), located at Daejeon in Korea, which operates the
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National Supercomputing Center at a level of 25.7 PFLOPS (Peta FLoating point Operations
Per Second). It aims at promoting data-intensive fundamental research by providing computing
and storage resources and their operations. About 25 PB of storage and 12,000 CPU cores are
used to support a variety of research areas dealing with large-scale data, including RENO
experiments for neutrino research, genome sequencing projects for biomedical care, and HEP
experiments such as Bell at KEK and ALICE/CMS experiments using LHC at CERN at the
level of Tier-1/Tier-2 centers, respectively.

In particular, KISTI-GSDC supports all members of the Korean Gravitational Wave Group
(KGWG), LIGO Scientific Collaboration (LSC) and KAGRA with 1,056 CPU cores (996
worker nodes), three GPU cards, 550 TB of storage, and a fast network connection to the Ko-
rea Research Environment Open NETwork (KREONET)?. At present, 50 per cent of worker
nodes and 400 TB of storage are dedicated to all members of LSC for the service as the KISTI-
GSDC LDG (LIGO Data Grid) Tier-2 Center. The remaining half of the worker nodes, 150 TB
of storage and three GPU cards are allocated to all members of KGWG/KAGRA and their
colleagues.

Some KAGRA full and trend data have been transferred from the Tier-0 Center at the
Kashiwa Campus in Japan to KISTI-GSDC through the rsync-based transfer script provided
by KAGRA. In the initial data transfer test between ICRR and KISTI, the value of the round-
trip time (RTT) was poor, averaging 160 ms. In cooperation with KAGRA and KREONET,
it was found that the network path between KISTI and ICRR was via Chicago, USA. Cur-
rently, the network path has been changed from TEIN (Trans-Eurasia Information Network)
via Chicago to KREONet2-APAN-JP via Hong Kong, and the average RTT value has been
improved to 92 ms. Currently, KISTI-LDG stores about 75 TB of data, such as some KAGRA
full and trend data, and members of KAGRA are actively working with these data to develop
KAGRA data analysis pipelines and noise identifications.

Finally, support for computing from KISTI-GSDC for the KAGRA experiment has been
expanding since the collaboration of KGWG members started in around 2010. KISTI-GSDC
will continue its support in various ways and plans finally to become a Tier-1 Center abroad,
subject to available funds from the Korean government.

5. Data transfer and sharing with the global gravitational-wave detector network
Data sharing in the global gravitational-wave detector network proceeds via two different paths:
low latency and high-latency data sharing.

Figure 8 shows the schematic diagram of data exchange between KAGRA and LIGO/Virgo.
There are two layers of data sharing. Each layer consists of framelink for low latency (order
of 1-10 s) and rucio (data GRID) for high-latency data, respectively. See sections 5.1 and 5.2
regarding these software applications.

Latency in data analysis of gravitational waves is not determined only by network speeds, but
is mainly influenced by four factors. Compared with bulk data cases, we have to consider them
more carefully for calibrated data in data sharing. The first is the length of a data chunk. If we
set the length to be a certain value, the latency to receive the first chunk will be greater than
this value. Too short a chunk length, in contrast, leads to repetition of tedious processes and
is likely to increase the total overhead of processing. The second factor is the calculation time

https://www.kreonet.net/eng/
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Fig. 8. Schematic diagram of data exchange between KAGRA and LIGO/Virgo. Data exchange between
the global gravitational-wave detector network consists of two layers. The upper and lower part of this
figure shows a low-latency and high-latency data exchange, respectively.
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to obtain a calibrated signal from the strain /(7). The strain /() is a conversion of the voltage
measurement of the servo signal controlling the laser interferometer into its gravitational wave
strain equivalent. This conversion requires the transfer function of the interferometer. Since it
is a frequency-dependent function, we need to employ impulse response filters with calibration
factor correction. Considering these two factors, we need to select an appropriate length of data
chunk. The third factor is simply the network speed. The last is the time to search gravitational
wave events in the data. In this paper, however, we will not discuss this further as the search
time differs depending on the gravitational wave source. In any event, latency not exceeding the
order of seconds is required for transient events.

5.1.  Low-latency data sharing

For the cases of transient and occasional events of astronomical gravitational wave sources,
a fast gravitational wave event search process is a key component of success. Data from ob-
servatories have to be acquired and transferred to the event analysis pipeline. To realize quick
transfers on the order of seconds, we employ the Frame format and framelink software devel-
oped by LIGO and Virgo [24,25]. This software uses shared memory on the local server, and
pushes or pulls other servers’ Frame format data to each shared memory, respectively.

A length of Frame time span can be chosen. In 2018, a 4-s length was used, and updated
to using a 1-s length in observation in the year 2019. The size of typical Frame format data
of 1 sis about 100-400 KB, which depends on the number of channels. The data includes the
gravitational wave strain time series /(¢), data quality state vectors, and a header data structure
including a time stamp.

The latency of each data stream from gravitational wave observatories to the data server is
determined by the data size, network transfer speed, and signal processing time that recon-
structs the gravitational wave strain time series from the detector output. The latency from the
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KAGRA detector site, which is in the underground tunnel in the Kamioka-mine, to the main
system at Kashiwa 300 km away, is about 3.5 s. The dominant delay is caused by the process-
ing time for the strain reconstruction. LIGO and Virgo low-latency data are sent from a server
at the California Institute of Technology. LIGO’s latency at KAGRA’s main system is about
7.5 s, and Virgo’s data latency is about 12-15 s. These latencies are shorter compared with the
cadence of the event search pipeline in the observation run in 2020, but will not be enough in
future observations. Therefore, attempts to make it faster, with just a few seconds’ delay, are
underway.

5.2.  High-latency data exchange
Apart from the low-latency exchange of data, high-latency data exchange is also required.

For bulk data distribution and replication across multiple sites of LIGO and Virgo, the LIGO
Data Replicator (LDR) was used until 2020, but it has now been replaced by Rucio [26], which
was originally developed to allow the high-energy physics experiment ATLAS to manage its
large volumes of data. It is a software framework that provides functionality to organize, man-
age, and access large volumes of scientific data using customizable policies. In order for KA-
GRA to join the network of bulk data distribution, we prepared a Grid-FTP server at the
Kashiwa site. Data transfer in both directions is triggered from the LIGO side.

High-latency data transfers send and receive aggregate calibrated /(¢) data in files of longer
duration, e.g., one file consists of a time series of 4096 s ‘Frame’s in the case of KAGRA, and
similarly for LIGO and Virgo data. These aggregated data include the final version of calibrated
data that is regenerated offline with the best accuracy.

6. Summary

We have constructed a data transfer and storage system for KAGRA that can be safely stored
in remote storage from the observation equipment in real-time. The data transmission speed
achieved an average of 40 MB s!' or more, which exceeded the observed data rate of about
20 MB s, enabling continuous operation without data loss. In addition, the data generated
by the observation equipment installed underground are spooled by servers installed in the
tunnel and on the ground facility to make it redundant and reduce the possibility of data loss
due to network trouble and power outage. We also implemented security measures by isolating
the data transfer environment by introducing a VPN. Finally, KAGRA data will be stored for
a long time with petabyte-class storage and will be used for various gravitational wave data
analyses.

In addition, we participated in data sharing with the global gravitational-wave detector net-
work and supported the real-time sharing of observation data with low latency on the order of
seconds and sharing of scrutinized data with high latency.

As described above, the KAGRA data system we constructed has the basic performance to
support KAGRA’s observation in 2020.
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