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Abstract

Adaptive Optics (AO) can greatly enhance the rdswluof astronomical images, achieving
close to diffraction-limited performance in the n@#&rared; however there are a number of
areas where significant improvements can be matepbthem being the very limited field
of view that current AO systems can achieve. ‘Wheéd AO’ encompasses those techniques
devised to widen the corrected field of view, franflew tens of arcseconds in ‘classical AO’
systems to several arcminutes in Multi-Object ACOQMD).

This thesis researches some topics within ‘widkf®O’ for astronomy, concentrating its
experimental work in some of the key technologezgiired to implement MOAO: open-loop
models to run deformable mirrors (DM) in a MOAO t&ys and a ‘Figure Sensor’ to measure
the shape of a DM with required accuracy and ab-Bjgeed, in order to incorporate it into

the AO control system.
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Chapter 1. Adaptive Optics Systems

1.1 Introduction

Astronomy has studied celestial objects since ahctémes. The first astronomical
observatories used for actual research can be datddto BC times: for example in Rhodes, with the
work of the Greek astronomer Hipparchus. The fieldtheoretical and observational astronomy are
deeply linked to other natural sciences, such gsips, chemistry and even biology. For example, the
latest discoveries of planets around other stargiaing us the opportunity to think of life beyotig
Earth, connecting astronomy and biology. We mawlie to answer soon that old question “are we
alone?” with a scientific basis for the first tirmehuman history.

Observational astronomy is the part of astrononay tleals with research on objects in the
sky through scientific observations. The telescajgeloped 400 years ago, is the prime instrument
for this purpose. Its steady growth in size anctigren has enabled observations of extremely faint
objects, allowing astronomers to make transcentidigeoveries, such as the accelerated expansion
of the Universe or the presence of a super magddaek hole at the centre of our galaxy. New
discoveries as exciting as these ones are waitinghe next generation of telescopes to be built in
selected locations on the Earth, where the thiraldirve the telescope allows us observations of an
unprecedented quality. The next generation of ¢eless has been conveniently named the
“Extremely Large Telescopes” or ELTs, to denoteléagp forward with respect to their predecessors.
From the telescope built by Galileo 400 years adgb wlens diameter of a few centimetres, we have
progressed to building mirrors of 10 meters diaméte the current generation of telescopes. We
have ambitions to use mirror diameters of 25 tan&ers for the next generation. In order to build
these giant machines, we need to develop new témjine as well as overcome monetary and
political obstacles. The work reported in this thés part of the development of new technologaes f
the next generation of telescopes.

Ground-based telescopes suffer the negative effifcthe atmosphere, even at the best

astronomical sites on the Earth. Starlight is distb by the turbulence present in the atmosphere,



causing a degrading effect on the astronomical @sage can acquire from the sky. Early ideas to
remove this effect can be traced back to the 195@s a seminal paper by H. Babcock in 1953,
which contained an early proposal for adaptiveaspidaptive optics is the technique that dealk wit
the effect of atmospheric turbulence on telescogrdopmance, with the goal of compensating the
turbulence in real-time, while collecting the lighbm the sky for astronomical observations. A
working adaptive optics system in a telescope am@e the spatial resolution of the images obtained.
The spatial resolution in a telescope image immpa@gethe diameter of the telescope gets larges. Thi
ultimately allows the resolution of individual poisources (stars for example) that are close tegeth
on the sky. High spatial resolution allows us teee the constituent elements of a distant galaxy,
enabling the study of its internal structure. Tikiscience not possible if the resolution were tkahi
such that we observed the galaxy as a diffuse ael\d we shall see in this chapter, the spatial
resolution is a function of the wavelength and sifethe optics, therefore bigger telescopes are
preferred not only because of their larger coltegtarea, but also because of the spatial resolution
they can achieve.

Atmospheric turbulence acts by adding “small lehsesthe light path, limiting the
resolution of a big telescope to not more than valmeamateur telescope of 20 cm diameter would see.
The turbulence is a dynamic and stochastic proédessamentally caused by the sun’s heat during
the day. Adaptive optics systems rely on measutiveg deformation of the wavefront caused by
turbulence and correcting it using a device such dsformable mirror. As this chapter will describe
this correction is different for each point in fireld of a telescope, so a simple adaptive optyssesn
is not capable of wide-field compensation. In fasttending the corrected field-of-view is one df th
main areas of research in adaptive optics, withphoject being one of them.

This thesis is organized as follows: chapter Joshices the most important concepts behind
turbulence and adaptive optics systems designecomnapensate it, including the most complex
systems for wide-field compensation. Chapter 2 iless a particular type of wide-field system,
multi-object adaptive optics, which is the variafitadaptive optics behind this project. Chapter 3
includes the experimental work implemented to matigbrmable mirrors for multi-object adaptive
optics, work published in two pier-reviewed papthis year, and included in the appendix of this
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thesis. Chapter 4 presents a preliminary study fifuae sensor to be used to control a deformable
mirror for multi-object adaptive optics. Chaptepiesents the general conclusions of this thesis as

well as future areas of research that can be coedibased on the results presented here.

1.2 Telescope Resolution

When a telescope focuses an image from the sklgails with the ray and wave nature of
light. A correct optical figure in the telescopetiop produces an image free of aberrations, however
the wave nature of light causes diffraction at télescope, which gives rise to the upper limit in
resolution the image can achieve (thiraction limif). When the telescope focuses a point source, the
image at the focal plane is thmoint-spread function (PSF)which, due to diffraction is not a
dimensionless point anymore, but a complex irrazbgmattern that depends on the size and shape of
the telescope aperture. Given that a point sourceuats for all possible spatial frequentigse PSF
is the response of the optical system.

Fraunhofer modelled the irradiance distributiorigiit caused by diffraction for a circular
aperture, which applies in the case of most tef@ssoThe irradiance pattelnat the focal plane can
be described by a Bessel function of the first kindDriggers 2003). The mathematical expression,
also called the Airy pattern, is

nrD) 2

E() = By (2) [ZJZ(E ] (1.2),

Af =

where:
Ea: is the irradiance at the aperture
E(r) : is the irradiance intensity at a distandeom the optical axis
A . is the wavelength of light under study
D : diameter of the telescope

A : area of the aperture

1 A point source in the spatial domain can be demm®mp in components with individual spatial frequescThis is

equivalent to the Fourier transform of a Dirac delthich has components at all frequencies and tigtsame magnitude.
This is why the PSF represents the response odytsiiem, since it shows how an optical system redpom all possible
frequencies.



f: focal length
An irradiance pattern for the case of an 8-m telpsds presented in Fig 1.1. The first ring
occurs ar = +1.22Af/D. This isr = £9.15 um for the case in Fig 1.1.
The ability of an optical system to image two sepapoint sources at its focal plane is a
function of its diameter. Lord Rayleigh defined rtegion for the resolution limit of a telescope,

which is in relation to the first ring of the PSFhe expression for the angular resolution is then

R = 1.222 (rad)= 2516401
D D

(arcsec) (1.2).

Two PSFs having the distance separation of Eqafe2presented in Fig. 1.2. This is an
upper limit in terms of the resolving power a tetgse can achieve. In the next section, we shall see
that atmospheric turbulence limits the resolutidnaay ground-based optical telescope, to the

equivalent of a few tens of centimetres at best.

focal plane (um)

1

0.9 0.045 0.9

0.8 0.04 0.8
0.7 0.035 0.7
0.6 0.6

0.5 0.5

focal plane (um)

0.4 0.4

o

3

8

&
irradiance normalized

0.3 0.015 03

0.2 0.01 0.2

0.1 0.005 0.1

50 40 30 20 -0 0 10 20 30 40 50
focal plane (um) focal plane (um) focal plane (um)

Fig. 1.1: Diffraction-limited irradiance patterngauced by an 8-m telescope at
its Nasmyth focus (with F-ratio = 15), for wavelémg= 500 nm. Left panel:
Airy disk with linear colour scale. Central pangtale adjusted to see the rings.

Right panel: slice of the Airy disk through thegni.

% This is an example of a single mirror telescopekingy at f/# = 15 and without secondary mirror.
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10.6

410.5

focal plane (um)

10.4

-30 -20 -10 0 10 20 30
focal plane (um)

Fig. 1.2: Rayleigh resolution criteriaillustrated for two pointgurces on an-

m telescopaworking at F-ratio = 15 and 500 nm wavelength.

1.3 Atmospheric Turbulence

The turbulence in the atmosphere is the result igfnigp of air at different temperature
which is caused by soldneating during the day. Having a mif air molecules at differer
temperatures, the air density is constantly changina random fashion, which in turn produce
change in the index of fraction of the al. Light coming from stars is slightly refracted bye

atmosphere, producing degréida in the resolution of the image. Atmospheric turbcke ai

£
2
= -
A
o
=
@ 2.6 =1
@
< 4
ﬁ 04 Cerrc Paranal _
% 3
5
2
5 0.2 b
2 I

0.0l

0 5 10 12 20

Altitude, km

Fig. 1.3 Turbulence profile at Cerro Paranal in northetrileC The solid line
represents the turbulence energy (in normalizetsuand the segmented line

the accumulated enercPlot courtesy A. Tokovinin (CTIO).



observatories has been extensively studied (WiBd09) in the last decade, indicating that the
turbulence is mostly limited to thin layers withihre first 15 km of atmosphere above the observatory

Fig. 1.3 shows this effect at Cerro Paranal in €hilhere the VLT is located. The figure is
a kinetic energy plot with respect to altitude addie telescope. The two distinctive peaks are from
the two strong turbulent layers, one immediatelgvabthe telescope (the “Ground Layer”) and a
second around 8 km of altitude. The two turbuleyets account for about two thirds of the total
turbulence, but there is one third that is distiloualong the whole column of turbulence.

The most commonly used model for atmospheric tereé was proposed by Kolmogorov
(1941) and developed by Tatarski (1961). This masigeneral for turbulence in a fluid medium, in
which the turbulence is a consequence of addingggrte the medium in large spatial scales: solar
heating in the case of atmospheric turbulence. Kbinogorov model describes the turbulent
behaviour between the “outer scalg’and the “inner scalel,. The former corresponds to the scale
where energy is added to the medium (usually ténseters), while the latter occurs when the energy
is finally dissipated as heat by viscous fricti@ntfin millimetres).

Atmospheric turbulence is a random process. As,stichn be modelled with the structure
function D,(4x), defined as the average difference between twoegabf a random variable for a

large number of points, with the random variablmdy¢he index of refraction(x), i.e.

D, (Ax) = ([n(x) — n(x")?]) (1.3).

The structure function for the refractive indexiation of turbulent air in the Kolmogorov

model is

D, (Ax) = C2(h)Ax?/? o< Ax< Lo (1.4).

In Eq. 1.4,C2(h) is the vertical refractive index structure parasnetvhich is a function of the
altitudenh.
Developed from this model, th&ied parameter, allows one to characterize the strength of

the whole atmosphere (Fried 1965). The mathemadiqalession for is

-3/5
ro = [0.423 (27”)2 (secé) [ C2()dh|  (L5),



whereé is the zenith angle of observation ahid the observational wavelength.
The effect of turbulence on a telescope of diamBteis seen on the variaricef the

Wavefrontaj,, which can be computed as

5/3

03 = 1.0299 (r'io) (1.6).

Alternatively, one can use the resolutRiof the telescope in the presence of turbulence.

1222
=

R

(1.7).

The main interpretation of Eq. 1.7 and its simfiavith Eq. 1.2 is straight forward: in the
presence of turbulence, the resolution is set byptrameter,, which represents the diameter of a
telescope that produces the same resolution. Tiyabzes for thd-ried parameter arb cm < < 20
cm When a telescope of such a diameter is used, thelfirst order of the turbulence, i.e. the
wavefront gradient or “tip and tilt” needs to bexquensated for achieving the diffraction limit.

An alternative physical interpretation for the Eriparameter is that is the aperture size

that produces a mean square wavefront error ohartuad?.

1.4 Adaptive Optics Systems

A general scheme for an adaptive optics systenmiasepted in Fig. 1.4. The telescope is
pointed to a guide star, which is used for meaguttie atmospheric turbulence. The light beam from
the telescope is received by the “deformable miirfDM) or “wavefront corrector”, which corrects
the aberrations caused by the turbulence, shafsrguiface with a figure that nulls the shape ef th

wavefront that passed through the atmosphere.

3 This applies when theistonterm (or linear offset level of the wavefront) tmen removed.
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Guide star

Telescope

Dichroic

' \ : Infrared light
\..' » e
SH - | Science
WES 3 Visible light Image

Fig. 1.4: Diagram of a typical AO system place&iét telescope. The AO

system is composed of a deformable mirror and agbawavefront sensor.

After the deformable mirror, an AO system includeghase or wavefront sensor (WFS) to
measure the residual aberrations after the wavefiea been corrected by the DM. The Shack-
Hartmann WFES (SH-WFES) is the most commonly uselOnsystems for astronomy and it is the type
sketched in Fig 1.4. The WFS uses optical waveleh@or measuring the wavefront. This is usually
implemented by diverting the light with a dichroiletting the infrared light pass to a science
instrument.

The AO system works in closed-loop by trying tokeeflat (or null) residual wavefront at
the science image. This is orchestrated by a polvedmputer, capable of processing the large
amount of information coming from the wavefront semand calculating the commands to the

deformable mirror. A “real-time” computer is usedeaning one which is capable of doing these

4 Optical wavelengths are commonly called to thogevéen 350 and 1000 nm.
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computations in real-time, at rates of potentiifipusands of updates per second. Current personal

computers have become so powerful that they aréngfdo be used as AO computers.

Influence function Xinetics actuator

infl func ||
+ actpos ||

normalized deformation

180 200 220 240 260 280 300 320
phase map position

Fig. 1.5: A typical influence function, showing tip®sition of the actuators.
This plot is taken from interferometric data ob&nwith one of the DMs
modelled in Chapter 3. The X axis is presentednierferometer phase map
units, while the Y axis is normalized deformatigh.10% cross-coupling to
neighbour actuators can be seen as the amounfafdion on the membrane
at immediate adjacent actuators (the ones at pnsit205 and 272). Adjacent

actuators are 7 mm apart on this mirror.

Different types of deformable mirrors have beenedlgped over the last 30 years. They are
usually classified depending on the technology usdtle actuators. Most DMs have actuators in an
equally spaced rectangular grid, where their actdigection is parallel amongst them and
perpendicular to the mirror membrane. By varyingirtiength by a few microns, the membrane
becomes locally deformed at the actuator posifitre local deformation of the membrane is usually
called the “influence function” produced by the watbr. A typical influence function on the
membrane spans neighbouring actuators, having atb020% effect on the immediately adjacent
actuators. Fig 1.5 presents a typical influencetion.

The main types are listed here and described i metail in Chapter 3.
« Piezo stack: this is a DM made of discrete actgatmmposed of piezo-electric ceramics

10



* Electrostrictive: this is a DM made of discreteuatbrs, composed of an electrosctrictive
material
» Electrostatic: MEMS (Micro-Electro-Mechanical-Sysietype of devices, made on a single
piece of silicon, where electrostatic actuatorshaiié
* Magnetic: these are integrated devices using voadeactuators, composed of a magnet and
a solenoid
The main types of wavefront sensors are brieflycdiesd here, with representative diagrams taken

from Andrei Tokovinin’s AO Tutorial

Curvature:

The wavefront aberration is Iy @ Q Iy

measured at two planes around the

focal plane, where the aberration }"-—‘%;é

causes excess illumination (gt ;

and lack of illumination (alt,). : F
Shack-Hartmann:
The pupil is divided into O o0 00
“subapertures” by a lenslet array. L
® & & 0
The aberrations produce - |
® & & O
displacements of the spots produged —
by each subaperture. The position ~ Wavefront  Lenslets Detector Image

f

of the spot is proportional to the o0 ®
gradient of the wavefront at each ‘ 8 *°® °
®
L ]

subaperture Centroiding is the

process of finding the position of
each spot, computing the Centre af
Gravity of the subaperture in pixel
units (or using a more advanced
technique). We implemented a
Shack-Hartmann WFS, which we

describe in detail in Chapter 4.

5 This is an online tutorial, available at http://wvetio.noao.edu/~atokovin/tutorial/index.html.
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Lateral Shearing Interferometer:
An interferogram can be formed by
making the wavefront interfere with
a shifted version of itself. The
aberrations can be measured by \

analysing the fringe shapes.

Pyramid:
A glass pyramid is placed at the \

from telescope

focus of a lens, dissecting the bearr
into 4 apertures. It is possible fto DK\

measure the wavefront aberratigns pyramid

by comparing the intensity 9

$

n
equivalent positions on each

subaperture.

1.5 Angular Anisoplanatism

One of the main limitations of AO is angular anismatism. This is the effect of not
measuring the turbulence along the same line-ditsig the science object which is being imaged, as
can be seen on the left panel of Fig. 1.6, fonglsilayer of turbulence at height

The mean square anisoplanatic error at anghe Fig 1.6 (left panel) fob > r, (i.e. when

the telescope diameter is much larger than thevalguit size of turbulence) is
2
(62) = 2.914 (27”) (sec{)®/3a5/3 [ hS/3C2(h)dh  (1.8).
Anisoplanatism causes a rapid deterioration of dbgection as the angle between the
science object and the guide star increases, aisitupresented in the right panel of Fig. 1.6réal

observations at Keck Observatory in Mauna Kea (Hijwssing the standard metric Strehlratio®

for determining the level of correction.

® The Strehl ratio is a figure of merit to measure tfuality of an optical system. It is defined ae tatio of central
intensities of the PSF formed by the optical systewmer evaluation and the PSF formed by a diffometimited theoretical
system. The Strehl ratio is a standard figure for gystem performance evaluation.

12



There is an angle within which the turbule does not changsgnificantly: this is called
the isoplanatic angle&, that depends on the location the turbulence as well as strength. Its

mathematical expression is

2 -3/5
0, = [2.914 (5) (secty®? [ h5/3c,%(h)dh] (1.9).
For the simple case of one turbulent layer at titudé h (Fig 1.6 left)the isoplanatic anglis
6o = 0.314(cosa) 7> (1.10).
It can be easily confirmed that high altituurbulence reduces the isoplanatic angldoes a small
value ofro. On the contrary, low altitude turbulence incregbesisoplanatic angle, while large valt

of ro produce a similar effect.
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Fig. 1.6: Angular anisoplanatism in adaptive optLeft panel: the concept «
decorrelation betweea turbulence measurement (using a guide star) an
turbulence ‘seen’ by a science object (a galaxyagmhm reproducedfrom
Hardy (1998) Right panel: Strehl ratio for various angularsetfmeasuremel.

Diagram reproduceftom W.M. Keck Observatory’s web page.

1.6 Laser Guide Stars

Using real stars for wavefront sensing sts fromthe limitation that only bright stars ¢
be used, depending on the sensitivity of the wawvefsensorThis is becauswavefront sensing

implies some type of aperture -division for measuring the local deformation of thavefront. In ¢
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Shack-Hartmann wavefront senséor example, the pupil is divided into sub-pupisich of which
measures the local gradient of the wavefront. Hagumb-pupils implies dividing the limited number
of incoming photons from the guide star amongattad, depending on the noise floor of the sensor
as well as the collecting power of the telescopéy celatively bright stars can therefore be uséte
final implication of using real stars or “naturatide stars (NGS) is a limited sky-coverage, which
severely restricts the type of observation an adapbptics system can preform. For example,
observing distant galaxies at sky positions awaynfthe Milky Way is generally not possible, since
the guide star must normally come from the MilkyyWa

To overcome this limitation, “artificial” stars haeen created by means of launching high-
powered lasers into the atmosphere. The laseumnskhed from the telescope structure and therefore i
will point to where the telescope is observingatireg what is called a Laser Guide Star or LGS.

There are two distinctive types of LGS in AO: Sadiand Rayleigh. A brief description of
each of them is given here:

e Sodium LGS: There is a layer of sodium atoms inatreosphere, present at an altitude
between 80 and 100 km. A laser tuned to an electtoansition within the sodium atom is
used, typically the D2 line, centred at 589nm. Wiensodium atoms are illuminated at this
wavelength, they are stimulated and emit a sufficieumber of photons back to the
telescope to perform wavefront sensing.

« Rayleigh LGS: Photons can be produced by Rayleigittexring from molecules within the
atmosphere. This type of laser guide star is fatwdelower altitudes than Sodium LGS,
therefore they cannot sample the complete volumarbtilence.

Although having a LGS allows us to count on a krighough guide stars to observe at any
point in the sky, it comes with some limitationgesdribed here:

e Tip-tilt Indetermination: The laser is launchedth® atmosphere from a small telescope,
mounted either at the side or at the centre ohthn telescope. As it goes up through the

atmosphere, the beam is affected by the same anteilthat it is trying to measure. As the

" The Shack-Hartmann wavefront sensor will be studiegktail in Chapter 4.
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laser beacon is small (its diameter is comparabla tewr), its position on the sky gets
displaced by turbulence (affected by the globatitipor first order of turbulence). The same
effect occurs for the returning photons from theS,@erefore the tip and tilt information is
lost. Because of this, a laser guide star cannotsbd to measure the global tip and tilt in an
AO system and a real star needs to be used fotatbits A tip/tilt sensor uses fainter stars in
the field compared to a NGS WFS, so this is nostsong a limitation in terms of sky
coverage for a LGS system.

Focal Anisoplanatism: The laser is focused at #efialtitude, so unlike real stars, they do
not produce a truly collimated beam (as coming fiofimity), even in the case of sodium
LGS at 90 km. The finite altitude of the LGS caugbe “cone effect” or focal
anisoplanatism, where sections of the atmospherenar sampled by a LGS, since the
turbulence is not sampled with a cylinder, as a NI88s. The strength of the cone effect
depends on the turbulence profilg Fried and Belsher (1994) derived a single paranagt
that permits one to quantify the wavefront erravduced by the focal anisoplanatism (FA).
lts effect is given byZ, = (D/dy)%3, whered, is the LGS equivalent to the Fried

parameter,. d, is proportional ta.°/5.

Multiple LGS systems are being designed to allevfatal anisoplanatism, since they can

reduce the cone effect that one LGS has. Thedeialtguide stars can be placed anywhere in the

field of the telescope, but they are usually lodaeund the scientific Field of View (FoV). Having

several LGS allows one to implement more advaneedniqgues to enhance the corrected field of an

AO system. These techniques are referred to ase'\Wield Adaptive Optics” and are described in the

next section.

1.7 Wide Field Adaptive Optics

Due to angular anisoplanatism, a simple AO systean @s the one shown in Fig. 1.4, is

only capable of achieving high resolution in adielf-view of a few arcseconds. This system, now
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called “classical AQ”, is also known as “Single @arated AO” (SCAO), since there is only DM
the system, usually conjugated to the telespupil.

In order to increaséhe corricted field, it is necessary to measure the turbulenceate
than one position in the field, probing the realumeetric character of the atmosphe The first
proposal to expand the correctFoV was “Multi-Conjwgated Adaptive Opti” (MCAQ) (Tallon
1990),in which the volumetric aspect of the turbulencétvgeveral laye! of turbulenc above the
telescope) is taking into accouby usinga number of deformable mirrors, conjugatecdifferent

altitudes in order to compensate the turbulence by laand thus extend the Fc

Multi-Conjugate Adaptive Optics Medtti-Object AO
Reference 4 * Wavefromt senzor Iin open leop
St
ars Reference Reference ‘ *
Stars Stars

High
Altitude

" High
High
Layer - Allitl.lf:le Altitude
Ground Layer Eayer \ Y
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e Layer
Telescope

' Telescope Telescope

m Ground Conj. DM
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DM1 WEC mode DM 1 |
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to Science Camera — P IFU |

Fig. 1.7 Wide field adaptive optics systems. Left panelulti-conjugatec
adaptive optics. Central panel: gro-layer adaptive optics. Right panel: m-
object adaptive opti. Images courtesy ESO.

In MCAO, several VWS are placed at different positions in the fio sample the turbule
volume, as the left panel of Fig. depicts.These measurements allow the system to comput
corrections for each DM, takingto consideration thahey will correct the turbence in layers. The
process behind this computation is usually calletnbgraphy”, since it is similar to the concep
reconstructing a volume which is imaged at diff¢r@mgles

A simplification of MCAO isGround-Layer AO (GLAO) (Rigaut 2@}, in which only one
deformable mirror is usedo correct the ground layer of turbuler(see central panel of Fig. ).
The ground layer has been found to be the stromgmany observatoriesee Fig 1.3Multiple WFS

are still needed to sampilee turbulencecommon to all lines of sight. THemographyin GLAO is
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implemented by computing the average turbulence fal WFS, which corresponds to the ground
layer.

The last type of wide-field AO is the one relevantthis project, Multi-Object AO, or
MOAO; see right panel in Fig. 1.7. This type of Agystem departs from all previous systems
described, in the sense that the turbulence isumea@dy several WFS in open-loop, i.e. they see raw
incoming turbulence before it is corrected by a DWvhe WFS data are used to compute a
tomographic reconstruction of the turbulence applie to certain positions in the FoV, where a DM
is placed (conjugated to the telescope pupil) deoto correct all turbulence for that specificehof-
sight. These positions in the field correspond ¢tersce objects, while the WFS measure the
turbulence at other positions in the field, whe@3_(or NGS) are located. Besides being in open-
loop, MOAO differs from the previous techniquestirat it is not possible to obtain a continuous
corrected patch of the sky, but only a few seledawill regions. Therefore, this technique is
interesting for spectroscopy mostly, where placrglicing element such as an “Integral Field Unit”
(IFU in Fig. 1.7) allows one to obtain 3D spectroséapfythe corrected sub-field. This type of AO is
described in detail in Chapter 2. One of the firstsky demonstrators of this technique is CANARY,
a one-channel MOAO system to be deployed at themktfer William Hershel Telescope in the

Canary Islands. This and other MOAO instrumentdaseribed in Chapter 2.

1.8 Other Adaptive Optics Configurations

Other types of AO that have been developed in dksefew years are Laser Tomographic
AO and Extreme AO, which we briefly described hierecompleteness.
e Laser Tomographic AO: The goal of this techniquisichieve the diffraction limit of the
telescope for a narrow FoV, usually not wider thhe isoplanatic angle of a single-
conjugated AO system. To achieve this level of extion, several LGS are placed in a

narrow field, using tomographic reconstruction taghes to compute the whole volume of

83D spectroscopy is a technique developed in astn@ab instrumentation to obtain spectra of eachmelat of a two
dimensional image, producing three-dimensionaldedatbes” where the wavelength is the third dimensio
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turbulence and a DM with a large number of actigatosually a thousand or more for an 8
m telescope.
* Extreme AO: This is a type of single-conjugated ik@vhich a very high level of correction

is required, in order to achieve a very high caitrahen imaging. The goal of this
technique is to image extremely faint objects, saglplanets around other stars (exoplanets)
or faint companions to nearby stars. One such syEeeing built for the Gemini South 8
meter telescope, called the “Gemini Planet Imagene high order DM of this system has
4000 actuators, the largest one in terms of nunabeactuators in an AO system for

astronomy.

1.9 References

Driggers, R. “Encyclopedia of Optical EngineerinGRC, (2003)

Fried, D., “Statistics of a Geometric Representatid Wavefront Distortion”, JOSA, 55 pp. 1427-
1435, (1965)

Fried, D. and Belsher, J., “Analysis of fundameritalits to artificial-guide-star adaptive-optics-
system performance for astronomical imaging”, JOSA-, 1, pp. 277-287, (1994)

Hardy, J. “Adaptive Optics for Astronomical Telepes”, Oxford University Press, (1998)
Kolmogorov, A., “Dissipation of Energy in the Loballsotropic Turbulence”. Reprinted in Royal
Society of London Proceedings Series A (1991), $p415-17, (1941)

Rigaut, F., “Ground-Conjugate Wide Field Adaptivetios for ELTSs”, Proceedings of the Topical
Meeting held May 7-10, 2001, Venice, Italy. (2002)

Tallon, M. and Foy, R. “Adaptive Telescope withdaprobe: anisoplanatism and cone effect” A&A
235, pp. 549-557 (1990)

Tatarski, V., “Wave propagation in a turbulent medi, McGraw-Hill, New York, (1961)

Wilson, R. W, Butterley, T, Sarazin, M, “The Durh&80 SLODAR optical turbulence profiler”,

MNRAS, 399, 4, pp. 2129-2138, (2009)

18



Chapter 2: Multi-Object Adaptive Optics

2.1 Overview

This chapter discusses a particular type of adapbptics: multi-object adaptive optics
(MOAOQ), which is one of the techniques devised égent years to overcome the limited FoV a
standard adaptive optics system can achieve (Har2@@sr, Assemat 2007). The main characteristics
of this technique are presented and discusseadwetl by some descriptions of the most important
aspects to take into account when dealing with aARGsystem. Finally, a brief survey of current

systems in development is presented.

2.2 Introduction

Adaptive Optics (AO) was introduced in Chapter ladaschnique to compensate for the loss
in spatial resolution in astronomical images duechanges in the index of refraction of the
atmosphere caused by turbulent mixing of air packatdifferent temperatures. One of the main
limitations of AO is angular anisoplanatism, whisha. consequence of the decreasing correlation of
turbulence effects between lines of sight through atmosphere as their angular separation is
increased.

Existing generations of AO systems have been veoglyzctive in obtaining images and
spectra of astronomical objects close to the gsides measuring turbulence, particularly at near-
infrared wavelengths where the correlation lengththe turbulence is larger. Laser guide stars are
optimum in this respect, since they can be poiotese to the science target along with the telescop
However, these systems still require a naturalesidr to measure tip-tilt, which limits the alyilio
point to any place in the sky.

For a number of science topics within observati@stélonomy, it is preferred to have a wide
FoV available for observing. In particular, the thobject spectrograph (MOS) is a type of widediel

astronomical instrument, which improves the efficig of observations by obtaining spectra for many
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astronomical targets simultaneously. This is oftipalar interest for science such as extragalactic
astronomy (galaxies beyond our own Milky Way) wh#rere are often large numbers of galaxies
available within a FoV of a few arcminutes diamet8Norkhorse’ MOS are common in
observatories: some examples of such instrumeetiistéed in Table 2.1.

As it can be seen in Table 2.1, each of these M&SahFoV several arcminutes across,
which is adequate for observing multiple galaxis.example of an interesting extragalactic field is
presented in Fig. 2.1. It is Abell 2218, known fisr gravitational lensirigeffect, with a number of
gravitational lensed arcs seen in the image.

Table 2.1: Examples of multi-object spectrographthe largest telescopes.

Observatory Instrument Wavelength Field of Viewn{ar)
Keck DEIMOS Optical 81.5
Keck MOSFIRE Near infrared 37.2
VLT VIMOS Optical 4 x 56
VLT KMOS Near infrared 40.7
Magellan IMACS Optical 737

ACO 2218
tes: 16 35 54,0466 13 00

Fig. 2.1: Abell 2218 galaxy cluster. Left panel:ile Space Telescope (HST)
image of the central region of the cluster (app@®» 2 armin). Right Panel:
SIMBAD10 map of the cluster, for the 20 arcmin d&er central region. Each

blue dot in this map is a galaxy.

° Gravitational lensing is produced when the lighinong from objects farther away gets bent by thevigaional effects of
objects in front. A galaxy cluster with a huge massapable of producing such a vast gravitatidiedd, acting as a giant
lens for light of object behind it.

10 SIMBAD is an astronomical database of objects, withss-reference and visualization tools.
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However, each individual galaxy in the cluster Qea2cmin diameter map is presented in the
figure) can only be observed at the resolutiontlighien by the seeing at the time of the obserwatio
which, for a ground-based observation, is typicallyt better than 0.7 arcsec. Whilst a spatial
resolution of 0.1 arscec is achieved for the HS&ge this is limited to a small field by the siZdle
available cameras and does not include spectros®sgtyer spatial resolution is required to allow
resolving details of smaller galaxies over the figlid, in imaging as well as spectroscopic modes.

To obtain a deep understanding of how galaxiebane, grow and evolve, it is necessary to
observe their internal structures, usually reqgirinspatial resolution better than the seeing didchit
condition. Integral field spectroscopy is one pdwetechnique used to obtain spatially resolved
spectra of objects. If an object is extended @.galaxy), it allows spectra to be obtained for ynan
parts of the object, enabling the spectroscopiemasion of their internal structure, and the stodly
chemical abundances and velocity fields. A typieslult of these observations is a radial velocities
map, which measures the redshift of the differemtspof the galaxy, with respect to the redshift of
the whole body.

An example of a radial velocities map is shown ig. R.2, showing that the nuclear star
cluster in a nearby galaxy is rotating; this typ@loservation is now possible thanks to the pragies
integral field spectroscopy.

The possibility of obtaining integral field specoopy at high spatial resolution of several
targets (galaxies) in one exposure, selected framgen in the sky spanning several arcminutes,
would open a vast window of unexplored sciencetagdy with deep implications for cosmology as

well as astrophysics. Multi-object adaptive opties been conceived to fulfil this desire.
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Fig. 2.2: Nuclear star cluster in NGC 4244. Blugrapches and green/orange
recedes. Rotation of ~30 km/sec is clearly visifileese data were obtained at
Gemini observatory, using the AO-fed ‘Near Infraredegral Spectrograph’
(NIFS). Image courtesy Gemini Observatory.

2.3 The Wide-Field Problem

As seen in Chapter 1, a main limitation of adaptipéics is angular anisoplanatism. This is
caused by the fact that the light from differenjecbs in the field of a telescope go through défer
optical paths, encountering different turbulencd ttrus suffering different aberrations at any given
moment.

We present a brief analysis of this problem fropueaely geometrical standpoint (see Fig.
2.3). We assume a telescope with a certain ra@jushich is observing an object on-axis (red dotted
lines in the left panel of Fig. 2.3). There is adaguide star (LGS) launched from the telescoe at
certain off-axis angl€&oV (Field-of-View) and at an altitude s We are only considering one layer
of turbulence at an altitud® ... Having a LGS at a finite altitude implies we &mehe presence of
focal anisoplanatism as well. The LGS beam inteésste turbulent layer forming a meta-pupil of
radiusR;.

If we make the assumption that all the turbulerce&ancentrated in one layer at some
altitude, then it might be possible to fully corrét; if we can manage to measure it appropriately.
This would ultimately depend on the interactionwen metapupils at the layer. This problem is

presented in the right panel of Fig. 2.3, seehaturbulence layer plane. Due to focal anisoplamat
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(the sodium layer is not at infinity, but at ab@®@@ km from sea level) and angular anisoplanatism
(off-axis position of the LGS), the metapupils’ oap is limited and this has a direct consequence i

the level of correction the AO system can achieve.

Fig. 2.3: Angular and focal anisoplanatism in adeptoptics. Left panel:
science beams (in red) and a laser guide starcattain angle (FoV) off-axis.

Right panel: overlap of the meta-pupils at thewdié of the turbulence layer.

We derive in Appendix of this chapter some baslati@ships between the distances in
Fig. 2.3, which allows us to run some basic simoiest to understand the net effect regarding
metapupil overlap caused by the off-axis positibthe LGS as well as the altitude of the turbulence

We performed simulations for the LGS (with the swdlilayer at 80 km) and NGS (guide star at

infinity) cases, see Fig. 2.4.
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Fig. 2.4: Metapupil overlap for several situatioheft panel: fixing the guide
star at 5 arcmin off-axis and varying the turbukeieight. Right panel: fixing
the turbulence height at 4000 meters and varyiegothsition of the guide star.
NGS results are solid lines and LGS results aréethdines. Different color

lines represent various telescope mirror diametenseters.

The level of overlap between metapupils is an irgurfactor in determining the final

Strehl ratio an AO system can achigv&ome specific implications from Fig. 2.4 are digsm here:

The effect of focal anisoplanatism (the ‘cone dfjeis seen as the difference in position

between solid and dashed lines, not is seen tggh#isant in current 4 to 8 meter telescopes.
The cone effect also depends on waveléigthd may not be of significance for current
telescopes in the near infrared, but it assumdsmgmrtance for extremely large telescopes
(>25 m diameter).

4 meter telescopes have very poor metapupil ovdda@ny turbulence above the ground

(see fast decay of blue curves in Fig. 2.4), wlécbonsistent with these types of telescopes
being good candidates to implement Ground-Layer(GOAO)™.

8 meter telescopes have reasonably good metapugrilap for medium height turbulence

(see green curves in Fig. 2.4), which makes themdidates for a wide-field AO instrument

1 Which depends on many other aspects, see sectidfOAO Error Budget.

2 As we have seen in Chapters®, = (D/d,)5/3, with d, o« 16/5,

13 Ground-layer AO, introduced in Chapter 1, aimsdorect only the turbulent layer immediately abole telescope. It is
considered a ‘seeing improver’ only (with poor &tretio) but it can provide correction over sevar@minutes FoV.
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such as MOAO, but there will be high altitude tudmee (i.e. at 10 km), which cannot be

measured. This certainly depends on the positidheo§uide stars.

2.4 Multi-Object Adaptive Optics

In general, a MOAO instrument is a near infrareditiimbject spectrograph with the
following main sub-systems:

+ A numbet* N of laser guide stars, launched from the telestope ring® surrounding the
science field. This is strictly a telescope fagjlitut it is required by a MOAO instrument.

* A numberN of wavefront sensors, measuring raw incoming tiemee from laser guide stars.
Even though a system with only natural guide s&afeasible to build and use, there are only
a few positions in the sky where a suitable sttariasn can be fourll

* A number M of wavefront sensors for natural guitdess in order to determine tip and tilt.

« A pick-off opto-mechanism to observe each of tHerse objects. The light beam from each
object is relayed to a deformable mirror. These Divsk in open-loop with respect to the
WES defined above.

* Anintegral field unit (IFU) to dissect the spatc@mponents of each AO-corrected beam. An
image slicer is typically selected for this appiica.

* A spectrograph to retrieve the spectra for eachtpgoithe AO-corrected objects. Depending
on the number of objects, more than one spectrograprking in parallel) may be required.

* A near infrared detector(s) to acquire the spectra.

* An adaptive optics computer, in charge of measutiegncoming turbulence and calculating
the correction to each science target, to be applieeach DM.

A schematic diagram of a MOAO instrument is preséiin Fig. 2.5.

4 The number of LGS depends on many parameters, rieqmired Strehl ratio to cost.

15 Although other topologies can be used, a ring @naple geometry to measure turbulence from a nurobangles,
producing metapupil overlap with the science olsjettthe centre of the field.

16 CANARY phase A considers using NGS only and a fesrimsns have been identified, but it is unlikelyh@ve scientific
productivity with such a configuration. See sect®® for a description of CANARY.
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Fig. 2.5: Cartoon of a multi-object adaptive opiicstrument. Several LGS are
launched to the periphery of the field, to meagheeincoming raw turbulence
with Shack-Hartmann WFSs. The science beam (frayalaxy) is relayed to a
deformable mirror, which corrects the aberratioasised by the turbulence,
sending the corrected beam to an integral field (/U), which slices the

spatial image into its component wavelengths fargdic analysis.

2.5 Implications of Open-Loop Operation

Operation in open-loop is not new in adaptive aptidardy (1998) for example, includes
some suggestions in running an AO system in opep:lnevertheless, all AO systems found in 4 to
10 m class telescopes nowadays run in closed-MGpAO is the first instance of an astronomical
AO system where open-loop operation is justified studied in detail. We can identify the following

areas of particular interest when designing antilimgj an AO system for open-loop operation.
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2.5.1 No optical feedback

In classical AO systems in closed-loop, a wavefreemsor measures the action of the
deformable mirror, because it is placed “downstreaith respect to the deformable mirror in the
optical path, so it measures the residual errorfaeds it back to the system. See top panel of &).
for a comparison diagram.

Closed-loop operation is a basic feature in anytrobrapplication, from a temperature
controller to a nuclear power station. For instariténe controller includes an integtaterm in its
mathematical formulation, then the steady-statielues error will be nuff,

In MOAO such an optical feedback does not exigtdfore, the system cannot self-recover

when the system incurs errors after applying theefrant correction. See bottom diagram in Fig. 2.6.

Guide Star Opticalclosed-loop
w Dichroic
I ra P Instrument
Science Target DM 4\ ’2 )2
T " | WFS
Real-time Closed-Loop AO
computer
Guide Star
ﬁ\ I p| Instrument
Science Target DM
Guide Star Realtime
WES N )
computer Open-Loop AO

Fig. 2.6: Comparison diagrams for closed-loop apeneloop operation in AO.
Top panel: closed-loop operation, showing how thevefront sensor (WFS)
closes the loop with respect to the deformable ani{DM). Bottom panel:
open-loop operation, where the WSF paths are difteand unrelated with

respect to the DM path.

17 A typical controller is of thePID type, which stands foProportional (a constant gain)ntegral (an integrator) and
Derivative (a differentiator). When the setpoint for the cohér (its desired value) is constant and thera ison-zero
integral term in the controller, the steady-statereof the system in closed-loop is zero.

18 This is true when the ‘set point’ of the systeneésistant, which is not the case of an AO systeherevthe turbulence is
permanently changing, but in principle, a very fagstem in closed-loop could achieve null errorlevtihe turbulence
remains static (in a time frame of millisecondg)isTin practice is not possible, given that the hanof photons to measure
the turbulence is very limited.
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2.5.2 Wavefront sensor dynamic range

In closed-loop systems, the WFS(s) measure thduaisturbulence after the deformable
mirror has corrected the wavefront. Therefore, WIES(s) measure a null or flat wavefront on
average. This is not demanding in terms of the ohfmaange of the sensor, but it depends on the
system having “locked-on”, i.e. having achievedadtiestate, closed-loop operation (Hardy 1998).
WESs for MOAO need more dynamic range, since thegsuare raw incoming turbulence in open-
loop, as presented in the bottom panel of Fig. @ dynamic range required, expressed as the size
of the pixel array to measure the position of eaafiroid in a SH-WFS, would ultimately be defined
by the strength of the turbuleride

Wavefront sensors for AO systems working in clokegh systems sometimes use the
“Quad-Cell” or “Bicell” (Hardy 1998), & x 2pixels arrangement to determine the centroid joosit
of each spot on a Shack-Hartm&hwavefront sensor. For greater accuracy thereeid th 4 pixels
array for each SH subaperture, about which Hardyneents “... it is doubtful whether arrays larger
than4 x 4 can be justified.” (Hardy’'s section 5.3.1). Faciing need of operation in open-loop, it
becomes clear that larger arrays would be requirézinot in the scope of this section to estdiotrse
appropriate size for subapertures in MOAO; howewer do perform a related analysis in Chapter 4,
for using a SH-WFS to measure the shape of a DMkiwglin a MOAO system. Measuring the shape
of the DM requires a similar dynamic range as whigh be needed in order to measure the raw
incoming turbulence that will request the deformatof the DM. From that analysis, it seems that 8
to 12 pixels per subaperture side are adequatSHBWFS working in open-loop. Amongst other
parameters, the accuracy of the sensor depend$eralility of the centroiding algorithm to
determine the precise position of the centroid,kivgy in the presence of photon and readout noise,
and inherent noise sources associated with ligthdetectors at optical wavelengths.

Given the wider FoV of the WFS in open-loop, any+tioearities within that FoV would

directly increase the wavefront error associatdtl the WFS. Furthermore, in the case of ELTs, there

19 There can be other effects which affect the WRSadyic range, for example wind shake.
20 \We presented the Shack-Hartmann wavefront sensdhapter 1, describing it in detail in Chapter 4.
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is the ‘spot elongation’ in laser guide star wagefrsensors, caused by the sodium layer, whiclahas
non-negligible thickness when seen by the off-axisapertures. Elongated spots are more difficult to
track when centroiding and even more so for MOAQtays, given the dynamic range is so
stringent.

These effects are the subject of active researile$@006, Thomas 2006) with the goal of
understanding them in depth and experimenting teithniques to reduce their impact in the MOAO

error budget.

2.5.3 Deformable mirror model

Shaping the deformable mirror to flatten the wawefris achieved automatically in closed-
loop AO systems, through the inherent effect of WieS running behind the DM (see top panel of
Fig. 2.6) which when locked on produces a null viroré. The ‘Real-Time Computer (RTC)' (see
Fig. 2.6) or ‘AO Computer’ will produce the appr@gie values to command the DM actuators to
achieve this effect. This is not the case for olp@p- AO systems, where a tomographic reconstructor
(see next section) will calculate the required shiap the DM in certain units, but it does not héve
ability to compute the DM actuator voltages to aghithat shape. This is the purpose of a deformable
mirror model, which acts as the interface betwdentomographic reconstructor and the electronic
drivers commanding the DM actuators. This is paldidy relevant when the final shape of the DM
facesheet is not found to be a linear combinatiotn® individual DM actuator influence functions.
We performed experiments with two deformable maravith such behaviour. Our results are
presented in Chapter 3, as part of the experimemegd of this project.

A basic issue with a DM model is the Ghifefined to describe the shape of the DM surface.
This unit must be consistent with the one usedhgytomographic reconstructor. For example, the
tomography can be computed in the equivalent ofitfoéding pixels” from the centroiding process
occurring in each wavefront sensor. Alternativatyjs possible to calibrate the reconstructor to

request a DM shape described in hanometres, so arioliel can be calibrated using an optical

2L For example, the displacement of the DM faceshithtrespect to the body of the mirror, quantifiachanometerr(m) or
Angstrom ).
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interferometer. In our experiments, we used ancaptnterferometer to measure the DM surface, so
our results are in nanometres. The step of findimgmon units between the reconstructor and DM
model is related to the calibration issues of a MiIDgystem, described next.

In summary, it becomes clear that the accurach®fiM model is a critical component of

the MOAO error budget.

2.5.4 Calibration issues

The final goal of any AO system is to increasegpatial resolution of the science images,
acquired by the instrument attached to the AO syshere must be a calibration step to make sure
the AO system is correcting the turbulence adedyaldis is particularly relevant for what is ushyal
called “non-common path errors”. In any AO systehere are different paths taken by the light,
typically one beam is diverted towards the WFS arsecond beam goes to the science instrument.
The AO system is able to correct static aberrationthe optical path, as long as they can be
measured and calibrated out. An example of a nomaman path calibration is focusing the science
instrument. If a reference source is imaged bysttience instrument with the AO system not running,
it is possible to command the DM to compensateterfocus term static aberration. This figure on
the DM must be included when running the AO sysiteithe presence of turbulence. This step is true
for any AO system, irrespective of open or closmapl operation, but in open-loop systems the non-
common path is larger, since the WFS light is pick# at the focal plane of the telescope and not
after the DM (which is typically at the conjugatekhne of the entrance pupil of the telescope) as in
closed-loop systems. Furthermore, a MOAO systent imarge a mechanism to pick-off the science
targets within the FoV, which may imply additiorield rotations of the science images with respect
to the DMs as well as WFS, thus a proper calibnatimcedure is essential to achieve a satisfactory
level of correction.

A somewhat related area is the ‘connection’ betweanefront sensors and deformable

mirrors. In classical closed-loop AO, there is theeraction matrix”, which is built experimentally

22 An AO system can correct static aberrations ag &mithe required stroke is within the DM capabiit
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by poking each actuator of the DM and recordingftect in the wavefront seen by the WFS, in the
presence of no turbulence. The interaction maadoes into account any optical effects within the AO
system (say pupil misregistrations) and it is afeaive way to quantify the real effect of each
actuator on the wavefront. In that sense, the astem matrix is part of the system calibrationeTh
interaction matrix must be pseudo-inverted to poedihe ‘control matrix’, which serves for closing
the loop in the most basic closed-loop implemeatatithe vector of wavefront corrections is
calculated as the matrix product between the cbntnatrix and the vector of wavefront
measurements

In MOAGO, it is not straight forward to build an @raction matrix, since the WFS does not
look at the DM. One can synthesise a theoretidafraation matrix based on knowing the influence
functions of each actuator in the DM and the magmiion of the system; however any instrumental
defect (such as pupil misregistrations between VaR& DM) will directly degrade the correction.
This problem is present in current MOAQO experimenntd it is challenging to solve it without adding
a WFS in closed-loop. In fact, the MOAO demonstr&&ANARY will implement a “Truth Sensor”,
which is another WFS running in closed-loop witlspect to the DM. The Truth Sensor’s first
objective is to measure the level of correctioniegtd, but it can be used to calibrate the systam,
done by Vidal (2010) in the “Learn & Apply” algoniin, which is a technique to implement

tomographic reconstruction.

2.6 Tomographic Reconstruction for MOAO

Tomography is a mathematical formulation that afidhe reconstruction of a volume from
cross-sectional images taken at different anglegas primarily developed for medical imaging, such
as in X-ray computed tomography (Kak 1988). Itsli@pfion to astronomical adaptive optics was
first introduced when multi-conjugated AO systenterted to be developed (Tallon 1990). In that
case, an estimate of the turbulent volume was reduusing several samples of the turbulence from

guide stars at different positions in the FoV of tielescope. There are differences between the

2 This basic implementation assumes static behawibtire turbulence. A controller can be include@c¢gount for dynamic
behaviour of the atmosphere and the DM.
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medical tomography, where it is possible for thatignt’ to be static in time and imaged at a pletho
of angles (for example, rotating the instrumentuarb the patient), and atmospheric tomography,
where the selection of angles is limited to tenamininutes at the most, the light sources ard fain
and the turbulent phenomena are random and dyniteiertheless, the principle of reconstructing
the volume from a humber of penetrating measuresreart still be applied.

In purely geometrical terms, the tomographic retroigion consists of estimating the phase
of a science object located somewhere in the Fotheftelescope, using the phase measurements
from guide stars located somewhere else in thd, fideally around the science object. Becauseeof th
considerations described in section 2.3, due talangnisoplanatism (and focal anisoplanatism if
using laser guide stars), there is de-correlate&iween the turbulence seen by guide stars witteoésp
to the science object. Finding the best estimatiéevpnojecting the measurements to turbulent layers
at different heights in the atmosphere is the bakiwhat is called tomographic reconstruction in

adaptive optics.

20

Variance

0.0 05 1.0 15
Distance from FOV center

Fig. 2.8: Simulation results of the residual phaadance for a science object
moving from on-axis to off-axis positions. Left gdndiagram of the guide stars
and possible positions for the science objectdiysrat different angles). Right
panel: residual phase variance at different offagbsitions. Distance is
normalised in units of guide-star angle (the guitkr is at 1.0). Reproduced
from Tokovinin (2001).

Let us consider a simple case of a ring of 3 guitdes and a science object somewhere
inside the ring (see Fig. 2.8). If the object layttee centre of this field, the ‘contribution’ oheh
guide star to the phase estimate for the sciengctolvould be similar, therefore a tomographic

reconstructor should weigh their contributions diguaAs soon as the science object position is
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displaced towards one of the guide stars, this @&ldvbe better placed for sampling the turbulence
as seen by the science object and thus the tonfugregzonstructor should weight its measurements
more than the rest. This exercise is presented.bjjokovinin in one of his papers on tomography
(Tokovinin 2001), reproduced in Fig. 2.8.

It is interesting to note in Fig. 2.8 that the phassidual for an on-axis object (equallt®
on the plot) increases when the science objectiposieparts from the on-axis position until reachi
about half the angle at which the guide stars &@eep (the distance is normalized to the guide star
angular position). It then drops when the objedts géoser to the guide star. This is a consequehce

partial metapupil overlap (see Fig. 2.3), even giothe science object is approaching the guids.star

Turbulent
layers

\ ; Rttt = 1 DM case

! N ~————= 2 DM case

5 ! ~ 4 DM case

Al

1 Telescope pupil

Fig. 2.9: Schematic diagram of the tomographic [@wobh as represented by
Fusco et al (2001). Various turbulent layers, frGmound layer (#1) to high-

altitude layer (#4) are present in the atmosphieu¢,a fewer number of DMs
will be conjugated to certain altitudes. Possildejugations when having from
one to four DMs are presented. Reproduced fromd-(2@01).

The optimal tomographic reconstruction is presebie&usco for MCAO (2001), where the
general case of having a bigger number of turbUubgrérs than deformable mirrors is analysed (see

Fig. 2.9). This work is very important in the deyfinent of tomography for AO, since the whole
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concept of reconstructing the volumetric turbuleiscrirned into an optimization problem of finding
the best combination of DM corrections that woulidimize the resulting phase error. In that sense,
tomography for AO differs from tomography applied dther fields, since one is not interested in
finding the position and strengths of the turbulyers, but finding the optimal solution to remove
them.

Assematet al use Fusco’s approach for MOAO in his FALC8Naper (2007). Neichel
(2008) and Gavel (2004) describe tomography for iA@wo stages, which we use here to further
explain the tomographic reconstruction procedua¢ shall be implemented in a MOAO system.

Under linear assumptions, one is interested iniritpé vectorpp,, of DM(S) corrections,
computed from a vector of wavefront measuremeniss. Mathematically:

©pu = Wowrs (2.1).

Where WaN gexNpa is the phase volume reconstructor matrix that edsv2N,; wavefront

measurementsinto Nj,, correction phases. Fusco (2001) has shown\Whatn be split into two
independent matrices:
W = PopitWiomo (2.2).

The first stage is findind/;,m,, the tomographic reconstructor, which has dimerso2N, X N,
with N; the number of reconstructed turbulent layers. §émond stage is to project the tomographic
solution onto the DMs, computing the projection mxaP,,:. W;,m, ONnly depends on the guide star
configuration and the atmospheric conditions (leEad. 2.3). P,,; is a geometric operation that
depends on the FoV to be corrected as well asuh#er and positions of the DMs with respect to
the reconstructed layers.

The tomographic reconstructi; ., can be found with several methods, depending en th
optimization criteria selected. The most used nathareMinimum Mean Square ErrofMMSE),
Least Square EstimatofLSE) and Truncated LSE(TLSE). MMSE finds the estimate of the

turbulence in each reconstructed layer that miresiithe residual variance. LSE finds the best

24 EALCON was the first MOAOQ instrument proposed; seetion 2.8 for a survey of MOAQ instruments.
Btis 2 times because of tkandy slope measurements in SH-WFS.
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estimate of the turbulence that fits the measurénérLSE is similar to LSE but some singular
values are truncated to avoid non-invertible cood#, for example when there are unseen modes
between the SH-WFS and DM. It is beyond the scdghi® section to describe these techniques in
detail; Neichel (2008) presents a good summaryhef dptimal solutions for the three methods.
Similarly, Neichel presents the optimal projectioatrix P, .

Vidal (2010) has proposed a new approach to tonpbgrethe ‘Learn and Apply’ method
(Vidal 2010). It is the first such methodology peutarly devised for MOAO, which proposes a rather
practical and elegant implementation, describeditgtisely in the following paragraphs:

An additional ‘Central’ WFS is placed in the FoMeafthe DM (i.e. in closed-loop). This
extra WFS is used for calibration purposes. Inigadr, it is possible to build an interaction niatr
with the DM, as in standard closed-loop system&ntmw the exact effect that the DM correction will
produce on the science image.

The Central WFS, along with the off-axis WFSs ruignin open-loop, are used to observe
synthetic aberrations produced at the telescopd. plipese aberrations can be generated by the
deformable secondary mirror for example, as in4hemetre European ELT (E-ELT) proj&ctThis
common information allows the system to take intooant all possible misregistrations, rotations
and scale factors among the WFSs. A linear relghignis built to describe the on-axis Central WFS
measurements using the off-axis WFS measurements.

Real turbulence is recorded by all WFSs (includimeyCentral one), which feed, along with
the relationship found in (2), an algorithm thabghuces a linear tomographic reconstructor, based on
the real measurements from the atmosphere and maipnoori information, such as historical
turbulence profiles. This data are taken over adeaonds in on-sky ‘calibration’ operation. This is
the ‘Learn’ step of the method.

The data recorded are used to fit a model, to bd lager with real observations, when the

Central WFS cannot be placed in the field. Thithés'Apply’ step of the method.

% The E-ELT considers an optical design of the telps with 5 mirrors, two of which will be adaptiv@ne of them wiill
correct global tip and tilt, while the other wibiect low-order aberrations, conjugated approxétyeb the Ground layer.
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Laboratory experiments performed by the authonsgudiis method showed the best results
in terms of wavefront error, with respect to othasre classical methods for tomography described
here. The final on-sky tests will come with the ldgment of CANARY later this year. See the

section on MOAO instruments in this chapter for endetails about this project.

2.7 MOAO Error Budget

The Error Budget in AO is a very useful tool forfeemance estimation when designing a
system. It consists of an evaluation of all enaurses that would degrade the final level of cdioec
an AO system is able to achieve. These error seaa quantified using analytic expressions and/or
the result of realistic simulations. Typical erimrdget components are, for example, the DM fitting
errof’ and the wavefront measurement éfdsut there are many more. Assuming the error ténms
the budget are uncorrelated, e.g. they are indegperairor sources and modifying one does not affect
others, their contributions can be added up in atack; that is, the wavefront error variances loan
summed up directly. The expected Strehl ratio efAD system can be calculated using the Marechal
approximatiof® from the total wavefront error in radians. It st the purpose of this section to give a

detailed overview of this tool, but to introduce #rror budget analysis implemented for CANARY.

2.7.1 Performance Objective
This is a reference which the performance shoulddmpared against. Some examples of
performance objectives are:
* Reach diffraction limit at one line-of-sight
* Maintain a stable Strehl ratio over the field
* Maximize the FoV, given a lower limit for the Stiehtio
In the case of CANARY, as it is a MOAO demonstratith one channel in open-loop, the

performance objective for the phase A of the prtojess to achieve the same performance as a single-

2" This is produced by the limited number of actusiara deformable mirror, when trying to correctedrerrated wavefront
which cannot be fitted perfectly.
2 For instance, a Shack-Hartmann WFS would have sources in the detector noise.

2 The Marechal approximation §s= e~9", with o the total wavefront error in radians.
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conjugated AO system running in closed-loop witlbright natural guide star. From theoretical
analysis, it is easy to confirm that this baselimanot possible to reach, because the tomographic
reconstructor and the DM model are extra error $efman open-loop model, which inevitably
contribute non-negligible error terms. Therefore domparison is implemented removing these two

terms.

2.7.2 Error budget terms in MOAO

Table 2.2 presents a list of components of ther dnodget developed for CANARY, used
here as an example of an MOAO error budget.

We describe the main terms that drive the errogbuend how they were obtained:

* WEFS centroiding (item 1 with 156 nm): This errorn@s about when measuring the
turbulence in open-loop, where the SH spots caanlygvhere in the subaperture. This error
was calculated from Monte Carlo simulations, simitathe ones implemented in Chapter 4
for the Figure Sensor development, where a suhapecbllecting photons is modelled. The
effects of photon and readout noise, besides maadities because of the large dynamic
range required in the SH subapertures, are the m@imponents of the wavefront error
obtained for this item.

e Tomographic error (item 6 with 551 nm): This largeor is calculated from Monte Carlo
simulations, comparing a classical single-conjuga®® system and a MOAO system under
the same conditions. This allows isolating the tgraphic error from other common errors
(such as DM fitting error for instance). The langember found is a worst case scenario,
given the parameters used in the simulations: & w&paration for the guide stars (at 1.25
arcmin from the science target); the magnitudehef gquide starsR(= 14), the turbulence
conditions £, = 5 cm) and a non-optimal tomographic reconstructor

The rest of the terms in the budget have been atarfrom theory or simulations, but none

of them contributes to the total budget of 615 rentlze tomographic error and WFS open-loop
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centroiding do. In fact, if we only consider ancerbudget with these two terms, the total wavefront
error would be 573 nm, close to the 615 nm caledlat

This section does not pretend to investigate thailddehind each of the terms of this error
budget, but only presents the main consideratibasdre being studied for one of the first MOAO
systems, as CANARY is.

Table 2.2: CANARY Error Budget.

Item Source of Error Error Term Wavefront error
RMS (nm)
1 WFS Centroiding in open-loop 156
Tomographic reconstructoy  Calibration of intei@timatrix 30
3 Calibration of sensor reference 10
slopes
4 Calibration of truth sensor 10

reference slopes

5 Calibration of identification 60
matrices
6 Tomographic error (including 551
effect of asterism)
7 Adaptive component errors DM fitting 150
8 Open-loop DM error 48
9 Open-loop Tip-tilt error 26
10 Real-time computer Latency 17
11 Update rate 49
12 Bandwidth 100
13 Optical aberrations Field aberrations 42
14 Static non-common path 30
15 Time-varying non-common path 0
16 Errors of conjugations, DM misconjugation 30
17 shifts or aberrations WFS misconjugation 30
18 DM-WES shift 30
19 Telescope —AO bench shift 50
20 TOTAL WAVEFRONT 615
ERROR
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2.8 Survey of MOAO projects as of 2010

2.8.1 FALCON

FALCON was a second-generation instrument propdeedcin 8 meter telescope at the
VLT. Its scientific objective was to observe gaksiat high redshift in a 10 x 10 arcmin FoV,
therefore MOAO was proposed to achieve this goaDA® had been originally proposed by F.
Hammer in 2001 and the FALCON proposal was co-aethby Hammer. In the most detailed paper
about FALCON, Assemat (2007) proposed to develapanire AO systems for the MOAO channels
as well as WFSs, taking advantage of micro-DMs smdll optics. See Fig. 2.10 for a concept for
each MOAO channel, presented in Hammer (2004).

FALCON relies on having very sensitive WFSs in ortie use natural guide stars only,
which can be as faint &=17 magnitude. Numerical simulations presented by dsteshowed that it
is possible to reach a resolution better than @r2Sec in the near infrarddandH band&® with the
MOAO system, for 95 % of the objects (taken fromeal field on the sky). FALCON was never built
for the VLT, but it pushed the interest in MOAO further studies, which then became the other

projects described in this section.

Fig. 2.10: Opto-mechanical concept for the MOAO rofes, taken from
Hammer et al (2004). The inner red spot in the roglgresents the DM, with
the optical path shown in pink. Reproduced from IHamn(2004).

%0 3 band is centred at 1.2 pii;band is centred at 1.65 pm.
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2.8.2 CANARY

CANARY is an on-sky MOAO demonstrator under congtinn by our group irburham
and our collaborators frorRaris Observatoryand theUK Astronomy Technology Centrio be
installed at the 4.2 met&¥illiam Hershel Telescopm the Canary Islands. It will test MOAO and
tomographic reconstruction in open-loop on the fekythe first time in 2010. CANARY incorporates
one MOAO channel. It has three development phases.

« PhaseAis a purely natural guide stars system, with 3 WF&oen-loop and a low-order DM
(7 x 7 subapertures, 8 x 8 actuators). See Fid. fdrithe optical design of this phase. Several
NGS asterisms have been identified from star cgtele and will be used for on-sky tests in
this purely technical phase.

« Phase Badds an asterism of 4 laser guide stars, prodogédow altitude Rayleigh scattering
from a laser, which is used in conjunction with ifractive optical elemerit to form the
asterism. The WFSs will be pointed to the LGSs.

* Phase Cis like phaseB in terms of LGS, but implements an E-ELT like dgofation in
terms of deformable mirrors. The low-order DM ofaghsA andB is now in closed-loop
(conjugated to the ground) and a high-order DMX3®2 actuators) works in open-loop. This

is one of the DMs that we characterize in Chapter 3

31 A diffractive optical element (DOE) is a passivereent that operates by means of interference #fidation to produce
arbitrary distributions of light.

40



Cutput focal plane Truth Sensor focal plane

TELESCOPE

| A
Input Focal Plane  Deformable Mirror  Science Verification Camera

Fig. 2.11: Optical design for CANARY Phase A. Thght from the telescopes
enters the instrument at the left, after passimguigh the de-rotator. The block
of NGS WFS operating in open-loop can be seen, fidiowed by the DM.

Image courtesy T. Morris.

This project and in particular Phase C is a “patidi” to EAGLE, one of the instrument
concepts under study for the E-ELT. The E-ELT pdegi a mirror for closed-loop correction (named
‘M4’ in the E-ELT optical design), while the insment incorporates the MOAO channels with high-

order DMs in open-loop in each one.

2.8.3 Victoria Open-Loop Testbed

The Victoria Open-Loop Testbed (VOLT) is a laborgtexperiment implemented at a 1.2
meter telescope in Canada (Andersen 2008). It stusiof a single-channel, on axis, open-loop
system. A photograph of the VOLT optical benchriesented in Fig. 2.12. It was tested on-sky in
May 2008, achieving open-loop correctionfnturus(R=0.3). The experiment had some difficulties
in keeping the WFS noise low, and the observatieei® done in the presence of bad seeing of 2.5”
FWHM (this isro = 4 cm at 500 nm). In spite of all this, VOLT maged to improve the FWHM to

0.5” (see Fig. 2.13), with an estimated waveframreof 370 nm rms.
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Fig. 2.12: VOLT optical bench, showing the differdéight paths. The light from

the telescope arrives at the telescope from thet Kiggd line), where a beam
splitter diverts a part of the light to the WFS (84 in the image). The rest
goes to the DM, after which it goes to the WFSlased-loop (WFSB, a “truth”

sensor to evaluate performance of the system).pélies in yellow and orange
show the Figure Sensor WFS (WFSC), which includdgdicated light source
for illuminating the DM. Reproduced from Anders@008).

Relative Intensity

Radius (arcsec)

Fig. 2.13: Radial profiles of the two images of #mus obtained with VOLT,
with open-loop AO system off (dashed) and on (3olideproduced from
Andersen (2008).
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2.8.4 RAVEN

RAVEN is a MOAO \visitof® instrument for the Subaru 8 meter telescope, under
construction by a consortium composed of Canadi@nJapanese institutions. It will use only natural
guide stars for wavefront sensing and it will haw® MOAO channels. RAVEN is defined as a
MOAOQO pathfinder (as CANARY) with two main goals: ‘first, Raven has to demonstrate that
MOAO technical challenges can be solved and impigeatkreliably for routine on—sky observations.
Secondly, Raven must demonstrate that reliablenseiecan be delivered with multiplexed AO
systems” (Conan 2010). As an AO system, RAVEN willy have the MOAO channels, but the
science spectra will be obtained with IRCS, antexgsnear infrared spectrograph at SUBARU. Table

2.3 presents the baseline requirements for RAVEdM: Big 2.14 for the current optical design of

RAVEN.
Table 2.3: RAVEN baseline requirements, from Coetaal (2010).
Parameter Requirement
FoVv 2 arcmin
Science FoV 4 arcsec per channel
# of science channels 2
# of WFS 3
Delivered Encircled Enerdy | > 30 % in a 150 milliarcsec slit (H band, medign
Throughput >0.32in H band
Wavelength coverage 0.9-25um

32 According to the project, its status is “in-caimgtrument or Pl instrument”.
33 Encircled Energy is a metric used in spectrosdmpguantify the amount of light that falls withihet spectroscopic
sampling element. It is analogous to the PSF gi&trehl ratio for imaging in AO.
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IRCS

Tweeter Tweeter

Subaru \

Fig. 2.14: RAVEN conceptual diagram. The ‘Woofes a low-order DM
working in closed-loop, while the two ‘Tweeterseahnigh-order DMs working

in open-loop. Reproduced from Conan (2010).
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2.10 Appendix: Geometrical relationships in Fig. &.

Circle A = (0,0), radiusR,
Circle B = (d, 0), radiusR,

hLGS - hLayer

hLGS

_ hLayer

~ tan(B)
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The intersecting area between circlé§ is

Area = R? d* + R} — R§ L R2 d* + R§ — R}
rea = Ky arccos 2dR1 o arccos ZdRO

34 Obtained from Wolfram Research’s website (www.vanti.com).
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Chapter 3. Modelling Deformable Mirrors for
Open-Loop Operation

3.1 Overview

CANARY is a Multi-Object Adaptive Optics experimetd be installed at the 4 meter
William Hershel telescope. As such, it relies ontoalling its deformable mirrors in open-loop. This
chapter describes the efforts made to develop mottelcontrol deformable mirrors in such a
configuration. We present models for two types dfl,Da ‘Xinetics’ mirror with electrostrictive
actuators and a ‘Boston Micromachines’ MEMS DM. \ielemented two different modelling
techniques, achieving similar performance with eespto other types of models found in the
literature. This work has been published in tworpegiewed papers, included in the Appendix of

this thesis.

3.2 Introduction

We introduced Multi-Object Adaptive Optics (MOAQO) the previous chapters. MOAO
requires operation in an optical open-loop, i.e thavefront sensor does not measure residual
turbulence but rather “raw” incoming aberrationsiszd by the atmosphere. The DM in charge of
applying the inverse of the turbulent phase mustefiore work with no feedback, unlike classical AO
systems, where the wavefront sensor closes theabjiop for DM positioning.

MOAO is the subject of intensive study at presevith a number of research groups
implementing laboratory experiments as well as lon-demonstrators to confirm this technique
works (Andersen 2008, Myers 2008). These group<® hal acknowledged the need for a ‘DM

Model’, which we propose should work as describegig. 3.1.
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Fig. 3.1: Operation of a DM model within a MOAO &31®.

The MOAO computer receives the measurements ofligterted wavefronts from NGS or
LGS and computes a correction to be applied byDM This is the input to the DM Model,
expressed in some common ufitsetween the MOAO computer and the DM Model. The Dbtel
calculates the required voltages to apply to the &tiators in order to achieve the desired shape on
the DM membrane, sending a vector of voltagesedigh voltage amplifiers that drive the device. It
can be understood how important it is to have aurate DM model that will compute the correct
voltages for each deformation requested by the M@ARputer.

Other groups implementing MOAO systems have dedigb® models that we call
“physical models since they take into account the physical propsrand characteristics of the
deformable mirror, for instance force and stresthermembrane, to produce a model that mimics the
behaviour of the DM components (Stewart 2007). &earching the fairly limited literature on the
subject, we concluded that at some point all mode&dd to implement some simplifications in order
to make the problem solvaBlgVogel 2006), which in the end limits the abiliof the model to
predict the DM shape with high accuracy. These igaysnodels are described in a later section of

this chapter.

% This can be some typical units used in opticsh sicnanometres or angstroms.
% This is to solve the model’'s equations with staddachniques.
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Looking for a novel and simpler approach to motel DM behaviour, and having worked
with artificial neural networks (ANN) systems irhet area¥, it appeared sensible to try techniques
such as ANN in the DM model problem. From existiibgrature and our own experiments, we knew
that the behaviour of certain types of DM is notehr, i.e. the combination of actuator voltages
produces a DM shape that is not the linear comioina&tf the individual actuators. Therefore, it @bul
be appropriate to use techniques that are effisgientodelling non-linear systems for this particula
problem.

From past experience, we knew the main limitatibNN is how the complexity of the
network scales up with the number of inputs anghuist As we had limited experience with ANN,
we searched for an expert in this field, who cogide us advice and support in handling large
networks. We were fortunate to contact Dr. Javier@bs, a professor at University of Oviedo
(Spain), who joined us in an active and fruitfull@boration. Dr. de Cos has a wide experience in
modelling with techniques such as ANN, among othalthough he was not familiar with adaptive
optics or deformable mirrors.

We tried two different techniques from within theoh-parametric estimation’ category.
They are ‘multivariate adaptive regression splif®$ARS) and ‘feed forward multi-layer perceptron
back-propagation’ (MLP-BP) ANN. We have two DMs lwihon-linear behaviour: a Xinetics DM
and a Boston Micromachines MERMDM. The MARS technique was used to model the Xdset
and the Boston MEMS DM was modelled using MARS khdP-BP techniques. We obtained similar
results with respect to other existing models, wlith advantage of only having to take a large et o
data with an interferometer in front of the DM &l the model, as the only modelling stage.

The work described in this chapter was divided ketwDurham and Oviedo using the
following scheme: Durham led the project, implenvemthe optical experiments and the associated
metrology with an interferometer. We reduced a#l thata in Durham and analysed its validity. The
reduced data were then transferred to a computeerse Durham where Dr. de Cos had access, so

that he could run the training scripts to build thedels. Once trained, the models were fed with new

37| have worked with ANNSs for control applicationghile doing my undergraduate engineering degree.
% MEMS stands for Micro-Electro-Mechanical Systend ah refers to those electro-mechanical systemdt toi a
semiconductor substrate.
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data, the results of which were taken back to thehBm optical table for obtaining final results. Dr
De Cos shared his expertise in tuning training ipatars and implementing novel approaches for

large models, as in section 3.7.3.

3.3 Description of Deformable Mirrors

For the purposes of this chapter, a DM is a dewiite a rectangular grid of some type of
electrically driven actuators and a deformable $heet that lies on top of them. Fig. 3.2 is a

representation of such a device.

Deformable
Membrane

actuators

Fig. 3.2: A schematic view of a deformable mirror.

The actuators’ sole function is to modify theirdéim with the consequence of changing the
shape of the DM surface. The main types of DM aiefliy listed in table 3.1.

The first classification comes from the physicahgiple used in the actuators. The first two
technologies available were piezo-electric cerarficade of lead, zirconate and titanate or PZT) as
well as electrostrictive material (made of lead megijum niobate or PMN). Both actuator types suffer
from hysteresiswhich is a type of ‘mechanical memory’ where #wtuator’s position depends on the

previous position (whether it was above or below fbhture position) and therefore it becomes

%9 There are other configurations of actuators, rmagably in bimorph mirrors, but they are not treate this chapter.
Please review Hardy (1998), chapter 6, for moraildetn that topology.
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difficult to predict its final position. One of thieindamental differences between PZT and PMN
materials is their Curie poffit While PZT actuators have a Curie point betwee® @Cand 350 C,
PMN actuators have a Curie point at 0 C. This madkeseresis behaviour very different: for PZT
actuators, hysteresis is of the order of 10% antbtemt at typical operating temperatures, whilst
PMN hysteresis is very low at room temperature,iboc&an become very high at colder temperatures,

which are common in observatory environments.

Table 3.1: Types of Deformable Mirrors, classifaatording to actuator technology.

Actuator type | Main manufacturer Optical Number of | Main characteristics

aperture (mm) | actuators

Electrostrictive| Xinetics (USA) *) *) Low hysteresis, bu
temperature dependent
Piezo stack Cilas (France) 80 - 360 52 -4200 Higinysteresis, nott
dependent on temperature
Electrostatic Boston Micromachined.5 - 25 140 - 4096 MEMS, Hysteresis-free
(USA)
Magnetic Alpao (France) 9-40 52-241 Highly Bne

Hysteresis-free

(*) Note: Xinetics DM are highly customizable andeaused in classified

projects, so we do not have updated informatiotheir current specifications

Later actuator types are electrostatic and magnietith of which are hysteresis-free. The
former have been developed in MEMS, which have besg well received by the adaptive optics
community, because they can have a very high deofltysteresis-free actuators. Magnetic actuators
are a fairly novel technology, consisting of vom#l actuators (magnet and solenoid). They have
found good acceptance as well, given their lowst aad high linearity. Deformable mirrors made of
both types of actuators (from Boston Micromachiaed Alpao) have been incorporated into MOAO

systems in the last few years (Andersen 2008).

40 The Curie point in piezoelectric materials is thmperature at which the material loses its spoontameolarization and
piezoelectric characeristics.
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Unlike magnetic actuators, which are easily driisna control voltage of 0-10 volts or
similar, PZT, PMN and electrostatic actuators regdiigh voltages to produce a few microns of
displacement, typically 100 volts for PMN, 200 ofor electrostatic and 400 volts for PZTThis

makes the DM driver a bulky component, which carprovide more bandwidththan a few KHz at

the most.
Table 3.2: Deformable mirrors modelled, with theital number of actuators
and number of actuators modelled.
Deformable mirror | Pupil size Number actuators | Sectomodelled Actuators
modelled
Xinetics 75 mm 97 11 x5 55
Boston MEMS 10 mm 1020 14x9 126

Table 3.2 presents the characteristics of the tWts Bhodelled in this chapter. For reasons
explained further below in the chapter, we did natdel the complete pupil of the mirror, but a

sector, so the table also includes the numbertafitars modelled.

3.4 Metrology Equipment

Before progressing to the description of the DNI$s pertinent to introduce the metrology
equipment we used to measure the shape of the Disicsu This was a commercial Twyman-Green
interferometef, a ‘Fisbd, which uses a 633 nm He-Ne stabilized laser svard a 512 x 512 pixels
CCD camera for interferogram acquisition. Fisba poter software calculates the phase map from a
set of interferograms acquired with the instrumeéid. 3.3 presents a diagram of how the DM surface
is measured with the Fisba interferometer. Allled phase maps presented in figures throughout this
chapter were obtained with this instrument. Weegtghe repeatability of the measurements by
acquiring a large number of interferograms of distBM and found it to be 6 nm (this value

corresponds to the standard deviation of the pheges).

41 The voltage on PZT depends on the hardness ofntiterial. Harder materials need higher voltagethay have less
hysteresis.

42 An adaptive optics bandwidth is fundamentally tedi by the wavefront sensor frame time, which ddpeon the
magnitude of the guide star. Typical bandwidthsciarent astronomical AO systems are a few hunbietz.

3 http://www.fisba.ch.
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Telecentric Lens
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Fig. 3.3: Schematic representation of the Fisba4-sBtup on an optical bench.

3.5 DM Characterization

The relationship between the position of the DM @rample, on top of an actuator) and the
voltage applied to that actuator is in general logar. In particular, the Xinetics DM and the Bwst
DM have a quadratic relationship between voltageastuator stroke. See Fig. 3.4, which shows this

relationship for the case of the Xinetics DM.

¥inetics Dh: Square law of voltage vws mimror dizplac ement

Tooo -
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Pozition actuator F [Angatromm]
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-1000 1 1 1 1 1 1
2 4 [ L] 10 12 14 16 18 20

Yoltage actuator F [volt)

Fig. 3.4: Voltage versus stroke, Xinetics DM. Tpist was obtained with one

of the data sets used for the results in Fig.f8riher below in this section.
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Besides the non-linear relationship between indi@idactuator displacements and their
voltages, there are other non-linear effects. fRstance, when trying to represent the final pasitb
the facesheet as a linear combination of individualiator deformations, one can incur large errors.
An example of this non-linearity is presented ig.R3.5: We experimented with the sector of 9 x 5
actuators (described in table 3.2), which are edlgtlocated on our Xinetics DM. We applied a half-
range offset to all actuators to ‘raise’ the DMagihg the facesheet at a ‘zero’ phase condition, to
then exercise each actuator individually, applyti@ volts with respect to this offset. We obtained
the sum of all individual actuators (top-left pairelFig. 3.5). The second experiment was to apply
+12 volts to all actuators at once (“joint pokedpiright panel in Fig. 3.5). We evaluated the
difference between results, the residual phase (fmagpom-left panel in Fig. 3.5) and a slice of that

residual (bottom-right panel in Fig. 3.5).

sum of individusl pok es joint poke
5000 5000

4500 50 4500
100 4000 100 4000
150 3500 150 3500
ann 5000 200 3000
HE 2500 3 250 2500
* 300 2000 300 2000
350 1500 350 1500
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Fig. 3.5: Non-linear behaviour of DM actuators,air® x 5 actuators example.
Top-left panel: sum of individual actuators, poked+12v. Top-right panel:
combined effect when poking all actuators togetbet12v. Bottom-left panel:
difference between top panels, with residual RMEtfe area being poked.
Bottom-right panel: slice of the bottom-right parsbng the central column,
showing individual actuators, the sum of them ahd joint poke. The Z

coordinate unit (color bar) is nanometres.
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Fig. 3.6: Non-linear behaviour of a MEMS DM, whéndividual and joint poke
are compared. Reproduced from Evans (2006). Sakd kcorrespond to poking

one actuator; dashed lines correspond to pokireg af8 x 3 actuators.

This simple exercise shows that the sum of actsginovduces an excessive result of about
200 nm with respect to the joint poke. Thereforedeiling the final shape of a DM is not as simple
as combining the individual contributions of theuators.

Similarly, MEMS DMs have a non-linear effect wheairdy joint pokes. In Fig. 3.6 we
reproduced a result from Evans (2006), which isarellent example of this behaviour: individual
pokes (solid lines in Fig. 3.6) produce about tizadf stroke than joint pokes (dashed lines in Fig).3

Traditionally, the ‘influence function’ is the cogpt used to describe the shape of the
deformed facesheet around an actuator being pdkedever, the final shape of any influence
function would ultimately depend on the positiorfstloe neighbour actuators. Depending on the
physical characteristics of the facesheet, thiscéffnay or may not extend beyond adjacent neighbour
actuators. This cross-talk effect implies thassinbt enough to characterize the individual infeen
functions, but to look for a more thorough way ofiarstanding the ‘effect’ of neighbour actuators.
From the modelling experience we will describe Hart below, we found a satisfactory way of
characterizing the effect of neighbour actuators:peke an area of the DM with random values and
compute the correlation coefficients matRXor ‘cross-correlation’). IfC is the covariance matrix of

the set of data, the cross correlati®is defined with individual elements as

R, =—F—L— (3.).
l \ICivi [CJUI'
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Each row and column & represents one actuator, and the values at pas(i,j) in R correspond to
the correlation between actuati andj. Using this definition, it follows naturally thalhe diagona
elements of R will be unity. We fsentR for a 5 x 5 actuator area of the Xinetics DM in.Rg7. We
also show in that figure a comparison between tloss-correlation and the traditional influen
function (normalized) for the same actuator. Thess-correlation results are slightly gher for

immediate neighbosrthan a standard influence func**.

Conellion Coef. Matrix Gomelation Coef. forastuatorC3 comparison betveen Com. Coef and influence funclion

——ConCoeft
Infl Furction

ES
414245 4425 B162E5 B4 B5 C1C2C3C4C5D1D2D3D4DSET EZES B ES actustor positions
aetuator postions

Fig. 3.7: Left panel: correlation coefficients niatR; central panel: correlatic
coefficients for the central actuator, taken fromatrix R; right panel
comparison between a traonal influence function and the correlati

coefficients.

Crogs-Correlation for actuator C3 Cross-Correlation for actuatar B2

Fig. 3.8: Left panel: correlation coefficients f¢inetics actuator; right pane

correlation coefficients for Boston MEMS actus.

In Fig. 3.8 we compare crc¢-correlations for the Xineticand Boston MEMS. Whilfor the
Xinetics DM, the immediataeighbous actuators (the ones forming a ‘cross’ with thetieg actuato

in Fig. 3.8) are the only relevant ones for thalfishape of the mirror, in the Boston MEMS

*1n an influence function, the adjacemtuators are not being actuated, so they areveassbwever, in this experiment i
actuators are actuated, so they are active andallithe possible range of voltages they ac, so their contribution to tr
final position of the actuator underaysis spans all possible ca.
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situation is more complex, because not only the édiate actuators are important (and they are
relatively more important than in the Xinetics dadaut the actuators on the corners as well as
actuators two rows/columns apart can have an effiedhe final position of the mirror. These two
different situations are consequences of the véfgrdnt physical characteristics of the mirroise t
Xinetics DM has a stiff membrane and the Boston MENBS a very thin and floppy membrane,
therefore the level of deformation of the membraheeighbour actuator positions is very different.
For a real scenario of multiple voltages on aluattrs, the final shape of the mirror would not be
easy to predict.

This section gives a fairly good idea of the comijbje involved in modelling these
deformable mirrors. As we see later in the chapitere think in terms of the number of variableatth
an algorithm such as MARS will incorporate into tmedef®, it would probably be the central
actuator and the 4 immediate neighbours for the cdghe Xinetics, but in the case of the Boston
MEMS, it may include the 8 surrounding neighbourd possibly some others from the next rows and
columns. One of the main advantages in the nompetrac regression technique selected is that it

does the job of selecting the relevant variablesi$o

3.6 Physical Models

Before going on to describe the techniques we wsadodel our deformable mirror, we
describe the most relevant physical models ondindrin the literature.

The main driver behind the need for a DM modeldagtive optics systems before MOAO
was the importance of handling hysteresis and immad behaviour adequately. A good example of
these efforts is the paper by Hom (1999) in whibb hon-linear behaviour of electrostrictive
actuators is modelled. This is relevant to our @y, since our Xinetics mirror has electrostvieti
actuators. The authors employ Finite Elements AsislyFEA) to model the DM facesheet and
contact points with the actuators (see Fig. 3.8gyTuse an electrical equivalent for each actuasor,

Fig. 3.10 presents.

%5 The MARS algorithm automatically discards variatitest do not affect the output being modelled.
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In figures 3.9 and 3.10, we reproduce some relefiguntes from that paper.

Strip Electrodes

Internal
Electrode

Active
Region

Inactive
Tabs

Actuator Contact Mirror Facesheet

Locations
(a) (b)

Fig. 3.9: The finite element mesh for

computing the structural ]
stiffness of the mirror. Reproduced fired actuator and (b) the one-
dimensional model of the actuator.

from Hom (1999).
( ) Reproduced from Hom (1999).

Fig. 3.10: (a) the multilayered, co-
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Fig. 3.11: Comparison between the static modelespetrimental results, when
displacing the inner actuators of the mirror. Rejpiced from Hom (1999).

Hom reports incurring a 13% underestimation errdhwespect to the real mirror position in the

result reproduced in Fig. 3.11.

MEMS deformable mirrors have become popular in A€eause of their high density of
actuators and negligible hysteresis. They fit MOA€eds very well, given their very small size

compared to other DMs. Various groups have produstgeical models of this type of device for
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open-loop operation. The model by Stewart (200frabably the best example of such a physical

model.
Mirror
X subaperture
wl_. Sprin
\‘ pring T F,
forreneo] +

Fig. 3.12: MEMS DM model. Left panel: model of tf@rces interacting on
each actuator. Right panel: electro-mechanical indde the electrostatic

actuator. Reproduced from Stewart (2007).

In Fig. 3.12, we reproduce two figures from Stevggoaper, in which the mechanical forces
and model are described. MEMS actuators work aallpkplate electrical capacitors, where an
electrostatic force is generated by the electriEdtl between the plates when there is a voltage
difference between the plates. This force defotmasaictuator (as seen in the left panel of Fig.)3.12
which, in turn deforms the mirror membrane. The l@hsystem can be modelled as the above
mentioned capacitor and a spring, representingreéstoring force on the actuator. However, the
assumption of parallel plates cannot be maintaiimedarge strokes, because of the deformation
suffered by the actuator. Effects like this onemately imply non-constant terms, such as the
distance between the capacitor's plates. The mosies thin plate theory to model the facesheet,
which may also result in non-linear terms when thembrane displacement goes beyond the
thickness of the plate. In spite of these complexitStewart’'s model achieves errors of the ordler o

15 nm RMS, when commanding a MEMS DM to follow ardke focus term.
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3.7 Non-Parametric Estimation Techniques

At the beginning of the CANARY project and this wdearly 2007), it was thought that we
would need to model a MEMS DM solely, so we studieel literature mentioned in the previous
section, which attempts to model the MEMS DM bebarifollowing physical principles. However,
the non-linearities incurred in the Boston MEMSrsed to be too large to be able to find such a
model without employing linearization processesryging to fit non-linear equations to the data. The
number of actuators which define the final positidra MEMS DM at any given actuator seemed to
be too large, making the problem quite comffle®n the other hand, we were aware that there are a
number of techniques to model non-linear problertk multiple inputs and outputs, probably one of
the most popular being Artificial Neural Network&NN). This is an example of ‘Non-parametric
estimation techniques’, which are those algorithihag adapt their functionality to the data they are
exposed to. The same topology of neurons can be tesenodel a deformable mirror or to detect
breast cancer in adult wonféndepending on the data the net is being exposetfiter considering
the best algorithms for our required modelling, pegformed experiments and settled on using two
different ones: Multivariate Adaptive Regressioniiggs (MARS) and a particular type of neural
network, multi-layer perceptron back-propagationL@BP). In collaboration with Dr. De Cos, we
published two peer-reviewed papers: in the firgtgpave modelled our Xinetics DM using MARS; in
the second paper we modelled the Boston MEMS DM@$ilARS and ANN. Both papers are
included in the Appendix of this thesis.

To implement these models, we used tRelLanguag®, which is the open-source
implementation ofS a language for statistical computing developedbyJohn Chambers at Bell

Labs.R comes with packages, of which MARS and several AiXNs are standard.

6 See previous section on DM characterization.
4" These two very different examples are now within e Cos’ own expertise.
“8 http://www.r-project.org.
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3.7.1 Multivariate Adaptive Regression Splines (MAR)
Multivariate Adaptive Regression Splines is a nwaltiate nonparametric regression
technique introduced by Jerome H. Friedman (1991ry clear description of MARS can be found

in the abstract of a paper by Friedman and Rods@9b]), which we reproduce here:

Multivariate Adaptive Regression Splines (MARS) isnathod for flexible modelling of high
dimensional data. The model takes the form of gpaesion in product spline basis functions,
where the number of basis functions as well agprameters associated with each one (product
degree and knot locations) are automatically detethby the data. This procedure is motivated
by recursive partitioning (e.g. CAR*)and shares its ability to capture high order mtdons.
However, it has more power and flexibility to modelationships that are nearly additive or
involve interactions in at most a few variablesd amoduces continuous models with continuous
derivatives. In addition, the model can be reprisbrin a form that separately identifies the

additive contributions and those associated wittedint multivariable interactions.

Mathematically, the purpose of MARS is to prediot tvalues of a continuous dependent
variable,y,1, from a set of independent explanatory varialdlgs,. The MARS model can be

represented as

y=f(X)+e (3.2),
wheree, «; is the error vector.

MARS does not require any priori assumptions about the underlying functional
relationship between dependent and independerdblas. Instead, this relation is uncovered from a
set of coefficients and piecewise polynomials (®dsinctions) of degreq that are entirely driven
from the regression dafg, X). The MARS regression model is constructed bynfitbhasis functions
to distinct intervals of the independent variabl&enerally, the basis functions are piecewise
polynomials, also called splines. In MARS termirgytpthe joining points of the polynomials are
called ‘knots’ and will be denoted kty For a spline of degreg each segment is a polynomial
function. MARS uses two-sided truncated power fioms as spline basis functions, described by the
following equations:

(t—x)1, x<t

0, x>t (3-3)

ECEDILE

49 CART stands for Classification And Regression Traeset of techniques using binary trees for tacktiagsification and
regression problems.

61



0, x<t

x), x>t (3.4),

-0t ={,
whereq > 0 is the power to which the splines are raised asigrchines the smoothness of the
resultant function estimate.

When g = 1, which is the case for the models implementedhia thapter, only simple

linear splines are considered. As an example, ragbaplines forg = 1 and one knot at = 0.5 are

presented in Fig. 3.13.

H(x-1)]

Basis function
-,

Fig. 3.13: A graphical representation of two splimesis functions. The left
spline x <t,—(x —t) is shown as a dashed line; the right spling

t,+(x —t) as a solid line.

The solid line represents the right-sided spling; t, +(x — t), which is positive for all
values located at the right side of the khoThe dashed line represents the left-sided spline,
t,—(x — t), which is positive for all values located at thé kide of the knot

The MARS model of a dependent variaplevith M basis functions can be written as

9= u@) =co+Tm-1cmBn(x)  (3.5),
wherey is the dependent variable predicted by the MARSeha, is a constant3,, (x) is them-th
basis function, which may be a single spline fuorctr a product (interaction) of two or more spline

basis functionsc,, is the coefficient of then-thbasis function.
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MARS will optimize the number of basis functiord)(introduced into the model and the
number and positions of the knots introduced i model. The MARS algorithm is recursive and
was designed to be computationally feasible.

To determine which basis functions should be inetuth the model and to measure the
‘lack-of-fit'" of the model, MARS utilizes the ‘genalized cross-validation’'GCV). The GCV is the
mean squared residual error divided by a penalpeiddent on the model complexity. TRV

criterion is defined as

1 [y~ Fu @)
GCV(M)=;% (3.6),

whereC (M) is defined as

CM)=M+dM (3.7),
whereM is the number of basis functions in Eq. 3.5 andghemeted is a penalty for each basis
function included into the model.(M) can be seen as a complexity penalty that increagbsthe
number of basis functions in the model. The parantetan be regarded as a smoothing parameter.
Large values ofl lead to fewer basis functions and therefore smodtmetion estimates = 2 in our

models.

3.7.2 Artificial Neural Networks (ANN)

Historically, ANNs were meant to operate throughmuating the activity of the human
brain at a simplified level. The ANN accomplishdsist through a large number of highly
interconnected processing elements (neurons), ngrkigether to solve specific problems, such as
forecasting and pattern recognition. Each neuramoimected to some of its neighbours with varying
coefficients or weights that represent the relaitiflience of the different neuron inputs compatied
other neurons.

The feed forward multi-layer perceptron back-pragam (MLP-BP) network is one of the
most popular techniques in the field of ANN. Thantoon topology of a MLP-BP neural network
model is illustrated in Fig. 3.14. The source nodethe input layer of the network supply respestiv

elements of the activation pattern or input vectanjch constitute the input signals applied to the
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neurons in the hidden layer. The output signalthefhidden layer are used as inputs to the output
layer. The output signals at the output layer darist the overall response of the network to the

activation patterns applied by the input layer nesr

Y1
Y2
Output
Layer
Yn
. Connection weights
Input Hidden
Layer Layer

Fig. 3.14: Topology of a simple feed forward mugdtyer perceptron back-
propagation ANN.

With n input neuronsin hidden neurons, and one output neuron (simil&igo3.14, withm
neurons in the hidden layer), the training proadsdLP-BP network can be described as follows:
1) Calculate the outputs of all hidden layer nodefg:

net; = YiLowi;y; (G=1,..,m) (3.8),
zj = fH(netj) G=1,...,m) (3.9),
wherenet is the activation value of thé node,w;; is the connection weight from input nodéo
hidden nodg, y; is thei" input, z is the corresponding output of tffenode in the hidden layer, ahd

is called the transfer function of a node, whichssally a sigmoid function. Mathematically
fu@=—= (3.10).
2) Calculate the outp@ of the network from the output layer neurons using
0= fo(Z}n:o wirz;) (3.11).
wherefy is the activation function of the network (usuadlylinear function)w;, is the connection
weight from hidden nodeto output nodé (k=1 for this example) ang is the corresponding output

of the j" node in the hidden layer. All the connection wésghnd bias values are assigned with

random values initially, and then modified accogdia the results of MLP-BP training process.
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3) Minimize the ‘cost function’. The instantanearsor for each pattern from the training set exgose

to the network is as
&) =50 -y)* (3.12),

wheret is thet™ term of the training set. Theverage squared errds defined as
Eaw =321 €D (3.13),

whereN is the size of the training sdf,, represents theost functionand it measures the learning

performance for a given training set.

3.7.3 ANN models implemented

“Network architecture” denotes the number of inputput variables, the number of hidden
layers and the number of neurons in each hiddeer.ldy determines the number of connection
weights and the way information flows through thework. One of the most important decisions
when defining the ANN structure is to determine #ppropriate number of hidden layers and the
number of neurons in each layer. There is no sysierway to establish a suitable architecture, and
the selection of the appropriate number of neuirisnbasically problem specific. Using a single
hidden layer is a popular option, so we used itolar models. Regarding the number of neurons, we
followed a trial and error procedure until we ob& satisfactory results. ANN inputs and outpués ar
straightforward to determine: the number of inpist®qual to the number of outputs and it is the
number of actuators being modelled, provided we raeasuring the DM membrane at actuator
coordinates.

Before fitting an ANN model, the data should be-precessed. There are two reasons for
doing this: pre-processing can ensure that allalées receive equal attention during the training
process. Otherwise, input variables measured daereift scales will dominate training to a greater o
lesser extent because initial weights within a oekware randomized to the same finite range. Also,
pre-processing is important for the efficiency odining algorithms. For example, thgradient
descent algorithnused to train the MLP is particularly sensitivethie scale of data used. Due to the

nature of this algorithm, large values slow traindown because the gradient of the sigmoid function
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at extreme values reaches zero. In general, therduadamentally two types of pre-processing
methods: The first one is to rescale the datasmall interval (referred to asscaling, such a$-1,
1] or [0, 1], depending on the transfer function used in therores. Some transfer functions are
bounded lpgic andhyperbolic tangenfunctions for example). The second method is amdrdize
the data by subtracting the mean and dividing leystandard deviation to make the data have a mean
of 0 and variance df (referred to astandardizatioi

MEMS DMs are very attractive for AO because of ldage number of actuators they can
offer. This presents the problem of scalabilitytigatar to ANN, which become very large when there
are multiple inputs and outputs. Given that thigkvattempts to explore the applicability of these
techniques, we devised a strategy to reduce thergilonality of the problem. We designed a simple
procedure to ‘clone’ the ANN models, which religstbe isotropic behaviour of MEMS DMs, i.e. a
subsector of the facesheet behaves similarly ie@sme of where this subsector is placed within the
limits of the facesheet, as long as it is not ateéldge of the pupil, where there are boundary tsffec
To model the Boston MEMS DM, we experimented witlo different sizes of ANN:

* ANN small (ANNs): MLP with one hidden layer and ANN structure:XL26 x 12 neurons
* ANN big (ANNDb) : MLP with one hidden layer and ANN structure:x380 x 30 neurons

As an example, the cloning strategy for ANNb igstrated in Figures 3.15 and 3.16. We
can see the DM modelled arealdf x 9 = 126actuators (see Table 3.2), which has been diviied
seven 6 x 5 actuators sectors, illustrated in iiffecolours in Fig. 3.15. Data from the centrattee
(white in the figure) were used for training the Wbl model. As built, the ANNb model can only
model a sector of 6 x 5 actuators, so ¢tmning procedureconsists of applying this small model to
the coloured sectors in Fig. 3.15. The differemt@s must overlap in order to give continuity he t

model. The six different sectors within the 14 ac@uator region are identified in Fig. 3.16.
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1 15 29 43 57 71 8 99 113
2 16 30 44 58 72 86 100 114
3 17 31 45 59 73 87 101 115
4 18 32 46 60 74 83 102 116
5 19 33 47 /61 75 89 103 117
6 20 34 48 ;62 ;76 90 104 118
7 21 35 49 1 631 77 91 [105 119
8 22 36 50 64! 78 92 [ 106 120
9 23 | 37 51
10 24 38 52
11 25 39 53
12 26 40 54
13 27 41 55
14 28 42 56

Fig. 3.15: Cloning strategy to model the 14 x Qatdr region, using the same

model of 6 x 5 actuators, replicated at differemsiions.

The cloning procedure works as follows: The actisato white in Fig 3.15 are modelled
with the ANNDb placed at the central sector. Foro#iiler actuators, the ANNDb is placed at one of six
positions (depicted in Fig. 3.16) from where thikof@ing two cases can occur:

* The actuator belongs to only one of the 6 secforsexample, any of the actuators on the
11 - 53

H ] In this case, the
14 .- 56

bottom left sector in ‘red’, i.e. the ones formitigs matrix:

ANNb model is used as it is, but placed at theaeshd fed with the corresponding inputs
(actuator positions). The outputs are calculategtctly from the model.

* The actuator belongs to one of the overlapped areasne of those that are covered by more

9 23

10 24], which correspond

than one sector. For example, actuators that fomhliednatrix:[

to the overlap between the ‘red’ and ‘light greeattors. For these cases, the ANNbD is run
twice, one placed at each of the two sectors (usiagcorresponding inputs). The result for
each of the actuators in the overlapped area @ileaéd as the average of the two results

from each run.
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Fig. 3.16: Each of the 6 areas where the centea a@as cloned is shown

individually here, with the same colours used ig.B.15.

3.7.4 One-dimensional example
To finish the introduction to the non-parametrigression techniques used to model the
DMs in this chapter, we present a one-dimensioas det, which we model with both techniques.
The original equations to produce the data set are:
y=05x+3, 0<x<2
y=-075x+55, 2<x<5
y=015x+1, 5<x <10

Eq. (3.14) Set of linear equations for the one-disnenal example

We add a Gaussian noise with amplit@d@75to the linear system of equations in Eq. 3.14

Plots of the linear system and noisy “real” dag@esented in Fig. 3.15.
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dependent variable (target)

15

Original model

Noisy data

35F B

25 -

dependent variable (target)

I I I I I I I I I 15 I I I I I I I I I

1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
independent variable (predictor) independent variable (predictor)

Fig. 3.15: Original noiseless model and noisy dated to train the models.

The noisy data set is used to feed a MARS algorithre algorithm produces a set of
equations that are reproduced in Eq. 3.15, wheke r@presents each of the Basis Functions used by
the model.

BF1 = max(0, X - 5.9)

BF2 =max(0, 5.9 - X)

BF3 =max(0, X - 1.65)

BF7 =max(0, X - 2.15)

BF9 = max(0, X - 4.9)

BF11 = max(0, X - 7.15)

Y= 6.11177 + 0.685929 * BF1 - 0.529479 * BF2 (3.15)

-0.386432 *BF3 - 0.917712 * BF7

+ 0.825651 * BF9 - 0.0812522 * BF11

The left panel in Fig. 3.16 presents the MARS maufetop of the data set and the original
model used to produce the data set. The residu@ Bivbr is included in the title of each plot. The
MARS model produces a smaller error with respecthéooriginal model. This is because the MARS

model is intended to reproduce the noisy data set.
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dependent variable (target)

Similarly, we implemented a standard ‘feed-forwhetk-propagation’ neural network and

trained it with the noisy data. The trained netwerés fed with the noisy data and produced the

output presented in the right panel of Fig. 3.16e Tesidual RMS for the ANN model is marginally

worse than the MARS model, but both are able toghtus data set accurately. Although the data

are linear, they have two discontinuities, whicmpticate the modelling process.

MARS model residual RMS: 0.0689 :::: Orig. model residual RMS: 0.0714
4 -

3.5F

2.5¢F

15

i
o~ 5 \ data
/ %
/ § MARS
74 kS :
/ A — — — - Orig. model

independent variable (predictor)

dependent variable (target)

451

w
0

w

N
u
T

15

ANN model residual RMS: 0.0764 :::: Orig. model residual RMS: 0.0734

data
ANN
— = — - Orig. model

\ %

\ 5%
\\x 225 %"

I I I I I | | | I |
0 1 2 3 4 5 6 7 8 9 10
independent variable (predictor)

Fig. 3.16: MARS and ANN models plotted along witie toriginal noisy data

and the noiseless model.

3.8 Training and Estimation Processes

The non-parametric estimation techniques need texpesed to real data from the process

they will be modelling; this is called the ‘traiginprocess. Once they are trained, they gaedict

or ‘estimatéan output when an input is exposed to them. Tdtenation process represents the main

operation of the model, when the non-parametritnasion technique is used to model the process.

Both aspects of using these techniques are presiniég. 3.17.

In a real AO system, the DM surfaces are compuyethé AO computer and passed on to

the DM model (see Fig. 3.1). We did not have a detBpAO system, so we had to produce DM

surfaces somehow. We implemented two methods: foooth surfaces, we used a Zernike

polynomial generator, which we scaled to have fatemeter units and amplitudes. For a case similar

to a real AO system operation, we gathered neworanshapes with the interferometer and fed our

DM models with these data sets. The voltages gtetay the models were used to feed the DM
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once again, obtaining new sets of phase maps. ifleeedice between both phase maps corresponds

to the residual error attributable to the DM modélese concepts are relevant to the next section.

Training
DM
DM surface Actuator voltages
model
Estimation
DM
DM surface outputs Actuator voltages
model

Fig. 3.17: Training and Estimation processes, lierdase of Non-parametric

techniques modelling a DM.

3.9 Experimental Results

3.9.1 Data Acquisition Methodology

Our data acquisition methodology for gatheringttaeing sets was very simple: to collect
a large number of random positions from the defdtmanirrors with our interferometer. This is
effective since we are interested in exposing the-parametric regression algorithms to as much
information as possible about the process we aeftiog. In principle, we could have exposed the
algorithms to ALL possible positions a DM is abtedchieve, although this number is completely
unrealistic. For example, for the case of a mimiah 37 actuators (a third of our Xinetics), théato
number of combinations for actuators controllechvli? bits DACs would be

409637 = 4.54 x 1033 (3.16).

By using a random generator for the voltages tdyapp the actuators, we obtained a
statistical sample of the whole universe of comtiims the set of actuators can have. The data
acquisition consisted of generating a vector ofloan voltages, sending it to the DM high voltage
driver for moving the DM and acquiring an interfgram of the DM. A combination of scripts in
Matlab and Python did all the processing autombyiceecording the voltage vector and the phase

map for each random vector generated.
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The existing Xinetics DM driver was part of an étenic crate with VME® boards running
DSP computers. We wanted to run the system fromngiescomputer, so we modified the existing
systent’, designing and implementing a simple electronierface for a personal computer’s parallel
port to send the digital numbers to the high vatagplifiers that drive the DM.

In the case of the Boston MEMS DM, the high voltalgerer came with a PCI board and
control application so the electronic hardware vesly to be used from a Personal Computer. With

support from a Software Engineer of our group, wedified the control application to receive

external commands, sent from our scripts.
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Fig 3.18: The experimental setup for each of tHerdeable mirrors modelled.

The right panels show the actuators being modéatledch case.

%0 VME is a high performance, asynchronous bus vepuar in the 1990's.
51 We kept backward compatibility with the existingtem.
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The data acquisition procedure comprises the fatigwteps:

1) The DM is raised to a ‘zero point’ phase, applyiradf of the maximum voltage. This allows
us to run the DM as a nominal wavefront correcadnle to produce positive and negative
phase excursions (around the zero point)

2) A zero point phase map is acquired with the Fisbarierometer, and recorded

3) A random set of voltages are generated as a vastbsent to the DM high voltage drivers

4) A phase map is acquired, subtracting the zero phiase map obtained in (2)

5) The phase map and the vector of voltages is redadelisk

6) The process is repeated from point (3) onwards

There was a limitation in the Fisba interferometenjch we encountered some time after
we started taking measurements following the proedescribed. The data acquisition script lasted
typically 12 hours. During this time, there wereadindrifts on the phase maps, which were seen as
deviations from the zero phase point, so the satibra of this plateau did not produce the expected
effect. We remedied the problem by leaving areathefDM without being poked; therefore they
were static and we took sample points in thoseoseeis a reference plane for the true plateaueof th
experiment. As can be seen in the right paneldg@f318, these points are markedXas blue. We
fitted a plane in three-dimensional space to tipesets and subtracted it from the phase maps, s pa
of the data reduction process. We then used a tsabdeae DM for modelling purposes, in order to
allow areas of the DM to remain static and to lithe number of actuators to model, since we were
experimenting with these new technigues and we awege the training process would be long.

As part of the experiment, we found the positioreath actuator in phase map space. For
that, we poked each actuator individually and teoghase map of the DM, getting the influence
function for each actuator. We then fit a 2D Gaarsdb each influence function using the Nelder-
Mead Simplex optimization algorithm (Nelder 1963he main purpose of this exercise was to

position the 2D Gaussidnat the best position in phase map space. Thisvatlous to find

%2 The 2D Gaussian was fixed in full-width at halfxiraum, using a typical value for the influence ftian. It was not our
purpose to fit the best Gaussian, but to find th&tjpn of the actuator in the phase map.

73



coordinateqx;, y;) for each actuator. The coordinates are given rimgeof phase map pixels, e.g.
0 <x;,y; <512.

We were aware that the number of inputs to the frisdime of the main factors defining its
complexity and scalability. Given that the DM shapdully defined by the actuator positions, we
decided on measuring the DM at actuator positiofedys In spite of having many more measurement
points (one per phase map pixel), we have to lingitnumber of inputs to limit the size of the maglel
so this was a good compromise between measuringnder of points sufficient to define the shape
of the facesheet and handling the minimum numbenpdits to our models. Therefore, all of our
measurements have the number of points definetidoypamber of actuators being modelled. In that
way, the models receive the same number of inmuthey produce outputs, since the model should
calculate the voltages for the actuators.

Our non-parametric models were trained with larg dets. Table 3.3 gives some relevant
numbers from the training process.

Table 3.3: Parameters for the training process.

Deformable Number of Stroke training set
mirror actuators excursion acquired
Xinetics 55 + 2700 nm 6000 random
Boston MEMS 126 =700 nm 12000 random

3.9.2 Figures of Merit

When researching the existing literature, we redlithe lack of a common figure to assess
the quality of a DM model. For AO error budget pasps, we are interested in knowing the error in
DM position in terms of nanometres, neverthelgsis not comparable to incur a, say, 10 nm error
when the wavefront to correct spans 1000 nm, rdbiaa, for instance 100 nm. Therefore, we think it
is relevant to define, in general, a figure of mariassess the quality of our results as a raiwéen
error in nanometres and excursion requested. Bryarecent article, Blaiet al uses a figure of merit
slightly different from our own (Blain 2010), so virave included both figures in order to do direct

comparisons between our results and from otherpgrdbiee section 3.9.5 for a comparison summary.
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3.9.2.a Ratio residual — desired peak-to-valley

This figure of merit relates the residual errorhitite peak-to-valley excursion of the desired

wavefront correction. It is defined as

Residualgys
Desiredpy

3.9.2.b Ratio residual — desired RMS

This figure of merit relates the residual errorhwigspect to the RMS value of the desired

wavefront correction. It is defined as

(3.17).

Residualgys (3.18).

Desiredgrms

Table 3.4: Residual errors when commanding a Zerfdkus terms, for the three different

models.
Model Focus term peak- Residual error Residual error | Residualgyg
ode — b
to-valley (nm) peak-to-valley (nm) RMS (nm) Desiredpy
MARS 613.5 108.0 19.0 3.1%
ANNs 562.8 157.2 31.7 5.6 %
ANNbDb 524.5 103.3 23.7 45 %

3.9.3 Reproducing Zernike Polynomials

The motivation for this set of experiments was 8sess the ability of the models to
reproduce known shapes, even though the trainiagpban based on random shapes on the DM. For
the first model implemented, the MARS model of Riretics, we requested a series of combinations
of Zernike polynomials, picked arbitrarily. The uéis are shown in Fig. 3.19. We did not try to abta
residual errors on the shapes of Fig. 3.19, becaeseere not modelling the whole mirror, so the
error would be dominated by boundary effects, motsed by the model. We can see in Fig. 3.19 the
model reproduces the Zernike polynomials effectivel

We did a similar experiment with the Boston MEM®; hiven the density of actuators, it
was possible to ‘draw’ a complete Zernike focusntemn the DM sector being modelled and obtain
some residual errors. This is also interestingy@agan compare the results with a similar expertmen

performed in Stewart (2007), see table 3.6. Fig0 Jiresents the results, as slices along rows and
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columns, for the three non-parametric models wedeémpnted for the Boston MEMS, a MARS, ANN

small and ANN big.

Table 3.5: Boston MEMS results for the three défégrmodels and using the two figures of

merit.

Desired Desired _

. . Residual | Residualgyg Residualgyg
Model excursion | excursion - -
RMS (nm) Desiredpy | Desiredpys
PV (nm) | RMS (nm)

MARS 1320.8 320.0 40.6 3.1% 12.7 %
ANNSs 1339.0 327.5 63.2 4.7 % 19.3%
ANNb 1303.6 321.2 46.8 3.6 % 14.6 %

The colour plots in Fig 3.20 have different ampligs; this is a feature of the models, since
they were trained with the same data set. Thiceffleould be possible to calibrate by pre-procegssin
the training data appropriately, although we did attempt to do it. We removed the effect by
adjusting the theoretical focus term in each caseninimize the residual error and thus leave

systematic effects out. The results are summairizéble 3.4.
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Fig. 3.19: Results using various Zernike polynomialhe left panels are
theoretical Zernike polynomials; the central parsgks the output of the DM for
the 11 x 5 actuators being modelled. The right [sapeesent a slice in Y from
the central panels, to appreciate the differencetvden theoretical and
experimental polynomials (red plot: Zernike polynain blue plot: DM

surface). The colour map for the left and centeaigis is common, but it has not

been included in order to simplify the figure.
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Fig. 3.20: Focus term ‘drawn’ by the MEMS DM. Skca X andY.
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Fig. 3.21: Residual error for the random run wille tXinetics and MARS
model: top panel, error expressed in nanometreprngpanel, error expressed

as a percentage, using the figure of merit in Etj7.3

3.9.4 Reproducing Random Phases

The second phase of experiments consisted in réggethe model to shape the DM
membrane following new random patterns generateth&ysame DM in a previous run (see section
3.8 for details of the implementation). Blain (203@&rformed a similar experiment but reproducing
turbulent phase screens. The difficulty of thisrapph is that th®M fitting error’® term appears as
an additional error term, not associated with thd Model under evaluation. By using individual
random numbers on each actuator we prevented thér@Wincurring a fitting error when trying to
shape its surface to follow a pupil-wide pattern.

The results for the Xinetics’ MARS model for 100@ndom points are presented in Fig.

3.21. The average residual RMS is 1.2 %, usinditfuee of merit in Eq. 3.17.

%3 The DM fitting error takes into account the linttepatial resolution that a deformable mirror emters when trying to
shape its surface. This error term depends onuhar of actuators principally.
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Boston MEMS' MARS and ANN models results are présénin Fig. 3.22, for 3000

random points.
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Fig. 3.22: Residual error for random run with BesMEMS: MARS model in

ANN small in middle panels and ANN lkig bottom panels.

top panels;

Residual error using figure of merit in Eq. 3.17eft panels and using Eq. 3.18

in right panels.
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3.9.5 Comparison with Previous Works

As we described above, we performed two typexpéements, Zernike polynomial (focus
term) and random shapes with our mirrors, to compaith similar experiments found in the
literature. The other relevant works, Stewart (90amd Blain (2010) experimented with Boston

MEMS DM as well, so we compare our results andr¢hiei Tables 3.6 and 3.7:

Table 3.6: Comparison between our non-parametridetscand Stewart’s model, using figure

of merit: Residualgyg/Desiredpy.

Residual
Model Wed‘::s
Stewart 2.7 %
MARS 3.1%
ANN 4.5 %

Table 3.7: Comparison between our non-parametridetscand Blain’s model, using figure of

merit: Residualgys/Desiredgpys.

Size of the | Residualgysg
Model MNocivod

random set| Desiredgys
Blain 100 11.1%
MARS 3000 12.7 %
ANN 3000 14.6 %

3.10 Conclusions

This chapter presents our efforts to devise arrrateye modelling approach to control
deformable mirrors for multi-object adaptive optidsstead of using a model based on physical
parameters, which would be only useful for a certgpe of DM, we have utilized generic non-
parametric estimation techniques and use them ssittly with two different types of mirrors. The
Xinetics and Boston MEMS only share in common adgatic relationship between actuator voltage

and stroke, but the rest of their characteristiesvary different. In spite of this, our models éa®n
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multivariate adaptive regression splines and aidifineural networks perform at similar level than
previous physical models.

We can see that MARS performs extremely well fonaddels, although the Boston MEMS
model has a significant number of ‘outliers’ (seg.B.22). On the other hand, the ANN big model
does perform marginally worse than MARS, but thenber of outliers is limited. This is an
encouraging result, which points us to consideinireg the modelling technique using ANN for

MEMS DMs, a topic to explore in future research.
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Chapter 4: Figure Sensor

4.1 Overview

The Figure Sensor (FS) project consisted in devedp@ high-speed figure sensor to
measure the shape of the CANARY deformable miiromrder to confirm the position it reaches
after being commanded by the CANARY AO computerisT¢hapter presents some aspects to be
taken into consideration for the design of thisssenAn analysis of the expected performance is
presented, along with simulation results implemgriteunderstand the limitations in sensitivity that

the FS can achieve. A lab experiment was implendetateonfirm the sensitivity estimates.

4.2 Introduction

Open-loop adaptive optics was introduced in Chaptend described in detail for the multi-
object adaptive optics (MOAOQO) case in Chapter 2M®AO there is no optical feedback for the
deformable mirror position, therefore the mirrorshbe controlled at minimum error but in open-
loop. This can be implemented through a deformabieor (DM) model, such as the ones presented
in Chapter 3, or by adding a “Figure Sensor” inrghaof measuring the shape of the DM surface
continuously. This chapter is devoted to a prelanyrstudy of such a sensor.

The figure sensor must measure the shape of theibfdce at a speed such that it is at least
as fast as the AO computer commanding the DM.dukhalso obtain a map of the DM with at least
the same spatial resolution used by the AO systehich corresponds to the resolution of the
wavefront sensors measuring the atmospheric turbeleThe figure sensor should also measure the
DM with a small error, so that when its measuremané incorporated in the AO control stratefﬁies
it does not impact the final error budget of theteyn. High speed, high spatial resolution and small

error are therefore the main requirements for arégensor for a MOAQO system.

54 The figure sensor can be used for a local cofiap in charge of positioning the DM, with set pisitlefined by the AO
computer.
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As described in section 2.8, there are a numbgrafps implementing MOAO systems and
they are considering the use of some type of figgaesor. For example, the “Victoria Open-loop
Testbed” (VOLT) is an on-sky experiment in opendpmeasuring and correcting turbulence on-axis
(Andersen 2008). The VOLT bench incorporates atlitrawvavefront sensor, which “provides an
absolute reference of the DM shape” (Andersen 2008}y use a LED source to illuminate the DM
face-on. The same group is now developing “RAVER"MOAO demonstrator for the 8 meter
Subaru telescope in Mauna Kea, which would prowade MOAO channels (Conan 2010). RAVEN
incorporates figure sensors for each DM.

To implement the figure sensor, some type of optivatrology instrument is required. A
common instrument found in optical workshops fois tipurpose is an optical interferometer.
Generally speaking, an interferometer is a verycdtd instrument that needs careful alignment and
vibration-free operation. Interferometers are ugualow in obtaining the resulting map of the
surface, so, given the requirements and thesealiimits, we opted for using a Shack-Hartmann
wavefront sensor (SH-WFS) as the figure sensocesincomes with appealing characteristics for the
project. In particular, a SH-WFS can be designetigosery compact and its principle of operation
does not rely on wavefront interference so it islaust instrument. If we have a fast CCD camera for
image acquisition and we are not in a photon stamvaegimé®, the exposure time is very short and
therefore it is fast to compute the shape of the labksheet. Finally, for the purpose of this theasis
was appealing to work with a SH-WFS, since it stfost common WFS in AO.

There are several high resolution SH-WFS commdycaadailable, such as the ones offered
by companies like Optocraft (Germany) and Imagine Optiés(France), which have spatial
resolution comparable to interferometers, but télack high-speed frame rates, imaging at no more
than 30 frames per second.

Given these considerations, it appeared sensildedmn and build a custom figure sensor
for CANARY. This chapter is devoted to some impottaspects of the sensor, from an AO error

budget standpoint. The preliminary design concépi®FS is presented, followed by a description of

%5 Photon starvation is the case of SH-WFS in AOcivhise starlight to measure the aberrations ahttaming wavefront.
%8 http://www.optocraft.de
57 http:// www.imagine-optic.com
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the SH-WFS. The relevant noise sources of the semedhen introduced and discussed, followed by
a brief introduction to charge-coupled devices (§Cbbasic wavefront reconstructor is introduced
and some estimates of noise propagation are pegbehtsection with Monte Carlo simulations helps
in understanding the trade-offs required when waykat high-speed. The chapter ends with some
laboratory experiments to confirm the sensitivifytlte sensor, using a commercially available high-

speed camera.

4.3 Figure Sensor Design

A design concept for the FS is presented in Fiy. 4. monochromatic light source (LED or
laser) shines a collimated, off-axis beam ontoDM; which is reflected by the DM to illuminate the
figure sensor optics, which consists of a lengletyaand a high-speed CCD. A science beam can be

aligned to the DM as long as it is in a differengjl@ with respect to the light source used by t&e F

Light source

g ) N

Science light<Z Deformable
‘_ .
- Mirror
\.‘/. -
‘\v:‘ e y

S

Figure Sensor

Fig. 4.1: Schematic view of the Figure Sensor tasnee the shape of the

deformable mirror surface.

4.4 Photon Noise

Light detection is a complex phenomenon. For tlepsaof this study, we will concentrate
in considering light as composed of individual gnst falling into a ‘detector’ device, which can
produce a quantifiable measurement of the numbgahofons it is receiving in a given ‘exposure’

time. As many other processes in natyrie number of photons impacting a surface pdrafrtime

%8 The number of people arriving to a bank per heua typical example of a stochastic process, medalith the same
probability distribution as light.
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is a stochastic process. For familiar wavelengtysti¢al and near infrared), they can be well
modelled using a Poisson distribution (JanesicR720wnhich has the expression

mKke—m
k!

p(k,m) = (4.1),
wherep is the probability there ateoccurrences in an interval (spatial or temporaih&n expected
value (or meanin.

The stochastic characteristic of the number of @®tmeans that this process has to be
accounted as a noise source, usually referred ‘fhaton noise’ or ‘shot noise’, the latter refegito
the electrons generated on a detector by incidesiops.

The images in Fig. 4.2 were produced with the satimih tool developed for this chapter

(described in section 4.7). The figure shows twousated CCD images with different expected

levels, produced with a random number generatolgusiPoisson distribution.
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Fig. 4.2: Simulation of photon noise for two meawdls in a 40 x 40 pixels

detector.

4.5 Shack-Hartmann Wavefront Sensor

4.5.1 Description

The original Hartmann screen mask was developd®@4 by J. Hartmann to measure the
optical aberrations in the 80 cm Potsdam reframtascope (Wilson 1999). It consisted of a mask
with holes installed in front of the objective lenis produce a ‘spot pattern’ at the telescopelfoca
plane. The Hartmann mask was later used in fronefiécting telescopes as well. This ‘classical’

Hartmann mask was further developed by Roland Shattke University of Arizona in the late 60’s,
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who replaced the holes by an array of small lered&sying more efficiency in collecting photons and
higher spatial sampling of the aperture (Platt 3200owadays, it is the most commonly used
wavefront sensor in adaptive optics, because @ity calibration and consistent good results.

A SH-WEFS consists of a lenslet array and a focah@lsensor, normally a CCD. Fig. 4.3 is
an illustration of a SH-WFS, showing these two n@mponents. The sensor images a point source
in each subaperture, producing an array of spotslistorted wavefront will produce light rays
arriving at different angles, represented by fhengle in Fig. 4.3, causing a departure of eaclh spo
position from the location it would have had forudistorted wavefront. This departure is shown as
the subaperture position offseAx, Ay) in the figure. Wavefront aberrations are measuboy
accurately locating the spot positions across 68 CThis process is usually called ‘centroidingdan
there are various algorithms to do it. The wavefroan be retrieved by using a reconstruction

algorithm, fed with the spot positions.

i VAV

= 4 An
/ il / e /“" / ’I‘\y/%l;bgpelture
L 1/ tx, Ay
CCD

Fig. 4.3: A schematic diagram of a Shack-Hartmaamefront sensor. A single

subaperture is made up of an individual lens ardX@D pixels behind it.

4.5.2 Centroiding Algorithms
The simplest and most direct way to estimate thsitipa (x,§) of the spot in each
subaperture is to apply the Centre of Gravity (Cal@prithm, expressed mathematicallyis

a lex,y S5 — Zylx,y
=5 Ty y=5 Ty (4.2),
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where:
x is the x-coordinate of thefy) pixel
y is the y-coordinate of thefy) pixel
lxyis the intensity of thex(y) pixel
There are other centroiding algorithms, brieflyatdsed here:

* Thresholding Centre of Gravity (TCoG): it is simita CoG, but a threshold is applied before
computing Eq. 4.2, with the goal of including omixels with a high flux. This helps in
reducing the effect of background noise in the paeltares. We briefly explore its effect in
the simulation section of this chapter.

* Weighted Centre of Gravity: it is similar to TColyt the threshold is a function of the flux
level on each pixel —a kind of ‘soft’ thresholdifihomas 2006).

* Correlation: this method uses the principle of elation between the spot and a fixed
template. It is also known as a ‘matched-filteroither areas of science and engineering. This
method vyields the best results for extended spsiides 2006), for example in the case of
laser guide stars in ELTs, where the cone effemtiyres elongation of the spots in peripheral

subapertures.

4.5.3 Measurement Error in CoG
For the theoretical results in this section we amsthe irradiance pattern of the spot in each
subaperture to be approximately Gaussian. The errooise in estimating the spot position comes
from two main components:
« Photon noise, associated with the probabilistivalrof photons in each subaperture
» Electronic noise, associated with detector effegtest importantly readout noise (RON).
These are described in detail in the next section.
The contributions from each of these effects arthamaatically (Thomas 2006)

2 77.'2 1 NTZ

G¢,Nph = mN—thszamp (T‘ad) (4-3),
n? N2 N#
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where:
TpNyp, - photon noise
o4, - €lectronic noise
Non : average number of photons per subaperture arftgnee
N, : readout noise
Nr : full-width at half-max of the spot

Ns : size of the subaperture in pixels

Ngamp :dip : relates the angular pixel size (p) to the hatftiv of the diffraction-

limited spot, (%) , where 4 is the mean wavelength and d is the

subaperture diameter
For the purposes of this study, we are not intecest the error in radians, but the error in

pixel units at the SH focal plane. The relationdbgpween the two is (Thomas 2006)

Nsam
Oy = Tp O¢ (45)

Substituting Eq. 4.5 in Egs. 4.3 and 4.4, we obtfaéntotal measurement error

_ |1 N 1NPNG
O = \/8ln2 Nph T NZp (4.6).
We use Eg. 4.6 when experimenting with differerluga for the design parameters of the

SH sensor, such as spot size and dynamic rangewilVeonfirm the theoretical result in Eq. 4.6

when performing Monte Carlo simulation of a subaer.

4.5.4 Dynamic Range, Spot Size and Sensitivity

SH-WFS in AO systems working in closed-loop measpproximately flat wavefronts. In
such a case, spot positions on the SH focal plaeecentred in their subapertures, therefore the
dynamic range required by the sensor is limitedhnFS case, measuring the DM facesheet implies
the spots can be anywhere in the subaperture foherttie dynamic range comes to play an important

role when evaluating the sensitivity of the FS.

90



Fig. 4.4: Dynamic ranged) as a function of spot siza)(and pixel sizef).

The dynamic range problem is represented in Fi§y. Bhe spdf positions represented in
the figure are the two linfit positions for the spot when displaced in ¥reoordinate. The dynamic
ranged depends on the number of pixels of gz the subaperture and the spot radiut/sing a
wider spot implies a reduction in dynamic rangee @kailable dynamic range from the figure is

d =np —2a (4.7),
wheren is the number of pixels per subaperture.

Sensitivity in a SH-WFS can be defined as the s&nstinimum measurable displacement
in spot position. This would be ultimately limitéy the quantum nature of light and readout noise,
and is expressed by theeasurement erroof Eq. 4.6. When a SH works as a Figure Sensanygt
be able to measure the whole range of possibldigusifor the DM facesheet; therefore the FS
should be designed to span the complete dynamigerari the DM actuators stroke. The FS
sensitivity is the minimum displacement of the DEcésheet the sensor is able to measure. The
minimum displacement of the DM facesheet is defihgdhe resolution at which the actuators are

driven. The FS sensitivity=S;) can be defined then as

d
FSS = D_Mb (48),

% The diagram in Fig. 4.4 is a simplified versioraagpot, since in reality the spot follows an ireade profile.
% The position is a limit in the sense the spotaaly be sampled by the subaperture pixels.
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where DM, is the resolution at which the DM facesheet disgga when commanded by the DM
actuatorsDM, is ultimately the resolution of the digital-to-dog converters driving the amplifiers
that move the actuatdts

As an example, table 4.1 presents some prelimidasgign parameters of the FS for a
Xinetics DM, based on an optical design done foN&RY::

Table 4.1: Design parameters of the FS for the fiGaddM.

Parameter Value Units
Spot radiusd) 1.4 pixels
Subaperture sizen) 8 pixels
Dynamic ranged) 5.2 pixels
DM resolution DMy) 4096 levels
Sensitivity £S) 0.0013 pixels
Measurement erros(.) 0.0015 pixels

The measurement error in Eq. 4.6 was obtained fBaassian spot. However, diffraction
patterns in a SH-WFS follow Fraunhofer's diffractipatterns for a circular or a square aperture,

which respectively corresponds to the well-knowmfolae (Driggers 2003):

2 cin2 (T jn2 by
E(y,2) = Es (%) = (iza)bjy ) 9,
()

nrD

2
E(r,z) = E, (%)2 [%] (4.10),

Az

where:
Ea : Irradiance at the aperture
A : area of the aperture
D : diameter of the aperture (in Eq. 4.10)
a, b : width and height of the aperture (in Eq. 4.9)
J; : first-order Bessel function of the first kind

A : working frequency

1 Most DM need high voltages to displace their aicisa(see table 3.1), however it is not the casmadnetic
actuators.
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X, Y, I : spatial coordinates at the observation plangelicular to the optical axis)
z : distance between observation plane and apgigererally the focal length of the
lens)

To use Eg. 4.6 for computing the measurement @mrdable 4.1, we found the equivalent
full-width at half-maximum (FWHM) for a Gaussianaphat would produce the closest irradiance
pattern with respect to the spot produced by arsgaperture (the most common one in a SH-WFS).
To do this, we performed a quick simulation (in.Fg5) varying the FWHM of a 2D Gaussian
pattern and comparing it with a Fraunhofer irrad@amattern with unitary raditfs(Eq. 4.9), and
normalized to the total irradiance for the Airyldiggion. The FWHM obtained (shown in the title of
the plot) was used to obtain the measurement®imofable 4.1. No readout noise was added.

As it can be seen in Table 4.1, the required deitgi{ FS) is marginally lower than the
measurement error; therefore the sensitivity of ESewould be limited by the measurement error
rather than the DM resolution. In such a case, lveellgl pursue increasing the required sensitivity to
get above the photon noise floor.

For a given spot size and measurement error, tBeggrdgparameter to be modified to
increase the required sensitivity is the numbepiréls per subaperture. Fig. 4.6 shows comparative
results for sensitivity at different subaperturzesi From this figure, we can see that it is adNesto
use subapertures of 9 pixels in size or more. Hewetis implies that the SH-WFS image becomes
larger and therefore it may take longer to readautalue of 9 pixels per subaperture is considered

good compromise between sensitivity and subapesines

%2 Havinga = 1 in the Fraunhofer pattern allows one to deterraimgeneral relationship between FWHM of a Gaussigh a
a.
53 We assumed photon noise only, witlt péiotons in the subaperture.
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FWHM = 0.85* a

T T
sinc
gaussian []

irradiance

Fig. 4.5: Square aperture irradiance pattern coetpaith a Gaussian pattern

which produces the same irradiance for the Airkdis

If readout noise is included in the simulation @d.M.6, the sensitivity defined by Eqgs. 4.7
and 4.8 is not able to intersect the readout nfhige (see Fig. 4.7 as an example foNa= 10
electrons). Nevertheless, in such a case, thrdasigoltentre of gravity (TCoG) can be applied to

remove the effect of readout noise, in which casesffect is similar to Fig. 4.6.
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Fig. 4.6: Measurement error and FS sensitivitydifferent subaperture sizes,

with zero readout noise.
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Fig. 4.7: Measurement error and FS sensitivitydifferent subaperture sizes,

with readout noise of 10 electrons.

4.6 High-Speed CCDs

The CCD has been the preferred detector technafogstronomy since the 1990’s, because
of its high efficiency in collecting photons andcekent linearity (Janesick 2001). It is often the
chosen detector technology for Shack-Hartmann warkekensors as well, where a high efficiency

and high speed are the relevant requirements.

FRONT BACK
ILLUMINATED ILLUMINATED
SILICON
DIOXIDE ~ |
[ [ THINNED
[ [ SILICON
INCOMING 4--’[ [ = INCOMING
LIGHT :[ [ = LIGHT
POLYSILICON /"[
GATE

SIL\CON—/ \—S\LICON

Fig.4.8: Front and back-illuminated CCDs. Reprodiutem the Kodak web

site
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It is beyond the scope of this chapter to fullyatiee CCD characteristics, so we will only
focus attention on those relevant characteristicshigh speed operation. A full discussion of CCD
imaging devices can be found in Janesick (2001 )Janésick (2007).

The relevant characteristics for high speed opmratie:

Front/Back illumination and Fill-FactoDiagrams of front-illuminated and back illumindt€CDs

are presented in Fig. 4.8. The fundamental diffegethat results in a higher efficiency for back-
illuminated CCDs, is the side of the device thaeiges incoming photons: in front-illuminated CCDs
there are light-blocking layers (polysilicon anticsin dioxide) for reading out the charge, therefor
photons arriving at those sectors are lost. On ck-Blminated CCD, virtually all photons are
collected and generate electrons on each pixardar to work, a back-illuminated CCD’s silicon is

thinned, an unnecessary process in case of flontitated CCDs.

Sensitive Area

Total Area

YR

Fig. 4.9: Image from a software design applicatfon CCDs, showing the
sensitive area of a front-illuminated pixel (in ®Juvith respect to the total pixel
surface (in red). The ratio of surfaces for thizide is around 40 %. Image

courtesy Cypress Semiconductors.

The poor efficiency of front-illuminated CCDs (or% of the photons can be collected in

the CCD design depicted in Fig. 4.9) can be in@@dsy adding micro-lens technology. This is a
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layer of tiny convex-plane lenses deposited intfafreach pixel, enlarging the collecting area adte

pixel, as presented in Fig. 4.10.
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Fig. 4.10: Microlens on top of a front-illuminatedkel. Reproduced from the

Kodak web site.

The ratio between the sensitive area of each pixélits total area is called fill-factor’ (FF)
and plays a fundamental role when acquiring tirgdiiance patterns as the ones found in a SH WFS.
Microlens technology allows increasing the FF uprimund 90 %.

Readout NoiseCCD readout is the process of acquiring the infagmed by electron accumulation

in each pixel, from the CCD to a digital computier.standard CCDs, readout is implemented by
“moving” the electrons from row to row, and henoeat “serial register” at the edge of the device,
from where each pixel can be read using an outpidifier, located at the corner of the device (see
Fig. 4.11). In the output amplifier the electrorre @onverted to a voltage, which is sampled and

digitized by external circuitry.

VRrD
Reset FETI:T Voo
n-Buried L{ Sense FET
Channel
i N

N —— n-|- VOth
f p substrate J

Fig. 4.11: Output amplifier imprinted at the corredra CCD (left image) and

equivalent electronic circuit (right image), compdof FET transistors. Images

courtesy Texas Instruments and Lincoln Laboratories
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The output amplifier is the main source of nois€iDDs. This noise is known aRéadout
Noisé (RON) and it is purely electronic. Sources ofattenic noise are typically thermal noise as
well as shot noise. As in other areas of electsyritee readout speed impacts RON, as it can be seen
in Fig. 4.12, reproduced from a CCD detector datashsed in astronomy.

Estimated Read Noise (BI)
12.0

10.0

8.0
6.0 A

4.0 =
2.0 —]

NES electrons (ms)

0.0
1.0E+04 1.0E+05 1.0E+06 1.0E+07

Frequency (Hz)

Fig. 4.12: Readout Noise for different pixel freqaes. Plot reproduced from a
typical E2V CCD datasheet.

From Fig. 4.12, it is advisable to read a CCD mvaspeed, i.e. spending a ‘long’ time per
pixel. However, this makes the read time of the li@HoCD too long for high speed applications;
increasing the pixel readout frequency implies biimy up the line of Fig. 4.12 to higher RONSs.

CCD sampling resolutionrCCDs produce a voltage at the output amplifidriclv needs to be sampled

and digitized by external electronics. The contiitiu of this electronics is fundamental to maintain
low electronic noise. The selection of samplingohatson is also important to have the correct
measurement of the true number of electrons on piaeh. In astronomy, 16 bits analog-to-digital

(A/D) converters are standard, but these devicesatuslower sampling frequencies with respect to
lower resolution converters. The FS requires higded sampling, so a lower than 16 bits resolution
converter may need to be selected. As we will stader in this chapter, we selected a commercial
CCD camera that delivers digitized pixels and comigls 8 and 10 bits converters. The resolution of
the converter is another noise source, caltpghhtization noise since the true measurement gets
distorted to a degree dependent upon the resolaiothe converter. We explore the effect of

converter resolution in the simulations sectiorobel
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4.7 Simulations

We have implemented Monte Carlo simulations of reglsi SH subaperture in order to

understand the implications of using a high-spaed With high RON) and front-illuminated (i.e.

with poor FF) camera.

4.7.1 Description of the Simulation Tool

The simulation tool implemented generates imagemefShack-Hartmann subaperture of 9

X 9 pixels, such as the one in Fig. 4.13. The ¢eolerates images using the following procedure:

1)

2)

3)

4)

5)

Poisson generator + Gaussian irradiance: each ipixée subaperture is divided into ‘high-
resolution’ (HR) pixels and a Poisson generatomasfthe total number of photons per HR
pixel, which are then weighted by the amplitudeacBaussian irradiance pattern. The tool
allows defining the Full-Width at Half-Maximum (FWW#) of the Gaussian pattern.

Monte Carlo generation of photons: the value foim¢l) for each HR pixel is used as the
total number of photons that are spread by a rargEmarator within each HR pixel.

The total number of photons per pixel in the sub@ape is counted, masking out all those
pixels outside the sensitive area of each pixek $imple geometry shown in Fig. 4.14 is
used and a fill-factor (FF) can be defined as agraage for the ratio of the sensitive area to
the total pixel area.

The accounted photons per pixel are convertedetctreins and then sampled by an Analog-
to-Digital Converter (ADC), whose resolution candet as a parameter of the tool. The ADC
output is in ADU (Analog-Digital Units).

Readout noise (RON) is added to the ADC outputppez!, using a random generator with a

Gaussian distribution. A bias value is added toAB€+RON value obtained.
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Fig. 4.14: Representation of each pixel.

Fig. 4.13: Simulated Shack-Hartmann spot The red area is sensitive to photons, while

using a Gaussian irradiance pattern. The the blue area is not. The ratio between

simulation includes added readout noise. these areas is the fill-factor of the pixel.

4.7.2 Photon Transfer Curve and Detector Gain
The standard method to determine many parameteasdetector is the ‘photon transfer
curve’ (Janesick 2007). It is beyond the scopdisf¢chapter to describe this method in detail,itist

pertinent to give a very brief description for fhapose of this section.

Photon transfer curve - 8 bits ADC Photon transfer curve - 10 bits ADC
450 ‘ ‘ ‘ ‘ : ‘ 1800 ‘
400} B 1600 - B
350 — 1400 —
g 300} 1 g 1200} 1
E £
+ +
o 250+ B < 1000 ° B
g &
§ 200t 1 g 800 B
E £
150 B 600 B
100 - B 400} B
50 ‘ ‘ ‘ ‘ ‘ ‘ 200 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
0.5 1 15 2 2.5 3 35 4 10 15 20 25 30 35 40 45 50 55 60
var(imgl - img2) var(imgl - img2)
Fig. 4.15: Photon transfer Fig. 4.16: Photon transfer curve
curve for the 8 bhits ADC. for the 10 bits ADC.
Gain=117.1 e-/ ADU. Gain = 28.6 e- / ADU.

A useful characteristic of a Poisson distributisrthiat itsmeanis equal to itssariance So,
when taking images with a CCD detector at increpknels of light, the variance of the pixel values
will increase at the same rate as the mean valsiagUuhis fact, it is possible to obtain the comian

factor between incoming photons and number of Abté¢smisured by the device. The details of this
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method can be reviewed in Janesick (2001, 200gurés 4.15 and 4.16 show photon transfer curves
for the two ADCs simulated and the correspondiniyievdior the conversion factor, usually called
‘gain’. These plots were obtained with a simplifiedrsion of the simulation tool, which only
produces the total number of photons per pixelgiaifPoisson distribution. The subaperture size was
increased from 9 x 9 to 30 x 30 in order to hagead statistical basis to compute mean and variance

This result is relevant since it confirms the siatigin is producing realistic Poisson statistics.

4.7.3 Simulation Parameters and Figure of Merit

The simulation tool receives a number of inputsictiwill be varied when exploring the
influence of the design parameters. Some of thampeters were defined following the available
settings in the high-speed camera used in the iexpets (see Section 4.9) and thus we did not
attempt to explore a vast parameter space sirweuld not have a real application. A good example
of this is the analog-to-digital converter (ADC)ieh can be selected to be only 8 bits or 10 bits.

The parameters space for the simulations is ddtaileéable 4.2:

Table 4.2: Parameter space for the Monte Carlolaiion of a FS subaperture.

Parameter Units Type Range
Mean number of photoffs unit Optical 0 — 30,000
Full-width at Half-Max (FWHM) of _ _
_ _ S pixels Optical 1.0-3.0
irradiance distribution
Fill Factor (FF) of each pixel ratio Optical 0.4-9
Analog-to-Digital Converter (ADC _ _

] bits Electronic 8-10
resolution
Readout Noise (RON) ADU Electronic 0-3

As seen in table 4.2, we are defining two typegavhmeters:
e Optical: These parameters can be modified by meadnthe optical design and CCD

selectiof®

% This is limited by the ‘full-well’ of each pixeh parameter of CCDs.
% In practice, there are a very limited number ghkspeed CCD detectors to choose from.
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» Electronic: These parameters can be defined bygdesihen selecting the readout
electronic
We explored the parameters space for the two tgpparameters independently, in order to
obtain results that are simpler to analyse.

The figure of merit used was the root-mean-squbitieeoresidual error, defined as

Residual,, = /Z(%_@Z (4.11),

x" : true position of the spot, aftgain factoris computed (*)

where:

: estimated position of the spot, using some o@litrg algorithm

&I

n: number of images in the run

(*) : The centroiding output may have a linear edalctor with respect to theue position of the centroid, so there
is again factorthat needs to be taken into account. This is destin Fig. 4.17. The gain factor is such that th

slope of the lines is matched.

True and Centroiding positions. RON: 3 ADU

True
5.8l True*Gain d
Centroiding A */

position (pixels)

L L L L L L L L L
0 10 20 30 40 50 60 70 80 90 100
image

Figure 4.17: The true position of the spot (in plaed the measured position
from centroiding (in red) for a run of 100 imagesrying the spot position
between pixels #4 and #6 (in X). The green lina Isear regression from the
centroiding data. A gain factor can be computedhftbe green and blue lines,
so the slope of the green line matches the slopgheoblue line and thus the

measured and true position are similar.

% Similarly, high-speed cameras come with builtfeceronics, so some of these parameters are fixed.
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4.7.4 Parameters Space Exploration

For all simulations, the spot was displaced betwsesls #4 and #6 (iX), of the 9 pixels in
the subaperture, with a displacement resolutioB0ff steps. Th& coordinate was kept constant at
pixel 5 (centre of the subaperture). These dyngaiameters are summarized in table 4.3:

Table 4.3: Dynamic parameters for the simulation.

Parameter Value Units
Subaperture size 9x9 Pixels
Spot position (X) 4- 6 Pixel
Spot position (Y) Fixed at % Pixel

We did not experiment with varying the number obfams in the subaperture, since the FS
application will have a dedicated light sourcethsere will be plenty of photons to maintain a btigh
spot on each subaperture.

The following sections present the results whenyingr the optical and electronic

parameters, which are relevant when selecting aimdy & high speed CCD camera.

4.7.4.a Optical Parameters

We explored the effect of varying the size of thetsas well as the fill-factor. The residual
error is calculated as in Eq. 4.11. The plots i 4iL8 present the residual errors (on the titleawth
plot) for different combinations of FWHM and FFgF#4.19 presents a surface, as the residual error
from combinations of FF and FWHM. The electronicgmaeters were kept constant, ADC at 8 bits

and RON at 0 ADU.

103



position X (pixels)

position X (pixels)

5.8

5.6

5.4

5.2

4.8

4.6

4.4

4.2

5.8

5.6

5.4

5.2

4.8

4.6

4.4

4.2

fwhm: 1 pxl FF: 0.4 error RMS: 0.0268 pixels fwhm: 3 pxI FF: 0.4 error RMS: 0.006456 pixels

Z

// 4 5.8

4 5.6
4 5.4

5.2

4.8

position X (pixels)
o

q 4.6

7 1 4.2

True
Centroiding

fwhm: 1 pxI FF: 1 error RMS: 0.007361 pixels fwhm: 3 pxI FF: 1 error RMS: 0.002616 pixels

100

6

4 5.8

4 5.6

4 5.4

5.2

5

4.8

position X (pixels)

4 4.6

4 4.4

4 4.2

. . . . 4 . . . .

20 40 60 80 100 0 20 40 60 80

Fig. 4.18: The four limit conditions for the optige@rameters FWHM and FF.

RMS of the residual error is presented on the ¢itleach plot.

residual error (pixels)

3 04 fill-factor (ratio)

fwhm (pixels)

Figure 4.19: Residual error presented as a sunfaoen varying FWHM and FF

simultaneously.

104

100



4.7.4.b Electronic Parameters
We also varied the two electronic parameters, ADG@ RON, leaving FF at 100 % and
FWHM at 2 pixels. The results are presented iaréig 4.20 through 4.22. The residual error appears

on the title of each plot.

ADC: 8 bits RON: 0 ADU error: 0.003108 ADC: 10 bits RON: 0 ADU error: 0.001582

5.5 1 5.5

position (pixels)
ol

position (pixels)
(6]

4.5 1 4.5

0 20 40 60 80 100 0 20 40 60 80 100
image image

Fig. 4.20: Residual error for 8 bits and 10 bits@Q[RON = 0 ADU).

ADC: 8 bits RON: 0 ADU error: 0.003108 ADC: 8 bits RON: 1 ADU error: 0.01657
6

5.5

position (pixels)
(9]
position (pixels)

4.5

0 20 40 60 80 100 0 20 40 60 80 100
image image

ADC: 8 bits RON: 2 ADU error: 0.02899 ADC: 8 bits RON: 3 ADU error: 0.04649

5.5 1 5.5

position (pixels)
(9]

position (pixels)
(92

45 ] 4.5

image image

Fig. 4.21: Residual error for 8 bits ADC and RON,-1, 2 & 3 ADU.
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ADC: 10 bits RON: 0 ADU error: 0.001582 ADC: 10 bits RON: 1 ADU error: 0.005007

5.5
@ @
[} [}
3 X
k=] =3
c 5 c
S =]
] G
o o
(=% o
4.5
0 20 40 60 80 100 0 20 40 60 80 100
image image
ADC: 10 bits RON: 2 ADU error: 0.00865 ADC: 10 bits RON: 3 ADU error: 0.01262
6 6
5.5 1 5.5
) @
[2] [2]
X X
e =
c 5 c 5
2 k=l
= =
[=] [=]
Q Q
4.5 1 4.5
4 4
0 20 40 60 80 100 0 20 40 60 80 100
image image

Fig. 4.22: Residual error for 10 bits ADC and RON,4, 2 & 3 ADU.

In the experimental section, we present the redutt: a high-speed CCD camera we
selected for the figure sensor application. Wethensimulation tool with the parameters listedha t
next table as being representative of that candra.residual error is plotted in the Fig. 4.23 tlue
case of RON = 0 ADU. We also experimented with ttuesholdvalue§’ (which can be seen on the
plot titles), applied before centroiding.

Table 4.4: Parameters for the simulation with st@livalues.

Parameter Value
Fill-factor®® 80 %
FWHM® 2 pixels
ADC 8 & 10 bits
RON 0,1,2& 3 ADU

57 Centre of Gravity (CoG) becomes Thresholding Cerfttgravity (TCoG), as mentioned in section 4.5.2.

% This is the most likely value for a front-illumiteel CCD with microlens technology, as the one usetiérexperimental
section

9 We increased from the theoretical value of sedfi@, to be in agreement with the experimensllte of this chapter
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ADC: 8 bits Threshold: 0 ADU error: 0.02192 ADC: 10 bits Threshold: 0 ADU error: 0.005826
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6

5.5
2 0
[ [
E=] E=]
s s
o o 5
2 S
=S =S
Q Q
Q Q.
45
4 ‘ ‘ ‘ ‘
0 20 40 60 80 100

Fig. 4.23: Realistic parameters of the high-spe€b €amera used in the

experimental section of this chapter.

Finally, Fig. 4.24 presents a comparison of the R&¥éct for different combinations of

ADC and threshold, compared with the theoreticairanising Eq. 4.6.
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Residual for different RON, ADC and Threshold values
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Fig. 4.24: Comparison of theoretical residual eamd Monte Carlo simulations
for ADC values, using two threshold values for #tentroiding (CoG), for
different RON values.
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Fig. 4.25: Effective DM DAC resolution sensitivitipr RON = 1 ADU (from
previous figure).

We returned to our sensitivity analysis (sectiof.4). to understand the implications in

sensitivity for the residual values of Fig. 4.24r & given FS sensitivity, we obtained the equinvale
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resolution for the DACs driving the DM actuatorsig§is, because the residual error for RON > 0 is

higher than the one presented in Table 4.1, we atedpthe sensitivity for lower values of DAC

resolution and compare it with the sensitivity afeal with the simulation tool. The result is

presented in Fig. 4.25 for the case of RON = 1 ADhk intersection between the sensitivity at each

FS ADC resolution and the FS sensitivity represémseffective FS sensitivity required to measure

displacements of the DM actuators. We use thisyaisato find the final sensitivity of the FS withet

experimental results at the end of this chapter.

4.7.5 Analysis of Simulation Results

The results of the simulations are largely as ebguecThe main conclusions derived from

the simulations are the following:

A poor fill-factor produces the expected ‘wobblirig’the centroid position, as seen on Fig.
4.18. This result drives the selection of high-sh€€E€Ds with microlens technology.

The effect of ADC resolution when digitizing the D@ixels is somewhat more important
than previously expected. Going from 8 bits to 1ifs lappears to be an appealing
characteristic in defining the CCD camera to seleligh-speed operation should not be
limited by the resolution at these levels, sincerehare very fast ADC converters at these
resolutions.

From the results in Fig. 4.22, the most importdfect for sensitivity is RON. This is an
unavoidable noise source in CCDs, so care musppked in selecting a device with respect
to this parameter.

RON = 1 ADU or thereabouts seems to be a reatastget, when looking at the results of the
experimental section. This produces a sensitiViitground 0.015 pixel, e.g. 1.5 % of a pixel.
This is in agreement with commercial Shack-Hartmamvefront sensors from companies
such as Optocraft and Imagine Optics, which claithuadredth of a pixel” spatial resolution

limit.
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4.8 Wavefront Reconstructor

It is necessary to go through a reconstruction stepecover the shape of the measured
wavefront. The wavefront reconstructor receives ¢teatroid positions from the SH-WFS and
produces a surface output. It is therefore posdibleave an estimate of the real mirror shape or
wavefront, if the reconstructed wavefront is caltied with an interferometer or a similar metrology
device.

When the number of actuators in the deformable amiis the same number of SH
subapertures, the reconstruction becomes ill-cmmgit, a typical situation in AO systems. In the FS
case, the number of wavefront measurements (SHpsutoaes) is different from the number of
wavefront estimates (wavefront ‘nodes’), so we ganduce a reconstruction matrix which is
computed as the inverse of the geometric relatiprisdtween subapertures and nodes. This matrix is
inverted using standard techniques, such as singallae decomposition (SVD).

The reconstruction process is well explained intBweall (1980). The Eq. 4.12 allows one
associating wavefront slopes and wavefront nodégnwising the geometric representation in Fig.

4.26.
. Wiju . Wi je1 Wis1je1
A

wavefront
node

S

L

Wiz S wi; 5

, ij
‘ > > . Wi,

wavefront

slope
Sij1

@ Vi @ @ Vo

Fig. 4.26: Geometric representation of wavefrordpes (as arrows) and
wavefront nodes (as blue dots). The slop‘é_;é’ are the SH centroids. The

reconstructor will find the wavefront phadé’s; .
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x _ WijtWitqj

Sij=—"—5—* (412
Mathematically, the reconstruction process carepeasented in matrix form
s=Aw+n (4.13),
where:
A : matrix defined by the geometry of nodes and paltares
s : vector of slope measurements
w : vector of wavefront estimates
n : measurement noise
Solving forw yields to
w=A"ls—A"n (4.14).
As noted above, the applicability of this technigliegpends on the ability to inveit The
term A~ n represents the noise propagation through the strcamor and it will ultimately limit the
sensitivity of the figure sensor, which is the maspect under study in this chapter, therefore ave h

implemented some simulations to quantify this term.

Reconstruction Matrix A Inverse of Reconstruction Matrix A

20 40 60 8 100 120 140 160 180 20 50 100 150 200 250 300 350

Fig 4.27: Reconstruction matrix A (left panel) atedpseudo-inverse (right

panel), computer using SVD, for 14 x 14 subapestfigrire sensor.
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Our reconstructor accepts 14 x 14 subaperfyredich should be an adequate number of
sampling elements for measuring the CANARY DM, sirtbe latter has 8 x 8 actuators. The
dimensions of matriA are:

* Rows: 392, which corresponds to the 14 x 14 sulbaggesr andX andY coordinates 14 x
14 x 2 = 392)

« Columns: 225, which corresponds to the 15 x 15 fvamé node$' to be estimated1f x
15 = 225)

Matrix A is presented in Fig. 4.27 along with its inverBlee diagonal features ik come
from the geometric factors-Q.5 and-0.5) which relate the nodes and spots from Fig. 4.26.

To measure the noise propagation, we exerciserbtiomstructor with vectors of zero mean
and Gaussian noise of increasing amplitude, maagtine RMS value of the output vector. The plot
in Fig. 4.28 shows the result of this simulationliear regression in the plot (red line) produeed
slope of 1.24, which relates input and output noise. This is tiee amplification effect of the
reconstructor, usually calletbise propagation

Propagation Error: y = 1.24 x

0.05-

rms of propagated error (pixels)

_Ool I I I Il Il I I
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035

rms of centroiding error (pixels)

Fig. 4.28: Simulation of the propagation error foe standard reconstructor of
Eqg. 4.12 (blue dots) and linear regression of thtadred solid line). The

increase in error due to the reconstructor is 24 %.

0 The number of subapertures (14 x 14) was defindzbtabove the number of actuators in the DM btiercessive, so the
total size of the image in the high-speed CCD carteoaen (see section 4.9) is adequate for high-dpesging.

" The number of nodes is one more than the numbsulmpertures in the WFS, from Southwell’s recamstr (see Fig.
4.26).
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4.9 Experiments

4.9.1 Description of the experiment

We undertook several experiments in the laboratorynderstand the limitations a high-
speed camera would impose on the FS. We needdllinoniate the CCD camera with SH spots,
which we could move with respect to the CCD by knadisplacements. We tried several methods,
and settled on using a piezo actuator to displaeeCICD camera a small amount. Our piezo actuator
was not calibrated so we devised an extensiondoeiperiment to overcome this limitation. The

optical experiment is shown in Fig. 4.29.

GigE Piezo Reimaging Lenslet
camera actuator optics array He-Ne Laser

@633 nm
. l e "

-------

------

*» Twyman-Green -
- interferometer -

.....

> Bt e

Fringes
acquisition

Fig. 4.29: Experiment to measure the sensitivitthefCCD camera when used
with the SH-WFS.

The experiment consists of two branches: the lasam is split into a straight through beam
for the SH-WFS (going through the beamsplitter ie figure) and a diverting branch is used to
implement a Twymann-Green interferometer with thai fmirrors and a second beam splitter. This
interferometer allows us to measure the displacewfethe FS cameras{gE camera in the figure) in

‘fringe’ units. A second camera in charge Bfihges acquisition(bottom of the figure) is installed
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on the secondary branch; one of the flat mirroritesd in order to produce fringes on this camera.
The other mirror is mounted on the linear stagerevtiee FS camera is; both are displaced at the same
time by the piezo actuator. We recorded this dgtgnt with two computers simultaneously, while
we applied a slow voltage ramp to the piezo actudiat takes around 15 seconds to complete. The
raw data were saved, in order to do off-line preres

Although we still lack an absolute calibration fbe experiment, that is, to know the exact
displacement in microns versus applied voltagé¢éopiezo actuator, we can use the fringe positions

as a relative calibration and use it to obtainsidueal error for the centroiding.

4.9.2 Fringe tracker
To know the position of the fringes within the ineag we implemented a simple fringe
tracker, using the following procedure:

1) For each fringe image, we collapsed multiple romte & single vector, by summing all rows
column by column. This increases the signal-to-@aikthe interferogram, taking advantage
of the fact that the fringes are almost verticahi@ camera

2) We picked a fringe at the beginning of the run (B&p 4.30) and computed the centre of
gravity of the fringe.

3) We tracked the same fringe by recalculating itsreenf gravity for each new image

4) This simple algorithm gave us satisfactory resulisen the high signal-to-noise of the

interferograms.
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Fig. 4.30: First interferogram of a run, with tlenge of fringes used for the

tracker (blue lines) and the fringe being tracke@ aed diamond.

4.9.3 CCD Camera

The high-speed CCD camera selected for the F®i3AhTM6740-GE, shown in Fig. 4.31:

Fig. 4.31: High-speed CCD camera JAl TM6740-GE.
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This camera presents some appealing characterdéissribed briefly here:

* Imaging rate of 200 frames-per-second for a fuk smage (640 x 480 pixels) and up to 1250
frames-per-second for a sub-windoWeiinage (224 x 160 pixels). Given the number of
actuators in CANARY DM, it is possible to use tmeadler image and hence obtain very high
frame rates

« Data transfer through a Gigabit EthefAgbrt, which is a standard, widely available protoc

« The CCD sensor of the camera is a front-illuminatedak CCD with micro-lens technology,

i.e. high fill-factor

4.9.4 Centroiding

For this experiment, we are interested in undeditgnthe error in position of the spot we
are imaging with the high-speed camera, therefa®mly need to perform centroiding in one spot of
the SH pattern. For that purpose, we picked a akspot for the first image of the run (see Fig23}.
and defined a region of analysis around it. Forrds¢ of the images in the run, we used this retpon

calculate the centroid position using CoG.

4.9.5 Calibration Methodology

Calibration for this experiment consists of esttitig common units for both cameras
recording the experiment. Given both cameras recbrélative positions in pixels, the calibration
implies converting these units to a common systeon.simplicity, we translate the fringe tracker to
centroiding pixels. As figures 4.33 and 4.34 sheach camera produced its own measurement of the
displacement. The calibration method we implementai ‘linear transformation’ that allows
converting fringe tracker pixels into centroidinixgds. In order to compute this transformation, we
identify common features in the plots and defirenhas known points for the transformation, similar

to passing a straight line through two points ia pfane.

"2 This is not a binned image (i.e. where adjacexelpiget joined) but a section or window of the ptete image.
3 Gigabit Ethernet is a standard protocol used lgpder and other components requiring high bandwidt
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As Fig. 4.34 shows, we used the beginning and tite af the plots as references for
calculating these parameters. The piezo actuaternwtidisplacing at these two moments during the
experiment, therefore we can average the noisietraid position during that time to improve the
accuracy of the calibration. The two plots oncébtated are presented in Fig. 4.35. From this jitlot,
is now possible to obtain residual error figures ifge difference between them) in FS camera pixel

units. See figures 4.36 and 4.38.
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Fig. 4.32: A zoomed region of the SH image fromhigh-speed camera,

showing the spot selected for centroiding and tfedyais area (square in blue).
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Shack-Hartmann centroiding
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Fig. 4.33: Centroiding versus time for the FS can{éor ADC = 8 hits). The

two red circles show the zones used for calibrapiarposes.
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Fig. 4.34: Fringe tracking versus time for the dgertracker camera. The two red

circles show the zones used for calibration purpose
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Shack-Hartmann centroiding calibration
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Fig. 4.35: Centroiding calibrated with respectriade tracking (for ADC = 8

bits), after applying the linear transformation.

Shack-Hartmann residual (rms): 0.0126
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Fig. 4.36: SH residual error (value in the titletioé plot) after calibration
for ADC = 8 bits.
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Shack-Hartmann centroiding calibration
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Fig. 4.37: Centroiding calibration for ADC = 104it

Shack-Hartmann residual (rms): 0.0159
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Fig. 4.38: SH residual error (value in the titletioé plot) after calibration

for ADC = 10 bits.

Although we could have expected to obtain a lovesidual for the 10 bits, the experiment

proves that the spot-to-spot uncertainty within one dominates the residual over the difference
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between 10 bits or 8 bits ADC. In fact, it is nexa@y to calibrate the systematic uncertainty inrthe
values (i.e. by repeating the measurement for fardifit spot) to account for variations from spot to

spot, due to different S-H lenslet aberrationdediint CCD intra-pixéf responses, etc.

4.10 Final Sensitivity Estimate for the Figure Serg

From our Monte Carlo simulations as well as theeexpents presented in the previous
section, we measure a residual error of about Ofdd&l RMS for the centroiding process, in the
presence of photon and readout noise.

A standard reconstructor will produce an error pggiion of around 24 %. The final
residual error of the FS would then be

0.015 x 1.24 = 0.019 pixels (4.15).
In Fig. 4.39, we re-run the simulation in Fig. 4@5understand the equivalent number of

bits in the DACs driving the DM actuators that gemsitivity found in Eqg. 4.15 corresponds to.

Sensitivity Analysis
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Fig. 4.39: Sensitivity analysis using the experitaéresidual error.

" cCDintra-pixel responseorresponds to sensitivity differences betweeerlpiin a CCD when collecting photons
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We ultimately need to understand the sensitivitytttd FS expressed in terms of DM
actuator positions (nm). For the case of the XaseDM and assuming a linear relationship between
DAC value to command the DM and its final position nanometres, it is possible to find the
sensitivity of the FS in terms of the DM actuatositions. This is calculated here:

For the Xinetics actuators the mechanical rgmige
p = 5700 nm.
And the DAC equivalent from the sensitivity anasy@rom Fig. 4.39) is
DAC, = 8.4 bits.

The sensitivity of the figure sensor is then

P_ =579 _ 16.9 nm (4.16).

= ODAC; _ 284

FS,

4.11 Conclusions

This chapter has presented a design for the CANAIBYre sensor based on a Shack-
Hartmann wavefront sensor. We have evaluated theitsdty such a sensor can achieve when
measuring the shape of the DM facesheet. In oalestimate this sensitivity, we have developed a
‘first order’ study, based on some theoretical aspeMonte Carlo simulations and experimental
results. We believe the results are accurate entudie used as a baseline when implementing a
figure sensor to measure a deformable mirror.

The final sensitivity number in Eq. 4.16 is compdeato the error the open-loop models
implemented in Chapter 3 achieve; therefore thec&® be incorporated into the AO real-time
computer for performance evaluation, keeping thellef the DM error term in the error budget of
the system. Unlike some types of deformable mirsush as the Xineti€s a Shack-Hartmann
wavefront sensor is tolerant to changes in its atpeg temperatuf& therefore it can be used to

calibrate the DM model in operation.

s Xinetics DMs use electrostrictive actuators, whitdve a hysteresis that is very dependent on dpegregmperature,
changing from <1 % at 20 C, to 20 % at O C.

8 The CCD'’s ability to collect photons persists undefery wide temperature range. Lenslets are matiefalass, which
has a coefficient of linear expansion < 10 um / @. &n operating range of 20 C and a lenslet of &Dimsize, there would
be an expansion of only 2 pm.

122



As briefly mentioned in the introduction of thisagter, one can also envision using the FS
to control the DM in a local loop. Theétpoint for this loop would come from the AO computer in
charge of implementing MOAO. A controller in charmgfethis loop would force the DM to follow the
setpoint positions from the AO computer, incurrang error that would be ultimately defined by the
final sensitivity found in Eq. 4.16. If this closéabp system is implemented in what can be caled t
‘Deformable Mirror Controller’ (DMC), then the DM@rror contribution to the error budget of the

system would b&6.9 nmRMS.
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Chapter 5: Conclusions and Future Work

5.1 MOAO

At present, there are adaptive optics systems mgnroutinely on medium to large size
telescopes, producing a steady growth in the numbpublicationd’ per year. All of these systems
can be described as “first generation” systemggesiney use one NGS / LGS and one DM for single-
conjugated correction over a limited FoV. Somehd first wide-field AO systems have been the
ground-layer AO systems at the 4.2 m WHT (Benn 2@0®I at the 6.5 m MMT (Baranec 2009), or
the Multi-Conjugate Adaptive Demonstrator “MAD” #te VLT (Marchetti 2008). These systems
will be followed soon by Gemini’'s MCAO system (Nia 2010), the first facility system delivering
a wide-field AO correction to other astronomicadtimment&. In fact in a few years, at least 5 large
telescopes will have ground-layer AO systems bnilfFhese are: the AOF at the VLT, the twin LBT
telescopes, the MMT and one of the Magellan telesso

Furthermore, there is agreement within the ELT guts® that, given the theoretical
resolution a telescope of that diameter can acffiesa ELT should consider AO as an integral part
of the telescope design. Indeed, the 25 m GreatNtagTelescope (GMT) and the 42 m European
ELT have incorporated ground-layer AO as a cesliexhent of the telescope optics.

MOAO was first proposed by F. Hammet al (2001), motivated by the observational
objective of having multi-object spectroscopy whilgh spatial resolution. The concept was presented
to theCall for Proposalsfor second generation instruments for the VLT AEEON, but it was not
considered for construction. Nevertheless, the FBNGoncept was further developed and published

by F. Assemaet al (2007). From then on, more interest in MOAO hasiffished in the astronomical

" Private communication with Dr. Claire Max, DirectfrtheCenter for Adaptive Optic&Jniversity of California

8 Gemini's MCAO system will produce a 70" x 70" AO+tected FoV that will feed two instruments: a nigdrared
imager, called GSAOI and a multi-slit spectrogragdiled FLAMINGOS-II

" The three ELT projects under development now #re: E-ELT (European ELT, www.eso.org/public/telasti/e-
elt.html); the GMT (Great Magellan Telescope, wwmtg.org) and the TMT (Thirty Meter Telescope, wwmtbrg)

8 The Rayleigh limit for light at 500 nm is 16 milizsec for an 8 m telescope, while it is 3 milli@csor a 42 m telescope
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and AO communities, in particular driven by the lgafaachieving the full potential that an ELT can
have.

Early concepts for the IRMOS instrument for the T¥€onsidered MOAO (Andersen
2006). This proposal consideredvaofer-tweetéf configuration for the DMs. The woofer works in
closed-loop and removes low-order aberrations,ihgavo a tweeter the high-order correction
afterwards. If there is more than one tweeter dray twork in open-loop, the system becomes
MOAOQ. One can consider the DM in ground-layer systeproposed or under construction as the
woofer of a MOAO system. The EAGLE instruni&rfor the E-ELT is one such example. In this
context, the CANARY demonstrator will be a steppétgne when it confirms that MOAO works on-
sky?”.

It appears clear to us that the ground-layer AQesys that will come online in existing
telescopes, and before any of the ELTs finishestaoaction, should consider a MOAO instrument in
its instrumentation suite. Such a capability woalldw high resolution multi-object spectroscopy in
the near-infrared to become a reality for inter@sibservers sooner than later. This means several
years of observations before having access to aanewnore powerful instrument such as EAGLE
For example, if a MOAO instrument is built for tA©F at the VLT and can be ready by ~2014, such
instrument would have at least 5 years of scie@f45-2019) before it is outclassed by a better

instrument on an ELT. This window of opportunitysid definitely be explored.

5.2 Experimental Work

The experimental work presented in this thesis eslars the issue of deformable mirror
control for Multi-Object Adaptive Optics using ndwaethods. MOAO represents a departure from

all previous AO systems, since it works in an agtigpen-loop, as described in detail in Chapter 2.

81 This concept was so-called “TiPi” (private comnuation with Dr. Keith Taylor)

82 The “woofer-tweeter” concepts refers to splittthg AO system in low-order and high-order, using tifferent DMs, in
analogy to an audio speaker

8 http://eagle.oamp.fr/spip/

84 Recall from section 2.8 that CANARFhase Chas a closed-loop woofer / open-loop tweeter goméition equivalent to
EAGLE

85 At the time this work was completed, there is Bave on whether or not EAGLE will be built
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Throughout this work, we have tackled the open-loperation of the DM by proposing two different

solutions, developed in Chapter 3 and 4.

In

Chapter 3, we implemented purely open-loop medet DM control using so-called

“non-parametric estimation techniques”. The mairtivations behind this implementation were of

three kinds:

To avoid a model that would depend on the physickeoDM components and materials
(actuators, facesheet)

To incorporate mathematical models that can hatdienon-linear behaviour of the DM
realistically

To be able to apply the same techniques to anydimM

The results in Chapter 3 are quite satisfactoralinthese regards. The following areas

should be studied in order to improve and extergtiork:

1)

2)

To use a faster and more accurate interferometer: have gathered all of our
experimental data using a “Fisba” Twymann-Greearfetometer, which is a very good
tool for optical metrology, but data acquisitioreisery slow process, spanning days for
the data used in this work. There are other intenfeters, such as the ones from 4D
Technologie®, which can take interferograms at tens of Herte.rincorporating an
instrument like this would allow acquiring data fibaining an open-loop model in a
matter of minutes.

The main “show stopper” for implementing models Rivls with a large number of
actuators comes from the computational power reduio train the model. For the case
of the Boston MEMS DM, having a model with 126 itppand 126 outputs was quite
challenging for the computer resources availableuto The alleviation scheme
implemented for the Artificial Neural Network, subiding the area in smaller areas,

worked rather well, although it did impact the aemy of the model, when one

8 http://www.4dtechnology.com
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compares the two networks implemented. Most prghabfull-size network will obtain
better results than we obtained with the MARS molelertheless, there must be some
type of subdivision scheme if we want to model bigrors such as a full MEMS. It

shall be confirmed whether these techniques asidieato implement for a full DM.

In Chapter 4, we are proposing an alternativegaraly open-loop model for DM control in

MOAOQ. This is a dedicated sensor to measure theesloh the DM and therefore being able to

confirm that it achieved the correct figure. Thislike’ an interferometer (familiar from Chaptey, 3

but it must work at the speed at which the AO comptuns, usually not less than 500 Hz. Running

at this speed rules out standard interferometeen ¢he high-speed ones from 4D Technologies. It

also rules out typical detectors used in astronaay,scientific CCDs, which are not sufficienthgtfa

(tens of Hz at the most). The only remaining imgdi&chnology is high-speed, interline CCDs. They

are introduced in Chapter 4, with Monte Carlo sitiohs to understand the limitations in using this

technology. We believe we have proposed a feadibj@ementation for tackling the task of

measuring the DM shape, using a Shack-Hartmann #aneSensor and the high-speed CCD

camera. The main areas in which we see more werksaed here:

1)

2)

Complete SH-WFS simulations: we only implementedndMoCarlo simulations for a
single sub-apertures of the Shack-Hartmann, butfitted measurements depends on
accurate centroiding in all subapertures, so tagdisimulation tool should be extended
to cover a realistic number of subapertures, s2y 12 for a 8 x 8 actuators DM.

An absolute calibration procedure for centroidinthe experiments presented in
Chapter 4 were adequate for the level of the su@gented, but they lack absolute
calibration. We alleviated this problem by implerieg the Twymann-Green
interferometer described in the Chapter; howevefinal experiment should have a
means of knowing the absolute displacement of plogssin microns. We experimented
with a digital micrometer, but its hysteresis pmteel us from gathering useful data. A

laser-based micrometer is the appropriate toaisrjob.
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3) More experimental work measuring a real DM wholepibuThe next step in
experiments with the Figure Sensor corresponddtairing experimental phase maps
of a real DM and comparing them with data fromandard interferometer. Depending
on the results and indeed the differences betwéen experimental results, the
calibration procedure might be refined, in ordeobtain “interferometer-like” outputs

from the Figure Sensor.

5.3 Future Research

There is an interesting area which we plan to itigate as a follow-up to this work. It
consists of applying the techniques used in Chaptés the problem of open-loop tomography,
necessary for MOAO and presented in the sectionf2Zdhapter 2.

The standard treatment of tomography is a linearesy with variables and unknowns, the
former being the guide stars WFS data and the lagieg the turbulent layers. Nevertheless, althoug
the turbulence presents mostly in layers, it i® @sntinuously distributed in altitude, and thisica
constitute a third of the total turbulence (see Eig). Therefore, it is a simplification to plalegers
at fixed altitudes and project the whole turbuleant them. Instead, why not “learn” the atmosphere
each night and apply a correction from that leaRiifthis is in line with our experience from Chapter
3, where we “learnt” about the DM characteristigselxposing a statistical sample of its behaviour.
This is similar, but more complex, because of tmedom character of the turbulence, and the nature
of on-sky operation rather that the controlled emvinent of a laboratory. Nevertheless, we think tha
the idea is feasible and it should be exploredratdhe following recipe:

1) Each turbulent measurement from a number of guiales svill become an element of

the training data set for the model

2) For training, point the telescope to a crowdeddfielhere a number of NGS can be

chosen (assuming one uses one or more NGS WFSoffickechanisms). Use the
constellation of LGS WFS around the field and amaata from the NGS and LGS

WEFES simultaneously.
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3) Train a neural network-like model with the followimputs and outputs:
a. Inputs: LGS WFS data and NGS positions in the field
b. Outputs: NGS WFS data.

4) Exposed to WFS data from the Laser Guide Stanspags and the WFS data from NGS
as outputs, the model will learn about the turbcefor the NGS positions in the field —
this is the reason to incorporate the NGS positiorike field as inputs for training. The
model will learn how to represent the turbulencensby the NGS from what can be
seen from the off-axis LGS WFS data, effectivelympoting a tomographic
reconstructor from the real atmospheric data.

5) When observing, the model will be in ‘Estimationbde (recall Fig. 3.17), so when
receiving new LGS WFS data and the position infigld where the correction needs to
be applied, it will compute the best estimate foattparticular position, effectively

applying the tomographic reconstructor.

Vidal's “Learn and Apply” method is similar in coggt, but we devised this method
independently of theirs. We believe this approaduld be able to cope well with the non-linear
behaviour of turbulence, since it uses tools degedofor such problems. A dedicated hardware
platform, such as one based on programmable logi¢g be appropriate to train non-parametric
models in time for nighttime operations. Anotheeaaof research will constitute the application of

this type of computer systems to training requinetsisuch as the ones described here.
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