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ABSTRACT

This thesis presents the work of the Candidate during his PhD on three analyses targeting

the Electroweak Supersymmetry production of charginos and neutralinos decaying into mul-

tilptonic final states. Only electrons and muons are considered along with R-Parity-conserving

decays. These analyses all use from
p

s = 13 TeV proton-proton collisions collected by the

ATLAS experiment at the Large Hadron Collider in the 2015-2018 period for a total of 139fb−1.

Firstly, the analysis targeting final states with two leptons of the same electrical charge and

intermediate W and Higgs on-shell bosons is presented. The results show no significant ex-

cess from the Standard Model predictions and new constraints on the masses of charginos and

neutralinos are obtained for this model, significantly extending the known bounds from previ-

ous searches. Secondly, results of another analysis targeting intermediate states with on-shell

W Z and W h bosons and three-lepton final states are also presented. Once again, no significant

deviation from the Standard Model prediction is observed and exclusion limits on the masses of

charginos and neutralinos are set for these models. Finally, the statistical combination of these

searches with those of other analyses targeting the same electroweak Supersymmetry produc-

tion mechanism with different final states is also presented in this thesis. The final results show

how such combination can be used to further improve the constraints on the masses of the

charginos and neutralinos. Moreover, the details of a technical task concerning the character-

isation of the performance of the Inner Detector Trigger tracking of electrons and muons in the

ATLAS experiment through the usage of the Tag-and-Probe technique is also discussed. The

final result show a significant improvement in the accuracy of the measured Trigger tracking

efficiencies with respect to those obtained by means of the previously used procedure.
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1

INTRODUCTION

Over the course of history, humankind has always strived to comprehend Nature and to pre-

dict the behaviour of natural phenomena. This pursuit has led to remarkable discoveries which

have highlighted the fundamental composition of the known matter in the universe and the

main forces which are responsible for the occurrence of the observed phenomena. Element-

ary particles have been found to be the fundamental building blocks of the known universe.

Their interactions are described in the theoretical framework called the Standard Model (SM).

The predictive power of the SM has been tested experimentally over the years, reaching unpre-

cedented precision through the undeniable evidence collected at the Large Electron-Positron

collider (LEP) and at the Large Hadron Collider (LHC), culminating with the discovery of the

Higgs boson by the ATLAS and CMS experiments.

Despite its many experimental successes, the SM is still far from being considered an ulti-

mate theory of Nature. Many limitations, based on the inability to explain several phenomena

in the SM, imply the necessity of a wider theoretical framework which would extend the SM to

also describe new physics phenomena. In this context, Supersymmetry (SUSY) offers a solution

by introducing a fermion-boson correspondence. SUSY predicts the existence of new particles

which to this day remain undiscovered. The predicted properties of SUSY lead to several phe-

nomenological implications of physical interest. In particular, SUSY particles can be produced

at the LHC by means of the SM strong and Electroweak (EWK) interactions. Due to existing

constraints on the value of the masses of strongly-coupled SUSY particles, the EWK produc-

tion of weakly-interacting sparticles can be considered a key mechanism to search for Beyond

Standard Model (BSM) physics at the LHC.

The analyses outlined in this thesis all focus on the search for the EWK production of SUSY

particles using the data from
p

s = 13 TeV proton-proton (p-p) collisions collected by the

ATLAS experiment. The dataset used has been recorded between 2015 and 2018, and corres-

ponds to a total integrated luminosity of 139fb−1. These searches represent the work that I have

carried out and contributed to over the course of my PhD. This includes: the estimation of the

performance of the Inner Detector (ID) Trigger, which allowed me to be qualified as an author

of the ATLAS Collaboration; EWK SUSY searches focusing on final states with leptons, particu-

larly those with two leptons of the same electrical charge and with three leptons; the statistical
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combination of analyses targeting analogous EWK SUSY production mechanisms.

The structure of this thesis is as follows. Chapter 1 presents an overview of the theoretical

foundation onto which the SUSY models targeted by the searches described in this thesis are

based. The phenomenological implications that these EWK SUSY models are expected to have

at the LHC are also described, along with the state of these searches prior to the work outlined

in this thesis. In Chapter 2 an overview of the ATLAS experiment at the LHC is provided. Partic-

ular focus is given to the description of the ATLAS Trigger system and the characterisation of the

performance of the ID Trigger, to which I have personally contributed. In Chapter 3 the basic

features of the procedure used to simulate events from a p-p collision in the ATLAS experiment

are discussed, along with the techniques for reconstructing relevant object for physics analyses

in ATLAS. Chapter 4 is devoted to the analysis addressing the search for the EWK production of

charginos and neutrlinos decaying into a final state with two same-sign electrons or muons. I

am the leading analyser for this search, and I have personally developed most of its aspects. In

Chapter 5, an overview is given on another search for chargino and neutralino production, this

time targeting three-lepton final states. During my PhD I also made significant contributions

to this analysis, as described in this thesis. An important aspect of the EWK SUSY searches

in ATLAS is the statistical combination of searches targeting the same production model but

with different final states. Chapter 6 presents the procedure and the first results of such stat-

istical combination of various EWK SUSY searches, including those described in the previous

Chapter. Finally, conclusions and an outlook are given in Chapter 7.

Throughout this thesis, natural units (c = ℏ= 1) are employed.
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1THEORETICAL BACKGROUND

Over the past century continuous scientific advancements have brought humankind a step

closer to formulating a theoretical model of Nature which could explain all physical phenom-

ena. Furthermore, the progress in experimental techniques has led to outstanding discoveries

that contribute to providing an increasingly deeper understanding of the elementary processes

underlying the observed phenomena.

The SM is the theoretical framework that to date best describes the physics of elementary

particles and their fundamental interactions. Despite its predictive power, which makes it one

of the most successful theoretical constructs of all time, the SM still presents various limita-

tions.

One of the best established, proposed theoretical extensions of the SM is SUSY. In SUSY

new particle states are predicted through the introduction of a new symmetry linking fermions

and bosons to one another. The production and decay of new heavy supersymmetric particles

implies a series of phenomenological effects that may present themselves experimentally, e. g.

in high-energy hadron colliders such as the LHC.

This thesis focuses on searches for supersymmetric particles at the LHC, using the ATLAS

experiment. This Chapter outlines the theoretical foundation onto which the work presented

in this thesis is based. Section 1.1 describes the key aspects of the SM. In Section 1.2, SUSY is

introduced, focusing on the Minimal Supersymmetric Standard Model (MSSM). Finally, Sec-

tion 1.3 provides an overview of the most relevant phenomenology of EWK SUSY processes and

the experimental searches targeting them which are currently being carried out at the LHC.

1.1 The Standard Model

The SM is a gauge theory describing the behaviour of the known elementary particles and their

interactions via the strong, weak and electromagnetic forces [1]. The fourth known fundamental

interaction, gravity, is not included in the SM1. The electromagnetic force is described by Max-

1 Gravitational effects are described by general relativity [2]. A viable formulation of a quantum theory of gravity is
still being developed.
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well’s equations. Weak interactions are responsible for processes such as the β decay, whilst

the strong force relates to the interaction of nuclei.

The SM is developed within the framework of Quantum Field Theory (QFT), in which

particles and their interactions are represented in terms of fields and their quantisation [3].

The particle content of the SM is shown in Figure 1.1.

Figure 1.1: Elementary particle content of the SM. The quarks (u, d , s, c, b, t ) are shown in purple, leptons (e,
µ, τ, νe , νµ, ντ) in green, gauge bosons (g , γ, Z , W ) in red and the Higgs boson (H) in yellow. The mass, the
electric charge and the spin of each particle is also displayed [4]. The values of the masses show in this Figure may
correspond to the most their recent measurements. Up-to-date measured values of the mass of the particles in the
SM can be found in Reference [5].

A first distinction can be made between bosons and fermions. Fermions are the basic con-

stituents of the known matter in the universe and include all spin-1/2 particles which are fur-

ther sub-categorised into quarks and leptons. The Dirac equation describes the behaviour of

fermions and predicts the existence of an antiparticle for each fermion in the SM. Antiparticles

have opposite electric charge compared to their corresponding particle, but have the same spin

and mass. Matter particles in the SM are also characterised by their chirality, a quantum num-

ber that generalises the concept of helicity, i. e. the projection of the spin of the particle along its

direction of motion. Particles can be left-handed or right-handed, according to their chirality.

Both leptons and quarks are arranged in a family structure based on three different generations,

as shown in Figure 1.1. Only charged fermions can interact electromagnetically, whereas all fer-

mions are sensitive to the weak interaction, since they carry a weak isospin. Quarks are the only

fermions which are subject to the strong force.
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For leptons, each generation identifies a distinct flavour. In particular, the charged leptons

are the electron, e, the muon, µ, and the tau, τ. Each charged lepton is associated with the

corresponding, electrically-neutral neutrino of the same flavour. The three lepton generations

are characterised by three quantum numbers, called lepton numbers (Le , Lµ, Lτ). Each lepton

number is separately conserved in SM processes and is +1 for leptons, -1 for the corresponding

anti-leptons, and zero otherwise.

The six different flavours of quarks (Figure 1.1) are also grouped into three distinct genera-

tions, as in the lepton case. Quarks carry an electric charge, a weak isospin and, additionally, a

colour charge, whose three possible values are conventionally labelled red, green and blue. The

colour charge makes quarks sensitive to the strong interaction. Quarks aggregate to form com-

posite colourless particle states, called hadrons. Hadrons formed by three quarks are called

baryons (e. g. protons, p, and neutrons, n), whereas those composed by a quark-antiquark pair

are referred to as mesons (e. g. pions, π, and kaons, K ). Each of the three generations of quarks

is composed by an up-type and a down-type quark. Up-type quarks (up, u, charm, c, and top, t )

have +2/3 electric charge, whereas down-type quarks (down, d , strange, s, and bottom, b) have

-1/3 electric charge. Finally, quarks also carry a baryon number, B , which is +1/3 for quarks,

-1/3 for anti-quarks, and zero otherwise. For all processes in the SM, the baryon number is

conserved.

Both vector and scalar bosons are present in the SM. Vector bosons are spin-1 particles

which act as mediators of the fundamental interactions between particles. The photon, γ, is

the massless mediator of the electromagnetic force and only interacts with electrically charged

particles. The 8 massless gluons, g , are responsible for the strong interaction between quarks

and themselves carry the colour charge. The W ± and Z bosons are, respectively, the charged

and electrically neutral mediators of the weak interaction. Processes mediated by the W boson

are referred to as charged currents, whilst those which involve the interchange of a Z boson

are called neutral currents. Finally, the scalar, spin-0 Higgs boson completes the picture of the

particle content of the SM. It is associated with the mechanism through which is possible to

generate the masses of all particles in the SM, discussed in Section 1.1.4.

1.1.1 Quantum Electrodynamics

In the QFT formalism of the SM, the properties of each quantised field at any given point of

the spacetime are described by means of the Lagrangian, L, and its equation of motion, the

Euler-Lagrange equation [3]. A fundamental aspect of the SM is the one-to-one correspond-

ence between physical interactions and gauge symmetries. These are transformations of the

fields that are based on a specific symmetry group and which leave the Lagrangian invariant.

The properties of electrically charged particles and their electromagnetic interaction are

described by Quantum Electrodynamics (QED) [6], whose basic formulation starts from con-

sidering the Lagrangian for a free massless fermion:

L(x) =ψ(x)
(
iγµ∂µ

)
ψ(x). (1.1)
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In Equation 1.1 x is the four-vector of space-time coordinates and γµ are the four Dirac

matrices, ψ(x) is the four-component Dirac spinor describing a fermion field and ψ(x) is its

Dirac adjoint. The Lagrangian in Equation 1.1 is symmetric under global U (1) Abelian gauge

transformations:

ψ(x)
U (1)−−−→ψ′(x) = e iθψ(x), (1.2)

with θ being the generator of the U (1) transformation. The gauge principle requires the Lag-

rangian to be invariant under local gauge transformations, which in this case is realised by

allowing the generator of the U (1) group to depend on space-time coordinates, i. e. θ = θ(x).

As a consequence, to preserve the symmetry, it is necessary to introduce a spin-1 vector field

Aµ(x), such that:

Aµ(x)
U (1)−−−→ A′

µ(x) = Aµ(x)− 1

e
∂µθ (1.3)

as well as a covariant derivative Dµ:

Dµ
.= ∂µ+ i e Aµ(x). (1.4)

It is then possible to obtain a Lagrangian symmetric for local U (1) gauge transformation by

simply making the ∂µ → Dµ substitution in Equation 1.1. For completeness, a gauge-invariant

kinetic term for the newly introduced vector field Aµ(x) must be included in the Lagrangian.

This is obtained by considering the tensor Fµν = ∂µAν − ∂νAµ. With this addition, the QED

Lagrangian takes its final form:

LQED(x) =ψ(x)
(
iγµDµ

)
ψ(x)− 1

4
FµνFµν

=ψ(x)
(
iγµ∂µ

)
ψ(x)− 1

4
FµνFµν−eψ(x)γµψ(x)Aµ(x).

(1.5)

The first term in Equation 1.5 is the same free-fermion Lagrangian as in Equation 1.1, whilst

the second term represents the kinetic term for the field Aµ(x). If Aµ(x) is interpreted as the

field of the photon γ, Maxwell’s equations follow directly from solving the equations of mo-

tions of its kinetic term. The third term in Equation 1.5 represents the interaction between

the photon and the fermion fields. Hence, the parameter e, called the coupling, represents

the strength of such interaction and it is related to the electric charge of the fermion. Using

a perturbation theory approach and considering the quantisation of the fields, it is possible

to deduce from the interaction term a set of rules, known as Feynman rules [7], to extract the

probability amplitude and, consequently, the cross-section of any possible interaction process

between charged fermions and photons. For this purpose, a powerful tool is provided by the

so-called Feynman diagrams, which are graphical representation of the process in question [1].

The presence of higher-order QED contributions modifies the strength of the electromag-

netic interaction between photons and charged fermions in a manner which depends on the

transferred momentum, q2, as a consequence of the renormalisability of QED [3]. This is reflec-

ted in a so-called running coupling in QED, αQED(q2) = e2(q2)/4π, which increases with higher

q2 scales. For small q2 values, corresponding to large distances from the electrical charge pro-

ducing the interaction, αQED becomes constant at a value of approximately 1/137. The meas-

urements of the αQED [8, 9], with their unprecedented precision (up to twelve significant fig-
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ures) and which have been found to agree with its predicted value, represents one of the most

successful theoretical predictions of all time.

1.1.2 Quantum Chromodynamics

The theory for strong interactions incorporated in the SM, called Quantum Chromodynamics

(QCD), is formulated by using an analogous prescription to the one adopted for QED. Given

the three-fold degrees of freedom of the colour charge, the QCD formulation is based on a local,

non-Abelian SU (3) gauge transformation:

Ψ(x)
SU (3)−−−−→Ψ′(x) =UC (x)Ψ(x), with UC

.= exp

{
i
λa

2
θa(x)

}
, (1.6)

whereΨ are three-vector in the colour space, with each element being a different Dirac spinor,

and λa/2 are the eight generators of the SU (3) group, with λa (a = 1, ...,8) being the Gell-Mann

matrices. The local gauge invariance is once again guaranteed through the introduction of a

covariant derivative and eight spin-1 vector fields, corresponding to the eight coloured gluons.

This allows to derive interaction terms between fermion and gluon fields with coupling gS .

As a consequence of the non-Abelian nature of the SU (3) symmetry, the expansion of the

gluon kinetic term leads to the presence of gluon-gluon self-interacting terms and, therefore, of

Feynman diagrams with vertices in which three or four gluons converge. This leads to the most

fundamental difference between QED and QCD, which is reflected in the dependence on q2

of the strong coupling, αS(q2) = g 2
S (q2)/4π. As opposed to αQED, the strong coupling, αS , be-

comes progressively weaker as the energy of the interaction increases, a phenomenon referred

to as asymptotic freedom. On the other hand, for progressively lower momentum transfers the

strength of the interaction becomes so high that coloured particles can only aggregate with

each other forming colourless hadrons in the process called confinement.

1.1.3 Electroweak unification

The properties of the weak interaction can be deduced in a similar fashion as the one fol-

lowed for QED and QCD. However, additional phenomenological observations such as the long

β-decay lifetimes and the maximal violation of Parity (P ) and Charge Conjugation (C ) symmet-

ries must also be taken into account in the Lagrangian formulation of the weak interaction.

In particular, the P and C violations arise from charged current interactions connecting left-

handed fermion pairs differing by one unit of electric charge. Therefore, the SM formulation

of the weak interaction is based on the inclusion of left-handed SU (2) fermion doublets and

right-handed U (1) fermion singlets:νℓ
ℓ−


L

,
(
νℓ

)
R ,

(
ℓ−

)
R ,

qu

qd


L

,
(
qu

)
R ,

(
qd

)
R . (1.7)

With a formalism analogous to QED all Dirac spinors transform under U (1) local gauge

symmetries. The generator of such U (1) local gauge symmetry is the weak hypercharge, Y ,
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which is related to the electric charge of fermions, Q, and to the third component of the weak

isospin, T3, (Section 1.1) through the Gell-Mann–Nishijima formula [10, 11]:

Y = 2
(
Q −T3

)
. (1.8)

On the other hand, only left-handed doublets can transform under SU (2) local gauge sym-

metries:

ΨL(x)
SU (2)−−−−→Ψ′

L(x) =UL(x)ΨL(x) with UL
.= exp

{
i
σi

2
θi (x)

}
, (1.9)

whereΨL are general left-handed spinor doublets andσi are the three Pauli matrices. Through

this process, four spin-1, vector fields are introduced: W i
µ, for i = 1,2,3, from the SU (2) sym-

metry and Bµ from the U (1) symmetry. Hence, the couplings g and g ′ are associated with the

W i
µ and Bµ fields, respectively.

In the Glashow-Weinberg-Salam (GWS) model [12, 13, 14], weak and electromagnetic inter-

actions are incorporated in a single theoretical framework (EWK unification). The fields of the

W + and W − bosons are obtained from linear combinations of W 1
µ and W 2

µ . Concurrently, the

neutral current vector fields W 3
µ and Bµ mix together through the Weinberg mixing angle, θW ,

to form the photon (Aµ) and the Z boson (Zµ) fields. The electroweak unification also connects

the g and g ′ couplings to the QED coupling, e, through the relation:

g sinθW = g ′ cosθW = e. (1.10)

Once the couplings of the EWK model are chosen to reproduce the electromagnetic coup-

lings, the couplings of the Z boson to all the fermions is also completely specified. Unlike the

photon, the Z boson couples differently to left- and right-handed fermions.

Having formulated the EWK unification and QCD, the overall symmetry group of the SM

is SU (3)C ⊗SU (2)L ⊗U (1)Y , where the subscripts Y , L, and C represent the weak hypercharge,

left-handed chirality, and the colour charge, respectively.

1.1.4 Brout-Englert-Higgs mechanism

The SM theory constructed thus far does not allow for the presence of massive bosons or fer-

mions. Indeed, explicit terms in the SM Lagrangian for the mass of the bosonic fields, of the

form −1
2 m2

B BµBµ, would break the gauge invariance. On the other hand, explicit terms for

the mass of fermionic fields, of the form −m f ψψ, would violate the SU (2)L ⊗U (1)Y symmetry

because they couple together the left- and right-handed components of a fermion [1]. There-

fore, in order to explain the masses of fermions and boson in the SM, a Spontaneous Sym-

metry Breaking (SSB) mechanism must be considered. A solution in this context is offered

by the Brout-Englert-Higgs (BEH) mechanism, sometimes also referred to as the Higgs-Kibble

mechanism [15, 16, 17]. It provides a way to spontaneously break the local gauge electroweak

SU (2)L ⊗U (1)Y symmetry, thus generating particle masses in the SM. It implies considering

the following terms in the SM Lagrangian with an additional complex scalar field, φ(x):

LS =
(
Dµφ

)† (
Dµ

φ
)
−V

(
φ

)
, (1.11)
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with

V
(
φ

)= 1

2
µ2

(
φ†φ

)
+ 1

4
λ

(
φ†φ

)2
. (1.12)

The first term in Equation 1.11 represents the kinetic energy associated with the fieldφ and

V (φ) is a scalar potential, with µ and λ being complex constants. In the most general case, Dµ

is the covariant derivative of the SU (2)L gauge symmetry and φ is a SU (2)L doublet:

φ
.=

φ+

φ0

 . (1.13)

If µ2 < 0 the ground state of the potential satisfies (φ†φ) =−µ2/λ= v2 (representing an hy-

persphere in four dimensions), where the parameter v is the EWK Vacuum Expectation Value

(VEV), which sets the so-called EWK scale. Moving from the metastable state with (φ†φ) = 0

to the VEV the SU (2)L ⊗U (1)Y symmetry, which remains hidden in the Lagrangian of Equa-

tion 1.11, is spontaneously broken. Perturbations around the VEV which leave the potential

level unchanged do not break the symmetry and correspond to the introduction of massless

Goldstone bosons [18]. On the other hand, small fluctuations from the ground state of the form

v+H(x) spontaneously break the symmetry, and correspond to an additional scalar field, H(x),

which acquires the mass mH =
p

2λv2. This field is the Higgs boson.

In the GWS model, which involves imposing a local gauge SU (2)L ⊗U (1)Y invariance, the

degrees of freedom corresponding to the massless scalar Goldstone bosons become the lon-

gitudinal polarisation2 of the W and Z bosons. It can be shown that the “reabsorption” of

the Goldstone bosons into the massive vector gauge bosons is achieved independently of the

choice of the gauge transformation (e. g. the unitary gauge) [19]. Consequently, W and Z

bosons acquire their mass through their interaction with the Higgs boson. Furthermore, the

masses of the W and Z boson become related to each other and to the VEV through the Wein-

berg angle:

mW = mZ cosθW = g v

2
. (1.14)

Concurrently, it can be shown that the same Higgs field that generates the masses of the

gauge bosons also gives mass to the fermions in the SM. This is achieved by considering

additional terms in the Lagrangian with Yukawa-like interactions [13] in which the left- and

right-handed components of the fermion fields are coupled to the scalar SU (2)L Higgs doublet

(Equation 1.13). This procedure introduces a mixing between the flavour and mass eigenstates

of the fermions, which are represented by the Cabibbo–Kobayashi–Maskawa (or CKM) mat-

rix [20, 21] in the quark sector and the Pontecorvo–Maki–Nakagawa–Sakata (or PMNS) mat-

rix [22, 23] in the lepton sector3. Thus, the Higgs boson couples to directly to all massive

particles in the SM. Specifically, couplings to gauge bosons are proportional to their mass

squared, whilst couplings to fermions are linear with respect to the fermion masses. Similarly

to the W and Z boson case, couplings of the Higgs boson with itself – i. e. vertices of Feynman

diagrams with three or four Higgs bosons – are also predicted.

2 Massless vector bosons, such as gluons or photons, only have two transverse polarisations.
3 Through the PMNS matrix it is possible to explain the phenomenon known as neutrino oscillation [24].
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In 2012 the ATLAS and CMS experiments both reported the discovery of a new boson,

whose properties are consistent with those of the expected Higgs boson. The measured mass

of the Higgs boson is approximately 125 GeV [25, 26, 27].

1.1.5 Limitations of the Standard Model

Despite its many phenomenological successes, the SM presents various limitations. Hence, a

theoretical extension is needed to explain observed and predicted phenomena which cannot

be accounted for in the SM framework and are thus referred to as BSM phenomena. In this

Section some of the limitations of the SM, which are relevant in the context of the searches

described in this thesis, are outlined.

Hierarchy problem

The predictive power of a QFT for particle interaction is linked to its ability to predict finite

values of the physics observables. In the SM, the predicted value of the mass of the Higgs boson,

other than being related to the EWK VEV, receives quantum corrections from the virtual effects

of every particle that couples, directly or indirectly, to the Higgs field. For instance, one-loop

diagrams involving massive fermions, as shown in Figure 1.2, would result in a correction to

the squared Higgs mass parameter of the form:

∆m2
H =−|λ f |2

8π2 Λ
2
UV + ..., (1.15)

where λ f is the coupling with f ,Λ2
UV represents an ultra-violet cut-off, and the ellipses repres-

ent higher order terms inΛ2
UV.

For progressively higher energy scales, e. g. when Λ2
UV approaches the Planck Mass scale,

MP = (8πGNewton)−1/2 = 2.4×1018 GeV , these corrections become much greater than the meas-

ured mass of the Higgs boson. This problem, referred to as the hierarchy problem [28], indirectly

affects the entire mass spectrum of the SM particles, since all masses are generated through the

interaction with the Higgs field.

Figure 1.2: One-loop quantum corrections to the m2
H parameter due to the coupling of the Higgs boson with a

massive fermion, f . [28]

Such divergences in the SM cannot be avoided by taking into account a dedicated fine-

tuning of the parameters involved. However, a complete cancellation of the divergent terms

can occur e. g. if a specific organising principle in the theory was to be considered. Since such

situation does not present itself in the SM, a BSM extension is required.
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Grand unification

Taking into account the running of the couplings of the SM gauge interactions with respect

to the energy scale (Sections 1.1.1 and 1.1.2), several hypotheses and speculations have been

formulated concerning the possible unification of the three fundamental interactions – electro-

magnetic, weak and strong – as manifestations of a single interaction. Such models are called

Grand Unification Theories (GUTs) [29] and can occur only if there exist an energy scale at

which the strengths of the three couplings converge into a single value. Such occurrence can-

not be realised in the SM, as shown in Figure 1.3. Since the parameters of the SM do not allow

the coupling constants of the three fundamental interactions to simultaneously meet at any

energy scale, a grand unification is only possible in a BSM theory.

 0

 10

 20

 30

 40

 50

 60

 0  5  10  15

α
i-1

(Q
)

log10(Q/GeV)

SM

SOFTSUSY 3.6.2

α1
α2
α3

Figure 1.3: Running of the inverse gauge couplings, α−1(Q), in the SM. α1 corresponds to the U (1)Y gauge sym-
metry, α2 to SU (2)L , and α3 to SU (3)C . [5]

Dark Matter

Several observations have provided evidence for the existence in the universe of Dark Matter

(DM), which takes its name from the fact that it can interact gravitationally but not through any

other force. A historical motivation for the existence of DM comes from the observation of the

rotational curves of spiral galaxies,as shown in Figure 1.4.

Considering only the “conventional”, baryonic matter in a galaxy, the orbital velocity of vis-

ible stars and gases should decrease with increasing radial distances from the centre of the

galaxy. However, experimental observations show the opposite behaviour, which can only be

explained if a considerable amount of invisible matter is also taken into account.
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Figure 1.4: Decomposition of the rotation curve of the M 33 galaxy suggesting the DM dominance in the region
inside the optical radius. [30]

The best current evidence for DM comes from the studies of the Bullet Cluster [31]. In this

system of two galaxy clusters that have collided, the average position of the interacting visible

matter has been found to be displaced with respect to the overall gravitational matter, which is

estimated through gravitational lensing effects [32]. This is explained only if most of the matter

in the clusters is collision-less, consistently with the existence of DM.

Through cosmological measurements [33] it was possible to estimate that DM constitutes

approximately 85% of the matter in the universe. None of the particles and their interactions

predicted in the SM can explain such DM composition in the universe.

1.2 Supersymmetry

SUSY is one of the most accredited and best studied extensions of the SM that have been pro-

posed in the theoretical particle physics community. In SUSY a correspondence between all

bosons and fermions is introduced by taking into account an operator, Q̂, so that:

Q̂
∣∣Fermion

〉= ∣∣Boson
〉

, Q̂
∣∣Boson

〉= ∣∣Fermion
〉

. (1.16)

SUSY offers a direct solution to the hierarchy problem (Section 1.1.5). A scalar, massive

particle S would contribute to the determination of the Higgs mass through loops such as the

one shown in Figure 1.5.

The loop in Figure 1.5 corresponds to a correction to ∆m2
H of the form:

∆m2
H = λS

16π2Λ
2
UV + ..., (1.17)

where λS is the coupling of S with the Higgs boson. If every fermion of the SM is accompan-

ied by two complex scalars so that λS = |λ f |2, then the corrections of Equations 1.15 and 1.17
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Figure 1.5: One-loop quantum corrections to the m2
H parameter due to the coupling of the Higgs boson with a

massive scalar, S. [28]

mutually cancel, thus removing from the theory the dangerous divergences that cause the hier-

archy problem. The organising principle that would lead to identities, such as λS = |λ f |2, can

only stem from the occurrence of a symmetry relating fermions to bosons and vice versa. This

symmetry is what is commonly referred to as Supersymmetry.

Equation 1.16 implies that the operator Q̂ and its hermitian conjugate Q̂† are fermionic

operators which carry spin 1/2. Moreover, Q̂ and Q̂† must satisfy the anticommutation relation

{Q̂,Q̂†} ∝ P̂µ, where P̂µ is the four-momentum generator of spacetime translations [28]. Single-

particle states of SUSY theory thus fall into irreducible representations of the SUSY algebra,

called supermultiplets. Each supermultiplet contains both bosons and fermions, which are

called superpartners, such that the bosonic and fermionic degrees of freedom are the same.

Since both Q̂ and Q̂† commute with the squared-mass operator, −P̂ 2, all particles belonging

to the same supermultiplet are bound to have the same mass. Moreover, given that Q̂ and

Q̂† commute with the generators of the gauge transformations as well, particles in the same

supermultiplet must also have the same quantum numbers, i. e. electric charges, weak isospins

and color degrees of freedom [28].

1.2.1 The SUSY formalism

There are different possible ways to build a supermultiplet from SM particles and their super-

partners. The simplest are:

• chiral or matter or scalar supermultiplet, containing a two-component Weyl fermion –

which is either left- or right-handed – and a complex scalar field; this category is popu-

lated by all SM fermions, depending on their helicity, and their scalar superpartners gen-

erally called sparticles, e. g. squarks and sleptons are the scalar superpartners of quarks

and leptons, respectively. The “s” in the naming convention indicates that these super-

partners are scalar particles;

• gauge or vector or real supermultiplet, containing a combination of spin-1 SM gauge bo-

sons and their spin-1/2 fermionic superparters which must share the same gauge trans-

formation properties. The naming convention used to indicate the superpartners of vec-

tor bosons implies the addition of the suffix “ino” after the particle name, so that super-

partners of SM gauge bosons are called gauginos, e. g. Wino and gluino.
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Both sparticles and gauginos are commonly indicated with the same symbol as their SM coun-

terpart capped with a tilde (e. g. ℓ̃L and q̃L are the superpartners of a left-handed lepton and

quark, respectively).

It follows that, with this distinction, the Higgs boson and its superpartner, the higgsino,

must belong to a chiral supermultiplet. In order to avoid gauge anomalies that would make

SUSY an inconsistent QFT, at least two separate Higgs supermultiplets with weak hypercharge

Y = +1/2 and Y = −1/2, respectively, must be considered [28]. Only the Y = +1/2 Higgs

chiral supermultiplet, Hu , has the Yukawa couplings necessary to give mass to up-type quarks,

whereas the Y =−1/2 Higgs chiral supermultiplet, Hd , has the Yukawa couplings necessary to

give mass to down-type quarks and charged leptons.

The simplest possible supersymmetric model, describing a free chiral supermultiplet, is

represented by the massless, non-interacting Wess-Zumino model [34], with the following Lag-

rangian:

Lfree =−∂µφ∗i∂µφi +ψ†iσµ∂µψi +F∗i Fi , (1.18)

where: ψ is a left-handed two-component Weyl fermion; φ is its complex scalar superpartner;

F is a complex scalar auxiliary field; σµ = (σ0, σ⃗) with σ0 being the 2×2 identity and σ⃗ the three

Pauli matrices; the index i runs over all gauge and flavour degrees of freedom. The last term in

Equation 1.18 guarantees the on-shell and off-shell closing of the SUSY algebra [28].

A common procedure to formulate an interacting SUSY theory for chiral supermultiplets is

to consider the most general set of renormalisable interactions which are still consistent with

SUSY. It can be shown that these can be all expressed in terms of a single scalar holomorphic

function of the scalar fields φ, called the superpotential, W :

W = 1

2
M i jφiφ j + 1

6
y i j kφiφ jφk , (1.19)

where M i j is a mass matrix for the fermion fields and y i j k is a Yukawa coupling between the

scalarφk and two fermionsψi andψ j . The introduction of the superpotential allows to remove

the dependency of the auxiliary fields, by considering their equation of motion Fi =−W ∗
i . The

interacting SUSY theory for chiral supermultiplets can then be expressed by considering the

free Lagrangian in Equation 1.18 and then adding interacting terms which depend on the su-

perpotential, namely Lchiral =Lfree +Lint
chiral(W,φi ,ψi ).

Similarly, the SUSY Lagrangian for gauge supermultiplets can be constructed following an

analogous procedure:

Lgauge =−1

4
F a
µνFµν

a + iλ†
aσ

µ∇µλa + 1

2
DaDa . (1.20)

Here, the first term represents the kinetic term of the gauge boson field Aa
µ, λa is the two-

component Weyl fermion of the gaugino, ∇µ is the gauge-covariant derivative4, and the index a

runs over the adjoint representation of the gauge group. Once again, a term depending on the

real bosonic auxiliary field Da is added to ensure the off-shell consistency of the theory [28].

4 Here, in order to indicate the gauge-covariant derivative, the ∇µ is used instead of the previously-adopted Dµ

notation to avoid confusion with the auxiliary field Da .
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As in the Lchiral case, the equation of motion of Da removes the explicit dependency of the

auxiliary fields from Lgauge by means of purely algebraic expressions of the scalar fields φi and

the generators of the gauge group.

Finally, a fully-interacting renormalisable SUSY theory is obtained by considering the sum

LSUSY = Lchiral +Lgauge. As a consequence, the interactions and masses of all particles are

fully determined by considering their gauge transformation properties and the superpoten-

tial. Many supersymmetric models, called supergravity models, are also extended to include

gravity, thus resulting in a non-renormalizable5 QFT.

Soft SUSY breaking

As stated in the introduction of this Section, the fundamental properties of SUSY impose that

SM particles and their superpartners must have the same mass. However, if that holds true

then these additional particles would have already been discovered at the energies that are

currently experimentally accessible. This implies that SUSY must be a broken symmetry. Since

an unbroken SUSY is needed to achieve the cancellation required to solve the hierarchy prob-

lem (Equations 1.15 and 1.17), there must be a VEV chosen by nature that breaks SUSY, i. e.

a SSB mechanism must be taken into account. Although there is currently no general con-

sensus about the source for the SSB of SUSY, in order to still provide a solution to the hierarchy

problem even in the presence of SUSY breaking, then the relationships between dimensionless

couplings (i. e. λ f and λS) that hold in an unbroken supersymmetric theory must be main-

tained. Therefore, it is necessary to consider a “soft” SSB mechanism for SUSY. This implies

that the effective SUSY Lagrangian should be of the form LSUSY +Lsoft, where Lsoft repres-

ents the explicit SUSY breaking Lagrangian term, which contains only mass terms and coup-

lings with positive mass dimension. The largest mass scale at which the soft SSB can occur

is msoft ≃ 1 TeV [28]. This determines the estimated order of magnitude of the mass-splitting

between the known SM particles and their superpartners. Regardless of the origin of the SSB,

any Lsoft term would dramatically increase the number of free parameters in the theory. How-

ever, it is believed that a fully-understood origin of SUSY breaking would act as an organizing

principle in the theory reducing its degrees of freedom [35]. This topic is further discussed in

Section 1.2.2.

1.2.2 The Minimal Supersymmetric Standard Model

The MSSM is the minimal supersymmetric extension of the SM in the sense that it predicts

the smallest number of new particle states and new interactions consistent with phenomen-

ology [28, 35]. This is realised by considering the chiral an gauge supermultiplets listed in

Table 1.1.

5 Non-renormalizable interactions can usually be neglected for most phenomenological purposes, since they must
be proportional to powers of E/MP , since gravitational effects start to become relevant at the Planck scale. Hence,
at EWK energy scales (i. e. < 1 TeV ) these contributions are expected to be small.
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Table 1.1: Supermultiplets in the MSSM. The chiral supermultiplets for quarks and leptons are considered for all
the three families. Hence the symbol “u” refers to u, d , t , “d” to d , s, b, “ν” to νe , νµ, ντ, and “ℓ” to e, µ, τ. [28]

Names and symbols spin-0 spin-1/2 spin-1

Q
(
ũL , d̃L

) (
uL ,dL

)
-

Squarks, quarks u ũR ũR -

d d̃R d̃R -

Sleptons, leptons
L

(
ν̃L , ℓ̃L

) (
νL ,ℓL

)
-

ℓ ℓ̃R ℓ̃R -

Higgs, Higgsinos
Hu

(
H+

u , H 0
u

) (
H̃+

u , H̃ 0
u

)
-

Hd

(
H 0

d , H−
d

) (
H̃ 0

d , H̃−
d

)
-

Gluinos, gluons - g̃ g

Winos, W boson - W̃ ±, W̃ 0 W ±, W 0

Bino, B boson - B̃ B

The gauge group of the MSSM is fixed to be the same as the one of the SM, which implies

that the couplings of gauge interactions between SM particles and their superpartners have

the same form as those predicted in the SM. Since the top quark, the bottom quark and the tau

lepton are the heaviest fermions of the SM, the the superpotential (Equation 1.19) in the MSSM

can be approximated with:

WMSSM ≃+ yt

(
t t H 0

u − tbH+
u

)
− yb

(
bt H−

d −bbH 0
d

)
− yτ

(
τντH−

d −ττH 0
d

)
+µ

(
H+

u H−
d −H 0

u H 0
d

)
,

(1.21)

where, µ is the Higgs mass parameter of the MSSM. Following the procedure outlined in Sec-

tion 1.2.1, in order to complete the picture of the MSSM, it is necessary to consider a Lsoft

through which is possible to explain both the EWK and SUSY SSB:

LMSSM
soft =− 1

2

(
M3g̃ g̃ +M2W̃ W̃ +M1B̃ B̃ +h.c.

)
−

(
ũauQ̃Hu − d̃adQ̃Hd − ℓ̃aℓL̃Hd +h.c.

)
−Q̃†m2

QQ̃ − L̃†m2
LL̃− ũ

†
m2

uũ − d̃
†

m2
d

d̃ − ℓ̃
†

m2
ℓ
ℓ̃

−m2
Hu

H †
u Hu −m2

Hd
H †

d Hd − (
bHu Hd +h.c.

)
,

(1.22)

where: M1,2,3 are the gaugino mass parameters, a are the sfermion-higgsino tri-linear coupling

matrices, m2 are the sfermion mass matrices, mHu and mHd are the higgsino mass parameters,

and b is the higgsino bi-linear coupling. In order for LMSSM
soft to satisfy the soft SSB condition,

the value of all of these parameter must be of the order of ∼ msoft.

The Lagrangian with soft SUSY breaking introduces in the MSSM 105 new parameters with

no counterpart in the SM and which cannot be rotated away by a redefinition of phases and

supermultiplets [28, 35]. This implies a tremendous degree of arbitrariness of the theory. How-

ever, phenomenological constraints in the variability of such parameters can be imposed by
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suppressing C P-violating interactions, flavour-changing, lepton- and baryon- number non-

conserving processes. Such conditions are realised by assuming the soft SUSY breaking uni-

versality hypothesis, in which squared-mass matrices are flavour-blind and mixing angles are

rendered trivial in the tri-linear couplings, e. g.: m2
Q = m2

Q 1, au = Auyu, Im
{

M1,2,3
}= Im

{
Au

}=
0, etc.

With this choice of parameters, as opposed to the SM (Figure 1.3), in the MSSM it is possible

to achieve the unification of the SM gauge coupling, g1, g2 and g3, as shown in Figure 1.6.
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(Q
)
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MSSM: m0=M1/2=2 TeV, A0=0, tanβ=30

SOFTSUSY 3.6.2

α1
α2
α3

Figure 1.6: Running of the inverse gauge couplings, α−1(Q), in the SM. α1 corresponds to the U (1)Y gauge sym-
metry, α2 to SU (2)L , and α3 to SU (3)C . [5]

In particular, it can be shown that at the GUT scale:

M1

g 2
1

= M2

g 2
2

= M3

g 2
3

= m1/2

g 2
U

, (1.23)

with m1/2 being the gaugino universal mass parameter. Other consequences of the running of

the gauge couplings include that fact that the m2
Hu

parameter becomes negative near the EWK

scale, destabilizing the Hu = Hd = 0 state, thus provoking the SSB of the EWK sector.

The SSB of SUSY, as in the EWK case, always implies the existence of a massless Goldstone

boson, which in the MSSM case is a neutral Weyl fermion, called the goldstino, G̃ . However,

it can be shown that none of the particles of the MSSM can produce the necessary conditions

to provoke the SSB of SUSY. The soft breaking of SUSY must, therefore, occur in a hidden sec-

tor, which “communicates” with the visible sector of the chiral and gauge supermultiplets of

the MSSM through dedicated mediators depending of the model taken into account. The pro-

posed models for soft SUSY braking include: the gauge-mediated [36], the extra-dimension-

mediated [37] and the gravity-mediated or Planck-scale-mediated (PMSB) SUSY breaking [38,

39]. In the latter, the nature of the invisible interactions is gravitational. In a supersymmet-
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ric theory of gravity, or supergravity (SUGRA), the spin-2 mediator, the graviton, has a fermi-

onic spin-3/2 superpartner named gravitino. Once SUSY is spontaneously broken, the grav-

itino acquires mass by absorbing the degrees of freedom of the goldstino (super-Higgs mechan-

ism) [28]. Hence, the LMSSM
soft becomes fully determined by considering only the following free

parameters at the MP scale: the universal gaugino mass m1/2, the universal scalar (sfermion)

mass m0, the universal tri-linear coupling A0, and the Higgs mass parameter b = B0µ. This

framework represents the bulk of phenomenological studies and searches for SUSY in collider

experiments. It is sometimes referred to as minimal Supergravity (mSUGRA) or constrained

MSSM (cMSSM).

The MSSM mass spectrum

The mass spectrum of the particles in the MSSM is obtained by fixing the four soft SUSY SSB

parameters, discussed in the previous Section, and by considering the EWK symmetry break-

ing. Similarly to the SM, a mixing occurs between the flavour eigenstates of the particles that

share similar quantum numbers to form other mass eigenstates.

Higgs bosons Starting from the two Higgs doublets of the MSSM, Hu = (H+
u , H 0

u) and Hd =
(H 0

d , H−
d ), it is possible to show that the stable minimum of the Higgs scalar potential can be

reached setting H+
u = 0 and H−

d = 0. This leads to the introduction of two VEVs, corresponding

to the neutral components of the two Higgs doublets, namely vu =
〈

H 0
u

〉
0

and vd =
〈

H 0
d

〉
0

.

These are related to each other and to the gauge parameters of the SM through the relations

v2
u + v2

d = v2 = 2m2
Z /(g 2 + g

′2) ≃ (174 GeV )2 and tanβ = vu/vd . When the EWK symmetry is

broken, out of the eight degrees of freedom of the two complex, scalar Higgs doublets, three give

rise to Goldstone bosons, which, in turn, become the longitudinal polarisations of the massive

W ± and Z bosons. The remaining five form the mass eigenstates of five different Higgs bosons:

two C P-even neutral scalars h and H 0, one C P-odd neutral scalar A0, and two charged scalars

H±. By convention, h is the lightest Higgs boson. It presents many phenomenological affinities

with the SM Higgs boson to which is, thus, identified [28]. Henceforth, the SM Higgs boson is

indicated with the h symbol.

Charginos and neutralinos Due to the EWK symmetry breaking, higgsinos and gauginos

have analogous quantum numbers. Hence, their flavour eigenstates are mixed to give rise to

corresponding mass eigenstates. The neutral gauginos and higgsinos combine to form neut-

ralinos, χ̃0
i (i = 1,2,3,4), whereas charged gauginos and higgsinos combine to form charginos,

χ̃±j ( j = 1,2). The subscripts indicate the ascending order of the value of their masses, namely:

mχ̃0
1
< mχ̃0

2
< mχ̃0

3
< mχ̃0

4
and mχ̃±

1
< mχ̃±

2
. Considering the typically assumed soft SUSY break-

ing parameters, the flavour composition of charginos and neutralinos can become unbalanced

towards a particular flavour. In particular, with the M1 ∼ 0.5M2 < |µ| choice, their mass eigen-

states are very nearly: a “Bino-like” χ̃
0
1 ∼ B̃ , “Wino-like” and nearly mass-degenerate χ̃

0
2 ∼ W̃ 3

and χ̃
±
1 ∼ W̃ ±, and “higgsino-like” χ̃

0
3, χ̃

0
4 ∼ |µ| ∼ (H̃ 0

u ± H̃ 0
d )/

p
2.
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Squarks and sleptons In general, the universality hypothesis of flavour-blind soft parameters

prevents large mixing effects to occur in the squark and slepton sector. After the EWK SSB,

these are expected to be all proportional to the m0 parameter. However, because of their large

Yukawa and tri-linear couplings, the third family of squarks and the sleptons mix to form the

mass eigenstates t̃i , b̃i and τ̃i (i = 1,2). In contrast the masses of the remaining sfermions of

the same family are nearly degenerate.

A summary of the mass eigenstates of the MSSM is reported in Table 1.2.

Table 1.2: Gauge and mass eigenstates of the particles in the MSSM. [28]

Names Spin Gauge eigenstates Mass eigenstates

Higgs bosons 0 H 0
u , H 0

d , H+
u , H−

u h, H 0, A0, H±

ũL , ũR , d̃L , d̃R (same)

squarks 0 c̃L , c̃R , s̃L , s̃R (same)

t̃L , t̃R , b̃L , b̃R t̃1, t̃2, b̃1, b̃2

ẽL , ẽR , ν̃e (same)

sleptons 0 µ̃L , µ̃R , ν̃µ (same)

τ̃L , τ̃R , ν̃τ τ̃1, τ̃2, ν̃τ

neutralinos 1/2 B̃ , W̃ 3, H̃ 0
u , H̃ 0

d
χ̃0

1, χ̃
0
2, χ̃

0
3, χ̃

0
4

charginos 1/2 W̃ ±, H̃+
u , H̃−

d
χ̃±1 , χ̃

±
2

gluinos 1/2 g̃ (same)

goldstino 1/2
G̃ (same)

(gravitino) (3/2)

Gluinos are a separate case compared to the remaining gauginos, since they form a color-

octet of fermions and, therefore, cannot mix with any other particle in the MSSM. According

to the majority of SUSY breaking model, the gluino mass parameter, M3, is related to the other

gaugino masses near the TeV scale, in a M3 : M2 : M1 ∼ 6 : 2 : 1 proportion. Hence, it is reas-

onable to suspect that the gluinos are considerably heavier than the neutralinos and chargi-

nos [28].

1.2.3 R-Parity

The general form of the superpotential (Equation 1.19) admits terms that explicitly violate the

the total baryon number, B , and lepton number, L. In principle, there is no reason to build a

SUSY theory which requires the absolute conservation of B and L. However, in order to be con-

sistent with phenomenological observations, such as the search for proton decays [40], these

can be required in the MSSM by imposing the conservation of the R-Parity [41], PR , defined as:

PR = (−1)3(B−L)+2s , (1.24)

where s is the spin of the particles. All SM particles and the Higgs bosons carry even R-parity

(PR = +1), whilst all the sparticles (squarks, sleptons, gauginos and higgsinos) have odd
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R-parity (PR = −1). The conservation of R-Parity implies that the B- and L-violating terms

in the superpotential would be forbidden and, therefore, cancelled.

Other important phenomenological consequences follow from the requirement of the con-

servation of R-Parity:

• the Lightest Supersymmetric Particle (LSP), must be stable. If the LSP is electrically neut-

ral, it interacts only weakly with ordinary matter, thus, providing an excellent candidate

for the non-baryonic, cold DM. In mSUGRA and many other SUSY breaking models,

such a particle is the χ̃
0
1 or G̃ ;

• Each sparticle other than the LSP must eventually decay into a state with an odd number

of LSPs, i. e. typically one;

• In collider experiments, sparticles can only be produced in even numbers, i. e. in pairs.

1.2.4 The MSSM phenomenology at hadron colliders

Many searches for SUSY are currently being carried out in hadron collider experiments. This

Section outlines the main phenomenological implications of the MSSM, focusing on the types

of experimental signatures that the production of SUSY particles generates in experiments such

as ATLAS.

Production channels

Taking into account an R-Parity-conserving MSSM and assuming mSUGRA or a similar model

to hold, at hadron colliders sparticles can be produced in pairs from hard scattering processes

(Section 1.2.3). These can occur with either QCD or EWK strength. The main processes oc-

curring as a result of a p-p collision via the strong interaction, collectively referred to as strong

SUSY, are:

g g → g̃ g̃ , q̃ q̃∗, g q → g̃ q̃ , qq → g̃ g̃ , q̃ q̃∗, qq → q̃ q̃∗. (1.25)

On the other hand, production channels which involve EWK couplings, collectively called

EWK SUSY, include:

qq → χ̃+i χ̃
−
j , χ̃0

i χ̃
0
j , qq ′ → χ̃±i χ̃

0
j , (1.26)

qq → ℓ̃+L,R ℓ̃
−
L,R , ν̃ν̃∗, qq ′ → ℓ̃±L ν̃

(∗), (1.27)

where the subscripts i and j represent the mass indices of charginos and neutralinos. Re-

garding the slepton pair production (Equation 1.27), the superpartners of either the left- or

right-handed charged leptons can be produced. On the other hand, sneutrinos are assumed

to be mostly just the superpartners of left-handed neutrino, since the right-handed sneutrino

masses are expected to be so heavy that the mixing with the left-handed sneutrinos is irrelev-

ant at EWK energy scales [42]. The analyses described in this thesis (Chapters 4, 5, and 6) all
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take into account the direct EWK production of mostly Wino-like charginos and neutralinos,

i. e. pp → χ̃±1 χ̃
0
2.

Estimated values of the production cross-section at
p

s = 13 TeV p-p collisions of the chan-

nels listed above are shown in Figure 1.7.
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Figure 1.7: Typical cross-sections for the main SUSY production modes as a function of their masses in p-p colli-
sions at

p
s = 13 TeV . [43]

In general, the production cross-sections increase with the centre-of-mass energy of the

p-p collision and steeply fall with the increase of the mass of the sparticles produced. Strong

production modes involving gluinos and squarks are dominant with respect to EWK SUSY pro-

ductions. However, if very high gluino, stop and sbottom masses are considered (i. e. ∼ 1 TeV )

along with relatively light neutrinos and charginos (i. e. ∼ 100 GeV ), then the EWK production

of the latter becomes the dominant SUSY production mechanism at hadron colliders.

Decay modes

The decay modes of the particles in the MSSM largely depend on the strength of their couplings

and on the assumed mass hierarchy. Moreover, imposing the conservation of R-Parity restricts

the possibilities in which SUSY particles can decay, e. g. to processes with vertices in Feynman

diagrams which presents an outgoing sparticle for each incoming sparticle.

For what concerns neutralinos and charginos, since they are mixed states of gauginos and

higgsinos and they couple to other particles via the EWK interaction, their decay can give rise

to a large number of possibilities for the final state. Assuming that R-Parity is conserved, the

dominant two-body decay modes are:

χ̃0
i → Z χ̃0

j , W ±χ̃∓j , hχ̃0
j , ℓℓ̃, νν̃, (1.28)
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χ̃±i →W ±χ̃0
j , Z χ̃±j , hχ̃±j , ℓν̃, νℓ̃, (1.29)

where j < i . If sleptons are lighter than charginos and neutralinos, the decay of the latter to

sleptons are favoured. Otherwise, decays to gauge and Higgs boson dominate. In this thesis,

particular focus is given to the χ̃
±
1 →W ±χ̃0

1 and χ̃
0
2 → Z χ̃

0
1, hχ̃

0
1 decays, in which χ̃

0
1 is assumed

to be the LSP.

Once the decays of charginos and neutralinos are known, those of sleptons can be deduced

as well:

ℓ̃± → ℓ±χ̃0
i , ν̃χ̃±i , ν̃→ νχ̃0

i , ℓ±χ̃∓i . (1.30)

For what concerns squarks, if kinematically allowed, the decay q̃ → qg̃ usually dominates,

since it involves a vertex with a QCD coupling. A peculiar case is that involving the light-

est stop, t̃1. Since in many mass hierarchy scenarios t̃1 is the lightest squark, its decay with

QCD strength might not be kinematically allowed, so that EWK processes – e. g. t̃1 → t χ̃
0
1

or t̃1 → bχ̃
±
1 – become relevant. Finally, the only possibility for gluino decays is via the strong

process g̃ → g q̃ .

Simplified models

As stated previously, particular choices of MSSM free parameters, along with those related to

the Higgs sector, characterise the possible production modes and decay channels of the vari-

ous SUSY particles. Taking into account, for example, mSUGRA models with the soft SUSY

breaking universality hypothesis and the conservation of R-Parity, it is possible to dramatic-

ally constrain the degree of arbitrariness of the theory. However, even in this case, in which

the theory free parameters are m0, m1/2, tanβ, µ and A0 (Section 1.2.2), the number degrees

of freedom remains very high from a phenomenological point of view. Hence, experimental

searches for SUSY become extremely challenging, due to the inability to design a search that

would probe all the free parameters of the theory simultaneously.

For this reason, SUSY searches are often carried out by taking into accout simplified mod-

els [44, 45]. These correspond to specific choices of the values of the free parameters, which fur-

ther constrain the variability of the SUSY model being tested, thus, enabling an experimental

search to set bounds on a smaller set of parameters. The choice for the parameters values in

simplified models usually leads to considering, for instance, determined flavour compositions

of the gauginos, and/or to assumptions on decays with 100% Branching Ratio (BR) of certain

intermediate states.

In this thesis, the simplified models taken into account consider that χ̃
0
2 and χ̃

±
1 are mostly

Wino-like and mass-degenerate, whilst the LSP, χ̃
0
1, is almost purely Bino-like. 100% BR for the

decays of these particles to W , Z and h are also considered, so that the overall cross-section

for these processes is simply given by the direct Wino-like χ̃
±
1 χ̃

0
2 production, reported with the

pink line of Figure 1.7, and it is, thus, only dependent on mχ̃±
1 /χ̃

0
2

.= mχ̃±
1
= mχ̃0

2
. Further details

on the studied simplified models are given in Sections 4.1, 5.1 and 6.1.
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1.3 Electroweak SUSY searches

Several searches for SUSY, taking into account different production mechanisms and simpli-

fied models, are currently carried out by both the ATLAS and CMS Collaborations. The bulk

of these searches targets the MSSM and R-Parity-conserving scenarios for what concerns both

strong and EWK production scenarios.

At the time of writing, searches involving the strong production of gluinos have been carried

out by the ATLAS [46] and CMS [47] experiments. Similarly, searches targeting the direct strong

production of the lightest stop quark have also been performed [48, 49, 50, 51]. A summary

of the current (as of March 2021) 95% CL exclusion limits (see Section 4.5.1) for strong SUSY

models concerning the gluino pair production obtained by the ATLAS experiment is shown in

Figure 1.8 [52].
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Figure 1.8: Observed and expected exclusion limits at 95% CL on mg̃ and mχ̃0
1

obtained with the ATLAS experiment

as of March 2021. The dataset used corresponds to 36.1fb−1 and 139fb−1 data from
p

s = 13 TeV p-p collisions
collected with the ATLAS detector. [52]

Similarly, searches have also been conducted concerning EWK SUSY production mechan-

isms. In particular, both ATLAS and CMS have produced exclusion limits for the masses of

electroweakly-produced sleptons [53, 54] and charginos/neutralinos [55, 56]. These searches

show that in the vast majority of the simplified models involving strong SUSY production scen-

arios the masses of squarks and gluinos are excluded up to the ∼ TeV scale, i. e. m t̃1
up to

∼ 1.2 TeV and mg̃ up to ∼ 2.2 TeV (for massless LSPs).

On the other hand, the sensitivity of several EWK SUSY searches that have been carried

out does not cover an equally significant portion of the phase-space compared to strong SUSY
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searches. As a consequence, the current bounds on electroweakly-produced sparticles, e. g.

gauginos and sleptons, for several simplified models often do not exclude their masses bey-

ond the TeV scale. Considering the very high existing constraints on the masses of strongly-

coupled SUSY particles and the predicted SUSY production cross-section (Figure 1.7), the EWK

productions of sparticles might be the dominant mechanism for producing SUSY at hadron

colliders. This would increase the likelihood of discovering SUSY at experiments such as ATLAS

and CMS. This represents a strong motivation for carrying out EWK SUSY searches at the LHC,

such as those targeting χ̃±1 χ̃0
1 direct production. The various decay modes of the gauginos

(Equations 1.28-1.29) and sleptons (Equations 1.30) lead to a wide variety of final states, in-

cluding multileptonic final states. This allows to probe the available phase-space extensively,

especially in scenarios where MSSM mass hierarchy predicts a small mass difference between

the gauginos/sleptons (“compressed mass” scenarios).

1.3.1 χ̃±
1 χ̃

0
2 →→→ Whχ̃0

1χ̃
0
1 and χ̃±

1 χ̃
0
2 →→→ WZχ̃0

1χ̃
0
1 simplified models

The primary focus of this thesis is on the searches of the EWK production of χ̃
±
1 and χ̃0

2, each

decaying to a χ̃
0
1 and a SM boson (gauge or Higgs bosons). In particular, the following R-Parity-

conserving decays with 100% BR are considered: χ̃
±
1 → W ±χ̃0

1, χ̃
0
2 → Z χ̃

0
1 and χ̃

0
2 → hχ̃

0
1. These

simplified models are represented by the the diagrams in Figure 1.9.
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p
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1

h
(a)
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p
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1

W

χ̃0
1

Z
(b)

Figure 1.9: Diagram for the simplified model relative to the EWK production of χ̃
±
1 χ̃0

2 decaying to χ̃
0
1 χ̃

0
1 and (a) W

and Higgs bosons, and (b) W and Z bosons.

Models involving the production of W and Higgs bosons (Figure 1.9a) are here referred to

as W h models, whilst those with W and Z bosons (Figure 1.9b) are called W Z models. Leptonic

final states arising from the decays of the W , Z and h bosons are taken into account. In partic-

ular, this thesis focuses on final states with either two light-leptons (electrons and/or muons)

of the same electrical charge (same-sign), or three light-leptons. More details about these sim-

plified models are given in Sections 4.1 and 5.1.

Earlier searches in the considered final states were carried out in the past by the ATLAS

Collaboration. Prior to the work described in this thesis, the available limits on the masses
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of the charginos and neutralinos involved in these simplified models were the ones shown in

Figures 1.10 [57] and 1.11 [58].

Seeing how less stringent these limits are compared to the bounds on the masses of strongly-

produced SUSY particles (e. g. those reported in Figure 1.8), represents a compelling motiva-

tion for extending these results using the larger dataset from
p

s = 13 TeV p-p collisions (i. e.

139fb−1 data). These searches are described in Chapters 4, 5 and 6. The core of this thesis

presents analyses from searches in which I have had a major or leading involvement, and which

represent their state-of-the-art at the time of writing.
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Figure 1.10: Observed (red solid line) and expected (dashed black line) exclusion limits at 95% CL on mχ̃±1 ,χ̃0
2

and

mχ̃0
1

for the W h model with decays into a final state with two same-sign leptons using the dataset corresponding to

36.1fb−1 data from
p

s = 13 TeV p-p collisions collected with the ATLAS detector. The yellow band represents ±1σ
total uncertainty on the expected result, whereas the dotted red lines represent ±1σ on the signal cross-section. [57]
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Figure 1.11: Observed (red solid line) and expected (dashed black line) exclusion limits at 95% CL on mχ̃±1 ,χ̃0
2

and

mχ̃0
1

for the (a) W h and (b) W Z model with decays into a final state with three leptons using the dataset corres-

ponding to 20.3fb−1 data from
p

s = 8 TeV p-p collisions collected with the ATLAS detector. The yellow band
represents ±1σ total uncertainty on the expected result, whereas the dotted red lines represent ±1σ on the sig-
nal cross-section. [58]
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2THE ATLAS EXPERIMENT AT

THE LHC

The pursuit of scientific advancement has often been a remarkable driving force for human-

kind to push the limits of technological advancement. To date, the LHC is arguably the most

advanced experimental apparatus to explore the frontiers of high energy particle physics. This

chapter is devoted to the description of the LHC and one of its main experiments, ATLAS (A Tor-

oidal LHC ApparatuS), which was used to collect the data used in this thesis. Particular focus

is given to the description of the ATLAS Inner Detector Trigger System and the measurement

of its performance which has been the main objective of the “qualification task” that I have

undertaken to become an author of the ATLAS Collaboration.

2.1 The Large Hadron Collider

The LHC [59] is the largest and most powerful circular particle collider ever built. It is installed

at the European Organization for Nuclear Research (CERN) and it mainly consists of two un-

derground rings, each with a 26.7 km circumference, located across the French-Swiss border

near Geneva. The two rings are hosted in a pre-existing tunnel which lays between 50-175 m

below the surface and which was originally built to house the LEP machine [60]. The LHC is de-

signed to operate accelerating two counter-rotating beams of protons or, in special runs, heavy

ions. The basic layout of the LHC is organised in octants, each containing alternate straight

and arc sections. Each of the eight straight sections is approximatively 528 m long and allocates

either a collision experiment or various utilities, e. g. beam injection, dumping, and cleaning.

There are four beam crossings corresponding to the four main experiments: ATLAS [61] and

CMS (Compact Muon Solenoid) [62] are general purpose experiments, and their vast physics

program spans from SM measurements to BSM searches; LHCb (LHC beauty) [63] focuses on

the study of the properties and the decays of the B-mesons, the investigation of C P violation,

along with BSM searches in rare decays; ALICE (A Large Ion Collider Experiment) [64] is mainly

dedicated to the study of the quark-gluon plasma state of matter via heavy-ion collisions.1 The

remaining four straight insertions are equipped with: collimation, Radio-Frequency (RF), and

1 Other smaller experiments – TOTal cross section, Elastic scattering and diffraction dissociation Measurement at
the LHC (TOTEM) [65], Monopole & Exotics Detector At the LHC (MoEDAL) [66] and LHC forward (LHCf) [67] –
are located in correspondence of the existing, larger experiments and are dedicated to specialised research.
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beam-abort systems. The 106.9 m long arcs of the LHC house the cryostats – operating at a tem-

perature of 1.9 K – and the superconducting magnetic circuit, whose dipoles reach a nominal

magnetic field of 8.33 T [59].

After being commissioned in 2010, the experiments at the LHC have collected data over

two main periods, referred to as Run 1 (2010-2012) and Run 2 (2015-2018), respectively. Each

Run was followed by two Long Shutdown (LS) periods – LS1 (2012-2015) and LS2 (2018-2022) –

in which technical upgrades and general maintenance to the experimental apparatus were un-

dertaken. Proton-proton collisions in Run 1 were collected initially at a centre-of-mass energy

of 7 TeV , later increased to 8 TeV . Run 2 data were collected at 13 TeV . The amount of data

collected in Run 1 and Run 2 will be mentioned hereafter in the text. At the time of writing this

thesis, the commissioning of the upcoming Run 3 (foreseen for 2022-2024) – which will see a

progressive increase of the beam energies and intensities [68] – is ongoing.

2.1.1 The acceleration complex

In order to achieve the required energy for each beam, beam particles follow a specific accel-

eration procedure before being injected into the main LHC ring. Figure 2.1 shows a schematic

representation of the CERN acceleration complex.

Figure 2.1: Schematic representation of the CERN acceleration complex. [69]

Protons, obtained from the ionisation of hydrogen atoms, are initially accelerated to 50 MeV

through a linear RF acceleration system – Linear Accelerator 2 (LINAC2) – and then transferred
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to the Proton Synchrotron Booster (PSB) ring, where they are accumulated and accelerated

to 1.4 GeV before being injected into the Proton Synchrotron ring. The latter accelerates the

beam to 26 GeV and transfers them to the Super Proton Synchrotron (SPS), where the energy

of 450 GeV is achieved. Finally, the bunches are injected in the two rings of the LHC, obtaining

two counter-rotating beams each reaching the energy of 6.5 TeV , as of the end of Run 2.

2.1.2 The LHC parameters and performance

Due to the RF structure of the acceleration procedure, the two proton beams are organised in

bunches with a nominal bunch-spacing of 25 ns [70].

The production rate R(t ) for a given process with cross-section σ can be quantified as:

R(t ) =σ ·L(t ). (2.1)

The quantityL(t ) is the instantaneous luminosity which is time-dependent and it is related

to the intensities of the beams through the following relation [71]:

L = N1N2 f

4πσxσy
, (2.2)

where N1 and N2 are the number of particles in beams 1 and 2, respectively, f is the beam re-

volution frequency, and the σx and σy are the horizontal and vertical widths of the two beams

on the transverse plane. In order to get statistically significant physical measurements, espe-

cially of rare processes, it is essential to have high enough luminosity. However, many exper-

imental limitations – beam-beam interactions, magnetic field oscillations, collective beam ef-

fects [59] – result in various luminosity instabilities. Furthermore, the instantaneous luminosity

is intrinsically not constant over time due to the degradation of intensities and the emittance

of the colliding beams. Integrating L(t ) over one luminosity run of time duration, Trun, gives:

L =
∫ Trun

0
L(t )d t , (2.3)

where L is the integrated luminosity, also commonly used for quantifying the amount of data

collected over a given period of time.

In the ATLAS experiment the luminosity is measured and monitored with the LUCID-2

Cherenkov detector [72, 73]. The highest instantaneous luminosity ever measured during Run 2

by the ATLAS experiment is 2×1034 cm−2 s−1 [70]. Figures 2.2a and 2.2b show the cumulative

integrated luminosity collected by the ATLAS experiment during each year of Run 1 and Run 2,

and overall in Run 2, respectively.

The measurement of observables in p-p collisions cans be affected by the presence of

products of a collisions happening prior to the event of interest. Such effect is called pile-up

and its occurrence is parametrised with the average number of proton-proton interactions per

bunch-crossing,
〈
µ
〉

, for a given instantaneous luminosity L, expressed as:

〈
µ
〉= L×σinel.

Nbunch × f
(2.4)
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where σinel. is the total inelastic proton-proton cross-section and Nbunch × f is the average fre-

quency of bunch crossing at the LHC.
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Figure 2.2: (a) Cumulative integrated luminosity delivered to the ATLAS experiment during the data taking years in
Run 1 and Run 2, as measured by the LUCID2 detector. (b) Cumulative integrated luminosity versus time delivered
by the LHC (green), recorded by ATLAS (yellow), and certified to be good quality data for physics analyses (blue)
during Run 2. [74]

During the LHC Run 2 the ATLAS experiment has recorded a total of 139 fb−1 worth of data

(Figure 2.2b). This impressively large dataset was collected over the Run 2 period at the cost of

a considerably larger pile-up compared to the design value of
〈
µ
〉 = 25 [75]. Figure 2.3 shows
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the measured pile-up distributions for each of the four data-taking years of Run 2.

Figure 2.3: Distribution of the mean number of interactions per bunch crossing,
〈
µ
〉

, for the four years of data-
taking in Run 2. [75]

Based on the change in the measured pile-up profile over the data-taking period of Run 2,

shown in Figure 2.3, and the ability to simulate such conditions (as described in Chapter 3),

the dataset used in this work is subdivided into three separate “campaigns”: 2015+2016, 2017,

and 2018 corresponding to a total integrated luminosity of 36.1 fb−1, 44.3 fb−1, and 58.5 fb−1,

respectively.

2.2 The ATLAS detector

ATLAS is a general purpose experiment which employs a variety of methods for the reconstruc-

tion and identification of different particles, and for the fast processing of collision data. The

detector has a cylindrical geometry and it is 44 m in length and 25 m in diameter, resulting in a

near 4π solid angle coverage around the nominal interaction point. A schematic representation

of the detector and its main subcomponents, shown in Figure 2.4. Going from the innermost

to the outermost part, one finds: the ID, the calorimeters, and the Muon Spectrometer (MS).

Each subdetector is positioned either in a coaxial geometry around the beam-pipe, in the

so-called barrel region, or in “disks” at the two ends of the cylinder, referred to as end-cap re-

gions.

The design of the ATLAS detector has been optimised to maximise the sensitivity for the

purpose of discovering of the Higgs boson along with searching for new physics phenomena

BSM, performing precision measurement of the SM, and searching for DM.
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Figure 2.4: Schematic view of the ATLAS detector and its main subsystems. [61]

2.2.1 The ATLAS coordinate system and relevant quantities

A graphical representation of the right-handed coordinate system and nomenclature conven-

tionally chosen to describe the ATLAS detector and the particles emerging from each p-p col-

lision is shown in Figure 2.5.
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ATLAS right-handed coordinate systemFigure 2.5: Representation of the ATLAS right-handed coordinate system. [76]

The origin is taken to coincide with the nominal interaction point. The beam direction

defines the z-axis. The positive x-axis is defined to point towards the centre of the LHC ring,

while the y-axis is directed upwards, thus completing a right-handed set of coordinates. The
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side of the detector with positive z is referred to as Side A, while that with negative z as Side C.

The azimuthal angle φ is defined around the beam pipe, while the polar angle θ is measured

from the positive z axis.

It is necessary for physics analyses to access the kinematic properties of the particles pro-

duced from each recorded p-p collision. The transverse momentum or pT of such particles is

measured by combining its components in the x-y or transverse plane:

pT =
√

p2
x +p2

y . (2.5)

Momentum conservation in the transverse plane implies a null vector sum of the p⃗T of all

the particles produced in a p-p collision. Since not all particles can be detected – especially

those which do not interact via Electromagnetic (EM) or strong forces, most notably neutrinos

– the missing transverse momentum can be defined as:

p⃗miss
T =− ∑

i∈visible
p⃗ i

T, (2.6)

where the index i runs over all visible, or detected, particles. The magnitude E miss
T =

∣∣∣p⃗miss
T

∣∣∣
of the missing transverse momentum vector is called missing transverse energy, and it is used

to quantify the amount of transverse energy associated with the invisible products of a p-p

collision.

Another commonly used quantity is the rapidity, defined as:

y = 1

2
ln

(
E +pz

E −pz

)
, (2.7)

where E and pz are the particle energy and the longitudinal component of the momentum,

respectively. The difference of the rapidities of two particles, ∆y , is Lorentz-invariant. In the

limit of ultra-relativistic particles (E ≫ m), which is usually the case for the particles produced

at the LHC, Equation 2.7 reduces to:

η=− ln

(
tan

θ

2

)
, (2.8)

commonly referred to as pseudo-rapidity.

Often, the angular separation between two reconstructed objects is expressed as:

∆R =
√(
∆φ

)2 + (
∆η

)2, (2.9)

where ∆φ and ∆η are the angular distances of the two particles in the transverse plane and in

pseudo-rapidity, respectively.
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2.2.2 The magnet system

The ATLAS magnet system (Figure 2.6) – 22 m in diameter and 26 m in length – generates a

magnetic field which is used to deflect the trajectories of charged particle, thus, determining

their charge and momentum from their curvature. The choices made for the magnetic field

configuration have driven the design of the entire ATLAS detector [61].

Figure 2.6: Schematic representation of the ATLAS magnet system. [77]

The magnet system layout comprises four main components: the superconducting solen-

oid and the superconducting toroids (one for the barrel and two for each end-cap). The solen-

oid presents a cylindrical geometry aligned with the beam pipe and surrounding the ID cavity.

It produces an axial magnetic field of 2 T, which allows the tracks of charged particles detected

by the ID to bend in the transverse plane. The three large toroids are arranged with an eightfold

azimuthal symmetry around and outside the calorimeters. The barrel (|η| < 1.4) and end-caps

(|η| ∈ [1.6,2.7]) produce toroidal magnetic fields for the MS, of magnitude approximatively 0.5 T

and 1 T, respectively.

2.2.3 The Inner Detector

The ID is the innermost component of the ATLAS experimental apparatus. Its function is to

reconstruct the tracks and the vertices of the charge particles emerging from each p-p collision,

by means of their curvature in the solenoidal magnetic field. The ID has a a total coverage of

|η| < 2.5. It consists of three sub-components. Starting from the closest to the beam-pipe,

one finds the silicon pixel detector, which in turn is surrounded by the SemiConductor Tracker

(SCT). Finally, the third layer is that of the Transition Radiation Tracker (TRT). A sketch of the

ID and its components is shown in Figure 2.7.
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(a)

(b)

Figure 2.7: Schematic representations of (a) the ATLAS ID [61] and (b) its transverse cross-section showing the
position of the barrel modules [78].
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The Silicon Pixel Detector

The silicon pixel detector consists of three high-granularity barrel pixel layers surrounding

the beam-pipe, and three forward and backward end-cap disks. Every silicon pixel sensor is

identical and has a size of 50×400 µm2, resulting in an intrinsic resolution of 10µm (in r −φ)

and 115µm (in z for the barrel and r for the disks). This allows to achieve high tracking preci-

sion especially for the reconstruction of primary and secondary vertices. For the start of Run 2,

a fourth innermost pixel layer, called Insertable B-Layer (IBL) [79], was added to further im-

prove the vertex reconstruction performance, especially for what concerns the identification of

heavy-flavour hadrons.

The Semiconductor Tracker

The ATLAS SCT has been designed to measure at least four space-points for each charge particle

track. For this purpose, it comprises four double-sided layers of silicon strip sensors in the bar-

rel, and nine double-sided disks in each end-cap, resulting in a total of 4088 modules covering

an overall surface of 63 m2. The silicon strips, arranged coaxially to the beam-pipe in the barrel

and radially in the end-cap disks, are 80µm in width, enabling a maximum position resolution

of 17µm.

The Transition Radiation Tracker

The outermost sub-module of the ATLAS ID is the TRT. Unlike the pixel detector and the SCT, it

consists of straw-tube gas detectors, which permit to extend the tracking up to |η| = 2.0. In the

barrel region, the straws are parallel to the beam axis, whilst they are arranged radially in the

end-cap wheels. With an intrinsic accuracy of 130µm per straw-tube, the TRT significantly im-

proves the tracking especially for higher-momentum particles. Furthermore, the xenon-based

gas mixture in the straw tubes enhances the capabilities for electrons identification, due to the

production of transition-radiation photons whenever they cross each sensor.

2.2.4 The calorimetry system

The ATLAS calorimetry system consists of two different sub-detectors: the Electromagnetic

Calorimeter (ECal) and the Hadronic Calorimeter (HCal). With a total coverage of |η| < 4.9,

these calorimeters provide sufficient containment for the development of EM and hadronic

showers, respectively, thus enabling the measurement of the energy of the particles entering

them. Different technologies are used for the various components of the calorimetry system

(Figure 2.8). The active material of the barrel of the ECal and all the end-caps is Liquid Argon

(LAr), whereas a steel-sampling Tiles are used for the HCal barrel. In conjunction with the ID

information, the fine granularity of the ECal provides a suitable precision for the identification

and energy measurement of electrons and photons, whereas the coarser granularity of the rest
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of the calorimeter is sufficient to satisfy the physics requirements for jet reconstruction and

E miss
T measurement.

Figure 2.8: Schematic view of the ATLAS calorimetry system. [61]

The Electromagnetic Calorimeter

The ECal surrounds the solenoidal magnet and comprises the Electromagnetic Barrel (EMB)

and the Electromagnetic End-Cap (EMEC) calorimeters, each housed in their own cryostat.

They are both composed by layers of LAr as active material, piled-up with lead absorbers and

positioned following an accordion geometry to maximise the η coverage. The thickness of the

absorber plates has been optimised as a function of η to maximise the performance in energy

resolution. The EMB calorimeter covers |η| < 1.475 and is further divided at η = 0 in two half-

barrels, each with three layers in depth. The two EMEC calorimeters, on the other hand, are

composed by two coaxial wheels, covering respectively |η| ∈ [1.37,2.5] and |η| ∈ [2.5,3.2]. The

total thickness of the ECal is > 2 radiation lengths (X0) for the EMB and > 24 X0 for the EMEC.

In the region between the barrel and the end-cap cryostats |η| ∈ [1.37,1.52], here referred to as

crack region, the energy resolution degrades significantly [61], despite it being equipped with

wire scintillators to improve the performance of the ECal. Such region is therefore generally

not used for photon identification or precision measurements with electrons. Finally, a pre-

sampler detector, covering |η| < 1.8, is used to correct for the energy lost in the payload of the

ID and the solenoid. It consists of an active LAr layer of thickness 1.1 cm (0.5 cm) in the barrel

(end-cap) region.
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The Hadronic Calorimeter

The Tile calorimeter is the barrel part of the HCal and it is placed outside and around the ECal.

It covers |η| < 1.0, whilst two extra barrels extend its coverage in the region with |η| ∈ [0.8,1.7]. It

is a sampling calorimeters which employs steel absorbers and scintillating tiles as active mater-

ial. It comprises three layers in depth, reaching an overall thickness of 9.7 interaction lengths

(λ0) at η = 0. The end-cap regions also house the LAr-based Hadronic End-Cap (HEC) calor-

imeters. Each are housed in cryostats and consist of 4 separate layers, for a total coverage of

|η| ∈ [1.5,3.2]. For the HEC copper plates are used as absorbers.

Additionally, the Forward Calorimeters (FCals) are placed in the forward η region

(|η| ∈ [3.1,4.9]), to further extend the HCal coverage. At each end-cap they are composed by

three layers which employ LAr as an active medium. The first layer uses copper absorbers and

it is optimised for EM measurements, whereas the other, outer layers are made of tungsten,

which makes them more suitable to measure the energy produced via hadronic interactions.

2.2.5 The Muon Spectrometer

The MS is the outermost sub-system of the ATLAS detector. Its purpose is to reconstruct muon

trajectories by means of their curvature in the magnetic field produced by the toroidal mag-

nets, which the MS chambers are largely embedded into. The overall design of the toroids and

the layout of the muon chambers are such that the magnetic field lines would be mostly ortho-

gonal to the muon trajectories, whilst minimising the degradation of resolution due to multiple

scattering.

Two different categories of muon chambers types can be identified in the ATLAS detector:

precision-tracking and trigger chambers. The latter provide fast signal read-out that can be

used to trigger the data acquisition of collision events containing muons, as discussed in Sec-

tion 2.3.3, while the former provide a high-precision reconstruction of the coordinates on the

muon hits. The precision-tracking chambers in the barrel are placed within and on top of the

eight coils of the toroid barrel, providing a magnetic field in the range |η| < 1.4. On the other

hand, the end-cap chambers are located in front of and behind the two end-cap toroid mag-

nets, which are responsible for the track bending within |η| ∈ [1.6,2.7]. In the so-called trans-

ition region (|η| ∈ [1.4,1.6]) the magnetic deflection is provided by a combination of the fields

in the barrel and end-cap toroids. A schematic representation of the general layout if the MS is

shown in Figure 2.9.

Precision-tracking chambers

The main high-precision measurement of the muon tracks coordinates over almost the entire

pseudo-rapidity range (|η| < 2.7) is provided by the Monitored Drift Tubes (MDTs) system. They

consist of 1088 drift-tube gas-based detectors (with a diameter of 29.970 mm) which rely on

the ionisation produced by the passing muon to produce electron avalanches, which are then
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Figure 2.9: Schematic view of the ATLAS Muon Spectrometer. [61]

collected by anode wires, laying within each tube for their length. The spatial resolution that

it is possible to achieve through the MDTs is 60-80 µm per tube. However, the maximum drift

time from the wall to the wire is about 700 ns, which makes these detectors not suitable for fast

tracking measurements.

At large pseudo-rapidities (|η| ∈ [2,2.7]), in order to withstand the high particle rates and

background conditions resulting from each p-p collision, in the innermost layer of MS end-

caps, the MDTs are replaced by Cathode Strip Chambers (CSCs). These are essentially multi-

wire proportional chambers with cathodes segmented into strips, thus achieving a higher gran-

ularity with respect to the MDTs. Although, depending on the muon track direction with re-

spect to the magnetic field, the spatial resolution can vary between 60µm and 5 mm, the max-

imum drift time achievable (of approximately 20 ns) is much faster compared to the MDTs.

Muon trigger chambers

Two additional kinds of muon detectors, in the range |η| < 2.4, are specifically designed for tim-

ing reconstruction and triggering purposes: the Resistive-Plate Chambers (RPCs) in the barrel

and the Thin-Gap Chambers (TGCs) in the end-caps. They are also able to provide: bunch-

crossing identification for each event; the measurement of the second coordinate of the muon

tracks, orthogonal to that obtained via the precision-tracking chambers; a fast (<50 ns) muon

pT threshold discrimination above 6 GeV .

The RPCs consist of three planes of gaseous detectors with parallel electrode-plates repla-

cing wires. Their coverage in the barrel is of |η| < 1.05. Although they have a coarser granularity



2.3 The ATLAS Trigger and Data Acquisition system 40

compared to the MDTs in the barrel, their timing resolution can be up to 10 ns. Finally, the

TGCs comprise three different planes for each end-cap, for a coverage of |η| ∈ [1.05,2.7]. Their

principle of operation is that of multi-wire proportional chambers – thus similar to the RPCs

– with wire-to-cathode distance being smaller than the wire-to-wire distance. This and other

technical characteristics make the TGCs more resilient against radiation damage compared to

the RPCs, and therefore more suitable for the busier environment and conditions of the for-

ward regions of the ATLAS detector.

2.3 The ATLAS Trigger and Data Acquisition system

A crucial role in the ATLAS experiment is played by the Trigger and Data Acquisition (TDAQ)

system [80]. During Run 2 the LHC delivered collision events with a bunch-crossing rate of

40 MHz. Such a rate would be impossible to handle in terms of processing time and data stor-

age. The TDAQ system is responsible for making real-time decisions on whether to record data

from a given collision, trying to select events of interest to achieve the ATLAS physics goals.

This has, therefore, a fundamental impact on the datasets used in physics analyses.

The Run 2 ATLAS TDAQ system consists of two separate components: a low latency,

pipelined hardware-based Level-1 (L1) trigger followed by a software-based High-Level Trig-

ger (HLT) for a more detailed event reconstruction. The L1 trigger processes events at the

nominal 40 MHz bunch-crossing rate, accepting them at a rate below 100 kHz. These are then

passed to the HLT which further reduces the rate to approximately 1.2 kHz for data recording to

permanent storage [80]. A graphical representation of the ATLAS TDAQ architecture is shown

in Figure 2.10.

2.3.1 The Level-1 Trigger

The L1 trigger uses a set of custom electronics to process and select events based on reduced

granularity information from the calorimeters and the MS only. In particular, the L1 Calor-

imeter (L1Calo) [81] takes as inputs analogue signals from the calorimeters, which are then

digitised, calibrated and sent to the Cluster Processor (CP) and the Jet/Energy-sum Processor

(JEP). These identify electrons, photons, τ-leptons above a programmable pT threshold and

produce global sums total and missing transverse energy, respectively.

The L1 Muon (L1Muon) [81] uses the hits from the RPCs and TGCs to determine the curvature

of the muon tracks. The L1-Accept trigger decision is ultimately formed in the Central Trigger

Processor (CTP), which interprets inputs from the L1Calo, the L1Muon Central Trigger Pro-

cessor Interface (MUCTPI) and the L1 Topological (L1Topo) trigger [82]. In order to restrict the

number of L1-Accept signals to be within the constraints of the detector read-out latency, the

CTP is also responsible to apply dead time, to veto the number of two consecutive L1-Accepts

(simple dead time) and more generally to restrict them for a given number of bunch-crossings

(complex dead time) to prevent the detectors Front-End (FE) buffer electronics to overflow.
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Figure 2.10: Schematic representation of the architecture of the ATLAS TDAQ system used in Run 2. [80]

Finally, the L1 triggers also identify Regions of Interest (RoIs) to reduce the amount of data

transferred and later processed in the HLT.

2.3.2 The High-Level Trigger

The detector data read from the FE electronics are initially stored in custom on-detector,

pipelined Read-Out Buffers (ROBs). On a L1-Accept signal, data are transferred to the HLT by

means of the Read-Out Drivers (RODs).

The HLT consists of a farm of Central Processing Units (CPUs) which perform a more de-

tailed event and object reconstruction by including the coarse-granularity information from

the full detector through fast software-based algorithms. Each step in a sequence of such

algorithms executes one or multiple feature extractions which request event-data fragments

from within a RoI – using the L1 items as seeds – to ultimately form a trigger decision. In some

cases, the HLT takes as input the full detector information, instead of just within each RoI,

e. g. for the reconstruction of the missing transverse momentum. The ATLAS HLT algorithms

are mostly based on the offline software Athena [83], which is in turn based on the data pro-

cessing framework for high energy physics experiments Gaudi [84]. Once the HLT-Accept de-
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cision is made the event-data are transferred by the Read-Out System (ROS) to the local storage

at the experimental site and exported to the Tier-0 facility at the computing centre of CERN for

the offline reconstruction. The physics output rate of the HLT during an ATLAS data-taking run

has been on average 1.2 kHz with a transferring speed of about 1.2 GB/s [80].

2.3.3 Trigger chains, menu and streams

The events which are ultimately recorded are selected in trigger chains. Each chain consists

of a L1 item and a series of HLT algorithms which aim to reconstruct physics objects by ap-

plying specific kinematic requirements, depending on the desired physics signature (leptons,

photons, jets, missing transverse momentum, total energy and B-meson candidates). The

naming convention for a trigger chain typically begins with HLT followed by the HLT kinematic

requirements and, if applicable, the L1 item that seeded them. Examples of trigger chain names,

which are employed in the work presented in this thesis, are: HLT_2e12_lhloose_L12EM10VH

and HLT_mu13_mu13_idperf_Zmumu. The former requires the presence of two electrons with

pT ≥ 12 GeV , identified as electrons by the likelihood algorithm lhloose (Section 3.3.2), and

seeded by the L1 item L12EM10VH with two clusters in the ECal of transverse energy greater

than 10 GeV . The latter requires two muons of pT ≥ 13 GeV , one of which passing the so-called

idperf requirement, described in more details in Section 2.4.2.

At both L1 and HLT stages individually, prescales may be applied, to each specific chain

to control the rate of accepted events. Specifically, for a positive integer prescale value of n,

a probability of keeping an event of 1/n is applied, thus reducing the output rate of a given

trigger chain. The list of trigger chains used in Run 2 for data-taking is referred to as the trigger

menu. The main goal of the Run 2 trigger menu was to maintain un-prescaled single electron

and muon chains for pT thresholds around 25 GeV , thus ensuring the collection of the majority

of events with leptonic decays of W and Z bosons, for the achievement of the ATLAS physics

goals [80].

The trigger menu also defines to which data stream an event is written, depending on the

trigger chains that had accepted it [80]. For Run 2, various data streams were defined: the phys-

ics/main stream contains events with data of interest for physics analyses; the express stream,

with events reconstructed offline in real time for prompt monitoring and data quality checks;

the debug stream stores events for which no trigger decision could be made, and need to be

analysed and, possibly, recovered separately. Other supporting streams are used for technical

tasks such as the calibration, Trigger-Level Analysis and monitoring streams.

2.4 The ATLAS Inner Detector trigger and its performance

This Section is dedicated to the detailed description of a specific component of the ATLAS HLT,

namely the ID trigger. Particular focus is given to explain how the performance of the ID trig-

ger is measured and monitored, especially, through the usage of the Tag-and-Probe technique.
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The development of the Tag-and-Probe technique for the estimation of the ID trigger perform-

ance was the main objective of my authorship technical project, also called “qualification task”,

which allowed me to become an author of the ATLAS Collaboration. Over the course of my

PhD, I have been responsible for the continuous development and maintenance of the soft-

ware routines of this performance analysis for in the entire duration of my PhD.

The results of the ID trigger performance analysis which I performed using the full Run 2

dataset have been included in the publication by the ATLAS Collaboration indicated in Ref-

erence [85]. The Figures shown in the following Sections are extracted from that publication.

I have contributed to the production of all of these results. In particular, I have personally ob-

tained the results characterising the ID trigger performance analysis using the Tag-and-Probe

technique (Section 2.4.3).

2.4.1 The ATLAS Inner Detector trigger

The ability of the TDAQ system to process information from the ID, especially for final states

with electrons, muons, taus, and b-tagged jets, is a crucial requirement to achieve the ATLAS

physics goals. The ID trigger is required to have a high performance for track reconstruction

across the entire range of possible physics signatures, even under very harsh pile-up condi-

tions. This is a challenging task given the extremely high track and hit occupancies in the ID

arising from the large pile-up multiplicity (Section 2.1.2). During Run 2, thanks to the ID trig-

ger, it was possible to achieve event rate reductions of approximately 50-100 for the electron

and b-jet triggers, and 3-10 for muon and tau triggers [85].

As stated previously, the HLT is the first level at which the information from the ID are made

available to the trigger. The ID tracking is performed in two consecutive stages: the Fast Track

Finder (FTF) and the precision tracking. This enables the trigger to make a first, fast event rate

reduction after which more precise and computationally demanding tracking algorithms can

be executed.

The FTF stage is executed separately on the detector information retrieved within each RoI

identified at L1. Here, initial track candidates are formed from triplets of space-points (track

seeds) from the hits of the pixel and SCT modules, which are then processed by means of a fast

track-finding and duplicate-removal algorithms. This provides an initial fast reconstruction of

track candidates, which prioritises tracking efficiency (see Section 2.4.2) over the purity of the

track selection and the precision of the measurement of the kinematic properties of the tracks.

The precision tracking uses the tracks identified in the FTF stage as inputs. Hence, by con-

struction, the the precision tracking efficiency cannot exceed that of the FTF. The initial track

candidates are processed with a version of the offline tracking algorithms, which also includes

the information of the TRT, to improve the momentum measurements at larger radii. Then,

high quality track fits with a global χ2 fitter algorithm [85] are performed to improve the track

pT resolution and, therefore, the identification of the trigger tracks with respect to the offline

reconstruction.
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2.4.2 Inner Detector tracking performance

The performance of the ID trigger is evaluated with respect to the offline tracking

(see Section 3.3.2), which is executed after the event is recorded. In particular, the ID trig-

ger tracking efficiency is measured by considering in each event the fraction of the offline

tracks that are are also matched to the tracks reconstructed in the FTF and precision track-

ing stages of the ID trigger. Having a high ID trigger tracking efficiency is of crucial importance

to achieving the ATLAS physics goals given the significant triggered event rate reduction that

can be achieved through the ID trigger, especially for what concerns physics signatures with

electrons, muons and taus. If the ID track reconstruction in the HLT did not match the more

precise offline track reconstruction, then such trigger decisions would be biased by track mis-

reconstruction, and that would ultimately result in the rejection of events of interest.

In what will henceforth be referred to as the “standard” approach, the efficiency is determ-

ined by using a number of supporting triggers, called idperf chains. These are similar to the

physics chains, but apply selections on the objects reconstructed in the MS and calorimeters

only, without any quality requirements on the reconstructed ID tracks. This allows to estimate

the tracking efficiency without introducing any biases on the ID track reconstruction itself. Ex-

amples of the trigger chains used in the tracking performance analysis are: HLT_mu4_idperf

and HLT_e5_lhtight_idperf. The trigger tracks within a given RoI are matched to the selec-

ted offline tracks in that RoI if they lay within a cone of ∆R = 0.05 around the offline track. The

ID tracking efficiency is then measured, as a function of relevant kinematic quantities, from

the fraction of offline tracks that are also matched to a trigger track in each RoI. Statistical

uncertainties on the final efficiency are propagated from the Poisson errors on the number of

trigger-matched and unmatched offline tracks.

A caveat of using idperf chains in the ID performance evaluation is that, in order to keep

the event rate to manageable levels, large prescales are usually applied, ultimately resulting

in statistically limited data samples. Moreover, since the trigger objects in idperf chains do

include any ID tracking, the contribution from background processes (e. g. QCD jets for elec-

trons) becomes significant. Therefore, stringent quality requirements (e.g. on the number of

pixel and SCT hits, the number of “missed” silicon layers, etc.) must be applied to select offline

tracks [85], to ensure to match the trigger tracks to actual offline objects. This further reduces

the size of the sample used for the performance measurement, thus limiting the statistical pre-

cision of the efficiency measurement in certain regions of the phase-space.

The ATLAS ID tracking efficiencies for Run 2 are shown for muons in Figures 2.11-2.12, and

for electrons in Figures 2.13-2.14.

The measured efficiencies for muons in the full Run 2 dataset exceed 99%, with a statist-

ical precision which deteriorates for pT > 100 GeV (Figure 2.11b) and large impact parameters

(Figure 2.12). The values of the muon ID trigger tracking efficiency for large pT and impact

parameters are not shown in Figures 2.11 and 2.12, due to the poor statistics in that region

hampering the determination of the ID performance in that phase-space.
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Figure 2.11: The ID tracking efficiency, estimated with the “standard” approach, described in the text, for muons se-
lected by the 4 GeV and 20 GeV muon idperf chains, with respect to offline muon candidates with pT > 4 GeV and
pT > 20 GeV . The efficiency is shown as a function of: (a) the offline-reconstructed muon η and (b) pT. Efficiencies
are shown for both FTF and precision tracking. The error bars represent the estimated statistical uncertainties. [85]

The electron tracking is affected by the energy radiated via bremsstrahlung, which is re-

sponsible for the occurrence of “kinks” in their tracks, corresponding to the emission of the

radiated photon, which make the overall track fitting stage more challenging. Moreover, elec-

tron can loose a significant portion of their energy via bremsstrahlung. Hence, depending on

how much energy has been radiated, the pT of the electron measured from the curvature of the

track in the ID may result smaller than the transverse energy, ET, deposited in the correspond-

ing ECal cluster, which instead accounts for the bremsstrahlung energy loss. Efficiencies are

shown as a function of the offline electron transverse energy, ET (Figure 2.13a) and the offline

track pT (Figure 2.14a). In the region with ET/pT > 1 of Figure 2.13b, which correspond to the re-
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gion with small offline electron track pT, bremsstrahlung effects dominate, resulting in a lower

efficiency for the precision tracking, since i.e. the aforementioned occurrence of “kinks” in the

track mostly affect the precision track fitting performed in this stage. On the other hand, the

region with ET/pT < 1 is mostly populated by tracks which are mistakenly reconstructed with a

pT greater than the corresponding cluster ET in the calorimeter. The offline track “migration”

to higher pT values can occur as a consequence of missing hits, especially in the innermost

and outermost layers of the pixel and SCT sub-detectors [85]. Therefore, an additional cut of

ET/pT > 0.8 is applied to the distributions in Figures 2.13 and 2.14, except for Figure 2.13b.
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Figure 2.12: The ID tracking efficiency, estimated with the “standard” approach, described in the text, for muons
selected by the 4 GeV and 20 GeV muon idperf chains, with respect to offline muon candidates with pT > 4 GeV
and pT > 20 GeV . The efficiency is shown as a function of: (a) the offline-reconstructed muon transverse and (b)
longitudinal impact parameter. Efficiencies are shown for both FTF and precision tracking. The error bars represent
the estimated statistical uncertainties. [85]
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Figure 2.13: The ID tracking efficiency, estimated with the “standard” approach, described in the text, for electrons
selected by the 5 GeV and 26 GeV electron idperf chains, with respect to offline electron candidates with the
ET > 5 GeV and ET > 26 GeV . The efficiency is shown as a function of: (a) the offline-reconstructed electron ET
and (b) ET/pT. Efficiencies are shown for both FTF and precision tracking. The error bars represent the estimated
statistical uncertainties. [85]
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Figure 2.14: The ID tracking efficiency, estimated with the “standard” approach, described in the text, for electrons
selected by the 5 GeV and 26 GeV electron idperf chains, with respect to offline electron candidates with the
ET > 5 GeV and ET > 26 GeV . The efficiency is shown as a function of: (a) the offline-reconstructed electron track
pT and (b) η. Efficiencies are shown for both FTF and precision tracking. The error bars represent the estimated
statistical uncertainties. [85]

2.4.3 Tag-and-Probe technique for Inner Detector tracking performance

The most relevant limitation of the “standard” approach described in Section 2.4.2, especially

for what concerns electrons and muon signatures, is the limited statistical precision hampering

the determination of the performance of the tracking in the ID trigger in certain regions of

the phase-space. This is especially true in the case of electrons, in which the large error bars

affect the measurement of the efficiency for most of the available statistics, particularly for

pT > 40 GeV , as shown in Figure 2.14a.
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The main goal of the task that I have undertaken in order to qualify as an author of the

ATLAS Collaboration was to develop and implement in the Athena software a method to im-

prove the statistical precision with which the ID tracking performance is estimated. The ad-

opted solution is based on an alternative approach which requires to use a sample of events

that pass a di-lepton trigger selection and are consistent with the decay of a Z boson. This

permits to use the Tag-and-Probe technique, which is commonly employed in high-energy

physics experiments for performance measurements [86]. The di-lepton chains used here in-

clude HLT_mu13_mu13_idperf_Zmumu and HLT_e26_lhtight_nod0_e15_etcut_L1EM7_Zee.

These chains select events with two same-flavour lepton (muon or electron) candidates which

are consistent with the decay of a Z boson, i.e. the value of their invariant mass, mℓℓ (see

Section 4.2.4) lays in an interval of typically 40−50 GeV around mZ .

In the Tag-and-Probe analysis, each of these di-lepton trigger chains is split into two separ-

ate “legs”, called the “Tag” and “Probe” legs, as shown in Figure 2.15.

  

HLT_e26_lhtight_nod0_e15_etcut_L1EM7_Zee

“Tag” leg “Probe” leg Invariant 
mass cut

Figure 2.15: Structure of a di-lepton trigger chain used in the Tag-and-Probe analysis.

The “Tag” leg selects a muon (electron) candidate combining the MS (calorimeters) and ID

information, whereas the “Probe” leg is itself an idperf chain and, therefore, selects a muon

(electron) candidate solely on the MS (calorimeters) without using any ID information. For

every triggered event, the two leptons must each be selected in different RoIs, i. e. the Tag RoI

must belong to the Tag leg and the Probe RoI to the Probe leg. The ID tracking performance

is then evaluated with respect to the lepton candidate in the Probe RoI, which guarantees an

unbiased measurement of the ID trigger tracking efficiency. For each event, a Probe RoI is ac-

cepted only if it satisfies the so-called Tag-and-Probe selection: if the invariant mass of the pair

of the offline-reconstructed lepton candidates in the Tag and Probe RoIs does not lay within a

certain window around the Z boson mass (i. e. mµµ ∈ [60,120] GeV , and mee ∈ [40,180] GeV ),

the Probe RoI is discarded. The distributions of the invariant masses of the selected offline di-

muon (di-electron) candidates are shown in Figure 2.16. Once the set of the Probe RoIs passing

the Tag-and-Probe selection is defined, the performance analysis follows exactly the same pro-

cedure that is used in the “standard” approach, described in Section 2.4.2.

The presence of a fully-selecting Tag RoI in the requested trigger chains dramatically re-

duces the recorded event rate, resulting typically in the usage of either a much smaller pres-

cale or no prescales whatsoever. This provides a significantly larger statistical sample for ID

performance measurements compared to the “standard” approach. Furthermore, the Z mass

requirement already at trigger-level, coupled with the additional Tag-and-Probe selection in

the estimation of the ID trigger performance, guarantees the high purity of the chosen statist-

ical sample. This ensures that the selected offline Probe candidates are in all likelihood actual
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Figure 2.16: The offline (a) di-muon and (b) di-electron invariant mass from events passing the Tag-and-Probe
analysis selection from the corresponding trigger chains. For the performance trigger chains, the RoIs used in the
FTF and precision tracking are the same and, as such, the offline di-lepton candidates chosen for the analysis in
both stages are identical. [85]

leptons and not other mis-identified objects (e. g. jets), thus also contributing to the good ac-

curacy of the performance measurement.

The dataset used for this measurement is that collected by the ATLAS experiment in the

2018 data-taking period, when di-lepton trigger chains with idperf probe legs began to be

included in the trigger menu. As it will be shown below, the Tag-and-Probe analysis performed

in the 2018 dataset alone is sufficient to obtain a much greater statistical precision compared to

the “standard” approach. As the ATLAS offline muon and electron reconstruction algorithms

(see Section 3.3.2) have not changed dramatically over the course of Run 2, the 2018 dataset can

be considered representative subset of the entire Run 2 statistics. The measured efficiencies
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with the Tag-and-Probe technique for muons and electrons are shown in Figures 2.17-2.18 and

2.19-2.20, respectively.
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Figure 2.17: The ID tracking efficiency, estimated with the Tag-and-Probe technique, for muons selected by the di-
muon chain, with respect to offline muon candidates with pT > 13 GeV . The efficiency is shown as a function of:
(a) the offline-reconstructed muon η and (b) pT. Efficiencies are shown for both FTF and precision tracking. The
error bars represent the estimated statistical uncertainties. [85]

From a one-to-one comparison with the full Run 2 ID trigger performance analysis using

the “standard” approach (Figures 2.11-2.12 and 2.13-2.14), the results of the Tag-and-Probe

analysis show a significantly reduced size of the error bars, thus the improvement of the statist-

ical precision. This allows to study the features discussed in Section 2.4.2, such as the degrada-

tion of the efficiency for electrons due to bremsstrahlung, with much greater accuracy.

The tracking efficiencies for the muons for both FTF and precision tracking approach 100%.

Furthermore, the smaller statistical uncertainties in the Tag-and-Probe approach extend the
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Figure 2.18: The ID tracking efficiency, estimated with the Tag-and-Probe technique, for muons selected by the di-
muon chain, with respect to offline muon candidates with pT > 13 GeV . The efficiency is shown as a function of: (a)
the offline-reconstructed muon transverse and (d) longitudinal impact parameter. Efficiencies are shown for both
FTF and precision tracking. The error bars represent the estimated statistical uncertainties. [85]

estimation of the efficiency up to a pT of 1 TeV (Figure 2.17b), well beyond what is possible

with the “standard” approach (Figure 2.11b).

For electrons, the statistical improvement is even greater compared to the muon case. This

is mostly due to the significantly increased purity of the offline sample selection achievable

through the Tag-and-Probe analysis compared to the “standard” approach, in which most of

the available statistics does not satisfy the very stringent offline electron selection criteria and

is therefore rejected. This enables to more precisely evaluate the impact of bremsstrahlung,

which is responsible for the degradation of the efficiency in the precision tracking stage for

high values of ET/pT (Figure 2.19b) and low offline electron track pT (Figure 2.20a).
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Figure 2.19: The ID tracking efficiency, estimated with the Tag-and-Probe technique, for electrons selected by the
di-electron chain, with respect to offline electron candidates with the ET > 15 GeV . The efficiency is shown as
a function of: (a) the offline-reconstructed electron ET and (b) ET/pT. Efficiencies are shown for both FTF and
precision tracking. The error bars represent the estimated statistical uncertainties. [85]

I started to work on the task outlined in this Section, at the end of Run 2. By that time, it was

necessary to assess how the ID trigger had performed during the past data-taking period. For

this reason I have contributed as well to the performance measurements following the “stand-

ard” approach, whose results have since then been published. Having demonstrated the feasib-

ility of performing a similar analysis by using the Tag-and-Probe technique, and having shown

the significant improvement in the statistical precision which can be attained through its us-

age, the results presented in this Section have also been included in the official performance

paper of the ATLAS ID trigger [85].

For Run 3, which is set to begin in mid-2022, the Tag-and-Probe analyses are expected to
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Figure 2.20: The ID tracking efficiency, estimated with the Tag-and-Probe technique, for electrons selected by the
di-electron chain, with respect to offline electron candidates with the ET > 15 GeV . The efficiency is shown as
a function of: (a) the offline-reconstructed electron track pT and (b) η. Efficiencies are shown for both FTF and
precision tracking. The error bars represent the estimated statistical uncertainties. [85]

become a significant part of the standard validation and performance monitoring of the ID

trigger. For this reason, over the course of my PhD I have continued to work in the development

of the Tag-and-Probe software routine, contributing to migrate it to the newest releases of the

official Athena software to be used in Run 3.
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3EVENT SIMULATION,

RECONSTRUCTION AND

OBJECTS DEFINITION

In order to properly carry out a physics analysis based on data collected with the ATLAS ex-

periment, it is crucial to thoroughly understand the data recorded from each p-p collision,

commonly referred to as an event. The usage of Monte Carlo (MC) techniques for the simula-

tion of p-p collision events is of undeniable importance for this purpose. It is also necessary

to interpret the detector-level information and the generated MC physics processes to identify

and reconstruct the physics objects that make up an event.

In this Chapter, the features of the main MC generators used in the ATLAS experiment are

introduced, followed by a description of the procedures employed to reconstruct and define the

relevant physics objects in each event, which constitute the basic ingredients for performing

the analyses described in the following Chapters of this thesis.

3.1 Structure of the proton and p-p interactions

The strong interaction nature of a p-p collision as well as the composed structure of the pro-

ton, make the understanding of the products of such interaction arduous compared to e. g. an

e-e collision. A proton comprises three valence quarks, which determine the quantum num-

bers and the properties of the proton, together with a sea of gluons and virtual quark-antiquark

pairs, all collectively referred to as partons. The partonic structure of the proton has been con-

firmed in Deep Inelastic Scattering (DIS) experiments [87], such as the ones carried out by the

H1 [88] and ZEUS [89] Collaborations. In particular, the probability of finding a parton which

carries a fraction x of the total momentum squared Q2 transferred to the parent proton is de-

scribed by the so called Parton Distribution Functions (PDFs). The latter have been measured

in the aforementioned DIS experiments. Figure 3.1 shows such distributions measured by the

ATLAS and H1 experiments [90].

A precise knowledge of the PDFs is crucial to understand the results of a p-p interaction. A

typical collision event at p-p colliders is characterised by what is referred to as a hard scattering

subprocess, where a large momentum transfer occurs between two partons, belonging respect-

ively to each of the two incoming protons, and followed by a plethora of soft interactions, with

progressively smaller momentum transfers involved. Given the asymptotically free nature of
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Figure 3.1: Proton PDFs measured with inclusive gauge boson and t t̄ production data from the ATLAS experiment
jointly with DIS data from the H1 experiment, at a scale of Q2 = 10 GeV 2. The xuv and xdv represent the PDF of
valence up-quarks and down-quarks. The PDF for the gluons, xg , and the sea-quarks xS = 2x(Ū + D̄), are scaled
down by a factor of 20. Experimental and modelling uncertainties are included. [90]

QCD, the hard scattering subprocess, ab → n, can be described by perturbation theory, thus

making it possible to compute the total p-p interaction cross-section [91] as:

σp1p2 =
∑
a,b

∫ 1

0
dxadxb

∫
f p1

a
(
xa ,µF

)
f p2

b

(
xb ,µF

)
dσ̂ab→n

(
µF ,µR

)
= ∑

a,b

∫ 1

0
dxadxb

∫
dΦn f p1

a
(
xa ,µF

)
f p2

b

(
xb ,µF

)× 1

2ŝ

∣∣Mab→n
∣∣2 (
Φn ;µF ,µR

)
,

(3.1)

where: µF and µR are the factorisation and renormalisation scales, respectively, which regulate

the occurrence of infrared and ultraviolet divergences of the theory; f
p1(2)

a(b) (xa(b),µF ) is the PDF,

which depends on the momentum fraction x of the parton a(b) with respect to its parent pro-

ton (p1(2)), and onµF ; σ̂ab→n represents the parton-level cross-section for the production of the

final state n from the initial partons a and b, and depends on the momenta in the final-state

phase-spaceΦn , as well asµF andµR . Moreover, the fully differential parton-level cross-section

is given by the product of the corresponding matrix element squared |Mab→n |2, and the parton

flux 1/(2ŝ) = 1/(2xa xb s), where s is the proton-proton collision centre-of-mass energy squared.

Events of physical interest studied at the LHC are usually the product of the primary hard

scattering process. However, since the colliding protons are complex bound states of strongly-

interacting partons, it is possible that more than one pair would interact. These multiple in-

teractions, which usually involve lower momentum transfers compared to the hard scattering

subprocess, are responsible for the presence of additional partons in the final state, which can

contribute to any observable measurement related to the primary process of interest. Such part
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of the proton-proton collision event structure is commonly referred to as the underlying event.

Furthermore, given the properties of QCD, all the produced partons give rise to the so-

called Parton Shower (PS), in which continuous interactions, i.e. g → g g , g → qq and q → qg ,

generate an avalanche from the final state of the hard scattering. Moreover, given the progress-

ively lower momentum transfers involved in the PS, these interactions are dominated by non-

perturbative effects and their modelling must be assessed via phenomenological, stochastic

algorithms.

As the collision event evolves to progressively lower transferred momentums, specifically

at scales at the order of 1 GeV , referred to as the hadronisation scale, the QCD interaction

between the generated partons becomes so strong that perturbation theory breaks down com-

pletely, resulting in a confined system of coloured partons in which clusters are formed to ul-

timately become colourless hadrons. An important feature of this process is that partons do

not hadronise independently, but rather collectively in colour-connected systems of incoming

and outgoing partons [92]. A sketch schematically illustrating the structure of a typical p-p

interaction is reported in Figure 3.2.
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Figure 3.2: Sketch of a typical p-p collision. The red blob in the centre represents the hard scattering, surrounded by
the PS interactions (see text). The purple blob indicates a secondary underlying event. Parton-to-hadron transitions
are shown through light green blobs, dark green blobs indicate hadron decays, while yellow lines signal soft photon
radiation. [93]

The PS evolution is largely dominated by the emission of additional partons, which are

mostly soft and/or collinear with the outgoing partons. This results in structures where most

of the energy is localised in collinear bundles of hadrons, called jets. The hadronisation mech-
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anism preserves such jet structure, which can be observed experimentally [94]. Finally, some

of the products of hadronisation and the hard scattering subprocess itself may be unstable

particle resonances, which in turn might be long-lived enough to be experimentally accessible

in the time-scales of particle physics detectors, thus contributing to the observed final state.

3.2 ATLAS event simulation

3.2.1 Event generation

The ATLAS experiment extensively employs general-purpose MC event generators in order to

simulate p-p collisions at the LHC. The wide range of the simulated processes covers SM pro-

cesses as well as BSM physics scenarios. The core of MC generators is the computation of the

matrix-elements associated with the process of interest. The perturbative nature of the calcu-

lation allows to estimate them with fully automated tools, including a comprehensive list of

Feynman diagrams relevant for the process in question. The Leading Order (LO) computation

only takes into account tree-level diagrams and the corresponding phase-space parametrisa-

tions for these processes resulting in one, two or three particles from the hard scattering in-

teraction [92]. The choice of µF and µR , and of the PDF, plays a crucial role in this context.

The value of µF and µR usually varies from generator to generator. A typical example is the

s-channel production of a resonance of mass M , in which µF = µR = Q2 = M 2 is typically a

suitable choice [92]. Regarding the PDF set, it is possible to choose any parametrisation that

matches the accuracy of the cross-section calculation. All generators typically have access to a

library of PDF sets contained in the LHAPDF interface [95]. Each generator uses a default PDF

set, whilst the prediction of certain tunes of the parameters for the PS, hadronisation and un-

derlying event may be addressed by changing the PDF set. A common choice for the default

PDF sets of the MC samples used in this work is the NNPDF set [96].

In order to improve upon the LO prediction it is necessary to reach at least Next-to-Leading

Order (NLO) accuracy. This is achieved by considering loop effects and radiative corrections,

such as Initial State Radiation (ISR) and Final State Radiation (FSR) emissions of partons before

and after the hard scattering. This process is not fully automated in multi-purpose generators

and it is usually affected by the presence of divergences, which must cancel out between the

various terms. In order to globally account for NLO effects, LO cross-sections can be in some

cases multiplied by a flat correction factor, called the k-factor [92]. Moreover, for the purpose

of minimising the statistical fluctuations of the simulation of a rare process, generators can be

forced to feature certain decay modes requiring specific final states. In these circumstances, a

generator filter is used to select the desired events, and a multiplicative filter efficiency correc-

tion factor is applied to reweight the cross-section of the process of interest, to account for the

enhanced statistics. The algorithms for PS are typically formulated as an evolution in trans-

ferred momentum from the high scales of the hard process to the hadronisation scale. The

properties of QCD allow to write the cross-section for the production of an additional parton in

the final state, other than the particles produced in primary hard scattering process, by simply
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multiplying multiplying the tree-level cross-section by a certain splitting function. This allows

to implement the PS in generators as iterative algorithms, called Markov chains, in which one

parton is stochastically added to the final state at a time [92]. A consistent combination of tree-

level matrix-elements containing multiple well-separated partons with each other and with

the PS is usually achieved by using the multi-jet merging algorithm at LO, developed by Catani,

Krauss, Kuhn and Webber (CKKW) [97]. In this procedure the second and higher emissions in

the PS are corrected to the corresponding tree-level matrix-element at the price of introducing

a technical merging scale above which the corrections are made [92]. For what concerns the

hadronisation, the main implementations currently in use in event generators can be categor-

ised in two separate classes: the string models, e.g. the Lund model [98], and the cluster mod-

els [99]. The Lund models “transform” partonic systems directly into hadrons through linear

confinement models supported by lattice QCD calculations, whereas cluster models employ

an intermediate stage with clusters of partons at typical mass scales of a few GeV . Finally,

many of the most commonly used event generator have built-in components through which

it is possible to simulate pile-up and the underlying event alongside the main hard scattering

process. The effect of pile-up can be either simulated independently and than superimposed

to the event of interest before the full reconstruction, or emulated on the basis of data collected

during running as special “zero-bias” events [100].

Analogously to the Run 2 dataset, the MC samples used in the ATLAS experiment are di-

vided into three separate “campaigns” to match the pile-up profile measured in each year of

data-taking (Figure 2.3): mc16a for 2015 and 2016, mc16d for 2017, and mc16e for 2018.

3.2.2 Monte Carlo generators in ATLAS

This Section serves as an overview of the general purpose MC generators used in the ATLAS

experiment and of their main characteristics.

HERWIG The HERWIG7 [101] generator features an automated generation at LO precision

with full spin correlation in the final state, also for a range of BSM scenarios. Its built-in func-

tionalities allow to achieve NLO precision with PS matching. However, this is typically attained

instead by interfacing HERWIG7 with PYTHYA. It implements the cluster model [99] to simulate

the hadronisation and it is able to model hard and soft multiple partonic interaction for the

underlying event modelling.

PYTHIA PYTHIA8 [102] is a general purpose MC framework. Although it implements an ex-

tensive list of hardcoded processes, it is usually interfaced to other matrix-element generators,

e.g. MadGraph [103], to better simulate complex final state with high particle multiplicity. It

features a good modelling of multiple parton interactions and it handles the processes asso-

ciated with PS and the underlying event by ordering them from greater to lower values of the

transferred momentums involved. The hadronisation modelling is based on the Lund string

fragmentation algorithm [98].
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SHERPA SHERPA [104] is a general purpose, all-inclusive event generator, which puts partic-

ular emphasis on the strict modularity of its physics packages. It features a complete matrix-

element calculation with advanced phase-space integrations methods, including an infrastruc-

ture to allow the estimation of cross-sections with NLO accuracy. Its cornerstone is the im-

plementation of the multi-jet merging scheme with the CKKW approach. SHERPA has a fully

independent PS and hadronisation schemes, the latter of which is based on the cluster model.

MadGraph MadGraph5 [103] is a dedicated matrix-element and phase-space generator with

LO accuracy in a wide range of physics models, including BSM scenarios, even for high particle

multiplicity in the final state. It is possible to reach the NLO precision for cross-sections by

means of the aMC@NLO extension [105]. It is usually interfaced with other generators,

e. g.PYTHIA8, for PS and hadronisation simulation.

POWHEG POWHEG [106, 107] features an advanced matrix-element reweighting procedure,

through which it is possible to achieve NLO precision. It implements a PS mechanism with

parton emissions not ordered by hardness, which often result in a poor modelling for the colour

structure. For its typical usage, it is commonly interfaced with PYTHIA8 or HERWIG7 generators

for the simulation of PS and hadronisation.

EvtGen EvtGen [108] is an external package with a sophisticated simulation of hadronic de-

cays, especially B-meson decays for precision studies of C P-violating phenomena. It is typic-

ally interfaced to PYTHIA8 or HERWIG7 simulations in order to improve the reliability of their

hadronisation modelling.

3.2.3 ATLAS detector simulation and digitisation

The full simulation of the detector response is handled with the GEANT4 toolkit [109], which is

fully integrated in the official software framework of the ATLAS Collaboration, Athena. Athena

features an implementation of the full detector geometry and the material and utility services

distribution. It is able simulate the interaction of the generated particles with each of the de-

tector components of the ATLAS experiment, producing a pattern of all the energy deposits in

the sensitive detector cells interested. The main drawback of such detailed simulations is the

expensive use of CPU resources and the long computation time needed to simulate each event.

About 90% of the computation power is spent just on the simulation of particle interactions

with the calorimeters.

To reduce computation times without compromising on precision, the FastCaloSim pack-

age [110] was developed to provide a fast calorimeter simulation with a sufficiently good accur-

acy such that key features of reconstructed object properties can be reproduced and adequate,

whilst still simplifying the simulation model. The FastCaloSim package has been implemen-

ted, along the full simulation of the ATLAS ID and MS from GEANT4, in the ATLFastII (AFII) sim-

ulation, which in general reduces the processing time compared to the full ATLAS simulation



3.3 ATLAS event reconstruction 61

by a factor of ten. More details about the features and drawbacks of AFII can be found in [111].

The simulations of all SUSY processes taken into account in this thesis have been generated

with the AFII prescription.

The final step for MC sample production, before the offline event reconstruction 3.3.2, is the

so-called digitisation, in which the ATLAS detector discrete response is calculated in forms of

digits from the hits in the sensitive detector volume generated in the previous step. The digits

created are processed to emulate the output of the different RODs. In this way MC sample

can have a format analogous to that of the recorded data, allowing both to be processed using

exactly the same algorithms during the event reconstruction.

3.3 ATLAS event reconstruction

3.3.1 Event flow and data formats in ATLAS

The entire infrastructure for collecting, simulating and reconstructing data is also implemented

in Athena. Such infrastructure is represented schematically in Figure 3.3 and consists of several

steps, which correspond to specific data formats.

  

Figure 3.3: Schematic representation of the flow of data processing (starting from the bottom) and simulation (start-
ing from the top-left) framework in the ATLAS experiment. The square-cornered boxes represent algorithms, while
persistent data objects are placed in rounded boxes [112].

First, the event generators are used to produce the outgoing particles from LHC collisions

in the HepMC format [113]. Truth-level information about the generated primary hard process

is often retained through the entire data flow, thus making it available for dedicated stud-

ies during the final data-analysis stage. Next, through the detector simulation, HITS files are

produced, which represent the energy deposits of particles in the sensitive detectors cells.

These files are then processed via the digitisation, which, through the process described in
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Section 3.2.3, converts byte-streams into C-files, called Raw Data Objects (RDOs) [112]. This is

exactly the same format which is created after actual collision data (RAW format) are read and

interpreted from the dedicated RODs. The final step of the ATLAS data-processing flow before

the data analysis is the reconstruction (Section 3.3.2), in which times and voltages represent-

ing the detector response are reinterpreted into physics analysis objects. In this stage files are

converted in the Analysis Objects Data (AOD) format [114] which is commonly used for phys-

ics analyses, along with its “lighter” version the Derived AOD (DAOD), by means of the ROOT

interface [115].

3.3.2 Object reconstruction

In this Section a description of some of the dedicated reconstruction algorithms is given for the

objects used in physics analyses. These include: electrons and photons, muons, hadronically-

decaying taus, E miss
T and jets, also considering those originating from the heavy-flavour quarks.

Track and vertex reconstruction

The track reconstruction algorithms that are currently used in the ATLAS experiment [116] were

firstly implemented in Athena for the commissioning of Run 1. Their design features an it-

erative track finding algorithm from the Pixel and SCT detectors, followed by an ambiguity

solving stage and finally a high purity track fitting which also includes the information from

the TRT [117]. The offline track reconstruction algorithm usually starts by collecting the hits

from the trajectories of the charged particles travelling across the active material of the Silicon

ID. Depending on the energy loss and the charge accumulated in the sensors, clusters are cre-

ated from the group of pixels and strips in a given sensor which are affected by the passage

of the charged particle. These clusters are then used to form three-dimensional representa-

tions, called space-points. A cluster in a Pixel layer would correspond to a single space-point,

whereas two clusters in a SCT module – one for each side of the strip – are needed for creating

a space-point.

Next, sets of three space-points are used to form track seeds, for which the impact parameter

with respect to the centre of the interaction region is also estimated by assuming a perfect hel-

ical trajectory in a uniform magnetic field [117]. A combinatorial Kalman filter algorithm [118]

is then used to build track candidates, which include additional space-points from the remain-

ing layers of the Silicon detectors compatible with the preliminary particle trajectory. Due to

the occurrence of instances related to e.g. shared clusters, track candidates can correspond

to the same seed. Hence, the ambiguity solver stage becomes essential. It consists on assign-

ing a score to each track candidate based on its properties (e.g. number of associated clusters,

number of missed layers or holes, χ2 value from the track fit, log
(
pT

)
of the track, etc.).

Track candidates are then processed individually in a descending order of these scores, fa-

vouring higher scores. Moreover, candidates are rejected if they do not satisfy the following

quality criteria: pT > 400 MeV , |η| < 2.5, ≥ 7 clusters in the Silicon layers, ≤ 1 shared Pixel
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cluster or ≤ 2 shared SCT clusters, ≤ 2 holes in the Silicon layers, and ≤ 1 hole in the Pixel lay-

ers [117]. Quality criteria are also required concerning the corresponding vertex candidates.

The latter are identified if at least two track candidates are found to be originating from them.

In particular, the primary vertex is defined as the one whose associated tracks give the highest

sum of the squared transverse momenta, and it is linked to the hard scattering process.

Track candidates are rejected if their associated vertex does not satisfy the following criteria:

|d BL
0 | < 2.0mm and |zBL

0 sinθ| < 3.0mm, where d BL
0 is the transverse impact parameter with re-

spect to the beam line, zBL
0 is the longitudinal impact parameter along the beam line, and θ is

the polar angle of the track. In order to aid the ambiguity-solving stage, an artificial Neural Net-

work (NN) for pixel clustering has been implemented for Run 2 [119]. Finally, a high-resolution,

global-χ2 track fit is performed for the candidates which survive the ambiguity-solving selec-

tion, also extending the tracks by including the information from the TRT [116].

Electrons and photons

As far as the ATLAS offline reconstruction is concerned, an electron is defined as an object con-

sisting of a cluster built from the energy deposited in the ECal, which is matched to one (or

more) ID tracks. The reconstruction can be made more challenging due to the fact that elec-

trons interacting with the detector material may loose a considerable amount of their energy

via bremsstrahlung, which can in turn be followed by an electron-positron pair production

through the conversion of the radiated photon. The emitted particles are generally collimated

with the original electron, resulting in a single energy cluster in the ECal. Moreover, these in-

teractions may occur in the ID volume or even in the beam pipe, thus generating multiple ID

tracks.

The ATLAS electron reconstruction algorithm starts by preparing the tracks and the clusters

it will use, selecting the latter from energy deposits measured in topologically-connected ECal

and HCal cells, called topo-clusters. These are identified if the measured energy is greater

then a noise threshold, given by the electronic noise and the expected pile-up events. For

Run 2, the original sliding-window algorithm [120], based on fixed-size clusters of calorimeter

cells, has been replaced to use dynamic, variable-size clusters, called superclusters [121]. This

improves the reconstruction by allowing to better recover the energy from bremsstrahlung

photons or from electrons from photon conversions. The superclusters are then matched to ID

tracks1, which are in turn re-fitted accounting for bremsstrahlung, which may generate “kinks”

in the trajectory of the original electron. This step employs a Gaussian Sum Filter (GSF) al-

gorithm [122], which improves the original track parameter estimation. The reconstruction

of photons follows a similar procedure to that of electrons for what concerning the algorithm

based of the topo-clusters from the showers in the ECal. The main difference with respect to the

electron case is that ECal clusters associated with a candidate photon are required not to match

1 Tracks are considered matched to a cluster if they satisfy |∆η| < 0.05 and −0.10 < q ·(φtrack−φcluster) < 0.05, where
∆η is the measured pseudo-rapidity distance between the track and the cluster, q is the reconstructed charge of
the track, φtrack and φcluster are the azimuthal angles of the track and the cluster, respectively [121].
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any ID track. An ambiguity-solving procedure is applied to remove possible overlap between

the reconstructed electrons and photons [121]. Electron and photon objects to be used for

physics analyses are thus created after calibrating their energy.

Further quality criteria are applied on the identification of reconstructed electron objects,

to better discriminate real or prompt electrons against the so-called Fake/Non-Prompt (FNP)

electrons, i. e. objects originating from energy deposits of light-flavour hadronic jets and mis-

reconstructed as electrons. The identification criteria are extracted with a Likelihood (LH)

approach, which relies of relevant shower quantities as well as MC simulations of Z → ee

and J/ψ→ ee events [121]. Depending on the cut imposed on the LH discriminant and the

corresponding efficiency for identifying prompt electrons, different Working Points (WPs) are

defined: Loose, Medium and Tight. These correspond to efficiencies of 93%, 88% and 80%,

respectively, for electrons with ET = 40 GeV [120]. Figure 3.4 shows the measured efficiencies

for these WPs as functions of ET. All WPs have fixed requirements of the tracking criteria. Spe-

cifically the Medium and Tight WPs both require a hit in the innermost pixel layer, to reduce

the contamination from photon conversions. Additionally, a variation of the Loose WP – called

LooseAndBLayer – is introduced by also requiring a hit in the IBL [120].
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Figure 3.4: Efficiency for the LH-based identification of electrons measured in the data collected in 2015-2017, as
a function of the electron ET, for the three WPs: Loose (blue), Medium (red) and Tight (black). The lower panel
shows the ratio between data and MC. Statistical and systematic uncertainties are considered [121].

A further suppression of the contamination from the FNP electrons, particularly those

arising from the decay of heavy-flavour hadrons, is achieved by imposing quality requirements

on the isolation of electrons. In ATLAS, electron isolation WPs are defined with a fixed cut

of the energy deposited in a cone – usually of size ∆R = 0.2 – around the reconstructed ob-
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ject and measured from both the calorimeters and the ID. The calorimeter-based isolation

E cone20
T is extracted from the total calorimetric energy deposited within the cone subtracting

the particle energy and accounting for leakage and pile-up effects, whereas the track-based

isolation pvarcone20
T is computed by summing the pT of selected ID tracks within a the cone

centred around the electron track. Since tracks from the decay of heavy-flavoured particles can

be very close to the electron track, the track-based isolation uses a variable cone size, which

shrinks for very energetic electrons. Electron isolation WPs can then be defined considering

the cuts reported in Table 3.1). Figure 3.5 shows the measured isolation efficiency for the avail-

able WPs and for Medium identified electrons.

Table 3.1: Definition of the electron isolation WPs used in the analyses described here. The definition of other
available WPs can be found in [121].

WP name Calorimeter isolation Track isolation

Loose E cone20
T /pe

T < 0.20 pvarcone20
T /pe

T < 0.15

Tight E cone20
T /pe

T < 0.06 pvarcone20
T /pe

T < 0.06
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Figure 3.5: Efficiency of the different isolation WPs for electrons from inclusive Z → ee events measured in the data
collected in 2017, as a function of the electron ET. The electrons are required to fulfil the Medium selection from the
LH-based electron identification. The lower panel shows the ratio of the efficiencies measured in data and in MC.
Statistical and systematic uncertainties are considered [121].

Finally, the electric charge of the reconstructed electron is determined from the curvature

of the associated ID track. The charge can be misidentified as a result of the calorimeter cluster

being matched to the wrong track or from a mismeasurement of the curvature of the primary

electron track, especially for high-pT electrons, whose associated tracks tend to be straighter

(Figure 3.6a). However, the most likely cause for the mis-reconstruction of the electron charge,

can be traced back to bremsstrahlung emission and subsequent photon conversion to an elec-
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tron–positron pair (Figure 3.6b).

The presence of additional electrons and positrons in close proximity can cause the track

to be reconstructed from hits of primary and secondary electrons and positrons, which in turn

can result in a reconstructed matched electron track with the opposite curvature compared

to that of the primary electron. The probability for reconstructing these so-called Charge-Flip

(CF) electrons increases significantly with the amount of detector material traversed, hence, it

is higher for |η|≳ 2.0. In the ATLAS offline reconstruction the presence of CF electrons can be

reduced with an additional selection criterion based on the output discriminant of a Boosted

Decisions Tree (BDT), trained using simulated single-electron samples and relying on a set of

variables related to the electron cluster and track properties [120]. A selection requirement on

the BDT output is chosen such as to achieve an efficiency in selecting the correct charge of

97.77% in Z → ee MC events for electrons satisfying the Medium or Tight identification with

the Tight isolation requirement. Approximately 90% of the wrong-charge electrons with the

same identification and isolation requirements are thus rejected [121]. This specific selection

is available for the Loose WP of the ElectronChargeIDSelector (ECIDS) package [123].
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Figure 3.6: Schematic representation of the occurrence of the electron CF due to: (a) charge mis-reconstruction of
high track pT electrons, or (b) hard bremsstrahlung followed by photon conversion in the detector material.

Since photons have not been taken into account in any of the analyses included in this

thesis, the description of their identification and isolation criteria is not discussed here. Further

details can be found in [121].

Muons

In the ATLAS experiment the reconstruction of muon objects is based primarily on the match-

ing of the track information from the MS and the ID. Specifically, the reconstruction starts

from straight-line track candidates identified through a Hough transform [124] from hits in in-

dividual stations of the MS. These are then combined into muon track candidates by consider-
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ing the measured impact parameter and a parabolic trajectory in the magnetic field. Finally, a

global χ2 track fit is performed including the information from the ID and the calorimeters into

different types of muon reconstruction, depending on how such information is included [125].

Amongst these types, the Combined muon category is the one commonly used in physics ana-

lyses. It is obtained by performing a combined track fit within |η| < 2.5 on both the ID and MS

hits, taking also into account the energy lost by the muon in the calorimeters, thus improving

the measurement of the muon parameters.

Similarly to the electrons, WPs are introduced for the muon identification. The quantities

used to define each muon identification WP are based on: the number of different hits in the ID

layers and the MS stations, the global track fit parameters and variables useful to establish the

degree of compatibility of the individual measurements in the two detector sub-systems. Each

WP has a different efficiency in selecting prompt muons, but they are all designed to mainly

reject FNP muons from in-flight decay of light hadrons, which usually present themselves with

low-quality tracks. Amongst the main muon isolation WPs there are Loose, Medium and Tight,

whose measured efficiency has been reported in Figure 3.7.
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Figure 3.7: Efficiency for the reconstruction and identification of muons measured in with the full Run 2 dataset,
as a function of the muon pT, for the three WPs: Loose (yellow), Medium (red) and Tight (blue). The lower panel
shows the ratio between data and MC. Statistical and systematic uncertainties are considered [125].

Muon isolation WPs are designed to further reject FNP muons from heavy-flavour hadron

decays. Track-based, pvarcone30
T , and calorimeter-based isolation, E cone20

T , variables, computed

with the same procedure as that described in the electron case, are once again used to define

these WPs [125]. The definition of some of the muon isolation WPs used in this work has been

reported in Table 3.2. Combining selections on track-based and calorimeter-based isolations,

such as in the Loose and Tight WPs, generally results in a better performance. However, since

the track-based isolation is already largely independent of pile-up, thanks to the rejection of

tracks from pile-up vertices or with large impact parameter with respect to the primary vertex,

a higher isolation efficiency with an adequate purity can be achieved with the TightTrackOnly

WP.
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Table 3.2: Definition of the muon isolation WPs used in the analyses described here. The definition of other available
WPs can be found in [125].

WP name Calorimeter isolation Track isolation

Loose E cone20
T /pµ

T < 0.3 pvarcone30
T /pµ

T < 0.15

Tight E cone20
T /pµ

T < 0.15 pvarcone30
T /pµ

T < 0.04

TightTrackOnly - pvarcone30
T /pµ

T < 0.06

Jets and b-jets

The jet reconstruction is based on the lateral and longitudinal segmentation of the ECal and

HCal, which allows a three-dimensional reconstruction of the hadronic showers. Similarly

to the electron case, the inputs for the reconstruction are the topo-clusters. In order to ac-

count for the different response between hadronic and EM interaction, a local cluster weighting

scheme [126] is applied to each topo-cluster. Clustering algorithms are then used to identify

the bundles of the latter which represent the development of each hadronic jet. The anti-kT

algorithm [127] is a common choice to perform jet-clustering in the ATLAS experiment. It con-

sists on an iterative procedure which bundles topo-clusters together mainly based on their dis-

tance. Another jet reconstruction scheme, called the particle flow algorithm [128], employs

topo-clusters as well as ID tracks, in the attempt to reconstruct the development of the had-

ronic shower itself in the detector. Henceforth, jets reconstructed by means of the anti-kT al-

gorithm will referred to as EMTopo jets, whereas jets reconstructed through the particle flow

algorithm will be called PFlow jets.

For the purpose of suppressing the impact of pile-up in the jet reconstruction the Jet Vertex

Tagger (JVT) algorithm [129] is employed. It is based on a Multi-Variate Analysis (MVA) which

aim to maintain the hard-scatterer jet efficiency as stable as possible as a function of the recon-

structed number of vertices, using as inputs different track-based variables. Specific cuts on

the output score of the JVT algorithm as well as optimised pT and η ranges are used to define

WPs, depending on the method used to reconstruct jets [130].

The ability to discriminate between a jet which originates from a b-hadron, referred to as

a b-jet, against that coming from a light hadron, or light jet, is of crucial importance in many

physics analyses both for SM precision measurements and for BSM searches. Dedicated b-

tagging algorithms exploit the relatively long lifetime of b-hadrons, which can travel a few

hundred µm in the ID before decaying, thus resulting in a secondary vertex displaced from the

primary hard-scatter collision point. The ATLAS experiment makes use of dedicated b-tagging

algorithms based on the measurements on the ID tracks, the interaction vertices and the prop-

erties of the reconstructed jets [131]. For this purpose only central jets, with |η| < 2.5, with

at least two associated tracks are considered for b-tagging. In the analyses described in this

thesis, two different b-tagging algorithms have been used: MV2c10 [132] and DL1r [133]. The

former is based on a BDT discriminant and it is the default choice for EMTopo jets, whereas

the latter uses deep feed-forward NNs and it currently the recommended b-tagging algorithm



3.3 ATLAS event reconstruction 69

for PFlow jets. For either of these algorithms a set of WPs are defined depending on the level of

efficiency for selecting b-jets. These correspond to 60%, 70%, 77% and 85% efficiencies for jets

with pT ≥ 20 GeV , |η| < 2.5, and that pass the JVT criteria.

Taus

The reconstruction of hadronically-decaying taus in the ATLAS experiment starts from the iden-

tification of candidates from clusters in the HCal. Information from ID tracks are taken into ac-

count to form MVA discriminants to reject misidentified QCD jets and electrons. On the other

hand, leptonically-decaying taus can be identified by the presence in the final state of electrons

and muons, which are in turn reconstructed with the procedures described earlier in this Sec-

tion. As the analyses described in this these do not target taus in the final state, further details

about their reconstruction and identification are not reported here, but can be found in [134].

Missing transverse momentum

The reconstruction the missing transverse momentum is challenging because it involves all

detector subsystems and requires the most complete and unambiguous representation of the

hard interaction, whilst limiting the impact of pile-up. Two different terms contribute to the

reconstruction of the final value of the E miss
T of each event: the hard-event signal comprised

of the fully reconstructed and calibrated particles and jets, and the soft-term consisting of all

reconstructed charged particle tracks associated with the primary vertex but not with any of the

hard objects [135]. The computation of the E miss
T for each event then follows from Equation 2.6

of Section 2.2.1:

E miss
T =

∣∣∣∣∣∣∣∣∣ − ∑
i∈{hard
objects}

p⃗ i
T − ∑

j∈{soft
signals}

p⃗ j
T

∣∣∣∣∣∣∣∣∣ . (3.2)

The hard objects that enter the E miss
T calculation include electrons, muons, photons,

hadronically-decaying taus and jets. They are required to be fully reconstructed and calibrated,

without imposing any further requirements of their identification and isolation. On the other

hand, all ID tracks entering the soft-term must satisfy reconstruction quality and kinematic se-

lections: pT > 400 MeV , |d0| < 1.5mm and |z0 sinθ| < 1.5mm. Moreover, any overlap between

these charged tracks and the remaining objects is ensured by requiring them to have sufficient

angular separation from the latter: ∆R(track,e-/γcluster) > 0.05 and ∆R(track,τhad) > 0.2.

3.3.3 Overlap removal

Given the procedures for the reconstructions described above, it is possible that overlaps may

occur between two objects. Together with the double-counting of physics objects sharing sim-

ilar features – i.e. an electron can be also identified as a photon or a jet – the main causes for

overlap can be traced back to the energy leakage from the ECal to the HCal and semi-leptonic
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decays within jets. A specific Overlap Removal (OvR) procedure is employed to solve ambigu-

ities between object in close vicinity to one another. The priority in which the order of the OvR

is established depends on the specific requirements of each physics analysis. For the analyses

described in this thesis, which target final states with electrons and muons in the final state the

following procedure is used:

1. Electrons overlapping with muons within ∆R < 0.01 are discarded, as they are likely con-

structed from the muon energy deposited in the calorimeter or FSR off the muon;

2. Non b-tagged jets close to an electron within ∆R < 0.2 are rejected;

3. Jets with less than three tracks close a muon within ∆R < 0.4 are also rejected;

4. Electrons or muons are discarded if they overlap with a jet within a pT-dependent cone

of size∆R = min{0.4, A+B/pT(ℓ)[GeV ]}, where A and B are analysis-specific parameters;

5. In some specific cases (see Section 4.2.1), the electron with the lowest pT in electron pairs

is rejected as it likely originates from radiation emitted from the other.

Analysis objects

The set of object definitions, including the choice of WPs when relevant, make up the pool of

objects that is ultimately considered in a physics analysis, after passing the OvR selection dis-

cussed above. In particular, identification and isolation criteria for electrons and muons serve

as an effective initial suppression of the contribution from FNP leptons which would otherwise

affect the analysis.

Regarding electrons and muons, two levels of object definition are usually taken into con-

sideration in an analysis: a lepton selection with looser criteria, called baseline selection, and

a tighter definition, which identifies signal leptons from a subset of those passing the baseline

criteria. Signal leptons are those used in the definitions of the search regions (Sections 4.2.5

and 5.2.4), whilst baseline leptons are used to perform background-related studies, especially

concerning the data-driven estimation of the contribution of FNP leptons (Sections 4.3.5 and

5.3.2).

Depending on the targeted final state the optimal choices of object definition criteria is

defined. Details of the final choice of the object definition for each of the analyses described in

this thesis will be given in the corresponding Chapters (Sections 4.2.1 and 5.2.1).
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4SEARCH FOR χ̃
±
1 χ̃

0
2 DECAYING

TO SAME-SIGN LEPTON PAIRS

VIA INTERMEDIATE W AND

HIGGS BOSONS

This Chapter presents the search for χ̃
±
1 χ̃0

2 production through their R-Parity-conserving de-

cays to final states containing two light leptons (electrons o muons) of the same electrical

charge (ℓ±ℓ±, with ℓ = e,µ), as well as E miss
T and possibly light jets. Intermediate states with

W and Higgs (h) bosons are considered. The dataset taken into account is that collected dur-

ing the full Run 2 with 139 fb−1. A search targeting the same production model in the same final

state was previously carried out in the ATLAS Collaboration using the early Run 2 dataset with

36.1 fb−1. The analysis presented in this Chapter significantly extends and supersedes the one

in Reference [57].

I am the leading analyser for this search. I have personally carried out the vast majority of

the work for this analysis, including: development and maintenance of the analysis framework

used to process and analyse MC and data samples; definition of the event selections based

on cuts on relevant kinematic quantities to discriminate the targeted SUSY signal from the

SM background processes; study of the composition of the SM background contributions and

data-driven estimation of the relevant background processes; evaluation of detector-related

and theoretical systematic uncertainties; statistical interpretation of the results.

The results of this analysis have been made public by the ATLAS Collaboration and can be

found in Reference [136]. Unless specifically stated, all the plots, tables and results presented

in this Chapter, including those taken from [136], have been personally produced by me.

4.1 Targeted SUSY scenario

The simplified model targeted with this search, referred to as the W h-SS model, is represented

in the diagram in Figure 4.1.

In the W h-SS model, both χ̃±1 and χ̃0
2 are assumed to be almost purely Wino-like, mass-

degenerate (mχ̃±
1 /χ̃

0
2

.= mχ̃±
1
= mχ̃0

2
), and to decay with a 100% BR to a stable χ̃

0
1 and SM W or h

bosons (i. e. χ̃
±
1 →W ±χ̃0

1 and χ̃
0
2 → hχ̃

0
1). The two χ̃

0
1 in the final state are in turn assumed to be
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Figure 4.1: Diagram for the production mechanism of the W h-SS model.

mostly Bino-like and also the LSPs. The same-sign lepton final state in this scenario arises from

taking into account all possible decays of the SM Higgs boson, especially to W +W − or τ+τ−,

which in turn decay leptonically.

The W h-SS model is studied by considering a set of so-called signal mass points (consti-

tuting a signal grid), each requiring a specific choice for mχ̃±
1 /χ̃

0
2

and mχ̃0
1
. Henceforth, the fol-

lowing notation will be used to indicate each mass point: W h (mχ̃±
1 /χ̃

0
2
,mχ̃0

1
). For instance, the

mass point with mχ̃±
1 /χ̃

0
2
= 300 GeV and mχ̃0

1
= 100 GeV will be referred to as W h (300,100).

Mass points in the signal grid (Figure 4.2) have been chosen to explore the kinematic prop-

erties of the W h-SS model as a function of mχ̃±
1 /χ̃

0
2

and mχ̃0
1
. An important parameter is the

mass-splitting between the χ̃
±
1 /χ̃

0
2 and χ̃

0
1 masses, ∆mSig = mχ̃±

1 /χ̃
0
2
−mχ̃0

1
.
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Figure 4.2: Signal grid used in the W h-SS analysis.

To ensure the intermediate W and Higgs bosons to be on-shell, all mass points are required

to be have∆mSig greater than the Higgs boson mass (i. e. ∆mSig ≥ mh), which represent the kin-
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ematic limit of the W h-SS model. The kinematics of the particles in the final state is strongly

affected by the value of ∆mSig considered. In particular, in the so-called “compressed” region,

i. e. for mh ≤∆mSig ≲ 200 GeV , lower pT objects are observed. Here, small variations of ∆mSig

are expected to significantly change the kinematics of the final state, as they affect the energy

and the momentum of the observed particles. For this reason, as shown in Figure 4.2, the “gran-

ularity” of the chosen signal grid increases moving closer to the kinematic limit.

MC samples for each mass point have been generated from LO matrix-elements using the

MadGraph generator interfaced with PYTHIA8 and EvtGen for the PS modelling. In order to

increase the sensitivity of the search in the W h-SS model, signal events are generated with at

least two light leptons with truth-level pT ≥ 7 GeV . Dedicated generator filter efficiencies are

accounted for in the appropriate rescaling of the signal samples for the considered integrated

luminosity.

4.2 Analysis strategy

4.2.1 Object definitions

The targeted final state in the W h-SS analysis requires to reconstruct events with: electrons,

muons, E miss
T , and jets. The baseline collection of electrons and muons used in this analysis is

composed by all reconstructed leptons passing the OvR procedure described in Section 3.3.3.

Signal electrons and signal muons are selected from the baseline collection after imposing

tighter criteria, especially for what concerns the lepton identification and isolation. The full

list of cuts in the baseline and signal lepton definitions for the W h-SS analysis have been re-

ported in Table 4.1.

Table 4.1: Summary of the electron and muon selection criteria used in the W h-SS analysis. Signal leptons criteria
are applied on top of the baseline cuts.

Baseline electrons Baseline muons

Acceptance pT ≥ 10 GeV , |η| < 2.47 pT ≥ 10 GeV , |η| < 2.5

Crack veto |η| ∉ [1.37,1.52] -

Identification WP LooseAndBLayer Medium

Impact parameter |d0/σ(d0)| < 5.0, |z0 · sin
(
θ
)| < 0.5mm |z0 · sin

(
θ
)| < 0.5mm

Signal electrons Signal muons

Acceptance |η| < 2.0 -

Identification WP Medium -

Isolation WP Tight TightTrackOnly

Impact parameter - |d0/σ(d0)| < 3.0

ECIDS 97% efficiency WP -

Specific requirements are applied to suppress the occurrence of CF electrons. Baseline elec-

trons falling in the crack region of the ECal (see Section 2.2.4) are vetoed as well as signal elec-

trons at forward pseudorapidities (|η| ≥ 2). These cuts are effective since they remove events
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with electrons traversing a larger portion of the detector material, for which there is a higher

probability for bremsstrahlung emission, thus with a more significant contribution from the

CF background. The CF contribution is further suppressed by requiring all signal electrons to

pass the selection of the ECIDS tool.

The definition of baseline jets, signal jets and signal b-jets has been reported in Table 4.2.

Baseline jets are required to be PFlow jets. Signal jets must pass the baseline criteria and the

JVT selection (Section 3.3.2). Finally, the b-jet collection comprises all central (|η| < 2.5) signal

jets which pass the b-tagging criteria imposed using the DL1r tagger and its 70%-efficiency WP.

Table 4.2: Summary of the jet selection criteria used in the W h-SS analysis.

Baseline jets

Collection PFlow

Acceptance pT ≥ 20 GeV , |η| < 4.5

Signal jets

Acceptance pT ≥ 20 GeV , |η| < 2.8

JVT Tight WP for pT < 60 GeV , |η| < 2.4

Signal b-jets

Acceptance pT ≥ 20 GeV , |η| < 2.5

b-tagger DL1r, 70% efficiency WP

Loose, Tight and Loose-Not-Tight lepton definitions

In the W h-SS analysis, additional lepton definition categories, besides the baseline and signal

collections, are used for the estimation of the SM background, which is further discussed in

Section 4.3. These are:

• Tight lepton selection (indicated with T ), which is usually the same as the signal lepton

definition chosen for the analysis;

• Loose lepton selection (indicated with L), usually obtained from the tight lepton collec-

tion after loosening or removing completely the requirements of the lepton identification

and/or isolation, thus propagating more FNP leptons into this sample;

• Loose-Not-Tight lepton selection (indicated with T ), complementary to the Tight selec-

tion and obtained from the leptons passing the Loose criteria but failing the Tight criteria,

so that L = T ∪T .

The cuts used to define the Tight and Loose collections are reported in Table 4.3. The Tight

lepton collection has been chosen to be the the same as the signal lepton collection, since

that is the main target of the W h-SS analysis. The Loose collection includes leptons satisfying

the baseline criteria and, in addition, |d0/σ(d0)| < 3.0 for muons, |η| < 2.0 and the ECIDS for

electron, in order to match the acceptance of signal leptons. Consequently, the Loose-Not-

Tight lepton collection is obtained from the signal/Tight leptons by requiring them to fail either



4.2 Analysis strategy 75

the signal identification and/or isolation criteria, thus increasing the probability for a Loose-

Not-Tight lepton to be FNP.

Table 4.3: Summary of the Tight and Loose selection criteria for electron and muon used in the W h-SS analysis.
The Loose-Not-Tight collection is obtained by requiring the leptons to pass the Loose criteria and to fail the Tight
criteria.

Tight electrons Tight muons

Collection Signal Signal

Loose electrons Loose muons

Collection Baseline Baseline

Acceptance |η| < 2.0 -

Impact parameter - |d0/σ(d0)| < 3.0

ECIDS 97% efficiency WP -

4.2.2 Trigger selection

Data and MC events in the W h-SS analysis are selected if they satisfy a trigger selection which is

primarily based on the logical OR between di-lepton trigger chains. The requirement of passing

the set of the di-lepton triggers, listed in Table 4.4, enhances the sensitivity of the search to

final states with two light leptons (ee, eµ, µµ). Moreover, the di-lepton trigger chains chosen

represent the set of available un-prescaled triggers with the lowest pT thresholds for each year

of the data-taking in Run 2.

Table 4.4: Summary of the di-lepton trigger chains used in the W h-SS analysis.

Year Flavour Di-lepton trigger chains

ee HLT_2e12_lhloose_L12EM10VH

2015 eµ HLT_e17_lhloose_mu14

µµ HLT_mu18_mu8noL1

ee HLT_2e17_lhvloose_nod0

2016 eµ HLT_e17_lhloose_nod0_mu14

µµ HLT_mu22_mu8noL1

2017-2018

ee
HLT_2e17_lhvloose_nod0_L12EM15VHI ||

HLT_2e24_lhvloose_nod0

eµ HLT_e17_lhloose_nod0_mu14

µµ HLT_mu22_mu8noL1

Additionally, the following trigger chains, which select events based on their E miss
T , have also

been considered: HLT_xe70 (for the 2015 dataset); HLT_xe90/100/110_mht_L1XE50 (for 2016);

HLT_xe110_pufit_L1XE55 (for 2017); HLT_xe110_pufit_xe70_L1XE50 (for 2018). The logical

OR between the di-lepton triggers (Table 4.4) with these E miss
T trigger chains is applied only for

events with E miss
T ≥ 250 GeV . This choice, in general, has been found to achieve approximately

a 100% trigger efficiency for events with E miss
T ≥ 250 GeV , especially for analyses targeting a

same-sign signature. In the W h-SS analysis, a small contribution is expected from events with
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E miss
T ≥ 250 GeV from the corresponding signals, and no significant change has been found

compared to requesting events to pass the di-lepton trigger chains alone. However, since the

W h-SS search is part of an analysis group targeting other EWK SUSY searches with a same-sign

signature and no disadvantage has been observed from using E miss
T triggers as well, the trigger

strategies have been harmonised.

4.2.3 Standard Model background processes

In the initial stages, the W h-SS analysis has relied only on MC simulations for the SM back-

ground. In general, MC simulations for these SM events have been generated with NLO accur-

acy.

Considering the targeted same-sign lepton final state, SM backgrounds are grouped into

two categories:

• Irreducible backgrounds: SM processes with two same-sign real/prompt leptons;

• Reducible backgrounds: SM processes which contribute to the final state by means of the

presence of at least one FNP lepton or CF or electrons from photon conversion.

The following SM processes contributing to the targeted final state have been considered.

Di-boson (VV ) The di-boson backgrounds refers to the SM production of two vector bo-

sons, V = W, Z . MC samples are generated using SHERPA including effects deriving from off-

shell production of gauge bosons and Higgs boson production contributions [137]. Only fully

leptonic decays and, hence, final states are taken into account. Amongst these the W Z → ℓℓℓν

process is the main source of SM background in the W h-SS search (Section 4.3.1). Addition-

ally, processes involving the production of leptonically-decaying vector boson pairs in asso-

ciation with two jets are considered. The most relevant process for the W h-SS search which

falls into this category is the production of a pair of same-sign W bosons, W ±W ±. To this pro-

cess, which has been observed by the ATLAS [138] and CMS Collaborations [139], contribute

production mechanisms which involve the radiation of W bosons off quarks and Vector Boson

Scattering (VBS) scenarios. In what follows the di-boson backgrounds are generally categorised

according to the number of light, charged leptons in the final state: V V (1ℓ), V V (2ℓ), V V (3ℓ),

and V V (4ℓ).

Tri-boson (VVV ) As in the di-boson production case, tri-boson MC samples are used to es-

timated the contribution from SM processes involving the production of three vector bosons,

V = W, Z [137]. They are once generated using SHERPA and take into account only leptonic

decays of the W and Z bosons, e. g. W W W → 3ℓ+3ν.
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tt+V Another relevant source of background comes from the production of t t̄ in association

with a vector boson, V =W, Z [140]. These events are generated with the aMC@NLO extension of

MadGraph, interfaced with PYTHYA8 and EvtGen.

V+jets (W+jets, Z+jets) Single vector boson production in association with jets [141] is also

considered as a SM background source. SHERPA is used to generate this processes in which

only leptonic decays of the gauge boson are considered, i. e. W ± → ℓ±ν and Z → ℓ±ℓ∓ with

ℓ= e,µ,τ. These processes contribute to a same-sign lepton final state because of the presence

of FNP leptons or of CF events (from Z +jets).

tt Semi-leptonic and fully leptonic decays of the t t̄ process [142] are also taken into account

as a SM background source in the W h-SS analysis. This background is simulated with MC

samples generated with POWHEG interfaced with PYTHYA8 and EvtGen. The t t̄ process contrib-

utes in phase-spaces with same-sign leptons via FNP leptons and CF.

Single-top Single-top production [143] in association with other quarks in the final state, is

also considered. As for the t t̄ production, MC samples are generated with POWHEG interfaced

with PYTHYA8 and EvtGen. Finally, single-top is one of the sources of FNP leptons in the W h-SS

search.

SM processes including W Z (or V V (3ℓ)), W ±W ± (same-sign V V (2ℓ)), t t̄ +V , V V (4ℓ) and

V V V belong to the irreducible background category. On the other hand, t t̄ , W +jets, Z +jets,

single-top, V V (1ℓ), and opposite-sign V V (2ℓ) are generally reducible backgrounds.

4.2.4 Discriminant variables used in the W h-SS analysis

Different kinematic variables are used to achieve a discrimination between the considered

SUSY signals and the SM backgrounds. The missing transverse momentum, E miss
T , already

defined in Equation 3.2 is one of such discriminants, since SUSY signals may yields a consider-

able amount of E miss
T from the undetected LSPs in the final state. The other variables used are

described in what follows.

Emiss
T significance The E miss

T significance, or Sig(E miss
T ), measures the degree with which the

reconstructed E miss
T in an event is consistent with the “real” transverse energy from undetec-

ted particles, and not with momentum resolution and particle identification effects [144]. As

opposed to SUSY signal events, in which real E miss
T comes mainly from the LSPs, thus result-

ing in high Sig(E miss
T ), many SM backgrounds have complex final states which may yield small

Sig(E miss
T ) values.
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Invariant mass In a system with two or more object system it is possible to define the invari-

ant mass as follows:

mINV =
√√√√(∑

i
Ei

)2

−
∣∣∣∣∣∑

i
p⃗i

∣∣∣∣∣
2

(4.1)

where the index i runs over all the objects considered, whereas Ei and p⃗i are the energy and

momentum of each object. In the W h-SS analysis, invariant masses are used for di-lepton

systems (mℓℓ), tri-lepton systems (mℓℓℓ), and di-jet systems (mjj), as follows:

mℓℓ =
√(

Eℓ1 +Eℓ2

)2 − ∣∣p⃗ℓ1 + p⃗ℓ2

∣∣2, (4.2)

mℓℓℓ =
√(

Eℓ1 +Eℓ2 +Eℓ3

)2 − ∣∣p⃗ℓ1 + p⃗ℓ2 + p⃗ℓ3

∣∣2, (4.3)

mjj =
√(

E j et1 +E j et2

)2 −
∣∣∣p⃗ j et1 + p⃗ j et2

∣∣∣2
. (4.4)

Transverse mass The transverse mass of a lepton ℓ and the E miss
T in the event is computed as:

mT

(
ℓ, E miss

T

)
=

√
2pℓ

TE miss
T

(
1−cos∆φ(ℓ,E miss

T )
)
, (4.5)

where ∆φ(ℓ,E miss
T ) is the azimuthal angular separation between the lepton and E miss

T . For

W → ℓν events, this variable has a peak at the end-point of its distribution, corresponding to

mT ∼ mW [145]. In SUSY events, in which E miss
T comes from the LSPs and the mother particle is

usually much heavier than the W boson – e. g. χ̃
±
1 – the distribution of mT will spread to values

greater than mW – reflecting the presumably higher mass of the mother particle – thus making

the threshold mT > mW is an effective cut for suppressing the SM background. In the W h-SS

analysis, an useful variable is obtained by taking the minimum of the mT calculated with each

of the two leptons, referred to as mmin
T :

mmin
T = min

{
mT

(
ℓ1, E miss

T

)
, mT

(
ℓ2, E miss

T

)}
. (4.6)

Stransverse mass For events in which a pair of heavy mother particles each decay into a vis-

ible (e. g. leptons, jets) and an invisible system (thus contributing to the E miss
T ), the stransverse

mass, mT2 [145], can be defined. In the case of the W h-SS analysis, mT2 is computed from the

two leptons and the E miss
T as follows:

mT2 = min
qT

{
max

[
mT

(
ℓ1, q⃗T

)
,mT

(
ℓ2, p⃗miss

T − q⃗T

)]}
. (4.7)

It can be shown that the distribution of mT2 has an end-point corresponding to the mass of

one of the heavy mother particles. Therefore, for most SM backgrounds mT2 ≲ mW holds, as

opposed to SUSY processes which, similarly to mT, can spread to much higher values of mT2

due to the presence of the very heavy χ̃
±
1 and χ̃

0
2.
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4.2.5 W h-SS event selections

The event selection of the W h-SS search is based on the so-called cut-and-count approach,

which consists on designing regions enriched in events of the targeted SUSY models, called

Signal Regions (SRs), by applying selection criteria, or “cuts”, on relevant kinematic variables.

The values of these cuts are chosen in a procedure referred to as SR optimisation, in which a

value of a cut is chosen if it maximises the expected significance Zn [146] with respect to the

background contribution. Zn is calculated with the ROOT toolkit taking into account the expec-

ted signal yields and the total background uncertainty, indicated with a flat envelope on the

expected background fluctuation (e. g. 30%). A fundamental point followed in the definition of

the different SRs in the optimisation procedures, is to make sure that the SRs are orthogonal to

each other, which is to say that no kinematic overlap can exist between them. Before any other

event selection is applied, events are requested to pass an initial preselection summarised in

Table 4.5.

Table 4.5: Summary of the preselection cuts used in the W h-SS analysis.

Variable Preselection cut

nBL
ℓ

= 2

nSignal
ℓ

= 2

pℓ1
T , pℓ2

T [GeV ] ≥ 25, 25

Charge(ℓ1,ℓ2) ++ or −−
njets ≥ 1

nb−jets = 0

E miss
T [GeV ] ≥ 50

In the preselection, events are required to have exactly two light, leptons (e or µ) of the

same electric charge. This required must be true both at baseline (nBL
ℓ

= 2) and signal level

(nSignal
ℓ

= 2) 1. This helps to achieve good, initial background rejection, especially for what

concerns the FNP contribution. The lower threshold for the pT of both leptons has been set

at 25 GeV to match that imposed in the di-lepton trigger used (Table 4.4). Events with any

b-tagged jets are vetoed (nb−jets = 0) in order to suppress the top-related SM backgrounds (e. g.

t t̄ and t t̄ +V ), whereas the E miss
T ≥ 50 GeV cut effectively rejects the background from Z +jets

and Drell-Yan [147] processes. The W h-SS search is carried out independently in the three

flavour channels: e±e±, e±µ±, µ±µ±. This has been done to exploit differences in the SM back-

ground composition (Section 4.3.1) and, therefore, to achieve higher sensitivity for the whole

search when statistically combining the results of each orthogonal SR.

For the SR optimisation, four benchmark signal points have been chosen out of the avail-

able W h-SS grid (Figure 4.2): W h (177.5,47.5), W h (202.5,72.5), W h (300,100) and W h (400,0).

The first two lay at the edge of the kinematic limit ∆mSig ≳ mh , whereas the other are used to

1 An additional cut on the lepton multiplicity (nComb
ℓ

= 2) has been imposed for leptons satisfying the the require-
ments listed in Table 6.2 and before passing the OvR, in order to guarantee the orthogonality with other analyses
taking part in the EWK combination effort, which will be discussed in Chapter 6.
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explore the signal significance for signals with progressively higher ∆mSig, which are therefore

expected to be characterised by higher pT leptons and E miss
T .

An effective tool to perform the SR optimisation is provided by the so-called “N-1 plots”.

An N-1 plot shows the distribution of a certain kinematic variable used in an event selection

and obtained by applying all the desired cuts except for the one on the variable being plot-

ted. Through this method it is possible to establish that, of the considered variables, the most

powerful discrimination between signal and SM background is given by the mT2 (Equation 4.7).

Figure 4.3 shows the mT2 distributions for each flavour combination at preselection.

Setting the lower threshold mT2 ≥ 80 GeV allows to suppress the main SM background con-

tributions, especially from W Z , W +jets and t t̄ . Whilst this cut is very effective for achieving a

higher Zn, most of the signal statistics have low mT2 and would, especially for signals whose

∆mSig is closer to the kinematic limit (Figure 4.3). The evident positive correlation (Figure 4.4)

between mT2 and mmin
T (see Section 4.2.4) is exploited to recover the sensitivity which would be

otherwise lost if only high mT2 SRs were to be considered. This allows to define the two main

SR categories of the W h-SS search, here referred to as SRW h
high-mT2

and SRW h
low-mT2

, as shown in

Figure 4.4.

Furthermore, for low ∆mSig signals and in events with mT2 < 80 GeV it is possible to in-

crease the Zn by requiring mmin
T ≥ 100 GeV , as shown in Figures 4.4 and 4.5. In both SRW h

high-mT2

and SRW h
low-mT2

it is possible to further suppress the SM background, especially the Z +jets pro-

cesses in the e±e± channel, by requiring a lower threshold on the E miss
T significance, as shown

in Figure 4.6. This stems from the fact that, e. g. in the case of Z +jets, given the absence of

neutrinos in the final state, no real E miss
T is expected and therefore low E miss

T significance, as

opposed to the SUSY signals. The SRW h
high-mT2

category is found to be the one with the highest

sensitivity for the W h-SS search. In order for this search to be simultaneously sensitive to dif-

ferent ∆mSig signals, three independent bins are considered, each with increasing values of

E miss
T , as represented in Figure 4.7: SRW h

high-mT2
-1 targets low∆mSig, SRW h

high-mT2
-2 moderate∆mSig

and SRW h
high-mT2

-3 high ∆mSig.

Finally, in SRW h
high-mT2

and SRW h
low-mT2

the signal significance can be further increased by sup-

pressing the contribution from the W ±W ± background. As this process is expected to be ac-

companied by the presence of two relatively energetic and collimated light jets, the bulk of

corresponding events are characterised by high di-jet invariant mass, mjj. Therefore, the cut

requiring mjj < 350 GeV is found to increase Zn. In this case, mjj is artificially set to zero for

events with only one jet, to guarantee that they would fall into the SRs acceptance.

A summary of the definitions of the twelve orthogonal SRs – considering all the flavour and

E miss
T bins – taken into consideration for the W h-SS search is reported in Table 4.6.
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Figure 4.3: N-1 plots showing the distributions of mT2 for events passing the preselection of the W h-SS ana-
lysis (Table 4.5) and in the three flavour channels: (a) e±e±, (b) e±µ±, and (c) µ±µ±. Contributions from MC
are shown for the relevant SM background processes and four benchmark signal mass points: W h (177.5,47.5),
W h (202.5,72.5), W h (300,100) and W h (400,0). Only statistical uncertainties from the MC backgrounds are shown.
The lower panel shows the value of the sensitivity Zn (calculated considering 30% as a total uncertainty on the back-
ground) as a function of the different choice of a lower cut threshold on mT2, for the four signal mass points. The
arrows show the cut that has been chosen, namely mT2 ≥ 80 GeV .
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Figure 4.4: Correlation between mmin
T and mT2 for (a) W h (202.5,72.5) and (b) SM W Z in the e±µ± channel of

the W h-SS preselection (Table 4.5). The red lines graphically show the cut chosen for the separation between
SRW h

high-mT2
and SRW h

low-mT2
.
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Figure 4.5: N-1 plots showing the distributions of mmin
T for events passing the preselection of the W h-SS analysis

(Table 4.5), mT2 < 80 GeV , and in the three flavour channels: (a) e±e±, (b) e±µ±, and (c) µ±µ±. Contributions from
MC are shown for the relevant SM background processes and four benchmark signal mass points: W h (177.5,47.5),
W h (202.5,72.5), W h (300,100) and W h (400,0). Only statistical uncertainties from the MC backgrounds are shown.
The lower panel shows the value of the sensitivity Zn (calculated considering 30% as a total uncertainty on the
background) as a function of the different choice of a lower cut threshold on mmin

T , for the four signal mass points.

The arrows show the cut that has been chosen, namely mmin
T ≥ 100 GeV .
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(c) µ±µ± channel

Figure 4.6: N-1 plots showing the distributions of the E miss
T significance for events passing the preselection of the

W h-SS analysis (Table 4.5), mT2 ≥ 80 GeV , and in the three flavour channels: (a) e±e±, (b) e±µ±, and (c) µ±µ±.
Contributions from MC are shown for the relevant SM background processes and four benchmark signal mass
points: W h (177.5,47.5), W h (202.5,72.5), W h (300,100) and W h (400,0). Only statistical uncertainties from the
MC backgrounds are shown. The lower panel shows the value of the sensitivity Zn (calculated considering 30% as a
total uncertainty on the background) as a function of the different choice of a lower cut threshold on E miss

T signific-

ance, for the four signal mass points. The arrows show the cut that has been chosen, namely Sig(E miss
T ) ≥ 7.
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(c) µ±µ± channel

Figure 4.7: N-1 plots showing the distributions of E miss
T for events passing the preselection of the W h-SS analysis

(Table 4.5), mT2 ≥ 80 GeV , Sig(E miss
T ) ≥ 7 and in the three flavour channels: (a) e±e±, (b) e±µ±, and (c) µ±µ±. The

arrow indicate the choices for the three E miss
T bins chosen for SRW h

high-mT2
. Contributions from MC are shown for

the relevant SM background processes and four benchmark signal mass points: W h (177.5,47.5), W h (202.5,72.5),
W h (300,100) and W h (400,0). Only statistical uncertainties from the MC backgrounds are shown. The lower panel
shows the value of the sensitivity Zn (calculated considering 30% as a total uncertainty on the background) as a
function of the different choice of a lower cut threshold on E miss

T , for the four signal mass points.
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(c) µ±µ± channel

Figure 4.8: N-1 plots showing the distributions of mjj for events passing the selection of SRW h
low-mT2

. Contribu-

tions from MC are shown for the relevant SM background processes and four benchmark signal mass points: W h
(177.5,47.5), W h (202.5,72.5), W h (300,100) and W h (400,0). Only statistical uncertainties from the MC back-
grounds are shown. The lower panel shows the value of the sensitivity Zn (calculated considering 30% as a total
uncertainty on the background) as a function of the different choice of a upper cut threshold on mjj, for the four
signal mass points. The arrows show the cut that has been chosen, namely mjj < 350 GeV .
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Table 4.6: Summary of the selection criteria for the SRs targeting the W h-SS model. Every SR is split into three
orthogonal flavour channels (ee, eµ, µµ) according to the flavour of the two leptons. SRW h

high-mT2
-i is further split in

three E miss
T bins, indicated with the index i = 1,2,3. Preselection criteria (Table 4.5) are applied to all regions.

Selection requirements for the SRs targeting the W h-SS model

Variable
SRW h

high-mT2
-i SRW h

low-mT2

-ee -eµ -µµ -ee -eµ -µµ

W h-SS preselection Applied

mT2 [GeV ] ≥ 80 < 80

mmin
T [GeV ] - ≥ 100

E miss
T significance ≥ 7 ≥ 6

mjj [GeV ] < 350

Flavour/charge e±e± e±µ± µ±µ± e±e± e±µ± µ±µ±

i = 1 : ∈ [75,125]

E miss
T [GeV ] i = 2 : ∈ [125,175] ≥ 50

i = 3 : ≥ 175

4.3 Standard Model background estimation

This section is devoted to the description of the procedure which has been followed to estimate

the SM background contribution in the SRs. A precise estimation of SM background is of crucial

importance for the search for BSM phenomena.

Detector and pile-up effects as well as a not precise prediction of the cross-sections may af-

fect the modelling of the irreducible background processes from W Z and W ±W ±. Therefore, in

the W h-SS analysis, their estimation relies on MC simulation which are “corrected” by means

of a semi-data-driven approach. Specifically, the predicted event yields from MC of the W Z

and W ±W ± processes are normalised to data in dedicated Control Regions (CRs), scaling them

by a suitable Normalisation Factor (NF). The normalised contribution from each background is

then validated in specific Validation Regions (VRs), which are designed to cover a phase space

kinematically closer to the SRs then the corresponding CRs (Section 4.3.2). All CRs, VRs and

SRs of the W h-SS analysis are required to be orthogonal with respect to one another.

On the other hand, the modelling of reducible backgrounds with FNP or CF leptons is often

not reliable in MC simulations, especially in the phase spaces targeted by SRs. Hence, dedic-

ated data-driven techniques are used for their estimation, which are further described in Sec-

tions 4.3.3 and 4.3.5. For this purpose, a precise knowledge of the composition of the types of

leptons contributing to each SM process is required (Section 4.3.1). VRs are once again used to

validate the data-driven estimation of the FNP and CF backgrounds (Section 4.3.6).

The background estimation strategy used in the W h-SS analysis is summarised in Table 4.7.

The final estimation of each background source is achieved when performing the so-called

background-only fit, which will be described in more details in Section 4.5.1. The fit takes as an

input the number of events of the irreducible backgrounds from MC and the data-driven yields
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of the reducible backgrounds in every CRs, VRs and SRs.

Table 4.7: Overview of the background estimation techniques used to estimate the various SM background pro-
cesses of the W h-SS analysis. The “Other” category includes all remaining irreducible backgrounds (mainly from
V V (4ℓ) and V V V ).

Process Estimation method

W Z , W ±W ± MC, normalised in CR

FNP, CF Data-driven

t t̄ +V , Other MC

4.3.1 Standard Model background composition

In order to properly estimate the contribution of the reducible and irreducible sources SM

backgrounds in the SRs of the W h-SS analysis, it is necessary to assess the measure of their

contribution – i. e. the relative yield of each background source in each region, hereafter re-

ferred to as their background composition – and how well they are modelled in MC.

As the distinction between background sources is based on the origin of the leptons in each

event (Section 4.2.3), the background composition in each region of the W h-SS search is stud-

ied from MC at truth-level by means of the IFFTruthClassifier tool of the ATLAS Collabor-

ation. This tool takes as input the MC truth information of each lepton, including the decay

chain that generated them, and classifies their origin according to the following categories, or

“IFF classes”:

• Prompt electron, also called “Ele”;

• Prompt muon, also called “Mu”;

• CF electron, also called “CFEle”;

• Photon conversion, which includes electrons coming from the interaction of a photon

with the detector material, and then undergoing e+e− pair production; if the photon is

prompt or emitted as ISR this category is indicated as “PhConv”, whereas if it is emitted

as FSR “FSRph”;

• Electron from muon, referring to those electrons arising either from the decay if a muon

or from the conversion of a bremsstrahlung photon emitted off a muon; this category is

here indicated as “EleMu”;

• Tau decay, including electrons and muons originating from the leptonic decay of a tau

lepton and here indicated as “Tau”;

• Heavy-Flavour (HF) lepton, including all FNP leptons arising from the decay of a HF had-

ron; if the hadron is composed by at least a b quark the category is indicated as “BHad”,

otherwise if it has c quarks “CHad”;
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• Light-Flavour (LF) lepton, grouping all FNP leptons which originate from the misidenti-

fication of a light-jet as a lepton, and referred to as “LF”;

• Unclassified leptons, including all remaining leptons whose origin could not be determ-

ined likely due to missing informations in MC; two categories called “Unknown” or

“Unkn”, and “KnownUnknown” or “KUnkn” are used.

The truth composition of the the two leptons at preselection has been studies for the main

backgrounds by grouping each event based on the combination of IFF classes that each lepton

falls into (Figure 4.9).

These studies show that: t t̄ contributes in the SRs mainly as a CF and a FNP lepton back-

ground with HF leptons, depending on the flavour channel; Z +jets is the main source of CF

background in the e±e± channel, and also contributes as a FNP lepton background, mainly

with LF electrons and HF muons; W +jets mainly enters the SRs as a FNP lepton background.

Moreover, from these studies it is possible to determine that MC events passing the preselec-

tion have either two prompt leptons or one prompt lepton and the other from a different source

(e. g. CF, HF, LF, etc.). The contribution from events with two FNP lepton or with a FNP lepton

and a CF electron is statistically negligible, and so is the contribution from events with other

sources, such as: EleMu, Tau, Unkn and KUnkn.

The truth lepton composition study presented here has allowed to further group the events

passing the selection criteria of each SR of the W h-SS search into different categories:

1. Events with two prompt leptons are classified as “Prompt”;

2. Events with at least a CF electron are classified as “ChargeFlip”;

3. Events with at least a HF lepton are classified as “FakeHF”;

4. Events with at least a LF lepton are classified as “FakeLF”;

5. Events with at least a lepton from photon conversion are classified as “PhotConv”;

6. Other types of events are not considered as their contribution is negligible.

Figure 4.10 shows the result of such MC event categorisation performed for the SM V V (3ℓ),

V V (2ℓ), t t̄ +V , t t̄ , Z +jets and W +jets backgrounds in each SR.

Through this further event classification it is possible to show that in the µ±µ± channel of

every region only prompt or FakeHF events dominate, whereas the truth lepton composition

is more articulate in the e±e± and e±µ± channels. Such different background composition

justifies the original choice of splitting the SRs into flavour channels. Additionally, the FNP

muon contribution mainly arise from the HF source, whereas FNP electrons seem to have an

equally significant contribution from both LF and HF. This is an essential point onto which the

procedure to estimate the FNP lepton background (Section 4.3.5) is based.
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(a) t t̄ - e±e±

(b) t t̄ - e±µ±

(c) t t̄ - µ±µ±

Figure 4.9: Truth lepton composition at preselection (Table 4.5) for the t t̄ processes. The two-dimensional plots
represent: leading (highest pT)-vs-subleading electron truth type in the e±e± channel (left), electron-vs-muon truth
type in the e±µ± channel (middle), and leading-vs-subleading muon truth type in the µ±µ± channel (right).
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(a) SRW h
high-mT2

-1-ee

(b) SRW h
high-mT2

-1-eµ

(c) SRW h
high-mT2

-1-µµ

Figure 4.10: Bar charts showing the different sources of backgrounds based on the truth lepton composition of
each event of the SM V V (3ℓ), V V (2ℓ), t t̄ +V , Z +jets and W +jets processes in each flavour channel of SRW h

high-mT2
-1.

Statistical uncertainties from MC are shown.

The plots in Figure 4.10 also show that V V (3ℓ), or W Z , contributes almost exclusively as the



4.3 Standard Model background estimation 92

main prompt lepton background, whereas V V (2ℓ) contributes either as a prompt lepton back-

ground, i. e. from its W ±W ± component, or as a CF background arising from all SM di-boson

processes resulting into two opposite-sign leptons. Finally, the contribution from photon con-

version is largely negligible or compatible with zero within the statistical uncertainties, and is

thus estimated exclusively from MC in the W h-SS analysis.

4.3.2 Prompt lepton background estimation

WZ background estimation

In order to design a CR to estimate the SM W Z process it is necessary to understand the mech-

anism with which the fully leptonically-decaying W Z becomes a background for events with a

same-sign lepton pair. This happens e. g. when one lepton from the Z decay fails the lepton

definition criteria. Hence, the definition of this CR, called CRW Z W h , is based on an event

selection similar to the W h-SS preselection (Table 4.5), with the exception of the presence of

a third lepton forming a Same-Flavour Opposite-Sign (SFOS) pair with one of the other two

same-sign leptons (here referred to as ℓSig
1 and ℓSig

2 ). Such lepton (referred to as ℓBL) is required

to pass the baseline criteria whilst failing the signal criteria. Additional requirements are ap-

plied on the invariant mass of the SFOS lepton pairs (Equation 4.2), computed from ℓBL and

either one of the signal leptons in the event, and called mSFOS
ℓSigℓBL . If more than one SFOS pair

is found in the event , namely nSFOS
ℓSigℓBL > 1 (i. e. ℓBL forms a SFOS lepton pair with both ℓ

Sig
1

and ℓ
Sig
2 ), the pair whose invariant mass is closer to the nominal mZ is chosen for the com-

putation of mSFOS
ℓSigℓBL . Then, mSFOS

ℓSigℓBL is required to be compatible with the mass of the Z boson,

namely mSFOS
ℓSigℓBL ∈ [75,105] GeV . This requirement increases the likelihood that ℓBL is a prompt

lepton despite failing the signal selection criteria. In order to suppress background events from

photon conversions, events are rejected if the invariant mass mℓℓℓ (Equation 4.3) of all three

leptons in the event (ℓBL, ℓSig
1 and ℓSig

2 ) is compatible with mZ , i. e. mℓℓℓ ∉ [80,100] GeV . Finally,

events passing the CRW Z W h selections are also required to satisfy Sig(E miss
T ) < 6.

The definition of the VR for the W Z background, VRW Z W h , follows an analogous selection

compared to CRW Z W h , with the only exception that events are required to satisfy Sig(E miss
T ) ≥ 6

to VRW Z W h . This makes the phase-space targeted by VRW Z W h closer to that of the SRs com-

pared to CRW Z W h , whilst keeping CRW Z W h and VRW Z W h mutually orthogonal. A summary

of the selection criteria used for CRW Z W h and VRW Z W h is given in Table 4.8.

With these event selections, the purity of the W Z background reaches more than 90% in

both CRW Z W h and VRW Z W h , with a very small contamination from the SUSY signals (< 1%).

The distributions of key variables in both regions before the background-only fit are shown in

Figure 4.11. Prior to the application of any NF to the W Z prediction from MC, a satisfact-

ory agreement between data and the total SM background is found in both CRW Z W h and

VRW Z W h .
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Table 4.8: Summary of the selection criteria for the CR and the VR for the SM W Z background in the W h-SS search.

Variable CRW Z W h VRW Z W h

nBL
ℓ

= 3

nSignal
ℓ

= 2

p
ℓ

Sig
1

T , p
ℓ

Sig
2

T , pℓBL

T [GeV ] > 25, 25, 10

Charge(ℓSig
1 ,ℓSig

2 ) ++ or −−
njets ≥ 1

nb−jets = 0

E miss
T [GeV ] ≥ 50

nSFOS
ℓSigℓBL ≥ 1

mSFOS
ℓSigℓBL [GeV ] ∈ [75,105]

mℓℓℓ [GeV ] ∉ [80,100]

E miss
T significance < 6 ≥ 6
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Figure 4.11: Distributions of E miss
T (left) and E miss

T significance (right) for events passing the CRW Z W h (top) and

VRW Z W h (bottom) of the W h-SS analysis (Table 4.8) before the background-only fit. Contributions from MC are
shown for the relevant SM background processes. The lower panel shows the ratio between data and SM back-
ground. Only statistical uncertainties from the MC predictions are shown.
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W±W± background estimation

In order to define a CR which is pure enough in the W ±W ± contribution and at the same time

orthogonal to the SRs, the preselection of the W h-SS search (Table 4.5) is considered. Given

that the SM W ±W ± process occurs in association with jets in the final state (Section 4.2.3), only

events with at least two jets (njets ≥ 2) are requested. Moreover, the invariant mass of the leading

and sub-leading di-jet system, mjj (Equation 4.4) is required to satisfy mjj ≥ 350 GeV . This cut

enhances the relative contribution of W ±W ± in the CR, whilst guaranteeing the orthogonality

with respect to the SRs. The purity of W ±W ± in its CR is further increased by requiring the

pT of both leading and sub-leading jets to be at least 75 GeV . In the e±e± flavour channel, the

contribution from CF is suppressed by requiring the invariant mass of the di-electron system

not to be compatible with the mass of the Z boson (|mee −mZ| ≥ 15 GeV ). Finally, events are

also required to satisfy Sig(E miss
T ) < 6.

Similarly to the W Z background case, the definition of the VR for W ±W ± is obtained by

taking the same event selections of the corresponding CR and inverting the E miss
T significance

cut, i. e. Sig(E miss
T ) ≥ 6. A summary of the selections used for this CR and VR, called CRW W W h

and VRW W W h , is reported in Table 4.9.

Table 4.9: Summary of the selection criteria for the CR and the VR for the SM W ±W ± background in the W h-SS
search. Preselection criteria (Table 4.5) are applied to both regions.

Variable CRW W W h VRW W W h

W h-SS preselection Applied

njets ≥ 2

mjj [GeV ] ≥ 350

p j1

T , p j2

T [GeV ] ≥ 75, 75

|mee −mZ| [GeV ] ≥ 15 (e±e± only)

E miss
T significance < 6 ≥ 6

The distributions of key variables in CRW W W h and VRW W W h comparing data and MC

background predictions before the background-only fit are shown in Figure 4.12.

The results show local over-fluctuations of data with respect to the SM background (e. g.

for p j2

T ≃ 110 GeV in Figure 4.12a), and, more importantly, a systematic underestimation of

the total SM background prediction from MC with respect to data in both CRW W W h and

VRW W W h . This discrepancy has been found to be consistent with the recent measurement of

the fiducial cross-section of the W ±W ± process by the ATLAS Collaboration [138]. This meas-

urement, which uses the 2015-2016 dataset, showed that in the SHERPA generator there is an

underestimation of the W ±W ± fiducial cross-section compared to data. Whilst measuring the

total fiducial cross-section, it has also been assessed that, in order to match the observed data,

MC events of the EWK W ±W ± process generated with SHERPAmust be scaled up by a measured

value of 1.44+0.26
−0.24 (stat.) +0.28

−0.22 (syst.), which is here referred to as a K -factor. The same distribu-

tions showed in Figure 4.12 obtained after multiplying the number of MC events from W ±W ±

by this K -factor are shown in Figure 4.13b.
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(a) CRW W W h – before background-only fit
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Figure 4.12: Distributions of mjj (left) and the second-leading jet pT (right) for events passing the CRW W W h (top)

and VRW W W h (bottom) of the W h-SS analysis (Table 4.9) before the background-only fit. Contributions from
MC are shown for the relevant SM background processes. The lower panel shows the ratio between data and SM
background. Only statistical uncertainties from the MC backgrounds are shown.

After the application of the K -factor, results show in general a satisfactory agreement

between data and SM background in both CRW W W h and VRW W W h within the statistical un-

certainties. Therefore, henceforth and also when performing the background-only fit, the con-

tribution of W ±W ± events in every region of the W h-SS analysis is multiplied by this K -factor.

Through the event selections of Table 4.9, it is possible to achieve a purity of the W ±W ±

background in CRW W W h of about 45%, with non-negligible contributions from the W Z and

FNP backgrounds. The contamination of the SUSY signals of the W h-SS model in both

CRW W W h and VRW W W h is found to be small, i. e. less than 3%.
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(a) CRW W W h – before background-only fit – with K -factor
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(b) VRW W W h – before background-only fit – with K -factor

Figure 4.13: Distributions of mjj (left) and the second-leading jet pT (right) for events passing the CRW W W h (top)

and VRW W W h (bottom) of the W h-SS analysis (Table 4.9) before the background-only fit. Contributions from MC
are shown for the relevant SM background processes. The MC W ±W ± contribution has been scaled by the corres-
ponding K -factor (see text). The lower panel shows the ratio between data and SM background. Only statistical
uncertainties from the MC backgrounds are shown.

4.3.3 Data-driven estimation of the Charge-Flip background

The data-driven estimation of the CF background in a region with two same-sign leptons is

based on the idea to correlate CF events with same-sign leptons to opposite-sign leptons events

by means of a CF rate, ϵ, which represents the probability for a lepton to be reconstructed with

the wrong electrical charge (“flipped” charge). The probability for a lepton not to have under-

gone CF is given by (1− ϵ). Taking into account the CF rates of the two leptons in the event, ϵ1

and ϵ2, it is possible to define:

{
p1CF = ϵ1(1−ϵ2)+ (1−ϵ1)ϵ2

p0/2CF = (1−ϵ1)(1−ϵ2)+ϵ1ϵ2

(4.8.a)

(4.8.b)

where, p1CF is the probability that one lepton of the di-lepton system has undergone CF, whereas

p0/2CF is the probability that either both or none of the leptons have undergone CF. From this:NOS

NSS

=
p0/2CF p1CF

p1CF p0/2CF

N R
OS

N R
SS

 (4.9)
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where NOS (NSS) is the number of opposite-sign (same-sign) events in the considered di-lepton

region and the superscript “R” stands for “real” and indicates events with the true lepton charges.

The terms extracted from Equation 4.9 can, then, be re-written as follows:

N CF
OS = p0/2CF N R

OS

N CF
OS = p1CF N R

SS

N CF
SS = p0/2CF N R

SS

N CF
SS = p1CF N R

OS

(4.10.a)

(4.10.b)

(4.10.c)

(4.10.d)

Here the superscript “CF” indicates events where two or no CFs have occurred, whereas the

superscript “CF” indicates events where only one CF has occurred. For example, N CF
OS are events

reconstructed with an opposite-sign lepton pair, in which either the two leptons have the real

charges or both the original charges have been switched through the occurrence of CFs. On the

other hand, N CF
SS are events which are reconstructed with two same-sign leptons due to the CF

of one of the leptons in an originally opposite-sign pair. N CF
SS is therefore the quantity that one

wishes to estimated with the data-driven procedure here described. Given that the real lepton

charges are not known, a measurement of N CF
SS can be obtained by combining Equations 4.10.a

and 4.10.d:

N CF
SS = p1CF

p0/2CF
N CF

OS . (4.11)

It is then possible to consider the following approximation: N CF
OS ≃ NOS. This follows from

the fact that in data the contribution from the CF in events reconstructed with two opposite-

sign leptons is generally negligible compared to same-sign events. Hence:

N CF
SS = p1CF

p0/2CF
NOS = wCF NOS. (4.12)

Equation 4.12 represents basic formulation for the data-driven estimation of CF events in a

same-sign region, used in the W h-SS analysis. In practice, the procedure involves considering

the data in a region with the same event selection as the targeted region (e. g. a SR), but with

an opposite-sign lepton pair instead of same-sign (thus, achieving the orthogonality), and then

re-weighting the number of data observed by a factor, here referred to as the CF weight, whose

definition follows from Equations 4.8 and 4.12:

wCF = ϵ1(1−ϵ2)+ (1−ϵ1)ϵ2

(1−ϵ1)(1−ϵ2)+ϵ1ϵ2
. (4.13)

In general, wCF is a function of the CF rates of the two leptons, namely wCF = wCF(ϵ1,ϵ2).

Finally, given that the occurrence of the CF background arising from the mis-reconstruction of

the muon charge is expected to be negligible, henceforth the ϵµ = 0 assumption is made.

Electron Charge-Flip rate measurement

In the W h-SS analysis, the electron CF rates are measured as a function of the electron pT and

|η| in MC and then multiplied by dedicated Scale Factors (SFs), called SFCF, to correct any mis-
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modelling in MC to the observed data:

ϵData(i ) = ϵMC(i )×SFCF(i ), (4.14)

where the discrete index i indicates each pT and |η| bin. The values of SFCF are extracted from

data selected in a region with an enriched contribution from events with a real opposite-sign

lepton pair, i. e. Z → ee events. The CF rate is then obtained from the fraction of same-sign and

opposite-sign events observed, and the measurement of SFCF is then obtained from the ratio

of the CF rate in data with respect tot that from MC. More details about the measurement of

these SFs can be found in Reference [121]. The value of ϵMC in Equation 4.14 is given by:

ϵMC(i ) =
N CFele

e± (i )

N Total
e± (i )

, (4.15)

obtained by counting the number of the electrons identified at truth-level as CF (see Sec-

tion 4.3.1) with respect to all electrons with pT ≥ 25 GeV in every di-electron event of all the

MC backgrounds considered (mainly Z +jets and t t̄ ).

The method used, based on Equation 4.14, allows to estimate the CF rates with relatively

high statistical precision, by means the cancellation of all the possible sources of experimental

systematic (Section 4.4.1) uncertainties which equally affect the numerator and the denomin-

ator of Equation 4.15.

In the W h-SS analysis, CF rates are measured for both signal electrons and Loose-Not-Tight

electrons (Section 4.2.1). Having a data-driven estimation of the CF background in events with

Loose-Not-Tight electrons has been necessary in the procedure used for the estimation of the

FNP background, which is explained in detail in Section 4.3.5. The measured values of the CF

rates for every pT and |η| bins are shown in Figure 4.14.
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Figure 4.14: Measured values of the CF rate for (a) signal and (b) Loose-Not-Tight electrons in all the adopted pT
and |η| bins. The last pT bin is inclusive of pT ≥ 200 GeV (pT ≥ 150 GeV ) for signal (Loose-Not-Tight) electrons.
The error bars represent the statistical uncertainties propagated from MC.
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The bin sizes have been chosen to minimise the impact of the statistical uncertainties

propagated from MC, and represented by the error bars in Figure 4.14. As expected, the meas-

ured CF rate values rapidly increase with the pT of the electron, reflecting the fact that for

straighter tracks the probability for mis-reconstructing the charge increases. At the same time,

an even steeper increase is observed as a function of |η|, consistently with the electron travers-

ing more of the detector material which enhances the likelihood of bremsstrahlung emission

(Figure 3.6b).

The CF rates for Loose-Not-Tight electrons in general have larger statistical uncertainties

than those for signal electrons. This is a direct consequence of the fact that the contribution of

the CF background for events with Loose-Not-Tight electrons, which are instead dominated by

the FNP lepton background, is significantly smaller than in events with signal leptons.

Systematic uncertainties

Three different sources of systematic uncertainties are taken into consideration for the data-

driven estimation of the CF background:

• MCstat: The propagated uncertainty from the statistical error from MC on the measured

CF rates (shown in the error bars of Figure 4.14);

• SFstat: the propagated uncertainty from the statistical error on SFCF (provided in Refer-

ence [121]);

• SFsys: the propagated uncertainty from the systematic error on SFCF (provided in Refer-

ence [121]).

The impact of each of these sources of systematic uncertainty on the final CF estimation

is evaluated by recomputing the CF weight in Equation 4.13 after changing the input CF rates

according to their corresponding systematic variation, so that:

wCF = wCF(ϵ1,ϵ2) → wCF +δwSy s
CF = wCF(ϵ1 +δϵSy s

1 , ϵ2 +δϵSy s
2 ) (4.16)

where δϵSy s
i represents the systematic variation of the CF rate of the i -th electron. This re-

computed CF weight is then used in Equation 4.12 to obtain the estimation of the CF back-

ground changed due to original systematic variation. The impact of each uncertainty source in

each region is finally obtained by considering the relative difference with respect to the nom-

inal, estimated CF background. For instance, in the e±e± channel of the W h-SS pre-selection

(Table 4.5): MCstat corresponds to a ∼20% variation, SFstat to ∼8% and SFsys to a ∼16% vari-

ation.

Since the measurements of SFCF for Loose-Not-Tight electrons were not available at the

time that the W h-SS analysis was performed, discrepancies in the final CF background estima-

tion with respect to data have been observed. Through dedicate studies, which I have not per-

sonally contributed to, it has been possible to establish that such discrepancies can be covered
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by assigning in this case a conservative 25% flat systematic uncertainty on the estimated CF

background, which has been taken into account in the rest of the analysis.

Closure test

In order to assess the validity of the data-driven CF estimation discussed above, a closure test

has been performed considering Z +jets MC events. This is done by comparing the MC events

in Z +jets which fall into the “ChargeFlip” truth-event category (defined in Section 4.3.1) to the

corresponding data-driven CF estimation obtained by applying the procedure described in this

Section to MC Z +jets events instead of data. If the procedure for the data-driven estimation is

correct, these two yields should coincide.

The results of the closure test for events passing the W h-SS preselection (Table 4.5) but

with a complementary E miss
T cut (i. e. E miss

T < 50 GeV to enhance the Z +jets and, therefore, the

CF contribution) are shown in Figure 4.15.
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Figure 4.15: Result of the closure test CF events from Z +jets comparing MC prediction (shaded yellow area) with the
corresponding estimated CF contribution (“DD” in the plots and indicated with black dots) for the E miss

T distribu-
tion. The test is performed for signal electrons in events passing the W h-SS preselection (Table 4.5) with an inverted
E miss

T cut (E miss
T < 50 GeV ). The lower panel shows the agreement between MC and the estimated CF background.

Only statistical uncertainties on MC are shown.

In general, the results of the closure test show a satisfactory agreement with the CF events

from MC, thus proving the validity of the CF estimation for the phase-space targeted by the

W h-SS SRs. Although, localised discrepancies are still observed for specific values of E miss
T

(e. g. for E miss
T ∈ [25,30] GeV ), these are associated with statistical underestimations of the

background from MC and are covered by each of the three systematic uncertainties sources,

described above, which are not shown in Figure 4.15.
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4.3.4 The Fake Factor method

The Fake Factor (FF) is a data-driven method which allows to estimate the number of events

with FNP leptons in given regions of interest, such as the SRs. It relies on the Loose-Not-Tight,

Loose and Tight lepton selection criteria defined in Section 4.2.1.

In the FF method, the number of events with FNP leptons in a region with only Tight leptons

is correlated to an orthogonal control sample obtained by requiring one or more lepton in

the same regions to be Loose-Not-Tight. The FNP estimate in the region in question is then

obtained by reweighting events in the control sample multiplying them by a “transfer factor”,

called the Fake Factor.

The following quantities are essential for the formulation of the method:

• the real lepton efficiency (r ), defined as the probability that a real/prompt lepton passing

the Loose criteria also passes the Tight criteria;

• fake lepton efficiency ( f ), or fake rate, defined as the probability that a FNP lepton passing

the Loose criteria also passes the Tight criteria;

The probability that a Loose real lepton fails the Tight criteria, thus passing the Loose-Not-Tight

selection, is then (1−r ). Similarly, the probability for a Loose FNP lepton to be Loose-Not-Tight

is (1− f ).

One can illustrate the method considering the simplified case with only one lepton in the

event, when it is possible to write:NT

NT

=
 r f

(1− r ) (1− f )

N R
L

N F
L

 , (4.17)

where NT (NT ) is the number of events with one Tight (Loose-Not-Tight) lepton, and N R
L (N F

L )

is the number of events with one real (FNP) lepton passing the Loose criteria.

Using a frequentist interpretation of probability [148], it is possible to compute:

(1− r ) =
N R

T

N R
L

and f = N F
T

N F
L

, (4.18)

where N R
T

is the number of events with one real lepton passing the Loose-Not-Tight criteria,

and N F
T is the number of events with one FNP lepton passing the Tight criteria, namely the

FNP contribution to be estimated.

By inverting the matrix in Equation 4.17 and applying the relations in Equation 4.18, it is

possible to obtain:

N F
T = f

r − f

r ·NT − r − f

1− f

[
N R

T
+ f (1− r )

r − f
NT

] . (4.19)
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This can be simplified by making the approximation r ≃ 1, which is valid in the regime in

which the efficiencies for the reconstruction, identification and isolation of leptons (see Sec-

tion 3.3.2) approach 100%, which is generally true in the phase-space targeted by the W h-SS

analysis, given the adopted lepton definitions, the OvR procedure and event selections. Equa-

tion 4.19 then reduces to:

N F N P = N F
T = f

1− f

(
NT − N R

T

)
= F F

(
NT − N R

T

)
. (4.20)

Equation 4.20 is at the core of the FF method. This relation shows that it is possible to

estimate the FNP contribution in a region with one Tight lepton by counting the number of

events with one Loose-Not-Tight (usually measured from data) in the corresponding control

sample after subtracting the contribution from prompt/real leptons in the same sample (typ-

ically taken from MC). The formulation of the same method which however takes into account

measured values of r < 1 is known as the Matrix method.

The transfer factor “F F ” in Equation 4.20 is what is often called the Fake Factor. Using

Equation 4.18, it is possible to write:

F F = f

1− f
= N F

T

N F
L −N F

T

= N F
T

N F
T

. (4.21)

The ratio in Equation 4.21 can be measured from a combination data and MC simulations

(Section 5.3.2).

Having established the formulation of the FF method in the simplest possible case, it is ne-

cessary to generalise for events with higher lepton multiplicity. For this purpose, Equation 4.17

needs to implement a matrix of dimensions 2nℓ , where nℓ is the desired lepton multiplicity,

and which considers all possible permutations of Tight and Loose-Not-Tight leptons (corres-

ponding to real and FNP leptons, respectively). For events with two leptons in the final state,

the matrix becomes 4×4 and Equation 4.20 takes the form:

N F N P = F F1

(
NT T − N RR

T T

)
+F F2

(
NT T − N RR

T T

)
−F F1 ·F F2

(
NT T − N RR

T T

)
. (4.22)

Here F Fi refers to the FF associated to the i -th lepton (typically ordered in decreasing pT

values). The multiple subscripts and superscripts refer to each of the leptons separately, i. e.

NT T indicates the number of events in which the leading lepton is Loose-Not-Tight and the

sub-leading lepton is Tight. The minus sign in Equation 4.22 is needed to remove double-

counting arising from events in which both leptons are FNP.

Similarly, in the three-lepton case (which is relevant in the analysis described in Chapter 5),

a 8×8 matrix needs to be considered and the final expression for the estimated N F N P becomes:

N F N P = F F1

(
NT T T − N RRR

T T T

)
+F F2

(
NT T T − N RRR

T T T

)
+F F3

(
NT T T − N RRR

T T T

)
−F F1 ·F F2

(
NT T T − N RRR

T T T

)
−F F2 ·F F3

(
NT T T − N RRR

T T T

)
−F F1 ·F F3

(
NT T T − N RRR

T T T

)
+F F1 ·F F2 ·F F3

(
NT T T − N RRR

T T T

)
.

(4.23)



4.3 Standard Model background estimation 103

In practice, the FNP estimation procedure requires to subtract from data the contribution

from events with prompt leptons and then reweighting this yield by a FF weight, wF F . De-

pending on which term of Equation 4.22 (or Equation 4.23 for the three-lepton case) each

event belongs to, wF F can be generally viewed as a function of the FFs of every lepton in

the event, namely wF F = wF F (F Fi ) with i = 1, ...,nℓ. For instance, in the two-lepton case, for

events in which the leading lepton is Loose-Not-Tight wF F = F F1, whereas if both leptons are

Loose-Not-Tight then wF F =−F F1 ·F F2.

Similarly to the CF estimation (Equation 4.16), the impact in the final FNP estimation of

any source of systematic uncertainty is then evaluated by re-computing the FF weight after

applying the corresponding systematic variation each lepton FF, namely:

wF F = wF F
(
F Fi

) → wF F +δwSy s
F F = wF F

(
F Fi +δF F Sy s

i

)
, (4.24)

where i runs from 1 to nℓ and δF F Sy s
i is the systematic variation of each FF. The relative dif-

ference of the FNP thus obtained with respect to the the nominal FNP background estimation

gives the impact of the source of systematic uncertainty considered in a given region.

4.3.5 Results of the Fake Factor method in the W h-SS analysis

Having provided the general mathematical formulation of the FF method in Section 4.3.4, this

Section is devoted to the description of all the aspects of the data-driven estimation of FNP

lepton background specifically concerning the W h-SS analysis.

The procedure employed is fundamentally linked to the definition of the Loose-Not-Tight

leptons, given in Section 4.2.1. As Loose-Not-Tight leptons are supposed to be related to the

FNP lepton composition in the SRs, the Loose-Not-Tight criteria must reflect the types of FNP

leptons that contribute in the SRs (Section 4.3.1). For FNP muons in the W h-SS regions, which

are almost always from HF decays, this is achieved by requiring Loose-Not-Tight muons to

fail only the signal isolation. On the other hand, since both LF and HF sources contribute to

the FNP background with electrons, Loose-Not-Tight electrons are required to fail the signal

identification, isolation or both. Hence, these definition of the Loose-Not-Tight criteria makes

the employed data-driven estimation of the FNP background via the FF method specifically

tailored to the W h-SS analysis.

Electron and muon Fake Factors measurements

In order to measure the FFs the Tag-and-Probe technique, firstly introduced in Section 2.4.3,

is used. First, events are requested to pass the selection in specifically designed CRs which

are enriched in FNP events. In these, the presence of a same-sign lepton pair is required. The

enhancement of the FNP contribution is achieved by considering an inclusive b-jet multiplicity

and E miss
T < 50 GeV , which also guarantee the orthogonality with the SRs of the W h-SS analysis.

Furthermore, events are selected requiring the presence of one of the leptons in the same-

sign pair – i. e. the Tag or ℓTag – to satisfy requirements which are as stringent or even more
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stringent compared to the signal lepton definition. The FFs are then measured with respect to

the remaining lepton – i. e. the Probe or ℓProbe – which is required to be either Loose-Not-Tight

or Tight. The Tag-and-Probe technique guarantees an unbiased measurement of the FFs from

events in which the Tag is prompt whilst the probe is FNP. Similarly to the CF rates, the FFs are

also measured as functions of the Probe lepton pT and |η|.
In the muon FF measurement, the Tag muon inµ±µ± events is required to be signal and also

to pass the Tight isolation WP, which is more stringent than the signal isolation. If both muons

pass such requirement, the leading muon is chosen as the Tag. The validity of this choice is

confirmed by the consideration that in the MC t t̄ process (the main source of FNP muons) 85%

of the FNP events have a leading, prompt muon (Figure 4.9). The measurement of the muon

FFs, in the CR here called CRF F W h
µ , follows directly from the application of Equation 4.21 which

uses data after subtracting from numerator and denominator the contribution from MC of all

events with two prompt muons, namely:

F Fµ(i ) =
N Data
µTagµProbe,CRF F W h

µ

(i )−N prompt MC

µTagµProbe,CRF F W h
µ

(i )

N Data
µTagµProbe,CRF F W h

µ

(i )−N prompt MC

µTagµProbe,CRF F W h
µ

(i )
, (4.25)

where the discrete index i runs over every pT and |η| bin for which the FF is measured and the

overline notation indicates the cases in which the Probe is required to be Loose-Not-Tight.

For the electrons, the measurement of the FFs is more challenging due to the additional

presence of LF FNP sources and the CF background. The Tag electron in e±e± events is selected

to be signal and also to satisfy the Tight identification WP, which is more stringent compared

to the signal criteria. If both electrons pass such requirement, the leading electron is chosen

as Tag. As in the muon case, this allows to increase the available statistics for the calculation

of the electron FF, while also introducing the least amount of biases as possible in the event

selection. Moreover, if both electrons pass the Tight identification, the leading, Tag electron is

also required to be central (|ηeTag,1 | < 1.0), in order to suppress the CF background. The choice

of such requirement is justified by the fact that the CF rates significantly increase for increasing

electron pT and |η| (Figure 4.14). The level of suppression of the CF contribution from Tag elec-

tron with this choice has been found to be about 60%. Due to large statistical fluctuations the

electron FFs are extracted in different pT bins and a single, inclusive |η| bin (|η(eprobe)| < 2.0).

Similarly to the muon FFs (Equation 4.25), the electron FFs are measured, in a CR here called

CRF F W h
e , from data after subtracting from numerator and denominator the contribution from

MC of all events with two prompt electrons and the corresponding estimated contributions of

the CF background (Section 4.3.3), specifically:

F Fe (i ) =
N Data

eTageProbe,CRF F W h
e

(i )−N prompt MC

eTageProbe,CRF F W h
e

(i )−N CF DD
eTageProbe,CRF F W h

e
(i )

N Data
eTag eProbe,CRF F W h

e
(i )−N prompt MC

eTag eProbe,CRF F W h
e

(i )−N CF DD
eTag eProbe,CRF F W h

e
(i )

(4.26)

where, once again, the discrete index i runs over every pT bin for which the FF is measured and

the overline notation indicates the cases in which the Probe is required to be Loose-Not-Tight.

Once the electron and muon FFs have been measured, the data-driven estimation of the

FNP background in any same-sign region follows from the application of Equation 4.22 inde-
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pendently for each flavour channel, and after subtracting the prompt lepton contribution from

MC and the estimated CF background, namely for the e±e± channel:

N F N P
e1e2

=F Fe1 ×
(
N Data

e1e2
−N prompt MC

e1e2
−N CF DD

e1e2

)
+F Fe2 ×

(
N Data

e1 e2
−N prompt MC

e1 e2
−N CF DD

e1 e2

)
−F Fe1 ×F Fe2 ×

(
N Data

e1 e2
−N prompt MC

e1 e2
−N CF DD

e1 e2

) (4.27)

for the e±µ± channel:

N F N P
eµ =F Fe ×

(
N Data

eµ −N prompt MC
eµ

−N CF DD
eµ

)
+F Fµ×

(
N Data

eµ −N prompt MC
eµ

−N CF DD
eµ

)
−F Fe ×F Fµ×

(
N Data

e µ −N prompt MC
e µ

−N CF DD
e µ

) (4.28)

and for the µ±µ± channel:

N F N P
µ1µ2

=F Fµ1 ×
(

N Data
µ1µ2

−N prompt MC
µ1µ2

)
+F Fµ2 ×

(
N Data
µ1µ2

−N prompt MC
µ1µ2

)
−F Fµ1 ×F Fµ2 ×

(
N Data
µ1µ2

−N prompt MC
µ1µ2

) (4.29)

The definitions of the cuts used to define CRF F W h
e and CRF F W h

µ are summarised in

Table 4.10.

Figure 4.16 shows the Probe muon pT distributions of data and total SM background from

MC in the two |η| bins considered. The fact that all distributions are dominated by t t̄ events

indicates that indeed in CRF F W h
µ the FNP muon contribution is enhanced. The bin-by-bin ra-

tio of these distribution, after subtracting the corresponding prompt background contribution,

gives the final value of the muon FFs, which is shown in Figure 4.17.

Table 4.10: Summary of the selection criteria of CRF F W h
e and CRF F W h

µ used in the W h-SS analysis for the meas-
urement of the FFs.

Variable CRF F W h
e CRF F W h

µ

nBL
ℓ

= 2

nSignal
ℓ

≥ 1

p
ℓTag

T , pℓProbe
T [GeV ] > 25, 25

Charge(ℓTag,ℓProbe) ++ or −−
njets ≥ 1

mℓℓ [GeV ] ≥ 20

Flavour e±e± µ±µ±

E miss
T [GeV ] ∈ [30,50] < 50

nb−jets - = 1

|mℓℓ−mZ | [GeV ] ≥ 15 -

ℓTag Collection Signal

ℓTag Identification WP Tight -

ℓTag Isolation WP - Tight

ℓTag Acceptance |ηeTag,1 | < 1.0 -

ℓProbe Collection Loose-Not-Tight or Tight
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(b) CRF F W h
µ , 1.25 ≤ |η(µprobe)| < 2.5

Figure 4.16: Distributions of the pT of the Probe muons in CRF F W h
µ used for the measurement of the FFs for the

different Probe muon |η| bins. The plots on the left (right) are obtained by requiring the probe muon to be Tight
(Loose-Not-Tight or “LNT” as indicated in the plot labels), thus representing the numerator (denominator) of the FF
calculation before the subtraction of prompt MC backgrounds. The last bins of the histograms include the overflow.
Statistical uncertainties on the MC are shown.
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Figure 4.17: Measured values of the muon FFs in data and for all the adopted pT and |η| bins. Measurements from
data are compared to those obtained using only MC. The last bin represents the inclusive measurement for muons
with pT ≥ 70 GeV . The bottom panels show the agreement between the results of the measurement from data and
MC-only. Only statistical uncertainties are shown.
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Similarly, in the electron case, the distributions onto which the FF measurement are based

are shown in Figure 4.18. The enhanced contribution of W +jets and t t̄ events, especially for

Loose-Not-Tight Probe electrons, ultimately validates the choice of the event selection used in

CRF F W h
e . The measured values of the electron FFs are shown in Figure 4.19.
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Figure 4.18: Distributions of the pT of the Probe electrons in CRF F W h
e used for the measurement of the FFs. The

plots on the left (right) are obtained by requiring the probe electron to be Tight (Loose-Not-Tight or “LNT” as indic-
ated in the plot labels), thus representing the numerator (denominator) of the FF calculation before the subtraction
of prompt MC and data-driven-estimated CF backgrounds. The last bins of the histograms include the overflow.
Statistical uncertainties on the MC are shown.

Both Figures 4.17 and 4.19 show the comparison of the FFs measured from data with respect

to those extracted using MC events only. The discrepancy between these testifies the level of

mis-modelling of the FNP lepton background in MC, thus the need for a data-driven estimation

of this background.
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Figure 4.19: Measured values of the electron FFs in data and for all the adopted pT bins. Measurements from data
are compared to those obtained using only MC. The last bin represents the inclusive measurement for electrons
with pT ≥ 65 GeV . The bottom panels show the agreement between the results of the measurement from data and
MC-only. Only statistical uncertainties are shown.
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Systematic uncertainties

The impact of each systematic sources for the FNP data-driven background is extracted by

propagating the uncertainties of the FF measurements according to the prescription in Equa-

tion 4.24. Different sources of systematic uncertainties are taken into account for the data-

driven estimation of the FNPs background:

• FFstat: arising from the propagated statistical uncertainty form the data and MC used in

the FFs measurement, and shown in the error bars of Figures 4.17 and 4.19;

• PromptSub: from the subtraction of the prompt background from MC;

• CFsub: associated to the subtraction of the data-driven CF background;

• CR→SRextr: accounting for possible differences in the estimation of the FNP contribu-

tion when moving from the FF measurement CRs (CRF F W h
e and CRF F W h

µ ) to a SR-like

region.

The PromptSub systematic uncertainty is assigned by varying the normalization of the

prompt MC backgrounds being subtracted by an amount corresponding to the theoretical un-

certainty (see Section 4.4.2) on the total fiducial cross-section of the dominant prompt SM pro-

cess. Figures 4.16 and 4.18 show that these processes are mainly t t̄ +V for the muon FFs and

W Z for the electron FFs. Typical values of such uncertainties are extensively documented in

the available literature [137, 140]. Therefore, the envelope values taken into account are 5% for

muons and 13% for electrons.

Similarly, the CFsub systematic uncertainty in the electron FF measurement is obtained by

varying at the same time the estimated CF background being subtracted in the numerator and

in the denominator of Equation 4.26 by the overall CF uncertainties propagated from the three

different sources of data-driven CF systematics discussed in Section 4.3.3. These affect differ-

ently the numerator and the denominator of Equation 4.26 and correspond to 27% for Tight

Probe electrons (numerator) and 61% for Loose-Not-Tight Probe electrons (denominator).

Finally, the CR→SRextr uncertainty is extracted by performing a closure test in CRF F W h
e

and CRF F W h
µ and in the e±e± and µ±µ± flavour channels of the W h-SS preselection. The clos-

ure test is performed by comparing the FNP events in all SM backgrounds from MC to their

estimation obtained by applying the data-driven procedure to these MC backgrounds instead

of data. The results of the closure test, reported in Figure 4.20, show in general a satisfactory

agreement between the events with FNP leptons in MC and the same background estimated

with the FF method. Any residual discrepancies, or non-closures, are taken as the systematic

uncertainty. Given the nature of the closure test, these uncertainties accounts for all sources

of mis-modelling of the FF procedure that can lead to a non-perfect estimation. These include

the difference in the FNP lepton composition between the CRs for the FF measurements and

a SR-like region, and the contamination from residual events in which the Tag lepton is not

prompt.
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Figure 4.20: Distributions of the leading lepton pT showing the results of the closure tests between the data-driven-
estimated FNP background and its MC prediction for LF and HF FNP lepton sources.

The results of the closure test show a satisfactory agreement between the predicted and es-

timated FNP contributions, which ultimately validates the data-driven procedure used.

Moreover, the fact that similar FNP lepton composition is found between the CRs and the

preselection makes the choice of the event selection of CRF F W h
e and CRF F W h

µ specifically suit-

able for the W h-SS analysis. The final values of for the CR→SRextr uncertainty are taken to be

20% for electron FFs and 7% for muon FFs.

4.3.6 Fake/Non-Prompt and Charge-Flip backgrounds validation

The data-driven estimations of the CF and FNP backgrounds in the W h-SS analysis are valid-

ated in dedicated VRs defined to be kinematically as close as possible to the SRs. Analogous

cuts to those defining the SRs are considered, with the exception of the mmin
T < 100 GeV and

Sig(E miss
T ) < 5 requirements, which invert the selection used in the SRs thus ensuring the or-

thogonality. A summary of the selection criteria for the VRs of the FNP (VRF N PW h) and CF

(VRC F W h) backgrounds is reported in Table 4.11.

VRF N PW h is divided into the three flavour channels: e±e±, e±µ± and µ±µ±. On the other

hand, VRC F W h is simply “extracted” from VRF N PW h-ee by taking the portion whose
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di-electron invariant mass, mee , is compatible with the mass of the Z boson. The compar-

ison between data and the estimated SM background in VRF N PW h and VRC F W h before the

background-only fit is shown in Figure 4.21.

Table 4.11: Summary of the selection criteria for the VRs for the FNP and CF backgrounds in the W h-SS search.
Preselection criteria (Table 4.5) are applied to all regions. VRF N PW h is split into three orthogonal regions according
to the flavours of the leptons: VRF N PW h -ee, VRF N PW h -eµ, and VRF N PW h -µµ.

Variable
VRF N PW h

VRC F W h

-ee -eµ -µµ

W h-SS preselection Applied

mjj [GeV ] < 350

mT2 [GeV ] < 80

mmin
T [GeV ] < 100

E miss
T significance < 5

Flavour e±e± e±µ± µ±µ± e±e±

|mee −mZ| [GeV ] ≥ 15 - - < 15

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

1−10

1

10

210

310

410

510

610

E
v
e

n
ts

 /
 1

.0 Data Total SM

Other +Vtt
±

W
±

W WZ

CF FNP

Wh(177.5,47.5) Wh(300,100)

Wh(400,0)

­1= 13 TeV, 139 fbs

VRFNP − ee

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

 significance
miss
TE

0.5

1

1.5

D
a
ta

 /
 S

M

(a) VRF N PW h -ee

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

1−10

1

10

210

310

410

510

610

E
v
e

n
ts

 /
 1

.0 Data Total SM

Other +Vtt
±

W
±

W WZ

CF FNP

Wh(177.5,47.5) Wh(300,100)

Wh(400,0)

­1= 13 TeV, 139 fbs

VRFNP − e                 µ

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

 significance
miss
TE

0.5

1

1.5

D
a
ta

 /
 S

M

(b) VRF N PW h -eµ

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

1−10

1

10

210

310

410

510

610

E
v
e

n
ts

 /
 1

.0 Data Total SM

Other +Vtt
±

W
±

W WZ

CF FNP

Wh(177.5,47.5) Wh(300,100)

Wh(400,0)

­1= 13 TeV, 139 fbs

VRFNP −               µµ

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

 significance
miss
TE

0.5

1

1.5

D
a
ta

 /
 S

M

(c) VRF N PW h -µµ

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

1−10

1

10

210

310

410

510

E
v
e

n
ts

 /
 1

.0 Data Total SM

Other +Vtt
±

W
±

W WZ

CF FNP

Wh(177.5,47.5) Wh(300,100)

Wh(400,0)

­1= 13 TeV, 139 fbs

VRCF

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

 significance
miss
TE

0.5

1

1.5

D
a
ta

 /
 S

M

(d) VRC F W h

Figure 4.21: Distributions of E miss
T significance for observed data and expected SM background before the

background-only fit, in the three flavour channels of VRF N PW h and in VRC F W h . MC backgrounds and data-
driven-estimated contributions for CF and FNP are shown. The MC W ±W ± contribution has been scaled by the
corresponding k-factor (see Section 4.3.2). The lower panel shows the ratio between data and SM background. Only
statistical uncertainties are shown.



4.4 Systematic uncertainties 111

Given the observed satisfactory agreement with data, it can be concluded that the entire

procedure for the estimation of the data-driven backgrounds here described is to be considered

validated.

4.4 Systematic uncertainties

In this Section, the different sources of systematic uncertainties affecting the W h-SS analysis

are described. Apart from the systematic uncertainties affecting the data-driven CF and FNP

backgrounds, outlined in Sections 4.3.3 and 4.3.5, and the statistical uncertainties of the MC

simulations, the remaining uncertainty sources that have been considered in this analysis can

be grouped into two categories. To the first category, referred to as experimental systematics

(Section 4.4.1), belong all uncertainty sources related to the detection of particles and asso-

ciated with the reconstruction, energy calibration and the resolution of physics objects. The

second category, called theoretical systematics (Section 4.4.2), groups all uncertainty sources

directly associated with the generation of MC simulations of the different processes and, con-

sequently, related to the accuracy with which the theoretical modelling of such processes is

understood.

4.4.1 Experimental systematics

The various sources of detector-related systematics that have been considered for this analysis

are associated with:

Luminosity The relative uncertainty on the integrated luminosity of the combined Run 2

dataset, corresponding to 139 fb−1, after applying the necessary data-quality selections, has

been measured to be ±1.7% [73]. This uncertainty is considered for all MC samples.

Pile-up Simulated samples are generated with the pile-up profile corresponding to the data

campaign they refer to (Figure 2.3). This is applied in MC samples by means of an event-by-

event pile-up re-weighting procedure. The systematic uncertainty on the pile-up is obtained

varying the original distribution of the average number of interaction per bunch crossing,
〈
µ
〉

,

corresponding to specifically varied event-by-event pile-up weights for MC.

Trigger efficiency The difference of the measured trigger efficiency between data and MC is

accounted for with the application of appropriate SF, which are varied by the corresponding

measured uncertainties to assess the impact of this systematic source.

Electrons The uncertainties related to electrons come from the electron energy scale, resol-

ution, reconstruction, identification, isolation and charge identification. Specifically, electron

energy scale and resolution uncertainties are measured as a function of the electron ET and η
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from Z → ee in data [121], whereas the reconstruction, identification and isolation systematic

sources arise from the measured uncertainties on the corresponding efficiencies, i. e. repres-

ented by the error bars in Figures 3.4 and 3.5.

Muons Similarly to the electrons, muon energy scale, resolution, reconstruction, identifica-

tion and isolation uncertainties are considered. Additionally, uncertainties on combined muon

tracks reflected in sagitta distortions caused by small detector mis-alignment [149], and to the

track-to-vertex association [125] are also taken into account.

Jets Jet Energy Scale (JES) uncertainties originate from the calibration process consisting of

a combination of MC-based methods and in-situ measurements [150]. On the other hand, Jet

Energy Resolution (JER) arise from the smearing procedure applied to MC events in order to

match the energy resolution measured in data [151]. Systematic uncertainties which account

for the residual contamination from pile-up jets after the pile-up suppression from the usage

of the JVT algrithm [129] are also considered.

Flavour-tagging Uncertainties to the flavour-tagging procedure illustrated in Section 3.3.2

are also considered. These arise from the difference in the relative fraction of jets originating

from b, c and light quarks between data and MC simulations [131].

Missing transverse momentum Given the method to reconstruct the E miss
T summarised in

Equation 3.2, the energy scale and resolution effects of all the objects mentioned above, all

affect its measurement. Additionally, systematics specific to the tracks making up the soft-term

of the E miss
T have been taken into account [135].

4.4.2 Theoretical systematics

Theoretical systematics have been estimated for the main irreducible backgrounds, W Z and

W ±W ±, following the recommendations of the ATLAS Collaboration. The different sources of

theoretical uncertainties considered for each background are described as follows:

QCD scales The uncertainties associated with the different choices of renormalisation scale,

µR, and factorisation scale, µF, described in Section 1.1.2, are estimated from the MC simula-

tions used in the analysis by changing the generator weights corresponding to the cross-section

calculation of each process. These variations of the generator weights have been obtained by

scaling each of the nominal µR and µF parameters by a multiplicative factor of 1/2 and 2. Ad-

ditionally, another uncertainty obtained with the coherent variation of both µR and µF sim-

ultaneously, indicated as “µR +µF”, has been considered. The impact of each of these scale

uncertainties with respect to the nominal yield in each CR, VR and SR of the W h-SS analysis

are reported in the form of up and down relative variations.



4.4 Systematic uncertainties 113

PDF andαS The systematics associated with the uncertainty on the PDF, has been estimated,

in an analogous fashion as the QCD scale uncertainties, by taking into account a set of varied

generator weights each corresponding to the different choices of the PDF set. The final envel-

ope for each region is takes by considering the standard deviation of each of relative deviation

from the nominal yield. Similarly, the two variations of the generator weights arising from the

up and down scaling of the strong coupling constant, αS, by amounts equal to its uncertainty

have been used to assess its impact in the acceptance of every region. Symmetrised envelopes

have been taken as the final uncertainty value. PDF and αS variations have been considered as

a single uncertainty by taking into account the squared sum of the two.

Merging scale, re-summation scale and PS recoil scheme The systematics corresponding to

uncertainties on choice of the CKKW merging scale, the re-summation scale (QSF) – i. e. upper

cut-off of the perturbative calculations for the PS evolution – and the impact of using different

recoil schemes for single particle emission in the PS (CSSKIN) have all been evaluated at truth-

level using specifically-produced alternative MC samples. Specifically, the the CKKW system-

atic is estimated from the impact of changing the nominal CKKW merging scale of 20 GeV to

the alternative values of 15 GeV and 30 GeV and the nominal QSF value of 2 GeV is varied of

a factor 1/4 and 4. For MC t t̄ simulations, inclusive PS-related uncertainties are estimated by

comparing the yields in every region obtained with the nominal POWHEG+PYTHYA8 generator to

POWHEG+HERWIG7.

Radiation ISR and FSR uncertainties are extracted by adjusting the parameters correspond-

ing to the different PS tuning variations available in the PYTHYA8 generator an by comparing

with the nominal yield in each region.

Matrix-element The impact of choosing a different matrix-element (ME) generator, aMC@NLO,

compared to the nominal choice, POWHEG, for MC t t̄ has also been taken into account.

The evaluation of the impact of the different theoretical sources of uncertainties involves com-

paring nominal MC yields in each region with the corresponding yield obtained after applying a

dedicated systematic variation. However, this makes the process sensitive to the statistical fluc-

tuations of the different processes. This holds especially true for regions in which such contri-

butions are small or negligible. In order to ultimately reduce the probability of double-counting

the statistical uncertainties, which are considered separately in the W h-SS analysis, when ne-

cessary theoretical systematics have been estimated in inclusive regions (e. g. by merging SRs

together), thus reducing the impact of statistical fluctuations in their estimation. The estimated

envelopes relative to the theoretical uncertainties of the W Z and W ±W ± backgrounds for all

the regions of the W h-SS analysis have been reported in Tables 4.12-4.13 and Tables 4.14-4.15,

respectively.
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Table 4.12: Breakdown of theoretical uncertainties concerning the QCD scales, PDF and αS estimated for the W Z
background in the SRs, CRs and VRs of the W h-SS analysis.

Region µR [%] µF [%] µR +µF [%] PDF [%] αS [%] PDF+αS [%]

SRW h
high-mT2

-1-ee/eµ/µµ +1.49/-1.43 +0.41/-0.40 +1.23/-0.94 ±0.26 ±0.22 ±0.34

SRW h
high-mT2

-2-ee/eµ/µµ +3.26/-2.91 +1.26/-1.43 +1.94/-1.60 ±0.47 ±0.22 ±0.52

SRW h
high-mT2

-3-ee/eµ/µµ +3.56/-4.10 +1.65/-2.69 +1.04/-2.00 ±1.24 ±0.27 ±1.26

SRW h
low-mT2

-ee/eµ/µµ +2.61/-2.47 +0.77/-0.93 +1.84/-1.55 ±0.21 ±0.27 ±0.35

CRW Z W h +6.06/-5.54 +1.64/-1.94 +4.45/-3.67 ±0.39 ±1.43 ±1.48

CRW W W h +18.15/-14.39 +3.32/-3.64 +14.23/-11.34 ±1.20 ±1.43 ±1.87

VRW Z W h +4.92/-4.58 +1.52/-1.77 +3.40/-2.89 ±0.38 ±0.43 ±0.57

VRW W W h +16.90/-13.46 +3.35/-3.70 +12.87/-10.46 ±1.24 ±0.43 ±1.32

VRF N PW h-ee/eµ/µµ +5.01/-4.50 +1.33/-1.59 +3.66/-3.01 ±0.26 ±0.24 ±0.36

VRC F W h +3.30/-3.13 +0.70/-0.85 +2.76/-2.26 ±0.40 ±0.24 ±0.47

Table 4.13: Breakdown of theoretical uncertainties concerning the merging scale (CKKW), re-summation scale
(QSF) and PS recoil scheme (CSSKIN) estimated at truth-level for the W Z background in the SRs, CRs and VRs
of the W h-SS analysis.

Region QSF [%] CKKW [%] CSSKIN [%]

SRW h
high-mT2

-1/2/3-ee/eµ/µµ +15.51/-2.06 -18.67 -16.92

SRW h
low-mT2

-ee/eµ/µµ -11.71 -11.25 +19.64

CRW Z W h +1.83/-2.45 +4.90 -4.07

CRW W W h +1.89/-3.09 -7.02 -1.54

VRW Z W h +10.34/-4.72 +2.94/-3.35 +2.54

VRW W W h +3.35/-3.36 +3.95/-14.94 -3.32

VRF N PW h-ee/eµ/µµ +1.87/-1.77 +1.33/-2.54 +0.47

VRC F W h +37.31/-11.86 +1.05/-13.95 -4.18

Table 4.14: Breakdown of theoretical uncertainties concerning the QCD scales, PDF and αS estimated for the
W ±W ± background in the SRs, CRs and VRs of the W h-SS analysis.

Region µR [%] µF [%] µR +µF [%] PDF [%] αS [%] PDF+αS [%]

SRW h
high-mT2

-1-ee/eµ/µµ +8.02/-8.35 +0.06/-0.03 +8.07/-8.40 ±0.29 ±0.74 ±0.79

SRW h
high-mT2

-2-ee/eµ/µµ +8.35/-8.53 +0.53/-0.41 +7.88/-8.09 ±0.45 ±0.74 ±0.87

SRW h
high-mT2

-3-ee/eµ/µµ +6.36/-6.79 +1.53/-1.34 +4.93/-5.38 ±0.56 ±0.81 ±0.98

SRW h
low-mT2

-ee/eµ/µµ +7.98/-8.20 +0.33/-0.25 +7.72/-7.89 ±0.45 ±0.81 ±0.92

CRW Z W h +8.46/-8.43 +0.66/-0.65 +9.25/-8.96 ±2.55 ±0.68 ±2.64

CRW W W h +7.17/-7.22 +0.46/-0.40 +6.73/-6.81 ±0.49 ±0.68 ±0.83

VRW Z W h +4.32/-4.28 +0.79/-0.87 +5.03/-5.23 ±3.03 ±0.78 ±3.13

VRW W W h +7.10/-7.16 +0.46/-0.41 +6.65/-6.75 ±0.17 ±0.78 ±0.80

VRF N PW h-ee/eµ/µµ +8.04/-8.35 +0.79/-0.64 +7.33/-7.64 ±0.33 ±0.75 ±0.82

VRC F W h +8.83/-9.30 +0.85/-0.66 +8.10/-8.55 ±0.36 ±0.75 ±0.83
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Table 4.15: Breakdown of theoretical uncertainties concerning the merging scale (CKKW), re-summation scale
(QSF) and PS recoil scheme (CSSKIN) estimated at truth-level for the W ±W ± background in the SRs, CRs and VRs
of the W h-SS analysis.

Region QSF [%] CKKW [%] CSSKIN [%]

SRW h
high-mT2

-1/2/3-ee/eµ/µµ +5.07/-4.32 +3.07/-1.06 +5.17

SRW h
low-mT2

-ee/eµ/µµ +4.45/-3.29 +2.33/-4.33 +2.11

CRW Z W h - - -

CRW W W h +8.23/-2.86 +1.25/-0.69 -1.33

VRW Z W h - - -

VRW W W h +6.56/-3.16 +1.37/-2.23 +0.68

VRF N PW h-ee/eµ/µµ +4.49/-3.47 +1.31/-2.40 -1.08

VRC F W h +6.68/-0.61 +4.66 +2.16

For what concerns the t t̄ +V background, given its large statistical fluctuations in the SRs

which could not be decoupled from the systematic uncertainties by simply considering inclus-

ive bins, flat envelopes have been taken into account and applied to all regions. These un-

certainties, relative to QCD scales, PDF and αS, are available in literature [152] and have been

estimated considering inclusive phase-spaces. Their values are shown in Table 4.16. As op-

posed to the W Z and W ±W ± case, in which systematics have been evaluated, the used values

of the uncertainties for PDF and αS taken from literature are considered separately.

Table 4.16: Breakdown of the theoretical uncertainties for the t t̄ +V process including QCD scale or µR,F , PDF, αS.
These flat uncertainties are applied to every region of the W h-SS analysis.

Process µR,F [%] PDF [%] αS [%]

t t̄ +V +12.9/-11.5 ±2.8 ±2.8

For all other less dominant SM backgrounds with prompt leptons and estimated from MC,

which most notably include V V V and Z Z → 4ℓ events, an analogous strategy have been em-

ployed: a conservative flat ±20% envelope, encompassing the largest total uncertainty on the

inclusive cross-section measurements for these processes (also available in [152]), has been

considered.

Finally, theoretical systematics relative to the modelling of the MC simulations of the

W h-SS signals have also been estimated. Three different sources of uncertainties have been

considered, concerning QCD scale, merging scale and radiation. These have been estimated

at truth-level separately for each point of the W h-SS signal grid (Figure 4.2). Since no signific-

ant change in the estimated values of the signal theory systematics have been observed moving

from one mass point to another within their respective statistical fluctuation, single values have

been obtained by averaging the these values across the signal grid (Table 4.17). This allowed to

suppress the impact of the statistical uncertainties themselves.
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Table 4.17: Breakdown of theoretical uncertainties concerning the merging scale QCD scale (µR,F ), merging scale
and radiation estimated at truth-level for the W h-SS signal processes in the SRs of the W h-SS analysis.

Region µR,F [%] Merging Scale [%] Radiation [%]

SRW h
high-mT2

-1/2/3-ee/eµ/µµ +11.05/-13.86 +11.68/-14.75 +20.18/-14.77

SRW h
low-mT2

-ee/eµ/µµ +16.53/-22.42 +13.96/-21.68 +23.05/-28.56

4.5 Results of the W h-SS search

4.5.1 Statistical analysis

This section outlines the technical procedure used to achieve a statistical interpretation of the

results of a search for BSM physics phenomena. The tools here described are relevant not

only for the W h-SS analysis, but also for the other analyses included in this thesis (Chapters 5

and 6).

In a particle physics search the view is usually to evaluate the statistical significance that

the observed data either are compatible with a previously established physics scenario, i. e.

the SM, or indicate the presence of processes that have been predicted but not yet observed,

i. e. BSM phenomena such as SUSY. This is usually assessed in a procedure called hypothesis

testing, in which the compatibility of the observed data in the background-only hypothesis (B)

is tested against the signal+background hypothesis (S +B) [148]. In the specific case of high-

energy particle physics experiments this is achieved by performing a fit simultaneously in all

CRs and SRs. The functional form which data, background and signal yields are fitted against

is the Likelihood [153, 154], which in the context of ATLAS SUSY analyses is defined as:

L
(
µS, θ⃗

)
= ∏

i∈SR
Pi

(
nObs

i

∣∣∣ bi (µ⃗B, θ⃗)+µS · si (⃗θ)
)
×∏

j∈CR
P j

(
nObs

j

∣∣∣ b j (µ⃗B, θ⃗)+µS · s j (⃗θ)
)
× ∏

k∈NP
Gk

(
θ0

k −θk

) (4.30)

where the first two terms represent the Poisson distributions of observing nObs
i ( j ) in each SR

and CR, respectively, given the corresponding expectations of the signal+background yields,

bi ( j ) +µS · si ( j ). The parameter µS is called signal strength. It scales the signal yields in the SRs

to match the corresponding observations and is, thus, a free-floating parameter set in the fit.

Other free, unconstrained parameters are µ⃗B, which represent the NFs for the backgrounds

that are being normalised in their specific CRs. The impact of each of the different sources

of systematic uncertainties (Section 5.4) is assessed by means of the corresponding Nuisance

Parameter (NP), θk . Each NP changes the yields of both the background and the signal expect-

ation values and it is constrained in the fit with Gaussian functions, shown in the third term of

Equation 4.30. In these Gaussian terms, the parameters θ0
k are their central values which are

taken from the systematic uncertainty envelopes that are given as inputs to the fit along with

nObs
i ( j ) . For backgrounds that are normalised in dedicated CRs, the impact of the NPs of their

systematic uncertainties in the SRs can be further constrained by extrapolating their effect to
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the transfer factors from the CRs to the SRs (calculated as NSR/NCR, where NSR and NCR are the

yields in the SRs to the CRs, respectively), and taking that variation as the NP, instead.

From the Neyman-Pearson lemma, the most powerful discriminant to probe the S +B hy-

pothesis against the B hypothesis, namely the so-called test statistic, is given by the likelihood

ratio between the two hypotheses [148]. A common choice in hypothesis testing is as follows:

qµS =−2ln

L(µS,
ˆ⃗̂
θ)

L(µ̂S, ˆ⃗
θ)

 (4.31)

where µ̂S and ˆ⃗
θ globally maximise the likelihood function (Equation 4.30), and

ˆ⃗̂
θ maximises the

likelihood as a function of every fixed value of µS. In order to compute the statistical signific-

ance of the compatibility of the observations with the background-only hypothesis, obtained

by setting µS = 0, and the S+B hypothesis, for µS = 1, it is necessary to consider the probability

density function (pdf), f (qµS |µS, ˆ⃗
θ), of the test statistic of Equation 4.31. This is, in general,

sampled with pseudo-experiments, or “toys”, which mostly rely on MC techniques [148]. How-

ever, in the limit of sufficiently high statistics the pdf can be accurately approximated using

analytic, asymptotic formulae [153]. This approach is the one that has been used in the W h-SS

analysis. The compatibility with each hypothesis can then be measured considering the value

of the test statistic corresponding to the observation, qObs
µS

, and the following p-values:

pS+B =
∫ +∞

qObs
µS=1

f (qµS |µS = 1, ˆ⃗
θ) dqµS =C LS+B

pB =
∫ qObs

µS=0

−∞
f (qµS |µS = 0, ˆ⃗

θ) dqµS = 1−C LB

(4.32)

which have been graphically represented in Figure 4.22.

As it can also be seen in Figure 4.22, the quantities C LS+B and (1−C LB ) measure the de-

gree of incompatibility of the observations with the signal+background and background-only

hypotheses, respectively.

Confidence intervals, commonly parametrised by the quantity called Confidence Level (CL),

can be defined by convention to accept or reject the hypothesis in question. In particular,

95% CL intervals around the median2 define the ±1σ band. Conventionally, in high-energy

physics experiments, observations with a pB corresponding to upward deviations of 3σ from

the background expectation are commonly associated with the observation of an excess,

whereas 5σ deviations are acknowledged as the discovery of a new signal. On the other hand, in

case the observations are found to be compatible with the background prediction, the

signal+background hypothesis can be rejected by means of the C LS prescription [155], which is

based on the quantity:

C LS = C LS+B

C LB
(4.33)

A signal model is said to be excluded at 95% CL if C LS < 0.05 = 1−0.95. C LS values can be

estimated by taking in Equation 4.30 the data in the SRs as the observation. These correspond

2 The median is defined as the quantile of a pdf corresponding to 50% of the probability.
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Figure 4.22: Graphical representations of pS+B and pB as well as the pdfs of the S +B and B hypotheses, taken
from [153].

to the so-called observed C LS values. On the other hand, expected C LS values are obtained

by taking e. g. b + s in the SRs as the observation. Finally, 95% CL upper limits on the signal

cross-sections can also be computed by repeating the fit for different values of the signal

strength, µS, and by finding the largest one admissible that is still compatible with the

background-only hypothesis [153].

For SUSY searches in the ATLAS experiment, all the fit functionalities described in this Sec-

tion are implemented in the HistFitter framework [154], which has also been employed in

the W h-SS search. Three different types of fit are possible in the HistFitter framework and

have been considered for the statistical interpretation of the results of the

W h-SS analysis:

• Background-only fit, which is performed considering the absence of any BSM signal in

the SRs, therefore testing the compatibility with the background-only hypothesis;

• Model-independent or discovery fit, in which a dummy signal for a generic BSM process

(usually s = 1) in the SRs is considered along with a scan for the 95% CL upper limit on

µS, which can equivalently be expressed as a limit on the visible cross-section for such

process;

• Model-dependent or exclusion fit, which takes into account the SUSY signals in question
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and, if the observations are compatible with the SM background prediction, determines

whether such signal is excluded at 95% CL.

The stability of each of these types of fits are assessed by evaluating the so-called pulls of

every constrained NP which are defined as:

P
(
θ
)= θ− θ̂

∆θ
(4.34)

where θ is the observed value of the NP, θ̂ is the value which maximises the Likelihood (Equa-

tion 4.31), and∆θ is the value of the uncertainty of the NP as assigned in the fit. If∆θ is smaller

than the uncertainty used as an input in the fit, that uncertainty is said to be “over-constrained”,

otherwise it is “under-constrained”. Moreover, in cases in which the value of P(θ) is approxim-

ately zero, the fit is said not to introduce a pull. On the other hand, large observed pulls usually

can cause the fit not to converge to the global extremum of the Likelihood function, thus mak-

ing the fit itself unstable. Pulls are typically reported with respect to the number of standard

deviations, σ, they are found to be away from the input uncertainty on each NP, so that e. g.

σ≥ 1 indicates an under-constrained uncertainty.

Large pulls and/or under-constrained NPs can be a consequence of possible discrepan-

cies between data and the SM background in a CR/SR. In this case, a shift in the relevant NPs

compared to the original value of the considered uncertainty must be introduced in order to

stabilise the fit. Pulls not larger than 2-3σ are not considered significant. The absence of sig-

nificant pulls represents a satisfactory agreement between data observations and the model

being tested, thus validating quality of the fit.

4.5.2 Background-only fit results of the W h-SS analysis

In the Wh-SS analysis a background-only fit is performed by fitting the overall SM background

simultaneously all CRs, thus extracting the final estimate of the SM backgrounds. In this con-

text, all NPs, corresponding to the experimental, theoretical and data-driven systematics out-

lined in the previous Sections, are considered correlated across the different regions of the

W h-SS search. This allows to constrain the variability of such systematics. Additional con-

straints arise from the normalisation of the W Z and W ±W ± in the respective CRs. The extrac-

ted NFs in these CRs have been measured to be µW Z = 1.06+0.14
−0.08 and µW ±W ± = 1.00+0.25

−0.28. Given

the satisfactory agreement with data before the fit in observed in the CRs (Figures 4.11a and

4.13a), the NFs are compatible with one within their respective uncertainties.

Figure 4.23 shows the comparison between data and the estimated yields of the SM back-

grounds after the background-only fit in the CRs and VRs of the W h-SS analysis. Data are been

found compatible with the final background prediction in the VR (within 1σ), which ultimately

demonstrate the validity of the overall background estimation procedure.

The comparison between the observed data and the final estimate of the SM backgrounds

have been reported in Table 4.18 and shown in Figure 4.24.



4.5 Results of the W h-SS search 120

WZCR ±W±WCR WZVR ±W±WVR -EECFVR -EEFakeVR -EMFakeVR -MMFakeVR

1

10

210

310

410E
ve

nt
s

Data Total SM
WZ ±W±W
Fake/Non-Prompt Charge Flip
+Vtt Other

-1 = 13 TeV, 139 fbs

 PreliminaryATLAS

P
re

-f
it

P
os

t-
fit

WhCRWZ WhCRWW WhVRWZ WhVRWW WhVRCF -eeWhVRFNP µ-eWhVRFNP µµ-WhVRFNP

0.8

1

1.2

Xµ

2−

0

2

S
ig

ni
fic

an
ce

 

WZ
µ

WW
µ

Figure 4.23: Data and SM background predictions in all the CRs and VRs of the W h-SS analysis. Data and SM back-
ground yields in the CRs (VRs) are taken before (after) the background-only fit. The lower panel shows the measured
values of the NPs of the W Z and W ±W ± processes (µW Z and µW ±W ± ) in the CRs, and the comparison between
data and SM prediction in the VRs expressed as the significance (number of σ from the background expectation),
after the background-only fit. Statistical and systematic uncertainties are shown. [136]
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Figure 4.24: Data and SM background predictions in all the SRs of the W h-SS analysis. In the lower panel, the
comparison between data and SM prediction is expressed as the significance (number of σ from the background
expectation), after the background-only fit. Statistical and systematic uncertainties are shown. [136]
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Table 4.18: Observed sata and SM background yields in all the SRs of the W h-SS analysis. Statistical and systematic
uncertainties are shown.

Regions SRW h
high-mT2

-1-ee SRW h
high-mT2

-2-ee SRW h
high-mT2

-3-ee SRW h
low-mT2

-ee

Data 22 8 5 28

Total SM 14.17±1.82 6.97±0.87 4.22±0.97 23.56±3.01

W Z 4.85±0.87 2.08±0.40 1.08±0.23 6.42±0.99

W ±W ± 1.92±0.55 0.71±0.23 0.23±0.11 4.86±1.37

CF 3.91±1.06 2.42±0.64 1.73±0.48 5.58±1.52

FNP 2.54±1.47 0.84±0.43 0.81+0.84
−0.81 5.02±3.18

t t̄ +V 0.44±0.09 0.40±0.09 0.10±0.04 0.80±0.13

Other 0.51±0.16 0.51±0.12 0.25±0.07 0.88±0.34

Regions SRW h
high-mT2

-1-eµ SRW h
high-mT2

-2-eµ SRW h
high-mT2

-3-eµ SRW h
low-mT2

-eµ

Data 37 10 3 54

Total SM 25.49±2.84 14.46±1.95 4.80±0.73 51.09±4.32

W Z 13.90±2.45 5.98±1.03 2.11±0.42 18.99±2.81

W ±W ± 4.17±1.34 1.92±0.55 0.85±0.28 12.25±3.32

CF 1.67±0.46 0.93±0.25 0.31±0.08 4.57±1.23

FNP 4.60±1.57 4.17±1.95 1.07±0.68 13.02±4.67

t t̄ +V 0.91±0.17 1.07±0.17 0.34±0.07 1.95±0.29

Other 0.25±0.10 0.39±0.08 0.11±0.03 0.31±0.09

Regions SRW h
high-mT2

-1-µµ SRW h
high-mT2

-2-µµ SRW h
high-mT2

-3-µµ SRW h
low-mT2

-µµ

Data 25 12 2 50

Total SM 24.21±3.03 13.41±1.27 7.07±1.56 48.20±4.01

W Z 13.51±2.61 6.19±1.09 1.95±0.43 22.93±3.40

W ±W ± 4.40±1.36 1.84±0.53 0.67±0.22 10.25±2.77

CF 0.00±0.00 0.00±0.00 0.00±0.00 0.00±0.00

FNP 5.36±0.56 4.30±0.60 3.50±0.80 12.93±1.49

t t̄ +V 0.67±0.14 0.81±0.14 0.22±0.05 1.42±0.22

Other 0.26±0.14 0.27±0.08 0.73+1.23
−0.73 0.68±0.16

No significant deviation from the SM expectation is found. Mild excesses are observed in

SRW h
high-mT2

-1-ee (+1.70σ) and SRW h
high-mT2

-1-eµ (+1.83σ). In SRW h
high-mT2

-3-µµ data show a deficit

compared to the SM background prediction (−2.02σ). This behaviour is associated with the

statistical under-fluctuation of data for µ±µ± events with relatively high E miss
T , as shown in Fig-

ure 4.25, where only one event from data has been observed for E miss
T ≥ 200 GeV . Nevertheless,

since these deviations from the background expectation have been found to be well below the

3σ threshold, they are not sufficient to claim the observation of a significant excess compared

the SM prediction.

The impact of each source of systematic uncertainty on the background in each SR after the

background-only fit has also been evaluated, as shown in Figure 4.26.

Other than the total relative uncertainty, systematic uncertainties are grouped into five cat-

egories: “Experimental” for the detector-related uncertainties, “Theoretical” for the theoret-

ical systematics, “Normalisation” which represent the errors on the extracted NFs, “MC stats”

which is the statistical uncertainty associated with the backgrounds from MC, “Fake/Non-
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Figure 4.25: E miss
T distribution after the background-only fit showing the data and the post-fit expected background

in the three E miss
T bins of the µ±µ± channel of SRW h

high-mT2
. The bottom panel shows the ratio of the observed data

to the predicted yields. Statistical and systematic uncertainties are shown. [136]
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Figure 4.26: Breakdown of the relative uncertainties in the SRs of the W h-SS analysis for all the sources of the
statistical and systematic uncertainties considered. [136]
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Prompt” and “Charge-Flip” which are the total uncertainties associated with the data-driven

estimation of the FNP and CF backgrounds, respectively. The FNP background-related uncer-

tainties have been found to be in general the dominant sources of uncertainties in the SRs of the

W h-SS analysis. CF-related uncertainties become relevant only in SRs with a e±e± lepton pair.

In SRW h
high-mT2

-3-µµ experimental systematics arising from the reconstruction of muons are the

most dominant source. Due to the fact that the purity of the CR in which the W ±W ± process

is normalised is only ∼ 45%, with non-negligible contributions from the W Z and FNP back-

grounds (Figure 4.13a), the fit introduces non-negligible anti-correlations between the NPs as-

sociated with the normalisations of W ±W ± and W Z , and between the NPs associated with the

normalisation of W ±W ± and the uncertainties of the FNPs background. As a consequence, e. g.

the impact of the total uncertainty in SRW h
low-mT2

-ee and SRW h
low-mT2

-eµ is smaller compared to the

impact of the FNPs uncertainty alone.

4.5.3 Model-independent fit results of the W h-SS analysis

A model-independent fit has been performed, using the procedure outlined in Section 4.5.1, in

the so-called discovery regions. The definition of the discovery regions, referred to as SRW h
high-mT2

-

Disc and SRW h
low-mT2

-Disc, is inspired by the search for the W h-SS model and is obtained by

merging together the flavour and E miss
T bins of the SRs of the W h-SS analysis, as shown in

Table 4.19.

Table 4.19: Summary of the selection criteria for the inclusive SRs. The final selections are obtained by merging the
flavour and E miss

T bins of the SRs targeting the W h-SS model (Table 4.6).

Variable SRW h
high-mT2

-Disc SRW h
low-mT2

-Disc

W h-SS preselection Applied

mT2 [GeV ] ≥ 80 < 80

mmin
T [GeV ] - ≥ 100

E miss
T significance ≥ 7 ≥ 6

E miss
T [GeV ] ≥ 75 ≥ 50

The rationale behind such choice is based on the fact that, for instance, bins with increas-

ing E miss
T have higher sensitivity for progressively higher∆mSig (see Section 4.2.5). Thus, taking

into account inclusive SRs as discovery regions removes the dependency on the W h-SS search

whilst making the regions sensitive simultaneously to different ∆mSig values. Since this holds

true in general for a variety of BSM models other than W h-SS, it can be stated that these in-

clusive regions maximise the overall discovery potential for BSM physics in the phase-space

targeted by the W h-SS analysis.

The results of the model-independent fit, performed separately in the two discovery re-

gions, are shown in Table 4.20.
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Table 4.20: Results of the model-independent fit in the discovery SRs of the W h-SS analysis. The number of ob-
served and expected yields, NObs and NExp, are obtained from a background-only fit in the same regions. Upper

limits at 95% CL on the visible signal cross-section, σ95
Vis, and the corresponding observed and expected number of

signal events, S95
Obs and S95

Exp are shown as well as the C LB of the discovery fit and the corresponding p-value (pB

for no signal), which is also reported as the number of σ deviations, Z , from the background expectation.

Region NObs NExp σ95
Vis [fb] S95

Obs S95
Exp C LB pB (s = 0) (Z )

SRW h
high-mT2

-Disc 124 115.77±10.48 0.28 39.3 33.9+14.3
−10.0 0.66 0.34 (0.41)

SRW h
low-mT2

-Disc 132 123.84±8.37 0.24 33.0 29.5+11.7
−8.8 0.63 0.33 (0.43)

The observed data have been once again found to be compatible with the SM prediction

in both discovery regions. This is further represented by the computed discovery p-values, for

which the highest discrepancy with the background prediction is only 0.43σ.

4.5.4 Model-dependent fit results of the W h-SS analysis

The absence of any significant excess observed with data in any of the SRs of the W h-SS ana-

lysis after the background-only fit, allows to interpret the result by setting 95% exclusion limits

on the masses of the charginos and neutralinos considered in the context of the W h-SS model.

This was achieved by performing an exclusion fit (see Section 4.5.1) in all SRs. The stability of

the exclusion fit has been assessed by evaluating pulls (Figure 4.27) for each mass point of the

W h-SS signal grid. A description of all the NPs constrained by the fit and shown in Figure 4.27

is reported in Table 4.21.

Table 4.21: Description of the set of NPs constrained by the fit.

NP name Description

staterror_* Statistical error in each region

sys_CF_{Stat,Sys,MCstat} Systematic uncertainties on the CF (Section 4.3.3).

sys_FF_{Stat,Psub,CFsub,CRSRextr} Systematic uncertainties on the FF (Section 4.3.5).

sys_kWWSS_{stat,sys}
Statistical and systematic error on the K -factor

applied to the MC W ±W ± process (Section 4.3.2).

sys_theory_* Theoretical systematic errors on MC processes (Section 4.4.2).

SigXsec_* Theoretical uncertainty on the signal cross-sections.

sys_{JET,JVT,FT}* Experimental systematic errors concerning jets.

sys_{MUON,mu}* Experimental systematic errors concerning muons.

sys_{EG,el,ECIDS}* Experimental systematic errors concerning electrons.

sys_MET_* Experimental systematic errors concerning E miss
T .

sys_PU, lumi Experimental systematic errors concerning pile-up and luminosity.

The most relevant pulls are due to the mild excesses between data and SM background in

SRW h
high-mT2

-1-ee and SRW h
high-mT2

-1-eµ, and to the deficit in SRW h
high-mT2

-3-µµ. In particular, the

mild excess in the ee and eµ channels of SRW h
high-mT2

-1 are responsible for the ≳ 1σ pull of

sys_FF_CFsub, associated with the CF background subtraction in the measurement of the FF

for electrons, which becomes particularly relevant in these regions. However, all the pulls have

been found to be compatible with the original prediction of the systematic uncertainties within

2σ. Since analogous results have been obtained for every point of the signal grid, the results of

the exclusion fit are thus validated.
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Figure 4.27: Pulls for every NP obtained by carrying out an exclusion fit in the W h (300,0) mass point of the W h-SS
signal grid. A description of each of the shown NPs is reported in Table 4.21.
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The observed and expected 95% exclusion limits for the W h-SS model are shown in Fig-

ure 4.28. The observed limit excludes a larger area of the signal mass plane compared to the

expected limit as a consequence of the deficit observed in SRW h
high-mT2

-3-µµ. Values as mχ̃±
1 ,χ̃

0
2

are

excluded up to 520 GeV for massless LSPs, whereas mχ̃0
1

are excluded up to about 175 GeV for

mχ̃±
1 ,χ̃

0
2
≃ 400 GeV . Moreover, mass points are excluded for ∆mSig down to the kinematic limit

for mχ̃±
1 ,χ̃

0
2

up to 225 GeV .
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Figure 4.28: Observed (red solid line) and expected (dashed black line) exclusion limits at 95% CL on mχ̃±1 ,χ̃0
2

and

mχ̃0
1

for the W h-SS model [136]. The yellow band represents ±1σ total uncertainty on the expected result, whereas

the dotted red lines represent ±1σ on the signal cross-section. The grey area represents the exclusion limits of the
previous ATLAS searches in the same model using the early Run 2 dataset with 36.1 fb−1 [57].

This analysis allows to improve the sensitivity for the search in the W h-SS model compared

to an analogous analysis targeting the same model obtained in the ATLAS experiment with the

early Run 2 dataset with 36.1 fb−1 [57]. This can be appreciated by comparing the grey-shaded

area in Figure 4.28, representing the previous observed exclusion limit of the W h-SS model

obtained by the ATLAS Collaboration with the limit obtained in this search.

Outlook of the W h-SS analysis

The substantial increase in the bounds on mχ̃±
1 ,χ̃

0
2

and mχ̃0
1

compared to what was possible us-

ing early Run 2 data allows to better probe the phase-space targeted by the W h-SS model. To-

gether with the results of other searches based on simplified models with the same theoretical

assumptions but different final states, due to the different decay of the intermediate bosons,

this allows to set limits on the parameters of mSUGRA models and, in general, on the possible

mass hierarchies of the MSSM. Additional informations can be extracted by statistically com-

bining the results of these searches. An effort targeting the combination of the W h-SS model
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with similar models in currently ongoing in the ATLAS Collaboration. An overview about such

task will be given in Chapter 6.
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5SEARCH FOR χ̃
±
1 χ̃

0
2 DECAYING

TO THREE LEPTONS VIA

INTERMEDIATE W Z AND W h

BOSONS

This Chapter presents the analysis searching for the EWK χ̃±1 χ̃0
2 production through their

R-Parity-conserving decays to final states with three light leptons (ℓ = e,µ) and E miss
T . The

analysis uses the full Run 2 dataset (with 139fb−1) collected with the ATLAS detector. Two in-

termediate states involving the on-shell production of W and Z bosons (W Z -3ℓ model) or W

and Higgs bosons (W h-3ℓmodel) are considered for a range of relevant parameters. These two

searches are also collectively referred to as the 3ℓ-onShell analysis. Results from the 3ℓ-onShell

analysis have been published in a paper, found in Reference [156]. This paper also includes

details about other EWK SUSY searches in three-lepton final states, focusing instead on inter-

mediate decays to off-shell W and Z bosons.

I have contributed to the 3ℓ-onShell analysis since the start of my PhD until its publication.

In particular, I have contributed to the development and maintenance of the analysis frame-

work used for processing and analysis data and MC samples. I have personally developed the

techniques to estimate detector-level systematic uncertainties and I have also been respons-

ible for the estimation of theoretical systematic uncertainties on the main SM backgrounds of

the search. Finally, I have provided assistance in the production of the final result plots, also

included in the publication of Reference [156].

In the following Sections an overview of the 3ℓ-onShell analysis strategy is given. Results

presented in this Chapter which I have personally produced will be highlighted specifically,

with additional material taken from Reference [156], also shown for completeness. The res-

ults of the 3ℓ-onShell analysis will be combined with the W h-SS search (Chapter 4) and other

EWK SUSY searches with intermediate states of W and Z /h bosons. Preliminary results of their

combination, to which I have made key contributions for my PhD, will be discussed in detail in

Chapter 6.
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5.1 Targeted SUSY scenarios

The simplified models addressed in the W Z -3ℓ and W h-3ℓ searches are shown in the diagrams

of Figure 5.1.

(a) W Z -3ℓ model

χ̃±
1

χ̃0
2

W

hp

p

χ̃0
1

`

ν

χ̃0
1

`
`
X

(b) W h-3ℓ model

Figure 5.1: Diagrams for the production of chargino and neutralino, decaying to three-lepton final states via (a) W Z
and (b) W h bosons.

The χ̃
±
1 and χ̃0

2 are assumed to be mostly Wino-like and mass-degenerate (mχ̃±
1 ,χ̃

0
2
= mχ̃±

1
=

mχ̃0
2
). In both the models, the χ̃

±
1 is assumed to decay with a 100% BR to an on-shell W boson

and a stable χ̃
0
1 (χ̃

±
1 →W ±χ̃0

1). In the W Z -3ℓ (W h-3ℓ) model χ̃
0
2 decays with a 100% BR to a χ̃

0
1

and an on-shell Z (Higgs) boson, namely χ̃
0
2 → Z χ̃

0
1 (χ̃

0
2 → hχ̃

0
1). The χ̃

0
1 in the final state is in

turn assumed to be mostly Bino-like and the stable LSP. Three-lepton final states arise from

fully leptonic decays of the gauge bosons. In the W h-3ℓmodel, all possible decays of the Higgs

boson are considered if they result in two opposite-sign leptons, in particular W +W −, Z Z and

τ+τ−.

Similar to the W h-SS analysis described in Chapter 4, the W Z -3ℓ and W h-3ℓ models are

studied by taking into account two dedicated signal grids. A similar nomenclature is employed

to indicate the mass point of each search: W Z (mχ̃±
1 ,χ̃

0
2
,mχ̃0

1
) for the W Z -3ℓ model and W h

(mχ̃±
1 ,χ̃

0
2
,mχ̃0

1
) for the W h-3ℓ model. As only on-shell intermediate particles are considered in

the 3ℓ-onShell analysis, two different kinematic limits are considered. These are ∆mSig ≳ mZ

for the W Z -3ℓ signal grid and ∆mSig ≳mh in the W h-3ℓ signal grid.

MC samples for each mass point of both signal grids have been generated from LO matrix-

elements with up to additional partons using the MadGraph generator interfaced with PYTHIA8

for PS modelling. In order to ensure the signal MC samples to have sufficiently high statistics,

dedicated three-lepton filters are applied at generation-level. For the W Z -3ℓ model events are

generated requiring the presence of at least two truth-level leptons with pT > 7 GeV . In the

W h-3ℓ model all three truth-level leptons must pass pT > 7 GeV .
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5.2 Analysis strategy

5.2.1 Object definitions and trigger selection

The targeted final states requires events with reconstructed electrons, muons, jets ad E miss
T

passing the OvR procedure (Section 3.3.3). Signal electrons and signal muons criteria are ap-

plied on top of the corresponding baseline selection. The full list of cuts used in the 3ℓ-onShell

analysis is reported in Table 5.1.

Table 5.1: Summary of the electron and muon selection criteria used in the W Z -3ℓ and W h-3ℓ analyses. The signal
criteria are applied on top of the baseline criteria.

Baseline electrons Baseline muons

Acceptance pT ≥ 10 GeV , |η| < 2.47 pT ≥ 10 GeV , |η| < 2.5

Identification WP LooseAndBLayer Medium

Impact parameter |d0/σ(d0)| < 5.0, |z0 · sin
(
θ
)| < 0.5mm |z0 · sin

(
θ
)| < 0.5mm

Signal electrons Signal muons

Identification WP Medium -

Isolation WP Tight Tight

Impact parameter - |d0/σ(d0)| < 3.0

The selection criteria chosen for jets and b-jets in the W Z -3ℓ and W h-3ℓ analyses are sum-

marised in Table 5.2. In this analysis, EMTopo jets are used. The highest efficiency b-tagging

WP, 85%, has been chosen, in order to maximise the rejection of b-jets in the SRs.

Table 5.2: Summary of the jet selection criteria used in the W Z -3ℓ and W h-3ℓ analyses.

Baseline jets

Collection EMTopo

Acceptance pT ≥ 20 GeV , |η| < 4.5

Signal jets

Acceptance pT ≥ 20 GeV , |η| < 2.8

JVT Medium WP for pT < 120 GeV , |η| < 2.5

Signal b-jets

Acceptance pT ≥ 20 GeV , |η| < 2.5

b-tagger MV2c10, 85% efficiency WP

The 3ℓ-onShell analysis adopts a trigger selection based on the logical OR of the same di-

lepton trigger chains used in the W h-SS analysis (Table 4.4).

5.2.2 Standard Model background processes

Sources of SM backgrounds are once again classified irreducible and reducible. The funda-

mental difference with the W h-SS analysis (Chapter 4) is that reducible backgrounds from CF
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are not expected to contribute to three-lepton final states.

The contribution in the 3ℓ-onShell analysis of the different SM processes has been studied

initially by relying on MC simulation, generated with NLO accuracy according to the details

given in Section 3.2.2. Below, the main sources of SM background to the 3ℓ-onShell analysis

are listed along with the MC generator used to simulate them.

Multi-boson (VV, VVV) These are events from the SM production of two or three vector bo-

sons, V = W, Z [137]. When considering fully leptonic decays of the vector bosons, e. g. for

W Z → ℓℓℓν or W W W → 3ℓ+3ν, the multi-boson production is the main expected source of

irreducible SM background for the W Z -3ℓ and W h-3ℓ analyses. MC samples are generated

using SHERPA.

Higgs These are processes involving the production of a Higgs boson from gluon-gluon fu-

sion, or via Vector Boson Fusion (VBF), or in association with another vector boson or with a

top–anti-top pair [157]. Given the possible decay modes of the Higgs boson, V h and t t̄ +h pro-

cesses can contribute as irreducible backgrounds of the 3ℓ-onShell analysis. MC samples are

generated with POWHEG interfaced with PYTHYA8, for PS modelling, and EvtGen, to improve the

simulation of the hadronisation.

tt+V Another source of irreducible background comes from the production of t t̄ in associ-

ation with a vector boson, V =W, Z [140]. These events are generated with the aMC@NLO exten-

sion of MadGraph, interfaced with PYTHYA8 and EvtGen.

Z+jets The main source of reducible background both in the W Z -3ℓ and the W h-3ℓ searches

comes from the SM production of a leptonically-decaying Z boson accompanied by jets in the

final state [141]. The three-lepton final state mainly arises from the mis-identification of a jet

as a lepton. SHERPA is used to generate this process.

Other top processes (tt, single-top) These processes involve the di-leptonic-decaying t t̄ [142]

and single-top production [143], which also contribute to the final state through FNP leptons

coming from the HF hadron decay or light jet mis-identification. These backgrounds are sim-

ulated with POWHEG interfaced with PYTHYA8 and EvtGen.

5.2.3 Discriminant variables used in the 3ℓ-onShell analysis

A set of different kinematic variables is used to discriminate SUSY signal events from the SM

background. E miss
T (Equation 3.2) and Sig(E miss

T ), already introduced in Section 4.2.4 for the

W h-SS analysis still provide an effective discrimination of the the SUSY signals expected in the

W Z -3ℓ and the W h-3ℓ models. Other relevant variables used in the 3ℓ-onShell analysis are

introduced below.
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Invariant mass of the SFOS lepton pair Events of the W Z -3ℓmodel are characterised by the

presence of a SFOS lepton pair from the leptonic decay of the Z boson. The same situation

occurs in the W h-3ℓ depending of the different decay modes of the Higgs boson. The invariant

mass (Equation 4.1) of the SFOS pair, called mSFOS
ℓℓ

, is considered. If in a three-lepton event

more than one SFOS lepton pair is found (nSFOS
ℓℓ

≥ 1), the pair whose mSFOS
ℓℓ

is closer to mZ (i. e.

with the minimum |mSFOS
ℓℓ

−mZ | value) is chosen. Such pair is associated with the decay of the

Z (or Higgs) boson, whereas the remaining lepton, indicated as ℓW , is assigned to the W boson.

Transverse mass of ℓW and Emiss
T The transverse mass, defined in Equation 4.5, computed

with the E miss
T and the lepton out of three in the event which is associated with the decay of

the W boson (ℓW ), called mW
T , is taken into account in the 3ℓ-onShell analysis. Since the E miss

T

in every event of the W Z -3ℓ and W h-3ℓ models arise from the undetected, massive LSPs, the

corresponding mW
T distribution is expected to reach high values, depending on ∆mSig. Also, in

the vast majority of the SM backgrounds with a leptonically-decaying W boson, most events

have mW
T ≲ mW , instead. Hence, mW

T provides a good discrimination of the targeted SUSY

signal against the SM background.

Hadronic and leptonic activity Further discrimination is achieved by considering the had-

ronic activity, HT, and the leptonic activity, Hℓ
T , of a three-lepton event. These are defined as

the scalar sum of the pT of all the jets and leptons in the event, as indicated as follows:

HT =
njets∑
i=1

p
jeti
T , (5.1)

Hℓ
T =

3∑
i=1

pℓi
T . (5.2)

5.2.4 W Z -3ℓ and the W h-3ℓ event selections

This Section presents an overview of the event selections used to define the SRs targeting the

W Z -3ℓ and W h-3ℓ models, which is based on the cut-and-count approach, as in the W h-

SS analysis (Chapter 4). As I have not been directly involved in this aspect of the 3ℓ-onShell

analysis, details about the SR optimisation procedure are omitted here and can be found in

Reference [156].

An initial event preselection is achieved by requiring the cuts summarised in Table 5.3.

Table 5.3: Summary of the preselection cuts used in the W Z -3ℓ and W h-3ℓ analyses.

Variable Preselection cut

nBL
ℓ

, nSignal
ℓ

= 3

pℓ1
T , pℓ2

T , pℓ3
T [GeV ] ≥ 25, 20, 10

E miss
T [GeV ] ≥ 50

nb−jets = 0
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The requirement of events with exactly three light leptons is applied for both baseline,

nBL
ℓ

, and signal, nSignal
ℓ

, leptons 1 (see Table 5.1), thus suppressing the contribution from FNP

leptons. The pT > 25, 20, 10 GeV thresholds ensure to select events with high trigger efficien-

cies for the di-lepton trigger chains used (Table 4.4). Events are also required to have

E miss
T > 50 GeV to effectively reject backgrounds from Z +jets and Drell-Yan [147] processes.

Finally, a veto is applied for events with b-tagged jets (nb−jets ≥ 1), to reject the top-related SM

backgrounds.

The main event classification is performed by counting the number of SFOS leptons in the

event, nSFOS
ℓℓ

. As explained in Section 5.2.3, the SFOS lepton pair, associated with the decay of a

Z or Higgs boson, and ℓW , assigned to the W boson, are identified for all events with nSFOS
ℓℓ

≥ 1.

If mSFOS
ℓℓ

is found to be compatible with mZ (i. e. mSFOS
ℓℓ

∈ [75,105]) events are assigned to the

W Z -3ℓ, otherwise if mSFOS
ℓℓ

is not compatible with mZ (i. e. mSFOS
ℓℓ

∉ [75,105]) events are to

the W h-3ℓ model. This provides a first categorisation of the SRs of the 3ℓ-onShell analysis,

which henceforth are referred to as SRW Z and SRW h
SFOS, respectively. Furthermore, since lepton

pairs arising from the Higgs boson decay are not necessarily of the same flavour, an additional

SR category with nSFOS
ℓℓ

= 0 has been taken into account to target the W h-3ℓ model. Events

in this region are characterised by the presence of a Different-Flavour Opposite-Sign (DFOS)

lepton pair, consistent with the Higgs boson decay, and an third lepton forming a Same-Flavour

Same-Sign (SFSS) pair with one of the other two leptons. This additional SR category is called

SRW h
DFOS. The details of separation between the three SR categories thus defined are summarised

in Table 5.4.

Table 5.4: Main distinction between the SRs targeting the W Z -3ℓ model and those targeting W h-3ℓ model.

nSFOS
ℓℓ

mSFOS
ℓℓ

[GeV ] Targeted model SR name

≥ 1
∈ [75,105] W Z -3ℓ SRW Z

∉ [75,105] W h-3ℓ SRW h
SFOS

= 0 - W h-3ℓ SRW h
DFOS

In order to improve the sensitivity of the search in events with at least a SFOS lepton pair,

the corresponding SRs are further binned in different intervals of the E miss
T and mW

T . The bin-

ning allows to optimise the sensitivity for W Z -3ℓ and W h-3ℓ signals with different∆mSig. This

follows from the fact that regions with higher E miss
T and mW

T values are expected to be more

sensitive to signals with progressively larger ∆mSig values. Moreover, the sensitivity of scen-

arios with ISR jets is exploited by taking into account njets = 0 and njets ≥ 1 events with dedic-

ated cuts on HT (Equation 5.1) and Hℓ
T (Equation 5.2). Finally, events are rejected if they contain

a SFOS lepton pair with mℓℓ < 12 GeV (Equation 4.2), in order to reduce the contribution from

SM processes with low-mass di-lepton resonances (e. g. J/ψ), and if the three-lepton invariant

mass, mℓℓℓ (Equation 4.3), is compatible with mZ (i. e. |mℓℓℓ−mZ | ≥ 15 GeV ), to suppress the

photon conversion backgrounds from Z +jets.

1 As both the W Z -3ℓ and W h-3ℓmodels are also included in the EWK combination (Chapter 6), the orthogonality
with other participating is obtained by requiring all three-lepton regions to satisfy the nComb

ℓ
= 3 (Table 6.2), as

well.
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In summary, all the cuts defining the SRs targeting the W Z -3ℓ and W h-3ℓ models with at

least a SFOS lepton pair are reported in Tables 5.5 and 5.6, respectively.

Table 5.5: Summary of the selection criteria for the SRs targeting the W Z -3ℓ model. Regions selections are binned
in mT (rows) and E miss

T (columns) for three different sets of regions. Each set has different requirement on njets,

HT and Hℓ
T . Preselection criteria (Table 5.3) as well as the resonance veto and the mℓℓℓ requirement (last row) are

applied to all regions.

Selection requirements for the SRs targeting the W Z -3ℓ model

mSFOS
ℓℓ

∈ [75,105] GeV , njets = 0

mW
T [GeV ] E miss

T [GeV ]

∈ [100,160] SRW Z -1: ∈ [50,100] SRW Z -2: ∈ [100,150] SRW Z -3: ∈ [150,200] SRW Z -4: ≥ 200

≥ 160 SRW Z -5: ∈ [50,150] SRW Z -6: ∈ [150,200] SRW Z -7: ∈ [200,350] SRW Z -8: ≥ 350

mSFOS
ℓℓ

∈ [75,105] GeV , njets ≥ 1, HT < 200GeV

mW
T [GeV ] E miss

T [GeV ]

∈ [100,160] SRW Z -9: ∈ [100,150] SRW Z -10: ∈ [150,250] SRW Z -11: ∈ [250,300] SRW Z -12: ≥ 300

≥ 160 SRW Z -13: ∈ [50,150] SRW Z -14: ∈ [150,250] SRW Z -15: ∈ [250,400] SRW Z -16: ≥ 400

mSFOS
ℓℓ

∈ [75,105] GeV , njets ≥ 1, HT ≥ 200 GeV , Hℓ
T < 350 GeV

mW
T [GeV ] E miss

T [GeV ]

≥ 100 SRW Z -17: ∈ [150,200] SRW Z -18: ∈ [200,300] SRW Z -19: ∈ [300,400] SRW Z -20: ≥ 400

All SRW Z : Resonance veto (mℓℓ ≥ 12 GeV ), |mℓℓℓ−mZ | ≥ 15 GeV

Table 5.6: Summary of the selection criteria for the SRs targeting events with at least one SFOS lepton pair, for the
W h-3ℓ model. Regions selections are binned in mT (rows) and E miss

T (columns) for three different sets of regions.

Each set has different requirement on mSFOS
ℓℓ

, njets and HT. Preselection criteria (Table 5.3) as well as the resonance
veto and the mℓℓℓ requirement (last row) are applied to all regions.

Selection requirements for the SFOS SRs targeting the W h-3ℓ model

mSFOS
ℓℓ

< 75 GeV , njets = 0

mW
T [GeV ] E miss

T [GeV ]

∈ [0,100] SRW h
SFOS-1: ∈ [50,100] SRW h

SFOS-2: ∈ [100,150] SRW h
SFOS-3 ≥ 150

∈ [100,160] SRW h
SFOS-4: ∈ [50,100] SRW h

SFOS-5: ≥ 100

≥ 160 SRW h
SFOS-6: ∈ [50,100] SRW h

SFOS-7: ≥ 100

mSFOS
ℓℓ

< 75 GeV , njets ≥ 1, HT < 200 GeV

mW
T [GeV ] E miss

T [GeV ]

∈ [0,50] SRW h
SFOS-8: ∈ [50,100]

∈ [50,100] SRW h
SFOS-9: ∈ [50,100]

∈ [0,100] SRW h
SFOS-10: ∈ [100,150] SRW h

SFOS-11: ≥ 150

∈ [100,160] SRW h
SFOS-12: ∈ [50,100] SRW h

SFOS-13: ∈ [100,150] SRW h
SFOS-14: ≥ 150

≥ 160 SRW h
SFOS-15: ∈ [50,150] SRW h

SFOS-16: ≥ 150

mSFOS
ℓℓ

≥ 150 GeV , njets = 0

mW
T [GeV ] E miss

T [GeV ]

≥ 100 SRW h
SFOS-17: ∈ [50,100] SRW h

SFOS-18: ∈ [100,200] SRW h
SFOS-19: ≥ 200

All SRW h
SFOS: Resonance veto (mℓℓ ≥ 12 GeV ), |mℓℓℓ−mZ | ≥ 15 GeV

For what concerns the DFOS regions, also targeting the W h-3ℓ model, the SRs are once

again divided considering two categories based on the jet multiplicity: events without any jet

(SRW h
DFOS-1), and with one or two light jets (SRW h

DFOS-2). In order to reject the background from
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t t̄ production, events with njets ≥ 3 are excluded. This background is further suppressed by

increasing the lower threshold of the pT of the third-leading lepton (considering an ordering

with decreasing values of the pT), which is the likeliest to be FNP in t t̄ events, especially in the

lower pT range, given the fact that at most only two prompt leptons are expected in the final

state for this SM process. Higher sensitivity is also achieved by requesting a lower threshold on

Sig(E miss
T ). Finally, the main discrimination between signal and SM background in the DFOS

regions is obtained by requiring the angular proximity between the leptons coming from the

Higgs decay. This is achieved by considering the ∆ROS,near variable, which is the ∆R between

the only DFOS lepton in the event and the SFSS lepton closest to it in φ. As for the lower

threshold on pℓ3
T , the value of the upper threshold on ∆ROS,near has been optimised separately

in each of the two SR categories considered, in the view of achieving the highest possible sens-

itivity. A summary of the cuts of the DFOS SRs targeting the W h-3ℓ model has been reported

in Table 5.7.

Table 5.7: Summary of the selection criteria for the SRs targeting events with at a DFOS lepton pair, for the W h-3ℓ
model. Preselection criteria (Table 5.3) are applied to all regions.

Selection requirements for the DFOS SRs targeting the W h-3ℓ model

Variable SRW h
DFOS-1 SRW h

DFOS-2

njets = 0 ∈ [1,2]

E miss
T significance ≥ 8 ≥ 8

pℓ3
T [GeV ] ≥ 15 ≥ 20

∆ROS,near < 1.2 < 1.0

5.3 SM background estimation

This Section provides a summary of the estimation of the SM background in the 3ℓ-onShell

analysis. As I have not directly contributed to this task, the reader is referred to Reference [156]

for further details on this aspect of the analysis.

5.3.1 Strategy for Standard Model background estimation

The bulk of the background contributing to the SRs with nSFOS
ℓℓ

≥ 1 targeting both the W Z -3ℓ

and W h-3ℓ models comes from the SM production of fully leptonically decaying W Z . The

prediction of this background in the 3ℓ-onShell analysis relies on MC simulations which are

normalised to data in dedicated CRs, whose details are reported in Section 5.3.3. On the other

hand, in the two DFOS SRs targeting the W h-3ℓ model SM processes such as triboson (V V V ),

Higgs, and especially t t̄ and Z +jets dominate. In particular, t t̄ and Z +jets are the main sources

of the FNP lepton background in all the SRs. In the 3ℓ-onShell analysis, the Z +jets background

is estimated by means of the FF method (Section 4.3.4), while the MC simulation of t t̄ is val-

idated in a dedicated VR (Section 5.3.3). A summary of the strategy used for the background

estimation is reported in Table 5.8.



5.3 SM background estimation 136

Table 5.8: Overview of the background estimation techniques used to estimate the various SM background pro-
cesses of the 3ℓ-onShell search. The “Other” category includes: W W , Z Z , V V V , t t̄ +V and other top- and
Higgs-related processes.

Process Estimation method

W Z MC, normalised in CR

FNP (Z +jets) Data-driven, FF method

t t̄ MC, validated in VR

Other MC

5.3.2 The Fake Factor method in the 3ℓ-onShell analysis

In the 3ℓ-onShell analysis, for the application of the FF method, the Tight and Loose-Not-Tight

criteria are defined in the following way: electrons and muons which satisfy the signal selec-

tions listed in Table 5.1 are taken to be Tight, whereas they are considered Loose-Not-Tight

if they satisfy the chosen baseline criteria whilst failing the signal selection. Such Loose-Not-

Tight definition allows to define a control sample with an enriched contribution of FNP leptons,

mainly as a consequence of the requirement to fail the signal lepton identification and isolation

criteria. The FFs are measured separately for electrons and muons as functions of the lepton

pT in a dedicated CR, called CRF F W Z .

The cuts in this regions are designed to enhance the FNP contribution, in order to have

greater available statistics for the measurement of the FFs. In particular, since the targeted

FNP events for the data-driven estimation are those arising from the SM Z +jets background

(as explained in Table 5.8), the leading and sub-leading leptons are required to be “Z -tagged”

and, therefore, both satisfying the signal lepton criteria and belonging the main SFOS lepton

pair. These leptons are indicated as ℓZ
1 and ℓZ

2 . The FF is then extracted with respect to the

remaining lepton, which is assumed to be FNP, hence, allowed to be Loose-Not-Tight. The

final measurement, which relies on the formula of Equation 4.21, is performed in data after

subtracting all the MC contributions (e. g. W Z , t t̄ , etc.) except of course Z +jets:

F F (i ) =
N Data
ℓZ

1 ℓ
Z
2 ℓ3,CRF F W Z (i )−N other MC

ℓZ
1 ℓ

Z
2 ℓ3,CRF F W Z (i )

N Data
ℓZ

1 ℓ
Z
2 ℓ3,CRF F W Z

(i )−N other MC
ℓZ

1 ℓ
Z
2 ℓ3,CRF F W Z

(i )
(5.3)

where the discrete index i runs over every pT bins for which the FF is measured. The overline

notation indicates the cases in which ℓ3 is required to be Loose-Not-Tight. The FNP estimation

can then proceed for any given region of the 3ℓ-onShell analysis by following the guidelines

outlined in Section 4.3.4 and specifically from the application of the formula in Equation 4.23.

Two different sources of systematic uncertainties are considered for the data-driven estim-

ation of the FNP lepton background:

• Statistical uncertainties on the FFs: arising from the propagation of the statistical errors

associated with the event counts considered in the FF calculation;

• Closure test: a closure test is performed similarly to the one used in the W h-SS analysis
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(Section 4.3.5). Possible discrepancies from the residual non-closure of the test are taken

as a source of systematic uncertainty on the FNP background estimation.

A dedicated VR, called VRF F W Z and orthogonal to any other region of the analysis, is

defined to assess the agreement of the estimated FNP background with data. The event se-

lections used to define CRF F W Z and VRF F W Z are summarised in Table 5.9.

Table 5.9: Summary of the selection criteria of CRF F W Z and VRF F W Z of the 3ℓ-onShell search.

Variable CRF F W Z VRF F W Z

nBL
ℓ

= 3

nSignal
ℓ

≥ 2 = 3

nb−jets = 0

p
ℓZ

1
T , p

ℓZ
2

T , pℓ3
T [GeV ] > 25, 20, 10

nSFOS
ℓℓ

≥ 1

mSFOS
ℓℓ

[GeV ] < 15

ℓZ
1 ,ℓZ

2 SFOS & Z -tagged & signal

mT [GeV ] < 20

E miss
T [GeV ] ∈ [20,50] ∈ [50,100]

mℓℓℓ [GeV ] - ∈ [105,160]

5.3.3 Background normalisation and validation

The predicted yields from MC of the irreducible W Z background are normalised to data ob-

served in a dedicated CR, called CRW Z W Z , scaling them by the corresponding NF. This pro-

cedure is carried when performing the background-only fit (Section 4.5.1). The definition of

CRW Z W Z relies on events with at least a SFOS lepton pair with mSFOS
ℓℓ

∈ [75,105] GeV consist-

ently with the decay of a Z boson. The requirement |mℓℓℓ −mZ | ≥ 15 GeV guarantees that

the third lepton would not arise from photon conversion and would be instead much like-

lier to be produced from the decay of the W boson. The W Z purity is further improved with

the E miss
T ∈ [50,100] GeV and mT ∈ [20,100] GeV requirements, the latter of which also en-

sures the orthogonality with all the SFOS SRs, especially SRW Z -1-20 (Table 5.5). To address

any possible mis-modelling of W Z for different jet multiplicities, CRW Z W Z is binned using

the same jet multiplicity and HT categories as the SFOS SRs namely: CRW Z W Z
0j , CRW Z W Z

low-HT

and CRW Z W Z
high-HT

. The NFs are the extracted separately in each of these CRs and applied ac-

cordingly in the corresponding SR categories. Finally, the estimation of the W Z background

is validated in corresponding VRs (VRW Z W Z
0j , VRW Z W Z

low-HT
and VRW Z W Z

high-HT
) with the same

definitions as the CRs except for E miss
T ≥ 100 GeV , which makes them orthogonal. The cuts de-

fining the CRs and VRs of the W Z process are summarised in Table 5.10. The W Z purity has

been found to be more than 80% in the CRs and VRs, whereas the SUSY signal contamination

is very small.

For what concerns the t t̄ process, which is the second-leading source of FNP leptons in the

3ℓ-onShell analysis and, also, one of the main backgrounds in the DFOS SRs, its modelling from

MC is validated in two VRs, called VRt t̄W Z and VRt t̄W Z
incl . Both VRs target events with nSFOS

ℓℓ
= 0
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Table 5.10: Summary of the selection criteria for the CRs and VRs of the SM W Z background in 3ℓ-onShell search.

Variable
CRW Z W Z VRW Z W Z

0j low-HT high-HT 0j low-HT high-HT

nBL
ℓ

, nSignal
ℓ

= 3 = 3

pℓ1
T , pℓ2

T , pℓ3
T [GeV ] > 25, 20, 10 > 25, 20, 10

nb−jets = 0 = 0

nSFOS
ℓℓ

≥ 1 ≥ 1

mSFOS
ℓℓ

[GeV ] ∈ [75,105] ∈ [75,105]

mT [GeV ] ∈ [20,100] ∈ [20,100]

|mℓℓℓ−mZ | [GeV ] ≥ 15 ≥ 15

E miss
T [GeV ] ∈ [50,100] > 100

njets = 0 ≥ 1 ≥ 1 = 0 ≥ 1 ≥ 1

HT [GeV ] - < 200 ≥ 200 - < 200 ≥ 200

(thus being orthogonal to the SFOS SRs) and E miss
T ≥ 50 GeV . In VRt t̄W Z the presence of one

or two b-tagged jets is required, whereas in VRt t̄W Z
incl an inclusive-b jet selection is considered

to assess the modelling for events with njets = 0, as well. Here, the orthogonality with the DFOS

SRs is achieved by virtue of the Sig(E miss
T ) < 8 cut. A summary of the event selection of the VRs

or the t t̄ background is shown in Table 5.11.

Table 5.11: Summary of the selection criteria for the VRs of the SM t t̄ background in 3ℓ-onShell search.

Variable VRt t̄W Z VRt t̄W Z
incl

nBL
ℓ

, nSignal
ℓ

= 3

pℓ1
T , pℓ2

T , pℓ3
T [GeV ] > 25, 20, 10

nSFOS
ℓℓ

= 0

E miss
T [GeV ] ≥ 50

nb−jets ∈ [1,2] -

E miss
T significance - < 8

5.4 Systematic uncertainties

As explained in the introduction of this Chapter, the estimation of the systematic uncertainties

is my main contribution to the 3ℓ-onShell analysis. I have implemented the software-based

functionalities used for the evaluation of the experimental uncertainties. Moreover, I was re-

sponsible for the extraction of the impact of all the theoretical uncertainties affecting the CRs,

VRs and SRs of the 3ℓ-onShell analysis.

Similar sets of experimental and theoretical sources of systematics as those considered in

the W h-SS analysis, described in Sections 4.4.1 and 4.4.2 respectively, have been taken into

account in the case of the 3ℓ-onShell analysis as well.
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5.4.1 Experimental systematics

The estimation of the impact of detector-level uncertainties is of crucial importance for the

3ℓ-onShell analysis, especially considering its reliance on MC to estimate some of the most

relevant sources of SM backgrounds, e. g. Z Z and t t̄ production.

The types of the sources of experimental systematics, which are expected to most signific-

antly affect the background prediction, had to be carefully chosen and properly implemented

in the framework to process MC samples. Apart from the detector-level systematics related

to pile-up, luminosity, and trigger efficiency, which are the same as those considered in the

W h-SS analysis (Section 4.4.1), the choice for the other sources had to be tailored to the objects

selections used in the 3ℓ-onShell search (Section 5.2.1). Most notably, due to the absence of the

CF background, uncertainties related to the electron charge identification are not expected to

yield a significant impact and are, thus, not considered. Furthermore, although analogous un-

certainties have been taken into account for jets in the W h-SS and 3ℓ-onShell analysis, their

impact in the latter is different compared to that in the former, due to the different jet recon-

struction (PFlow for the W h-SS search and EMTopo for the 3ℓ-onShell search) and b-tagging

(DL1r for the W h-SS search and MV2c10 for the 3ℓ-onShell search) algorithms employed. This

also affects the experimental uncertainties on the E miss
T . The impact of each of these systematic

uncertainties is discussed in more details in Section 5.5.

5.4.2 Theoretical systematics

Theoretical systematics have been estimated for the main irreducible background, W Z , and

the reducible t t̄ background in every region of the 3ℓ-onShell analysis. A similar procedure

as that employed for the W h-SS analysis (Section 4.4.2) has been used. This once again im-

plies comparing the nominal yield from MC in every region to that obtained after applying the

systematic variation. Depending on the MC sample, this is obtained by considering either al-

ternative generator weights (e. g. for QCD scales, PDF and αS) or alternative samples at both

truth-level (e. g. for CKKW, QSF and CSSKIN) and reconstruction-level (e. g. regarding matrix

element, PS and radiation uncertainties). The value of a theoretical systematic uncertainty in

a region is then taken from the relative variation of each one from the nominal yield and it is

assigned as a flat envelope on the latter.

In the 3ℓ-onShell analysis, the likelihood of double-counting the statistical fluctuations in

the determination of the theoretical uncertainties is exacerbated due to the very fine binning

adopted in the definition of the SRs (Section 5.2.4). Hence, the same approach used in the

W h-SS analysis, namely to evaluate the uncertainties in inclusive bins, thus minimising the

impact of the statistical errors, has been followed. Only SR bins that share similar kinematic

properties are merged together for this purpose. For example, SRW Z -9 to SRW Z -20 which all

require njets ≥ 1 and mW
T ≥ 100 GeV , and SRW h

SFOS-17 to SRW h
SFOS-19 with mSFOS

ℓℓ
≥ 150 GeV and

njets = 0. The estimated envelopes relative to the theoretical uncertainties of W Z and t t̄ in the

SRs of the 3ℓ-onShell analysis have been reported in Tables 5.12-5.14 and 5.15, respectively.
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Table 5.12: Breakdown of theoretical uncertainties concerning the QCD scales, PDF and αS estimated for the W Z
background in SRW Z -1–20.

Region µR [%] µF [%] µR +µF [%] PDF [%] αS [%] PDF+αS [%]

SRW Z -1 -3.07/+4.79 -1.04/+0.90 -3.07/+4.79 ±0.51 ±0.01 ±0.51

SRW Z -2 -1.88/+0.70 -0.54/+0.55 -2.63/+1.00 ±0.42 ±0.01 ±0.42

SRW Z -3–4 -1.76/+2.96 -0.56/+0.86 -1.76/+2.96 ±1.09 ±0.05 ±1.09

SRW Z -5 -3.15/+5.30 -0.32/+0.43 -3.20/+5.30 ±0.54 ±0.00 ±0.54

SRW Z -6 -1.88/+2.80 -2.73/+2.45 -2.73/+2.80 ±0.91 ±0.10 ±0.92

SRW Z -7–8 -4.93/+8.78 -1.11/+1.50 -4.93/+8.78 ±1.08 ±0.05 ±1.08

SRW Z -9 -2.16/+2.74 -0.20/+0.04 -2.38/+2.74 ±0.18 ±0.01 ±0.18

SRW Z -10–11 -0.85/+0.54 -0.01/+0.44 -1.19/+0.54 ±0.44 ±0.06 ±0.44

SRW Z -12 -3.17/+2.32 -2.86/+1.23 -4.34/+2.75 ±8.89 ±0.55 ±8.91

SRW Z -13 -1.34/+1.17 -0.46/+0.61 -2.00/+1.65 ±0.30 ±0.07 ±0.31

SRW Z -14–16 -2.32/+0.74 -0.04/+0.35 -2.73/+0.74 ±0.55 ±0.03 ±0.55

SRW Z -17 -0.21/+0.10 -0.14/+0.08 -0.22/+0.10 ±0.80 ±0.02 ±0.80

SRW Z -18 -1.61/+1.40 -0.03/+0.26 -1.93/+1.40 ±0.98 ±0.05 ±0.98

SRW Z -19 -0.65/+1.01 -0.10/+0.82 -0.75/+1.01 ±0.70 ±0.01 ±0.70

SRW Z -20 -1.94/+2.27 -0.85/+1.07 -1.94/+2.27 ±1.18 ±0.02 ±1.18

Table 5.13: Breakdown of theoretical uncertainties concerning the QCD scales, PDF and αS estimated for the W Z
background in SRW h

SFOS-1–19 and SRW h
DFOS-1–2.

Region µR [%] µF [%] µR +µF [%] PDF [%] αS [%] PDF+αS [%]

SRW h
SFOS-1 -1.84/+3.19 -1.23/+0.82 -1.84/+3.19 ±0.31 ±0.02 ±0.32

SRW h
SFOS-2 -4.76/+2.30 -2.95/+3.26 -9.10/+4.70 ±0.76 ±0.18 ±0.78

SRW h
SFOS-3 -0.91/+1.73 -1.73/+0.73 -2.65/+1.73 ±14.86 ±0.04 ±14.86

SRW h
SFOS-4 -1.83/+3.32 -0.87/+0.71 -1.83/+3.32 ±0.30 ±0.00 ±0.30

SRW h
SFOS-5 -2.24/+3.99 -1.74/+1.40 -2.24/+3.99 ±0.38 ±0.12 ±0.40

SRW h
SFOS-6 -2.33/+1.27 -0.10/+0.61 -2.33/+1.27 ±0.48 ±0.00 ±0.48

SRW h
SFOS-7 -0.47/+0.69 -1.14/+0.85 -2.07/+0.85 ±6.35 ±0.32 ±6.35

SRW h
SFOS-8 -2.05/+2.59 -0.15/+0.18 -2.20/+2.69 ±0.16 ±0.02 ±0.16

SRW h
SFOS-9 -1.59/+0.89 -2.05/+1.83 -2.05/+1.83 ±0.16 ±0.00 ±0.16

SRW h
SFOS-10 -1.43/+1.72 -0.01/+0.25 -1.61/+1.72 ±0.25 ±0.04 ±0.25

SRW h
SFOS-11 -0.67/+0.37 -0.11/+0.45 -1.21/+0.45 ±0.45 ±0.02 ±0.45

SRW h
SFOS-12 -4.28/+2.58 -6.16/+6.09 -6.16/+6.09 ±0.20 ±0.06 ±0.21

SRW h
SFOS-13 -1.50/+1.92 -0.33/+0.28 -1.50/+1.92 ±0.24 ±0.02 ±0.25

SRW h
SFOS-14 -0.22/+0.34 -0.74/+1.23 -1.55/+1.23 ±0.38 ±0.02 ±0.38

SRW h
SFOS-15 -1.00/+0.66 -0.44/+0.89 -2.09/+1.06 ±0.36 ±0.03 ±0.36

SRW h
SFOS-16 -4.91/+1.69 -0.70/+0.07 -6.13/+1.69 ±0.87 ±0.04 ±0.87

SRW h
SFOS-17 -5.46/+5.71 -0.69/+4.87 -5.84/+5.71 ±5.36 ±1.37 ±5.53

SRW h
SFOS-18 -1.70/+3.02 -1.06/+1.50 -1.70/+3.02 ±0.71 ±0.25 ±0.75

SRW h
SFOS-19 -4.12/+1.99 -2.04/+2.74 -9.33/+2.79 ±2.99 ±0.96 ±3.14

SRW h
DFOS-1–2 -5.66/+1.89 -3.77/+1.89 -9.43/+3.77 ±1.56 ±0.94 ±1.82

As explained in Section 4.4.2, regarding the QCD scale uncertainties three separate sources

have been considered and are obtained by varying µR and µF simultaneously (“µR +µF”) and

each independently. Given the large statistical fluctuations, e. g. for SRW h
SFOS-1 in Table 5.13, one

of these scales dominates, resulting in the envelope for the µR +µF being the same as e. g. µR.
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Table 5.14: Breakdown of theoretical uncertainties concerning the merging scale (CKKW), re-summation scale
(QSF) and PS recoil scheme (CSSKIN) estimated at truth-level for the W Z background in all SRs of the 3ℓ-onShell
analysis.

Region CKKW [%] QSF [%] CSSKIN [%]

SRW Z -1–8 ±2.07 ±2.88 ±2.05

SRW Z -9–20 ±3.46 ±6.02 ±0.65

SRW h
SFOS-1–7 ±4.33 ±4.66 ±9.03

SRW h
SFOS-8–16 ±4.77 ± 8.35 ± 1.78

SRW h
SFOS-17–19 ±2.49 ±3.56 ±10.44

SRW h
DFOS-1–2 ±5.51 ±8.86 ±1.19

Table 5.15: A breakdown of theoretical uncertainties concerning the matrix-element (ME), PS, ISR, FSR, PDF and
αS estimated for the t t̄ background in all the SRs of the 3ℓ-onShell analysis.

Region ME [%] PS [%] ISR [%] FSR [%] PDF+αS [%]

SRW Z -1–4 +26.98 -7.04 +47.21/-7.92 +3.81/-20.53 ±1.23

SRW Z -5–8 -25.30 -21.08 +15.06/-14.46 -6.02/+31.93 ±1.26

SRW Z -9–12 +19.26 -8.15 +13.09/-12.59 +1.98/-11.36 ±1.30

SRW Z -13–16 -36.30 -31.23 +11.51/-10.00 +9.73/-25.75 ±1.23

SRW Z -17 +16.67 -21.79 +29.49/-20.51 +19.23/-64.10 ±1.06

SRW Z -18–20 +27.27 -24.24 +10.61/-19.70 +30.30/-48.48 ±1.60

SRW h
SFOS-1–4 +4.54 -20.97 +2.27/-9.73 +3.78/-12.76 ±1.24

SRW h
SFOS-5–7 -23.65 -35.81 +6.98/-10.59 +3.83/-13.74 ±1.16

SRW h
SFOS-8 -1.14 -26.34 +13.07/-10.53 +2.17/-0.23 ±1.32

SRW h
SFOS-9 +13.11 -23.71 +3.98/-12.92 +0.92/+9.29 ±1.25

SRW h
SFOS-10–11 +15.33 -16.82 +3.20/-14.14 +6.85/-1.93 ±1.41

SRW h
SFOS-12 +11.08 -23.60 +1.17/-11.36 +4.83/-3.92 ±1.21

SRW h
SFOS-13–16 -0.57 -21.45 +7.53/-12.96 +1.91/-14.30 ±1.33

SRW h
SFOS-17–19 +30.60 -29.85 +14.93/-8.96 +13.43/-1.49 ±1.51

SRW h
DFOS-1 -25.22 -44.35 +0.00/-10.43 +0.87/-25.22 ±1.35

SRW h
DFOS-2 -18.97 -53.33 +21.03/-12.31 +4.10/-17.95 ±1.07

Due to its the small impact of theαS uncertainty has not been considered separately, but rather

together with the PDF-related one.

For the t t̄ process, given its expected high hadronic activity, the uncertainties correspond-

ing to the different choice of matrix element, PS and radiation (ISR and FSR) schemes, com-

pared to the simple variation of the QCD scales. These are either represented by one-sided or

two-sided envelopes as shown in Table 5.15.

Finally, due to the small contribution in the regions of the 3ℓ-onShell analysis of all the

remaining SM background processes (e. g. W W , Z Z , Higgs, tri-boson, t t̄ +X processes) es-

timated from MC, flat cross-section uncertainties are taken into account [152]. These flat un-

certainties have been computed considering inclusive phase-spaces. Indeed, the estimation of

these uncertainties performed in a similar fashion as to the W Z and t t̄ processes, given their

small yield in the SRs, would unavoidably lead to a significant double-counting of the statistical

errors.
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Theoretical uncertainties of the modelling of the W Z -3ℓ and W h-3ℓ MC signals have also

been evaluated. Studies have shown that regardless of the mass point these uncertainties ac-

count at most for a ±10% of the signal yields. Therefore, a flat cross-section uncertainty of

±10% on the expected yields is considered for all the signal points of the W Z -3ℓ and W h-3ℓ

models. All of these uncertainties are reported in Table 5.16.

Table 5.16: Inclusive cross-section uncertainties considered for the MC samples of the 3ℓ-onShell analysis.

SM process Cross-section uncertainty [%]

W W , Z Z ±6

Higgs ±7

V V V ±20

t t̄ +Z ±13

t t̄ +W ±12

t t̄ +H ±10

Other ±50

W Z -3ℓ/W h-3ℓ signals ±10

As the experimental systematics, the impact of the theoretical sources of uncertainties in

the 3ℓ-onShell search is also further discussed in the following Section.

5.5 Results of the 3ℓ-onShell search

The techniques used to carry out the statistical analyses of the results of the 3ℓ-onShell ana-

lysis are the same as those described in Section 4.5.1 for the W h-SS analysis. In the following

Sections an overview of the results of the background-only, discovery and exclusion fits is given

for completeness and, also, in view of the statistical combination described in Chapter 6. None

of the results discussed in this Section would have been possible without a proper estimation

of the impact of the experimental and theoretical sources of systematic uncertainties, which

I have performed and that has been outlined in Section 5.4. My personal contribution to the

3ℓ-onShell analysis also includes to the production of all the plots shown in Section 5.5.1.

5.5.1 Background-only fit results

The final estimate of all the SM background contributions is extracted by performing a

background-only fit to data simultaneously in all the CRs. In this context the NF for the SM W Z

process are also estimated in the dedicated CRs and applied accordingly to all other regions. All

sources of systematic uncertainties have been taken into account, including the experimental

and theoretical errors on the MC SM backgrounds and signals discussed in Section 5.4. The

constraints imposed in the fit, especially for the normalised backgrounds, allow to reduce the

impact of the systematic uncertainties affecting the SRs.

Figure 5.2 shows the comparison between the final estimate of the SM background with

data in each VR of the 3ℓ-onShell search. The extracted values of the NFs of the W Z process
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Figure 5.2: Data and SM predictions in all the CRs and VRs of the 3ℓ-onShell search. In the lower panel, the com-
parison between data and SM prediction is expressed as the relative difference (in red) for the CRs before the
background-only fit, and as the significance for the VRs (in black), after the background-only fit. Statistical and
systematic uncertainties (which I have estimated) are shown. [156]

in CRWZW Z
0j , CRWZW Z

low-HT
and CRWZW Z

high-HT
are µ

0j
W Z = 1.07 ± 0.02, µlow-HT

W Z = 0.94 ± 0.03 and

µ
high-HT

W Z = 0.85±0.05, respectively. The relative difference between data and MC shown in the

bottom panel of Figure 5.2 for the W Z CRs, represents the level of disagreement prior to the

fit which is corrected with these NFs. The results of the background-only fit demonstrate the

satisfactory agreement with data as observed in the VRs.

The final estimate of the SM background with data in the SRs targeting the W Z -3ℓ and the

W h-3ℓ models are shown in Figure 5.3.

These results are overlayed with the prediction of two benchmark signal points in each

scenario. No significant deviation in the observed data with the SM background prediction

is found within the total uncertainty bands (which include the systematic uncertainties that I

have estimated). A mild +2σ deviation from the SM expectation is observed in SRW h
DFOS-1 (Fig-

ure 5.3b). However, since such deviation is < 3σ it it considered not significant and, therefore,

not sufficient to claim the observation of an excess.

The impact of each source of systematic uncertainty on the background in each SR is shown

in Figure 5.4.

Other than the total relative uncertainty in each region, systematic uncertainties are grouped

into five categories: “Experimental” for the detector-related uncertainties, “Modelling” for the

theoretical systematics, “Normalisation” which represent the errors on the extracted NFs, “MC

stats” which is the statistical uncertainty associated with the backgrounds from MC, and “FNP”

associated with the data-driven estimation of the FNP lepton background. Experimental sys-

tematics and MC statistical uncertainties are found to be the dominant ones in almost all the



5.5 Results of the 3ℓ-onShell search 144

-1
WZSR

-2
WZSR

-3
WZSR

-4
WZSR

-5
WZSR

-6
WZSR

-7
WZSR

-8
WZSR

-9
WZSR

-10
WZSR

-11
WZSR

-12
WZSR

-13
WZSR

-14
WZSR

-15
WZSR

-16
WZSR

-17
WZSR

-18
WZSR

-19
WZSR

-20
WZSR

1−10

1

10

210

310

410

E
ve

nt
s

Data tt
Total SM +Xtt
WZ Others
ZZ WZ(300,200)
Z+jets WZ(600,100)

-1=13 TeV, 139 fbs
ATLAS

WZSR
-1

W
Z

S
R

-2
W

Z
S

R

-3
W

Z
S

R

-4
W

Z
S

R

-5
W

Z
S

R

-6
W

Z
S

R

-7
W

Z
S

R

-8
W

Z
S

R

-9
W

Z
S

R

-1
0

W
Z

S
R

-1
1

W
Z

S
R

-1
2

W
Z

S
R

-1
3

W
Z

S
R

-1
4

W
Z

S
R

-1
5

W
Z

S
R

-1
6

W
Z

S
R

-1
7

W
Z

S
R

-1
8

W
Z

S
R

-1
9

W
Z

S
R

-2
0

W
Z

S
R

2−
0
2

S
ig

ni
fic

an
ce

 

(a) SRW Z

SR1_Wh
SR2_Wh

SR3_Wh
SR4_Wh

SR5_Wh
SR6_Wh

SR7_Wh
SR8_Wh

SR9_Wh
SR10_Wh

SR11_Wh
SR12_Wh

SR13_Wh
SR14_Wh

SR15_Wh
SR16_Wh

SR17_Wh
SR18_Wh

SR19_Wh
SR_DFOS_0j

SR_DFOS_1j

1−10

1

10

210

310

410

E
ve

nt
s

Data Higgs
Total SM Z+jets
WZ Others
tt Wh(190,60)

Triboson Wh(200,25)

-1=13 TeV, 139 fbs
ATLAS

WhSR

-1
S

F
O

S
W

h
S

R

-2
S

F
O

S
W

h
S

R

-3
S

F
O

S
W

h
S

R

-4
S

F
O

S
W

h
S

R

-5
S

F
O

S
W

h
S

R

-6
S

F
O

S
W

h
S

R

-7
S

F
O

S
W

h
S

R

-8
S

F
O

S
W

h
S

R

-9
S

F
O

S
W

h
S

R

-1
0

S
F

O
S

W
h

S
R

-1
1

S
F

O
S

W
h

S
R

-1
2

S
F

O
S

W
h

S
R

-1
3

S
F

O
S

W
h

S
R

-1
4

S
F

O
S

W
h

S
R

-1
5

S
F

O
S

W
h

S
R

-1
6

S
F

O
S

W
h

S
R

-1
7

S
F

O
S

W
h

S
R

-1
8

S
F

O
S

W
h

S
R

-1
9

S
F

O
S

W
h

S
R

-1
D

F
O

S
W

h
S

R

-2
D

F
O

S
W

h
S

R

2−
0
2

S
ig

ni
fic

an
ce
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Figure 5.3: Data and SM predictions in the SRs targeting (a) the W Z -3ℓmodel and (b) the W h-3ℓmodel. The lower
panel shows the significance of data compared to the SM expectations. Statistical and systematic uncertainties
(which I have estimated) are shown. [156]
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Figure 5.4: Breakdown of the relative uncertainties in the SRs targeting (a) the W Z -3ℓ model and (b) the W h-3ℓ
model for all the sources of the statistical and systematic uncertainties considered. [156]
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SRs targeting the W Z -3ℓ model (Figure 5.3a). The fact that the theoretical systematic uncer-

tainties never exceed 10% in any SR, despite the very high impact of the statistical errors (which

reaches values up to ∼ 50%), is a reflection of the procedure used to estimate the theory sys-

tematics. Indeed, estimating them in inclusive SRs demonstrate the fact that they have been

successfully de-coupled from the high statical fluctuation, thus validating the approach used.

On the other hand, the theoretical sources of uncertainties are dominant in the SRs of the W h-

3ℓ model, except for SRW h
DFOS, in which the FNP background from Z +jets dominate and con-

sequently its uncertainties are the most significant. This is due to the relatively greater contri-

bution in these regions of events with FNP leptons. Therefore, having a precise estimate of the

uncertainties on the t t̄ process (Table 5.15) in these regions has been found to be especially

important for the overall determination of the total SM background.

5.5.2 Model-independent fit results

A model-independent fit has been performed in dedicated discovery regions driven by the

search for the W Z -3ℓ and W h-3ℓ models. These have been defined by merging some of the

bins of the SRs of the 3ℓ-onShell analysis, as shown in Table 5.17. This exploits the fact that

bins at high E miss
T values have higher sensitivity for progressively higher ∆mSig. Hence, mer-

ging these together makes the regions sensitive simultaneously to different ∆mSig values.

Table 5.17: Summary of the selection criteria for the inclusive SRs: incSRW Z , incSRW h
SFOS and incSRW h

DFOS. The final

selections are obtained by merging the bins of SRW Z , SRW h
SFOS and SRW h

DFOS(Tables 5.5-5.7).

Selection requirements for the inclusive SRs for the discovery fit

incSRW Z (mSFOS
ℓℓ

∈ [75,105] GeV )

mT [GeV ]
njets = 0 njets ≥ 1

E miss
T [GeV ]

[100,160] incSRW Z -1: [100,200] incSRW Z -2: > 200 incSRW Z -3: [150,250] incSRW Z -4: > 250

≥ 160 incSRW Z -5: > 200 incSRW Z -6: > 200

incSRW h
SFOS (mSFOS

ℓℓ
< 75 GeV )

mT [GeV ]
njets = 0 njets ≥ 1

E miss
T [GeV ]

[0,100] incSRW h
SFOS-7: > 50 -

[100,160] incSRW h
SFOS-8: > 50 incSRW h

SFOS-9: > 75

≥ 160 incSRW h
SFOS-10: > 50 incSRW h

SFOS-11: > 75

incSRW h
DFOS

incSRW h
DFOS-12: njets ∈ [0,2], ∆ROS,near < 1.2, pℓ3

T ≥ 20 GeV

Upper limits at 95% CL on the visible cross-section for BSM physics signals have been com-

puted separately for every inclusive SR and are reported in Table 5.18.

The observed data have been once again found to be compatible with the SM prediction in

every discovery SR. This is confirmed by the computed discovery p-values, giving a discrepancy

with the background predictions of at most 1.48σ (in incSRW Z -6 and incSRW h
DFOS-12).
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Table 5.18: Results of the model-independent fit in the inclusive SRs. The number of observed and expected yields,
NObs and NExp, are obtained from a background-only fit in the same regions. Upper limits at 95% CL on the visible

signal cross-section,σ95
Vis, and the corresponding observed and expected number of signal events, S95

Obs and S95
Exp are

shown as well as the C LB of the discovery fit and the corresponding p-value (pB for no signal), which is also reported
as the number of σ deviations, Z , from the background expectation. As only one-sided p-values are considered,
those corresponding to C LB < 0.50 (pB > 50%) are manually set to pB = 0.50 (Z = 0.00). [156]

Region NObs NExp σ95
Vis [fb] S95

Obs S95
Exp C LB pB (s = 0) (Z )

incSRW Z -1 34 38±5 0.10 14 16+7
−4 0.32 0.50 (0.00)

incSRW Z -2 2 1.2±0.5 0.04 5.0 4.0+1.6
−0.7 0.76 0.23 (0.73)

incSRW Z -3 4 6.5±1.1 0.03 4.8 6.5+2.6
−1.8 0.19 0.50 (0.00)

incSRW Z -4 25 31±6 0.09 12 15+6
−4 0.25 0.50 (0.00)

incSRW Z -5 1 5.2±1.1 0.03 3.9 5.8+2.2
−1.4 0.03 0.50 (0.00)

incSRW Z -6 23 16.4±1.4 0.12 17.0 10.3+3.9
−3.0 0.93 0.07 (1.48)

incSRW h
SFOS-7 174 150±14 0.41 58 38+15

−11 0.90 0.10 (1.27)

incSRW h
SFOS-8 53 55±5 0.12 17 18+7

−5 0.42 0.50 (0.00)

incSRW h
SFOS-9 34 36±4 0.10 14 15+6

−4 0.40 0.50 (0.00)

incSRW h
SFOS-10 56 55±7 0.16 22 21+8

−6 0.55 0.41 (0.22)

incSRW h
SFOS-11 41 45±6 0.11 16 18+7

−5 0.34 0.50 (0.00)

incSRW h
DFOS-12 18 11.5±4.1 0.12 17.0 10.5+4.2

−2.7 0.92 0.07 (1.48)

5.5.3 Model-dependent fit results

Given the absence of any significant discrepancy between data and expectations in any of the

3ℓ-onShell SRs after the background-only fit, is is possible to interpret the results by setting 95%

exclusion limits on the masses of the charginos and neutralinos considered in the W Z -3ℓ and

W h-3ℓ models. This was achieved by performing an exclusion fit (see Section 4.5.1) separately

on the W Z -3ℓ and W h-3ℓ SRs.

The stability of the exclusion fits across the two signal grids is assessed by checking the

observed value of the pulls for every NP of the fit. The results of the pulls for the W Z -3ℓ model

are shown in Figure 5.5 whilst a description of all the NPs is summarised in Table 5.19. The

fact that no significant pulls are observed, along with the absence of any under-constrained

systematics, is a further confirmation of the agreement between data and SM prediction. It

also demonstrates the validity of the followed background estimation procedure, especially for

what concerns the precise determination of the different systematic uncertainty sources.

Table 5.19: Description of the set of NPs constrained by the fit.

NP name Description

staterror_* Statistical error in each region

sys_FFstat_* Propagated statistical errors on the computation of the FFs (Section 5.3.2).

sys_FakeClosure_* Systematic errors on the FNP background computed from the closure test (Section 5.3.2).

sys_Theory_* Theoretical systematic errors on MC processes (Section 5.4.2).

sys_xSec_*_flat Flat cross-section uncertainties on MC processes (Table 5.16).

SigXsec_* Theoretical uncertainty on the signal cross-sections.

JET_*,syst_{jes,jvt,eta,PU,FT,flav}* Experimental systematic errors concerning jets.

Muon_* Experimental systematic errors concerning muons.

syst_{elec}*, EG_* Experimental systematic errors concerning electrons.

MET_* Experimental systematic errors concerning E miss
T .

lumi Experimental systematic errors concerning luminosity.



5.5 Results of the 3ℓ-onShell search 148

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0

( ) /  

lumi
staterror_WZ_CR_0jets_cuts

syst_elecSF_ID
syst_elecSF_TrigEff

syst_Theory_VVV_flat
MET_SoftTrk_ResoPara
MET_SoftTrk_ResoPerp

syst_PU_offsetNPV
syst_PU_rho

syst_flav_comp
syst_flav_resp

syst_jer_1
syst_jer_2
syst_jer_3
syst_jer_4
syst_jer_5
syst_jer_6
syst_jer_7

syst_jer_dataMC
syst_jes_mod1

syst_xSec_Higgs_flat
syst_PU_offsetMu

syst_etaInter_mod
syst_xSec_ttH_flat

Muon_ID
Muon_MS

syst_xSec_other_flat
syst_xSec_ttW_flat
syst_xSec_ttZ_flat
MET_SoftTrk_Scale
Muon_Sag_Resbias

syst_PU_pt
syst_jes_mod2
syst_jes_stat2

syst_xSec_ZZ_flat
syst_elecSF_Iso

syst_elecSF_Reco
EG_Scale

syst_FFstat_CRWZ_0j
syst_FakeClosure_CR

EG_Scale_AF2
SigXSec

syst_Theory_Signal_flat
JET_JER_DataVsMC_AFII

JET_RelativeNonClosure_AFII
Muon_Scale

syst_etaInter_posEta
syst_etaInter_stat

staterror_WZ_CR_LowHT_cuts
syst_FT_Eff_C
syst_FT_Eff_B

syst_etaInter_NC2018
syst_jes_mix1
syst_jes_mix2

syst_FFstat_CRWZ_lowht
staterror_WZ_CR_HighHT_cuts

syst_FT_Eff_L
syst_jvtSF

syst_jes_det1
syst_jes_mod3
syst_jes_stat1
syst_jes_stat3
syst_jes_stat4

syst_FFstat_CRWZ_highht
staterror_SR1_WZ_cuts

syst_Theory_WZ_QCD_muF
syst_Theory_WZ_QCD_muR

syst_Theory_WZ_QCD_muRmuF
syst_Theory_WZ_SROn0jets_AltSample

syst_Theory_ZZ_PDF
syst_Theory_ZZ_QCD_muR

syst_Theory_ZZ_QCD_muRmuF
syst_Theory_ZZ_SROn0jets_AltSample

syst_Theory_ttbar_flat
staterror_SR2_WZ_cuts

syst_Theory_ZZ_QCD_muF
syst_FFstat_SRWZ2

syst_FakeClosure_SR_SFOS
staterror_SR3_WZ_cuts

syst_Theory_WZ_PDF
syst_FFstat_SRWZ3

staterror_SR4_WZ_cuts
syst_FFstat_SRWZ4

staterror_SR5_WZ_cuts
syst_FFstat_SRWZ5

staterror_SR6_WZ_cuts
syst_etaInter_negEta

syst_FFstat_SRWZ6
staterror_SR7_WZ_cuts

syst_FFstat_SRWZ7
staterror_SR8_WZ_cuts

syst_FFstat_SRWZ8
staterror_SR9_WZ_cuts

syst_Theory_WZ_SROnJets_AltSample
syst_Theory_ZZ_SROnJets_AltSample

syst_FFstat_SRWZ9
staterror_SR10_WZ_cuts

syst_jes_mix3
syst_FFstat_SRWZ10

staterror_SR11_WZ_cuts
syst_jes_det2

syst_jes_mod4
syst_FFstat_SRWZ11

staterror_SR12_WZ_cuts
staterror_SR13_WZ_cuts
staterror_SR14_WZ_cuts
staterror_SR15_WZ_cuts
staterror_SR16_WZ_cuts

syst_FFstat_SRWZ16
staterror_SR17_WZ_cuts

syst_FFstat_SRWZ17
staterror_SR18_WZ_cuts

syst_FFstat_SRWZ18
staterror_SR19_WZ_cuts

syst_FFstat_SRWZ19
staterror_SR20_WZ_cuts

Figure 5.5: Pulls for every NP obtained by performing an exclusion fit in the W Z (600,300) mass point of the W Z -3ℓ
signal grid. A description of each of the shown NPs is reported in Table 5.19.
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The observed and expected 95% CL exclusion limits for the two models are shown in Fig-

ures 5.6 and 5.7.

Regarding the W Z -3ℓ model, the results have been reported in the area of Figure 5.6 with

∆mSig > mZ. The limits for ∆mSig < mZ (the off-shell region for W Z -mediated models) are

taken from the combination (see Chapter 6) with two other analyses, referred to as the 3ℓ-

offShell [156] and the “Compressed” [158] searches. More details about these analyses are given

in Section 6.1. The obtained results and the sensitivity of the search in the W Z -mediated scen-

arios are greatly improved compared to the previous equivalent ATLAS search which uses the

Run 1, 8 TeV dataset [58]. In particular, in the context of the W Z -3ℓmodel, mχ̃±
1 ,χ̃

0
2

are excluded

up to 640 GeV for massless χ̃
0
1, and up to 300 GeV for ∆mSig ≃ mZ (Figure 5.6).

For the W h-3ℓ exclusion limit, reported in Figure 5.7, since most of the sensitivity is driven

by the DFOS SRs, the mild 2σ excess found in SRW h
DFOS-1 causes the observed limit to be less

stringent than the expected limit. However, the limits have been found to be compatible with

each other within 2σ. In this analysis, the sensitivity for the W h-3ℓ model is significantly im-

proved compared to the previous ATLAS obtained with the Run 1 dataset [58]. In particular,

mχ̃±
1 ,χ̃

0
2

are excluded up to 190 GeV for massless χ̃
0
1.
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Figure 5.6: Observed (red solid line) and expected (dashed black line) exclusion limits at 95% CL on mχ̃±1 ,χ̃0
2

and

mχ̃0
1

for the W Z -mediated χ̃
±
1 χ̃0

2 production models in three-leptons and E miss
T final states [156]. The yellow band

represents ±1σ total uncertainty on the expected result, whereas the dotted red lines represent ±1σ on the signal
cross-section. The observed limit of the 3ℓ-onShell search (solid green line) is overlayed with that of the 3ℓ-offShell
search [156] (solid blue line) and the “Compressed” search [158] (solid orange line). The final exclusion limit is
given by the combination of the three analyses. The grey area represents the exclusion limits of the previous ATLAS
searches in the same models using the 8 TeV 20.3 fb−1 dataset [58].
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Figure 5.7: Observed (red solid line) and expected (dashed black line) exclusion limits at 95% CL on mχ̃±1 ,χ̃0
2

and

mχ̃0
1

for the W h-3ℓ model [156]. The yellow band represents ±1σ total uncertainty on the expected result, whereas

the dotted red lines represent ±1σ on the signal cross-section. The grey area represents the exclusion limits of the
previous ATLAS search in the same model using the 8 TeV 20.3 fb−1 dataset [58].

Outlook of the 3ℓ-onShell analysis

The results of the exclusion limits for the search in both the W Z -3ℓ and W h-3ℓ models show

a substantial increase in the sensitivity for these scenario compared to what was achievable

using early Run 2 data.

In particular, for the W Z -3ℓ the covered phase-space is further increased to the off-shell

region by means of the combination with other searches (Figure 5.6), as done in the context

of the paper in which this analysis was published [156]. Further combining these results, with

other searches in different final states and targeting different phase-spaces, not only can help

to cover a larger excluded area, it can also allow to exclude mass points which it not possible

to exclude through the individual searches. An overview about such task, which I have also

undertaken over the course of my PhD, is given Chapter 6.

The area excluded by the W h-3ℓ search (Figure 5.7) is also covered by the W h-SS analysis

(Figure 4.28). The statistical combination of these two searches, which at the time of writ-

ing is ongoing, can still provide additional information by improving the level of the exclusion

(i. e. smaller C LS values) of the relevant sparticles masses. This can help to set more stringent

bounds on the parameters of mSUGRA and other SUSY models.
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6STATISTICAL COMBINATION

OF RUN 2 χ̃
±
1 χ̃

0
2 SEARCHES

At the time of writing, the ATLAS Collaboration has produced many analyses using the full

Run 2 dataset and targeting SUSY simplified models, including the W h-SS (Chapter 4) and the

3ℓ-onShell (Chapter 5) analyses. To date, no significant deviation from the SM predictions has

been discovered for any of these searches. Therefore, given that these analyses typically show

unique sensitivities to the targeted models, different constraints on the sparticle mass values

are extracted. Exploiting the fact that some of these analyses target the same SUSY production

mechanism but with different final states, a statistical combination of their results is possible.

Such combination provides a way to extend the constraints on the explored SUSY parameters

and, particularly, on the bounds of the sparticles masses.

This Chapter presents a description of the effort within the ATLAS Collaboration to stat-

istically combine the results of analyses targeting the EWK production of χ̃
±
1 χ̃0

2 with R-Parity-

conserving decays. The main focus is given to searches in simplified models with intermediate

states with a W and a Z boson. Amongst the analyses taken into account is the search target-

ing the W Z -3ℓ model, described in Chapter 5, which in this Chapter will be just referred to as

the 3ℓ-onShell analysis. The combination of results from searches exploring χ̃
±
1 χ̃

0
2 → W hχ̃

0
1χ̃

0
1

decays (W h combination), which include the W h-SS (Chapter 4) and the W h-3ℓ (Chapter 5)

searches, is ongoing and will not be discussed in this Chapter.

The EWK SUSY combination is a task that I have undertaken in the final eighteen months

of my PhD. I have been personally in charge of virtually all the aspects of the combination of

χ̃±1 χ̃
0
2 →W Z χ̃

0
1χ̃

0
1 models. This effort will be henceforth referred to as W Z combination. Unless

specifically stated, all the results presented in this Chapter have been produced by me.

6.1 Analyses included in the WZ combination

The W Z combination takes into account the results of five different searches. As stated earlier,

these searches all target the same SUSY simplified model, namely χ̃±1 χ̃0
2 with R-Parity-

conserving decays to W Z χ̃
0
1χ̃

0
1 with 100% BR. Each analysis targets different decay modes of

the W and Z bosons leading to different final states, notably with different lepton multiplicity.

The five input analyses for the W Z combination are:
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• 3ℓ-onShell analysis, to which I have contributed and whose details have been reported

in Chapter 5;

• 3ℓ-offShell analysis, considering an analogous model with respect to that of the

3ℓ-onShell analysis but with off-shell W and Z boson, leading to a final state with three

“soft” leptons, i. e. a “compressed” scenario (with ∆mSig < mZ ); this analysis has been

published together with the 3ℓ-onShell search in the paper in Reference [156];

• Compressed analysis [158], which, as the name suggests, also targets a compressed scen-

ario but with two opposite sign leptons in the final state from the Z decay whilst the W

decays hadronically;

• 2ℓ2 j analysis [159], targeting a similar model than that of the compressed analysis but

also considering on-shell W and Z bosons;

• AllHad analysis [55], in which the W and Z bosons are assumed to decay only hadronic-

ally leading to a final state with light-jets and/or b-jets and without any lepton.

The diagrams representing the SUSY production models of each of the five analyses are

shown in Figure 6.1.

The 95% CL exclusion limits obtained in each of these searches are reported in Figure 6.2.
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Figure 6.1: Feynman diagrams representing the simplified models considered in theW Z combination.

These results show how unique the sensitivity for each targeted model is. Each of these

five searches excludes a different portion of the relevant sparticle mass plane. Only in some

cases, e. g. between the 3ℓ-offShell and Compressed analyses, or between the 3ℓ-onShell and
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(a)

(b)

Figure 6.2: Observed (solid lines) and expected (dashed lines) exclusion limits at 95% CL on mχ̃±1 ,χ̃0
2

and mχ̃0
1

for each model of the W Z combination. Exclusion limits are shown in (a) the mχ̃±1 ,χ̃0
2

-vs-mχ̃0
1

plane and (b) the

∆mSig-vs-mχ̃0
1

plane.

2ℓ2 j analyses, these searches share a common part of the excluded mass ranges. The Com-

pressed and 3ℓ-offShell analyses are most sensitive for very small ∆mSig values, given their
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assumption on the off-shell production of the intermediate W and Z bosons. In this area,

the 2ℓ2 j search also contributes (Figure 6.2b). Moving to progressively grater ∆mSig values,

thus allowing on-shell decays of the W and Z bosons, the sensitivity is dominated by the 3ℓ-

onShell, 2ℓ2 j and AllHad analyses, respectively. This is an expected behaviour considering the

higher BRs of the hadronic decays of the W and Z bosons compared to their leptonic decays.

For higher ∆mSig values, decays to hadrons are preferred leading to a higher sensitivity for the

corresponding models. Conversely, moving closer to the kinematic limit for on-shell models

(∆mSig ≲ mZ ), decays to hadrons may not be kinematically allowed, favouring instead decays

to lighter particles, such as to electrons or muons.

Together, these searches are able to exclude a portion of the values of the sparticle masses,

which is greater than what is possible to exclude by each analysis individually. These exclusion

limits can be further expanded by exploiting the common sensitive areas between the analyses

and by performing the statistical combination there. This is a result of the fact that in the SRs

targeting those areas a larger signal sample is generally expected from the combined effect of

“adding” together the signal yields of each relevant model. Concurrently, the corresponding SM

background prediction and data observations remain unchanged, leading to a much improved

sensitivity. Given that no significant discrepancy exists between SM expectation and data, mass

points which were not excluded prior to the combination, and that are sensitive and common

to different analyses, can therefore be excluded, i. e. their C LS value drops below 0.05.

The statistical combination of the Compressed, 3ℓ-offShell and 3ℓ-onShell analyses has

already been performed by the ATLAS Collaboration in the context of the publication of Refer-

ence [156], as also shown in Figure 5.6. The effort outlined in this Chapter, extends and super-

sedes those results by means of the inclusion of the 2ℓ2 j and AllHad searches.

As described previously for the W h-SS (Section 4.1) and 3ℓ-onShell (Section 5.1) searches,

each analysis relies on a discrete signal grid, in which MC signal samples of each mass points

are generated depending on the area of the mass plane where most of the sensitivity is ex-

pected. For instance, mass points of the off-shell analysis are generally only produced with

∆mSig < mZ . In the most ideal scenario, searches taking part in a statistical combination effort

should share the same signal grid, since only combinations of different analyses for the same

mass point can be performed. This would allow to evaluate the impact of the combination for

every mass point. However, as shown in Figure 6.3, the signal grids used by each analysis do

not necessarily overlap.

Although most overlaps between the grids are still present in regions which are generally

sensitive to two or more analyses, this precludes the possibility to assess the possible improve-

ments in the exclusion limits given by the combination. Therefore, although it was unnecessary

for the individual analyses, MC samples for some new signal mass points had to be generated

specifically for the W Z combination. It is the case, for example, of the points of the 2ℓ2 j and

AllHad analyses with mχ̃0
1
= 450 GeV (Figure 6.3a). These five points are not excluded by any

analysis, but, given that their are sensitive to both these searches, being able to perform the

combination in them is beneficial in extending the area excluded at 95% CL. More details about
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the points of the various signal grids that have been taken into account for the W Z combina-

tion are given in Section 6.2.1.

(a)

(b)

Figure 6.3: Signal grids for each analysis included in the W Z combination, overlayed with the corresponding ob-
served (solid lines) and expected (dashed lines) exclusion limits at 95% CL. The signal grids and the exclusion limits
are shown (a) in the mχ̃±1 ,χ̃0

2
-vs-mχ̃0

1
plane and (b) the ∆mSig-vs-mχ̃0

1
plane.
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6.2 WZ combination strategy

6.2.1 Composition scheme and systematic uncertainties

Considering that not all signal grids are overlapping with each other and that specific analyses

have sensitivity in different parts of the parameters space (Figure 6.3), a choice needs to be

made about which analysis to include in the W Z combination for each of the available points.

Such choice is henceforth referred to as the composition scheme.

As stated in Section 6.1 the expected effect of the combination is to improve the degree

with which a point is to be considered excluded at 95% CL by virtue of a smaller C LS value

compared to what is obtained in the individual searches. Therefore, an area of the sparticle

mass plane to which two or more analyses are sensitive would definitely benefit from the com-

bination. However, if some points in that area are not available for one of the relevant analyses,

for those points the combination would not be possible. Then, if those points from the other

analyses were to be considered, they would likely have a higher C LS value compared to that

of neighbouring points in which, instead, the combination is possible. This would result in

unphysical discontinuities in the C LS values across the signal grid of the combination, which

must be avoided. In this case, a typical choice for the composition scheme is to remove these

points, thus avoiding the occurrence of the mentioned discontinuities.

Another motivation for the definition of the composition scheme, based on the availability

of the input grids, stems from purely technical reasons. Performing a combination implies

repeating the exclusion fit (Section 4.5.1) considering simultaneously the information of several

analyses (see Section 6.3). Compared to the individual analyses, this can dramatically increase

the CPU time required to compute the results of such fits. Therefore, a combination should

be avoided if it is not beneficial beyond any reasonable doubt. This circumstance is met for

mass points for which an analysis is sensitive (i. e. expected C LS < 0.15) and another is not

(i. e. expected C LS ≫ 0.15). Combining these two analyses would not necessarily result in the

minimum possible C LS value but it can, in fact, lead to values greater than the ones prior to

the combination. In these cases, only the analyses which have a good sensitivity are kept whilst

others are removed from the combination.

Given these considerations, the grids availabilities and the configurations resulting in the

best expected C LS possible, the chosen composition scheme for the W Z combination is shown

in Figure 6.4.

These plots are very similar to those showing the various signal grids and reported in Fig-

ure 6.3. However, instead of showing the availabilities of those grids, they show for each mass

point the analyses which have been ultimately chosen to take part in the W Z combination,

thus defining the composition scheme. Amongst the most notable choices is the non-inclusion

of mass points with mχ̃±
1 ,χ̃

0
2
∈ [800,1000] GeV which belong to the 2ℓ2 j analysis but not to

the AllHad analysis (Figure 6.4a). Indeed, this area is expected to significantly benefit from

their combination, so the inclusion of these points would result in unphysical discontinuit-
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Figure 6.4: Composition scheme of the W Z combination, overlayed with the corresponding observed (solid lines)
and expected (dashed lines) exclusion limits at 95% CL. Signal points and the exclusion limits are shown (a) in the
mχ̃±1 ,χ̃0

2
-vs-mχ̃0

1
plane and (b) in the ∆mSig-vs-mχ̃0

1
plane (bottom). For each point only the analyses ultimately tak-

ing part in the combination are shown. The points indicated with a “×” symbol are removed from the combination.

ies in the C LS values. Furthermore, in the area of Figure 6.4b with mχ̃±
1 ,χ̃

0
2
> 220 GeV and

∆mSig ∈ [40,70] GeV the sensitivity is entirely dominated by the 3ℓ-offShell analysis. The com-
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bination with any other search (i. e. 2ℓ2 j and Compressed analyses which there present expec-

ted C LS ≫ 0.15) would unnecessarily increase the computational time required to extract the

result, and also would likely not improve from the one of the 3ℓ-offShell analysis. Hence, in this

area points not belonging to the 3ℓ-offShell analysis are removed.

In general for the W Z composition scheme, points with ∆mSig < 10 GeV are only available

for the Compressed analysis; for ∆mSig ∈ [10,30] GeV , points are taken from the Compressed+

3ℓ-offShell combination whereas for ∆mSig ∈ [30,70] GeV , points are generally taken exclus-

ively from the 3ℓ-offShell analysis and combined with those of the 2ℓ2 j search for

∆mSig ∈ [25,60] GeV and mχ̃±
1 ,χ̃

0
2
< 200 GeV . For ∆mSig ∈ [70,91] GeV , the 3ℓ-offShell+

3ℓ-onShell combination is considered. In the on-shell region (∆mSig ≥ mZ ), points are gen-

erally combined between the 3ℓ-onShell and 2ℓ2 j analyses for mχ̃±
1 ,χ̃

0
2
< 600 GeV . The points

with mχ̃±
1 ,χ̃

0
2
∈ [600,800] GeV are dominated by the 3ℓ-onShell+2ℓ2 j +AllHad combination,

whereas for mχ̃±
1 ,χ̃

0
2
≥ 800 GeV the 2ℓ2 j +AllHad combination is considered if points are avail-

able, otherwise only the AllHad analysis is taken into account. These choices are summarised

in Table 6.1.

Table 6.1: General criteria employed to define the composition scheme for the W Z combination

∆mSig [GeV ] mχ̃±
1 ,χ̃

0
2

[GeV ] Composition scheme

< 10 - Compressed

∈ [10,30] - Compressed+3ℓ-offShell

∈ [30,70]
≤ 200 3ℓ-offShell+2ℓ2 j

> 200 3ℓ-offShell

∈ [70,mZ ] - 3ℓ-offShell+3ℓ-onShell

≥ mZ

< 600 3ℓ-onShell+2ℓ2 j

∈ [600,800] 3ℓ-onShell+2ℓ2 j +AllHad

∈ [800,1000] 2ℓ2 j +AllHad

> 1000 AllHad

6.2.2 Statistical independence of combined analyses

A key point and a prerequisite of the statistical procedure followed in the W Z combination

is based on the assumption that all input analyses are statistically independent. This implies

that no kinematic overlap must exist between SRs and CRs belonging to different analyses. In

this case, the situation explained in Section 6.1 occurs, i. e. the data and SM predictions in these

regions remain unchanged, whereas the signal yields of different models add up to increase the

overall sensitivity of the combination. On the other hand, should any overlap exist, e. g. a MC

event of a SM background process can contribute simultaneously to CRs of different analyses.

This necessarily introduces a degree of correlation between the parameters of the exclusion fit,

e. g. in the final value of the NFs of certain background, to account for the corresponding data

observation. In the worst-case scenario, the contamination of signals from an analysis in a CR

of a different search may hamper the overall SM background estimation.
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Although the overlaps in a statistical combination can be accounted for by introducing

dedicated correlations between the NPs, requiring each analysis to be maximally orthogonal

to each other dramatically simplifies the execution of the combined exclusion and, in gen-

eral, prevents unwanted effects such as the changing of the background prediction for different

mass points. Therefore, the orthogonality is here considered a strict requirement.

In the W Z combination the statistical orthogonality is achieved by requiring a lepton mul-

tiplicity cut on every CR and SR of each participating analysis. The lepton selection criteria

used in this case are reported in Table 6.2.

Table 6.2: Electron and muon selection criteria used to impose the orthogonality between the analyses taking part
in the EWK combination.

Combination electrons Combination muons

Acceptance pT ≥ 4.5 GeV , |η| < 2.47 pT ≥ 3 GeV , |η| < 2.7

Identification WP LooseAndBLayer Medium

Impact parameter |z0 · sin
(
θ
)| < 0.5mm

These criteria represent the loosest requirement amongst the baseline lepton collections

used in the input analyses. Leptons satisfying such criteria are counted before they pass the

OvR procedure (Section 3.3.3), nComb
ℓ

. Then, for example, in a region with three leptons the

orthogonality can be achieved by requiring events to also satisfy nComb
ℓ

= 3.

Any residual overlap between the various analyses, arising e. g. from the adoption of dif-

ferent OvR strategies, is evaluated by counting the data selected by the CRs and SRs of each

search, as shown in Figure 6.5. This is possible because an event number identifier is assigned

to each recorded datum. Hence, counting the data events which pass simultaneously the se-

lections of two regions is a measure of the overlap between them. No overlap in data has been

found between any of the regions of the analyses taking part in the W Z combination.
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Figure 6.5: The number of overlapping events in data selected by each analysis of the W Z combination.
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Overlaps are also checked by considering a sample composed by MC simulations of bench-

mark signal points of every SUSY model. These studies, which were performed by a collab-

orator, also highlighted the absence of any overlap regarding the SUSY signal. Therefore, the

analyses taking part in the W Z combination are indeed maximally orthogonal with each other.

6.2.3 Systematic uncertainties

Even though the different analyses in the W Z combination are kinematically orthogonal to one

another, they still share similar criteria for their object selections and they may rely on the same

simulations of SM background processes. For example, the effect of a systematic fluctuation in

the CR targeting a specific background process of an analysis can impact similar sources of

systematic uncertainties for the same process in certain regions of other analyses. This can be

all taken into account in the final exclusion fit of the W Z combination by considering specific

correlations between the NPs across the different analyses. Requiring such correlations typic-

ally results in the further constraining of relevant systematic uncertainties after the combined

exclusion fit compared to what had been obtained in the individual analyses.

Introducing such correlations across different analyses is not straightforward. Pre-fit, only

NPs (e. g. theoretical systematics) affecting the same MC samples and the detector-level uncer-

tainties associated with the same type of objects (i. e. with the same object definition criteria)

can be considered fully correlated across the various analyses. Only in a few cases do the ana-

lyses in the W Z combination share the same object definitions or the same MC background

samples. Therefore, it is necessary to consider the corresponding NPs as uncorrelated prior to

the fit.

Considering the NPs of different analyses uncorrelated is, in general, a more conservative

approach. This happens because, as stated previously, the most noticeable impact expected

from such correlations is the further constraining of the systematic uncertainties as a con-

sequence of the combination. Without any correlation, the squared sum of each (statistically

independent) source of uncertainty is taken. This conservative approach suits the purpose of

the W Z combination and it is thus adopted in what follows.

6.3 Statistical combination: technical procedure

In order to perform a statistical combination of the considered analyses, it is necessary to re-

peat the exclusion fit allowing it to fit simultaneously the data in all CRs and SRs of each ana-

lysis. This task poses some technical challenges mainly related to the need to “extract” the ne-

cessary information from the fits performed for each individual analyses and then to “re-use”

them for a combined fit.

In general, the first step of statistical analysis procedure followed for SUSY searches (de-

scribed in Section 4.5.1) is the definition of the fit configuration. This includes information

about: all the SRs and CRs, the data observations, the yields from every SM background and
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signal process, and a set of parameters. Amongst these parameters are: any NFs, along with the

instructions on which CR and for which processes they are extracted for; the constrained and

unconstrained NPs representing the impact of systematic and statistical uncertainties; and the

parameters of interest for the fit. In an exclusion fit, the only parameter of interest is usually the

signal strength, µS [160]. The full set of samples, regions and parameters thus defined, along

with their interaction in the fit, constitute the basic ingredients to construct the Likelihood

(Equation 4.30). In the ROOT-based HistFitter framework used for the statistical interpreta-

tion of the SUSY analyses in the ATLAS experiment, the information about such fit configura-

tions is included and saved in objects referred to as workspaces [161].

Therefore, in order to perform a statistical combination of N analyses it is necessary to

first extract each of the corresponding workspaces, and then to combine them to create a new

combined workspace. The exclusion fit performed on the latter provides the results of the com-

bination. This workflow is schematically illustrated in Figure 6.6.

Analysis 1 Analysis 2 Analysis N… 

Workspace 1 Workspace 2 Workspace N… 

Combined
Workspace

Fit

Figure 6.6: Schematic representation of the workflow used to combine SUSY analyses.

A fundamental aspect that differentiates the original workspaces from the combined work-

space is that in the latter the exclusion fit is carried out by considering a single µS, applied

equally to all the SUSY models taken into account. This is justified by the fact that these signals

all share the same SUSY production simplified model. Having a single µS, applied indiscrim-

inately to all signals in every SR, is what ultimately allows to overall increase the sensitivity for

these scenarios and, thus, to extract new bounds on the relevant SUSY mass parameters thanks

to the combination.

In the ATLAS experiment the technical procedure to combine and fit workspaces is simpli-

fied by using the PyHF framework [162]. Unlike the HistFitter framework, in which the work-

space creation is strongly dependent on the specific version of the ROOT toolkit used, PyHF is en-

tirely based on the human-readable text files written in JSON (JavaScript Object Notation)

format [163] for reading workspaces and then configuring the fit. The workspaces of the input
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analyses are, thus, converted to JSON format and then fitted separately through PyHF.

Editing these human-readable text files specifying the fit configurations allows to dramat-

ically simplify the creation of combined workspaces compared to interacting with ROOT-based

data formats. Moreover, the input JSON workspaces can be also easily harmonised, e. g. to in-

troduce correlations across the different analyses. This is simply done by assigning the same

name to the NP that one wishes to correlate. This procedure is also schematically represented

in Figure 6.7.

HistFitter 
workflow

PyHF 
diversion

workspace 
creation

fit results
fit 

configuration

conversion 
to .json

workspace 
harmonization

fit

combination

Figure 6.7: Schematic representation of the HistFitter workflow used to extract results of each separate analysis
and the interaction with PyHF which enables the combination of workspaces. The diagram is taken from [164].

In the PyHF framework the performance of the fitting procedure is dependent on the im-

plementation of different tensor algebra back-ends, among which: JAX [165], PyTorch [166],

TensorFlow [167] and NumPy [168]. Moreover, maximisation and minimisation procedures,

onto which the fit is based, are implemented in PyHF via the Minuit [169] and SciPy [170] lib-

raries. For the W Z combination the usage of PyHF is validated against the original results of

each analysis, obtained with HistFitter. Studies have shown that the results obtained with

PyHF are compatible to the original ones, thus justifying the usage of this tool for the combina-

tion effort.

6.4 WZ combination results

6.4.1 Fit stability

As the combined fit may introduce additional correlations across the different analyses, other

than the intrinsic ones that can be defined a priori, it is necessary to make sure that the com-

bined fit remains stable moving from one mass point to another in the signal grid. This is

verified by checking the pull plots (see Section 4.5.1) before and after the combination.

For illustration purposes, the value of the pulls for every NP for the exclusion fit in the

W Z (600,300) point performed separately for the 3ℓ-onShell, 2ℓ2 j , and AllHad analyses and

their combinations are shown in this Section. The values of the pulls for this point in the

3ℓ-onShell analysis have already been shown in Chapter 5 (Figure 5.5), whilst the pulls for the
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2ℓ2 j and AllHad analyses for the exclusion fit in the same mass point are shown in Figures 6.8

and 6.9, respectively. The description of each NPs is summarised in Tables 6.3 and 6.4.

Table 6.3: Description of the set of NPs constrained by the fit of the 2ℓ2 j analysis. Further information can be found
in Reference [159].

NP name Description

staterror_* Statistical error in each region

fake_wgt Systematic uncertainty of the data-driven FNP background.

diboson_*,ttbar_*,topOther_*,
Theoretical systematic errors on backgroundMC processes.

Zjets_*,triboson_*,higgs_*
C1N2_WZ_*_2L2J_acc Theoretical uncertainty on the signal.

jet_*,jes_*,jer_*,ft_* Experimental systematic errors concerning jets.

muon_* Experimental systematic errors concerning muons.

el_*,eg_* Experimental systematic errors concerning electrons.

met_* Experimental systematic errors concerning E miss
T .

lumi Experimental systematic errors concerning luminosity.

Table 6.4: Description of the set of NPs constrained by the fit of the AllHad analysis. Further information can be
found in Reference [55].

NP name Description

staterror_* Statistical error in each region

diboson_*,ttbar_*,ttbarX_*,
Theoretical systematic errors on backgroundMC processes.

tX_*,Zjets_*,Wjets_*

SigTheory Theoretical uncertainty on the signal.

JET_*,bTag_* Experimental systematic errors concerning jets.

MET_* Experimental systematic errors concerning E miss
T .

pileup*,lumi Experimental systematic errors concerning pile-up and luminosity.

The pulls of the individual fits performed separately in each analysis are compatible with

zero with no significant over- or under-constraints, which demonstrate that the individual fits

are stable. In the 2ℓ2 j analysis a NP, called Zjets_alt, associated with the uncertainties on

the SM Z +jets process, has been found to have a larger pull (Figure 6.8). However, this pull does

not exceed 2σ from the original expectation and does not negatively impact the overall stability

of the fit [159].

Having established the stability of the individual fits, it is necessary to assess whether the

combination would introduce unwanted pulls with respect to the original ones, which might

make the result unreliable. Given that the fitting procedure implements a computationally

iterative approach to search for the extrema [169, 170] and the increased complexity of the

combined fit, this situation can occur, for instance, when the fit converges to a local extremum

of the Likelihood instead of a global extremum, which would correspond to the wrong C LS

value and, therefore, to an unreliable final result. The values of the pulls after performing the

combination are reported in Figures 6.10-6.12.
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Figure 6.8: Pulls for every NP obtained by carrying out an exclusion fit in theW Z (600,300) point for the 2ℓ2 j ana-
lysis. A description of each of the shown NPs is reported in Table 6.3.
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Figure 6.9: Pulls for every NP obtained by carrying out an exclusion fit in theW Z (600,300) point for the AllHad
analysis. A description of each of the shown NPs is reported in Table 6.4.
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Figure 6.10: Pulls for every NP, originally belonging to the 3ℓ-onShell search, obtained by performing the exclusion
fit after the W Z combination in the W Z (600,300) mass point. A description of each of the shown NPs is reported
in Table 5.19.
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Figure 6.11: Pulls for every NP, originally belonging to the 2ℓ2 j search, obtained by performing the exclusion fit
after the W Z combination in the W Z (600,300) mass point. A description of each of the shown NPs is reported in
Table 6.3.
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Figure 6.12: Pulls for every NP, originally belonging to the AllHad search, obtained by performing the exclusion fit
after the W Z combination in the W Z (600,300) mass point. A description of each of the shown NPs is reported in
Table 6.4.
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First of all, the complexity of the combined fit is evident by simply considering the sheer

number of constrained NPs which are reported in Figures 6.10-6.12. Such situation is exacer-

bated by the fact that, since no a priori correlation is introduced in these instance, none of

the NPs is “shared” between two or more analyses and it is instead applied exclusively to the

original search. Therefore, the number of the constrained NPs in the W Z combination is es-

sentially given by the sum of those of the original analyses.

The results of the combination show that all the pulls are again compatible with zero within

their respective uncertainties. Since the same situation occurs for all of the other points of the

signal grid, regardless of the composition scheme used for them (Section 6.2.1), the combined

fit can be considered stable. More importantly, from a one-to-one comparison with the pull

values of the individual analyses (Figure 5.5 and 6.10; Figure 6.8 and 6.11; Figure 6.9 and 6.12),

it is possible to assess that the change of each pull and its uncertainty after the combination

is indeed small. From this it is legitimate to conclude that the combination itself does not in-

troduce significant correlations between the NPs, which would instead appear as a significant

shift in the pulls. Once again, this is a desired effect of having required each analysis to be

statistically independent through the orthogonality criteria. This confirms the reliability of the

W Z combination fits.

6.4.2 WZ combination exclusion limits

This Section illustrates the final results of the W Z combination, having established the com-

position scheme and the reliability of the results of the fits for every considered mass point.

The procedure used to extract exclusion limits at 95% CL on mχ̃±
1 ,χ̃

0
2

and mχ̃0
1

from the results

of the fit in a discrete signal grid relies on interpolating the observed and expected C LS values

in the sparticle mass plane. The algorithm used for this purpose is based on the RBF (Radial

Basis Function) interpolation [171], implemented in the SciPy library [170]. Having interpol-

ated the mass plane, the expected and observed limits are extracted from the contour of this

surface which satisfies C LS = 0.05, i. e. the 95% CL. The same procedure has been also followed

to extract the exclusion limits for the W h-SS (Figure 4.28 in Chapter 4) and 3ℓ-onShell analyses

(Figures 5.6-5.7 in Chapter 5). Since the signal grid used for the W Z combination (Figure 6.4)

has not been specifically designed for this purpose, but rather is given by the composition of

pre-existing signal grids (Figure 6.3), its granularity changes significantly depending on the area

of the mass spectrum considered. This introduces inefficiencies in the interpolation algorithm,

which thus fails to extract reliable contours. To avoid such inefficiencies, which would instead

result in a physically unreliable exclusion limit, in the W Z combination it has been decided to

interpolate the log10(∆mSig)-vs-mχ̃±
1 ,χ̃

0
2

plane, instead. This allows to interpolate a grid in which

the points are roughly equally-spaced, thus removing any possible effects due to the inefficien-

cies of the interpolation algorithm. The exclusion limits are finally obtained by performing a

change of coordinates to the ∆mSig-vs-mχ̃±
1 ,χ̃

0
2

and mχ̃0
1
-vs-mχ̃±

1 ,χ̃
0
2

planes, respectively. The ob-

tained result is shown in Figure 6.13.



6.4 WZ combination results 170

(a)

(b)

Figure 6.13: Observed (solid black lines) and expected (dashed black lines) exclusion limits at 95% CL on mχ̃±1 ,χ̃0
2

and

mχ̃0
1

for the W Z combination. The yellow band represents ±1σ total uncertainty on the expected result, whereas

the dotted red lines represent ±1σ on the signal cross-section. The W Z combination exclusion limits are overlayed
with those of the input analyses. The exclusion limits are shown (a) in the mχ̃±1 ,χ̃0

2
-vs-mχ̃0

1
plane and (b) in the

∆mSig-vs-mχ̃0
1

plane (bottom).
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The results of the W Z combination show that the new exclusion limits fully cover the areas

previously excluded by each analysis individually. The off-shell region (Figure 6.13b) is almost

entirely dominated by the sensitivity of the Compressed and 3ℓ-offShell analyses. The combin-

ation of the results of these two searches, which has been considered for ∆mSig ∈ [10,30] GeV ,

allows to extend the excluded mχ̃±
1 ,χ̃

0
2

values to about 240 GeV (for∆mSig ≃ 10 GeV ). In this area

the slight disagreement between the expected and observed line reflects the same behaviour

observed in the Compressed search, due to mild discrepancies between data and SM predic-

tions in some of its SRs [158]. The results of the W Z combination in the off-shell region are

also consistent with those published in Reference [156] and shown in Figure 5.6. Moreover, the

combination between the 3ℓ-offShell and 2ℓ2 j analyses, considered for ∆mSig ∈ [30,70] GeV

and mχ̃±
1 ,χ̃

0
2
≤ 200 GeV , allows to further increase the level of the exclusion in that area, due

to the reduction of the corresponding C LS values. Finally, in the boundary between the off-

and on-shell region (∆mSig = mZ ), the combination between the 3ℓ-offShell and 3ℓ-onShell

analyses allows to improve the exclusion limit from mχ̃±
1 ,χ̃

0
2
≃ 250 GeV to mχ̃±

1 ,χ̃
0
2
≃ 300 GeV .

In the on-shell region (Figure 6.13a), not only the area being excluded covers the corres-

ponding ones of the three relevant searches – namely 3ℓ-onShell, 2ℓ2 j and AllHad analyses –

but their combination further extends the areas excluded at 95% CL. In particular, for

mχ̃±
1 ,χ̃

0
2
≃ 525 GeV the excluded limit is improved from mχ̃0

1
≃ 290 GeV to mχ̃0

1
≃ 340 GeV , thanks

to the 3ℓ-onShell+2ℓ2 j combination. Concurrently, the 3ℓ-onShell+2ℓ2 j +AllHad combina-

tion generally improves the exclusion in the mχ̃±
1 ,χ̃

0
2
∈ [600,800] GeV range by about 20 GeV

in the χ̃
0
1 mass. Finally, the 2ℓ2 j +AllHad combination is particularly beneficial in improving

the excluded area from mχ̃0
1
≃ 260 GeV to mχ̃0

1
≃ 360 GeV for mχ̃±

1 ,χ̃
0
2
≃ 900 GeV , and from

mχ̃±
1 ,χ̃

0
2
≃ 950 GeV to mχ̃±

1 ,χ̃
0
2
≃ 1025 GeV for massless χ̃

0
1.

Outlook of the EWK combination

The results illustrated in this Chapter have clearly shown the validity of carrying out the stat-

istical combination of separate EWK SUSY searches targeting the same production simplified

model but with different final states. Having demonstrated the advantage, the techniques that

have been employed in the W Z combination are currently being used as a cornerstone to per-

form statistical combinations in other scenarios.

In general, through the combination it is possible to exclude a larger area of the plane of the

relevant sparticle masses. This further helps to set more stringent bounds on the parameters

of mSUGRA and other SUSY models. More importantly, from the combinations it is possible to

extract more general phenomenological considerations by virtue of the different decay modes

of the intermediate bosons taken into account, through which is possible to explore a much

larger phase space.

In conclusion, the work on the statistical combination of the results of several EWK SUSY

searches continues and a publication is expected in the near future which will summarise the

results.
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7CONCLUSIONS AND

OUTLOOK

This thesis presents the work that I have carried out over the course of my PhD, which concerns

the ATLAS experiment at the LHC and searches for SUSY scenarios in multileptonic final states

using
p

s = 13 TeV p-p collisions.

The possibility of observing any evidence for BSM physics in the ATLAS experiment is un-

deniably linked to the ability to select and record events from p-p collisions of physical interest

even in the challenging pile-up conditions of Run 2. The ATLAS trigger system plays a key

role in this context. As any evidence for new physics may present itself in events with charged

leptons in the final state, it is essential to ensure the reliability of trigger decisions based on

the tracks reconstructed in the ID. For this reason, it is crucial to measure the performance of

the ID trigger in Run 2 in the most unbiased and precise way possible. In this context, the Tag-

and-Probe technique, which I implemented in the official software of the ATLAS Collaboration,

allows to drastically improve the statistical precision for the determination of the ID trigger

tracking efficiency compared to the previously-used approach. These findings have been pub-

lished as part of the official paper reporting the latest measurements for the performance of

the ATLAS ID trigger in Run 2 [85].

Over the course of my PhD, my main involvement in the ATLAS Collaboration has focused

on searches for SUSY using simplified models which concern the EWK production of a χ̃
±
1 χ̃0

2

pair which decay with 100% BR to intermediate states with W Z or W h bosons, conserving

R-Parity. The conservation of R-Parity is responsible for the presence in the final state of a pair

of stable χ̃
0
1, assumed to be the LSP and resulting in E miss

T in the event.

Final states with electrons and muons coming from the decay of the on-shell intermediate

bosons are considered. Specifically, in the W h-SS analysis which employs the full Run 2 dataset

with 139fb−1, final states with same-sign light-leptons from the decay of W and Higgs bosons

are targeted. I have been the leading analyser for this search, having developed and carried

out the vast majority of the parts of the analysis, from the SRs optimisation to the statistical

interpretation of the results, going through the estimation of SM backgrounds and their asso-

ciated systematic uncertainties. No significant deviation between data and the SM prediction

was observed and the obtained 95% CL exclusion limits on mχ̃±
1
= mχ̃0

2
= mχ̃±

1 ,χ̃
0
2

and mχ̃0
1

re-

markably extend the known bounds on these masses for this model, compared to the previous
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early Run 2 ATLAS search which had used the 36.1fb−1 dataset at
p

s = 13 TeV . An increment

of about 300 GeV in the exclusion of mχ̃±
1 ,χ̃

0
2

for massless LSP is obtained with the new analysis

I performed. At the same time, for mχ̃±
1 ,χ̃

0
2
≲ 230 GeV the 95% CL exclusion reaches the kin-

ematic limit, ∆mSig = mh , which provides a unique sensitivity for the search in the considered

simplified model. The results of this analysis have been published and can be found in Refer-

ence [136].

Since the beginning of my PhD I have also contributed to another search for chargino and

neutralino production in decays with intermediate W Z or W h, on-shell bosons, yielding three-

lepton final states. My involvements in this analysis were primarily related to the estimation of

experimental and theoretical systematic uncertainties, which were of crucial importance for

obtaining the final results and derive the statistical interpretation. Also in this case, no signific-

ant deviation in data from the SM predictions was observed. The obtained exclusion limits in

both the W Z -3ℓ and W h-3ℓ scenarios once again extend the known constraints on mχ̃±
1 ,χ̃

0
2

and

mχ̃0
1

compared to previous searches by the ATLAS Collaboration with the Run 1,
p

s = 8 TeV

dataset. In the W Z -3ℓ search, for massless LSP the upper limit on mχ̃±
1 ,χ̃

0
2

is increased by about

300 GeV , whilst for ∆mSig = mZ the exclusion is improved by approximately 100 GeV . Sim-

ilarly, for the W h-3ℓ model, a ∼ 40 GeV increase in the exclusion of mχ̃±
1 ,χ̃

0
2

for massless mχ̃0
1

with respect to the Run 1 analysis. The results of both these searches have been published in

the paper reported in Reference [156].

The reliance on simplified models to search for SUSY in the ATLAS experiment offers a

unique opportunity to scan and probe the most remote regions of the phase-space in a sys-

tematic and orderly fashion for the search for BSM physics. Although none of the searches

for SUSY up to the time of writing have reported any significant excess from the SM predic-

tion, the unique sensitivity provided by each analysis gives different constraints on the relev-

ant MSSM parameters, particularly on the sparticles masses. The statistical combination of

the results of searches which share the same assumptions on the SUSY production mechan-

ism and that have overlapping excluded areas of the parameters space can be used to further

extend the overall constraints. The combination of EWK SUSY searches represents the final

major task that I have undertaken during my PhD. In the case of the combination of analyses

targeting the χ̃
±
1 χ̃

0
2 production with a W Z intermediate state, for which I have been personally

responsible, the overall exclusion limits show large improvements in extending the bounds by

∼ 50− 100 GeV compared to the constraints from each analysis individually. This ultimately

deepens the knowledge about the available phase-space in which SUSY can be discovered.

Looking ahead, the information provided by all of the analyses described in this thesis can

be used to further investigate the possible values of the free parameters of the MSSM. Specific-

ally, these results can be used to perform global fits on the MSSM [172], to extract constraints

on generic SUSY models, such as mSUGRA. This can in turn be exploited to provide additional

insights on the nature of DM. Furthermore, the results of these analyses can also be rein-

terpreted to extract constraints on other SUSY models, such as the phenomenological MSSM

(pMSSM) [173], in which only 19 free parameters are predicted. Finally, global fits simultan-
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eous to all searches can also be employed to gain constraints on generic BSM models [174].

Throughout this thesis it has been highlighted how the search in multileptonic final states

can provide an extremely powerful tool to search for new evidence of physics BSM and, par-

ticularly, SUSY, both independently and in combination with other searches. A vast range of

scenarios can be explored, including those with very compressed predicted mass hierarchies

between new particle states. Moreover, the tools and techniques developed to carry out these

searches using Run 2 data provide increasingly advanced methods to probe the phase-space

for new physics. Multileptonic searches can definitely benefit from having larger datasets also

through the employment of advanced techniques, e. g. those based on MVA approaches. For

this reason these searches will continue to be relevant and play a crucial role in the upcoming

Run 3 and, more importantly, in the High-Luminosity LHC phase [175].

In conclusion, the work and the results outlined in this thesis provide novel and stringent

constraints on key models for BSM physics explored in the ATLAS experiment. The obtained

results will also form an important basis for future searches which will allow to gain greater

insight into the fundamental laws of Nature.
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