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Abstract

Tests of lepton universality are currently among the most discussed observables in flavour
physics and show tensions with Standard Model of Particle Physics predictions in re-
cent measurements. The analysis presented in this thesis constitutes the first simul-
taneous measurement of lepton universality in the modes BT — K™¢*¢~ (Rg) and
B — K*0T(~ (Rg+). Two regions of the squared invariant mass of the dilepton sys-
tem (¢?) are evaluated, where the low ¢? region covers 0.1-1.1 GeV?/c* and the central ¢?
region 1.1-6.0 GeV?/c*. The analysis exploits the 2011 to 2018 datasets of LHCb corre-
sponding to an integrated luminosity of 9fb~!. To avoid bias in the results, the complete
analysis was performed in a blinded manner. The results of the four lepton universality
ratios are

Rk low = 0.87540.070 + 0.026 1559
Ri central = 0.904 4 0.039 + 0.008+)-922
R0 low = 0.85640.075 + 0.032+3-971
Ry+o central = 0.954 +0.062 £+ 0.01675055.

The first two uncertainties quoted above are the statistical and systematic uncertainties
from a simultaneous fit of the invariant B mass distributions. The third uncertainty is
assigned as a conservative estimate of the instabilities of the Rx and Rp+o ratios when
tightening the electron identification criteria. This effect was observed post-unblinding
and is under investigation by the LHCb collaboration. This problem has to be resolved
before these results can be published.

Ry is measured in the low ¢? region for the first time. The calibration of the signal
efficiencies was successfully validated using the corresponding BT — KT J/¢ (— £747)
and B> K *OJ/w (— E*E_) ratios. The invariant B mass fits were checked for bias with
pseudo-experiments. The presented analysis is a product of a group effort from several
members of the Rare Decays working group of LHCb to which the author of this thesis
has made significant contributions.
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Zusammenfassung

Untersuchungen der Leptonen Universalitidt zdhlen momentan zu den meist diskutierten
Groflen der Flavour Physik und weisen in vergangenen Messungen Spannungen mit Stan-
dard Model of Particle Physics Vorhersagen auf. Die in dieser Dissertation préasentierte
Analyse stellt die erste simultane Messung von Leptonen Universalitit in den Kanélen
Bt — K~ (Rg) und B®— K*90T(~ (Ry0) dar. Es wurden zwei Regionen der qua-
drierten invarianten Masse des Zwei-Leptonen Systems (g?) untersucht, wobei die tiefe
¢ Region 0.1-1.1 GeV?/c* abdeckt und die zentrale ¢> Region 1.1-6.0 GeV?/¢?*. Die Ana-
lyse nutzt die 2011 bis 2018 Datensétze von LHCb, was einer integrierten Luminositét
von 9fb~! entspricht. Um einen Bias der Ergebnisse zu verhindern, wurde die gesamte
Analyse blind durchgefiihrt. Die Ergebnisse der vier Leptonen Universalitéts-Verhéltnisse

sind
Ry tief = 0.87540.070 + 0.0267 399
Ry zentral = 0.904 % 0.039 + 0.008 9022
Ry-o tief = 0.8560.075 £ 0.0327000)
Ry zentral = 0.954+0.062 % 0.0167050-

Die ersten beiden Unsicherheiten, die oben genannt werden, sind die statistische und
systematische Unsicherheit aus dem simultanen Fit an die Verteilungen der invarianten
B Masse. Die dritte Unsicherheit ist als eine konservative Abschétzung der Instabilitédten
der Rg und Rpyso0 Verhéltnisse unter Anziehen der Elektronen PID Selektionskriterien
angefiigt. Dieser Effekt wurde Post-Unblinding beobachtet und wird von der LHCb Kol-
laboration untersucht. Dieses Problem muss vor der Publikation der Ergebnisse gelost
werden.

Zum ersten Mal ist Ry im tiefen ¢ Bereich gemessen. Die Kalibrierung der Signal-
effizienzen wurde erfolgreich mit den zugehérigen BT — K*+J/¢ (= ¢7¢7) und B® —
K*9J/ (— £7¢7) Verhiltnissen iiberpriift. Die Fits an die invariante B Masse wurden
mit Pseudo-Experimenten nach mdoglichen Bias untersucht. Die vorgestellte Analyse ist
das Ergebnis einer Gruppenarbeit von mehreren Mitgliedern der Rare Decays Arbeits-
gruppe von LHCb, wobei der Autor dieser Doktorarbeit signifikante Beitrige geleistet
hat.
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1 Introduction

Today, the Standard Model of Particle Physics (SM) [1, 2, 3] represents the most suc-
cessful theory to describe nature in terms of fundamental particles and their interactions.
Since the discovery of the Higgs boson in 2012 by the ATLAS [4] and CMS [5] collabora-
tions at CERN, every predicted fundamental particle of this theory has been confirmed
by experiment. However, it can only be considered as an approximation at low ener-
gies of a more global theory, since there are several observations in nature, such as the

matter-antimatter asymmetry observed in the universe, that are not explained by the
SM.

The Large Hadron Collider (LHC) was constructed to test the established theory and
find signs of physics beyond the SM. So far, evidence for New Physics (NP) has eluded
detection in direct searches, which is limited by the available energy of the proton beams
at LHC. It is possible, that NP particles are too heavy for direct production. The
measurements performed by ATLAS and CMS allow to set limits on their masses and
couplings to SM processes, see for example Refs. [6] and [7]. Another of the pursued
avenues to test the SM is the precision measurement of loop suppressed decays in which
NP particles could enter virtually which allows to probe much higher energy scales up to
and beyond 100 TeV [8]. These processes are highly suppressed in the SM (B ~ O(1077))
and referred to as rare decays. Here, NP effects can make significant contributions leading
to deviations from the decay rates or angular distribution predicted in the SM. The Large
Hadron Collider beauty (LHCb) experiment, one of the four main experiments situated
at the LHC, was designed to perform precision measurements of CP violation and rare
decays by collecting and analysing large datasets of beauty and charm hadron decays.

In the SM, the couplings to leptons of all described fundamental forces are independent
from the three lepton generations; a property known as Lepton Flavour Universality
(LFU). Over the last years, an increasing interest in LFU tests in b— s {7/~ transistions
has arisen, where ¢/~ indicates either a dimuon or a dielectron final state. These
processes constitute Flavor Changing Neutral Currents (FCNC) which are forbidden at
tree-level in the SM. Thus, they only occur at loop level in so-called penguin or box
diagrams (see Fig. 2.4). The ratios of branching fractions of the muon over electron final
states are predicted to be unity, if lepton masses can be neglected. The SM predictions are
very precise with total uncertainties at the level of 1% [9], since hadronic uncertainties
cancel. Consequently, a measured deviation between theory and experiment in LFU
observables would be a clear indicator of NP.

The first test of LFU in b — s¢*¢~ decays at LHCb was performed in 2014, using
the mode Bt — K™¢*¢~ [10]. The measured result deviated from SM expectations at
the level of 2.5 standard deviations (0). Subsequent analyses of different decay modes
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such as B — K*007¢~ [11] and A) — pK¢™¢~ [12] as well as of BT — KT(*(~ on a
larger data sample [13] have shown similar tensions with the SM expectation. Inspired
by these results, various extensions of the SM are explored today, featuring interactions
that violate LFU, e.g. leptoquark [14] or Z’ model [15]. Still, the question remains
whether these tensions are caused by actual NP effects or are statistical fluctuations. It
is therefore vital to perform further measurements to improve the experimental precision
and explore other decay modes.

This thesis presents the first simultaneous measurement of LFU in BT — K+¢"/~ and
BY— K*0¢*¢~ decays based on the full 9 fb~! RUN 1 and Run 2 LHCb dataset, where the
branching fraction ratios of the dimuon over the dielectron mode ratios are called Rx and
R0, respectively. The simultaneous approach entails various advantages such as the
constraint of the contamination from partially reconstructed B® — K*%ete™ decays in
the BT — KTete™ mode. The ratios R and R0 are determined in two regions of the
transferred four momentum squared (g2) of the b— s ¢/~ process. A key aspect of the
analysis are the experimental challenges of electrons at LHCb. Due to their comparably
small mass, electrons produce a large amount of bremsstrahlung in contrast to muons.
This leads to a significantly reduced resolution of the reconstructed invariant masses of
both the dilepton system and the B meson. Further, the trigger system at LHCDb relies
heavily on the Electromagnetic Calorimeter (ECAL) subdetector for decays to electron
final states, whose occupancy is much higher compared to the muon stations that are used
to trigger the muon modes. In order to balance the rates, higher thresholds are needed
for the electron trigger reducing its efficiency. This reduced yield and poorer resolution
are the reason why all analysis aspects are designed to optimise the performance of the
electron modes and subsequently are translated to the muon mode in order to align
their treatment and improve cancellation of biases in the ratios. For the presented test
of LFU, novel approaches to the selection, the fits to the invariant B mass as well as
the efficiency calibration have been developed resulting in an analysis with an improved
sensitivity compared to its predecessors.

Whilst this measurement is the product of a team of several analysts, the work performed
in the course of this thesis made significant contributions to all aspects of the analysis.
One of the main contributions was made to the applied selection to the electron modes,
which, compared to similar LFU analyses, applies comparatively tight criteria yielding a
high signal purity in the datasets. This provides a good control over residual backgrounds
in the invariant mass fit allowing to perform the fits in a wide range of the reconstructed B
mass in order to extract the signal yields. Another main field of work was the calibration
and calculation of efficiencies that, together with the signal yields, are an essential input
to calculate the desired ratio observables (for further details see Chap. 4).

The structure of this thesis is as follows: First, an overview of the theoretical context
and the experimental status of b— s/£1¢~ transitions focusing on LFU measurements is
provided in Chap. 2. Next, the LHCb detector and software environment used to gather
the analysed dataset are described in Chap. 3. Chapter 4 describes the analysis of the
simultaneous measurement of Rx and Ry~o in both regions of ¢. Lastly, a summary of
the results together with an outlook to future LFU measurements is given in Chap. 5.



2 Theoretical and Experimental Overview

This chapter first gives a brief overview of the theoretical background based on Refs.
[16, 17, 18, 19]. Secondly, the current experimental status and motivation for the analysis
are presented.

2.1 The Standard Model of Particle Physics

Since millennia humans try to unravel the mystery that is the universe they live in. A
long journey of progress that continues to this day and may never fully end. Today,
the area of science that tries to understand the laws of nature at the smallest scales is
called Particle Physics. The current state of knowledge about the basic constituents of
matter and their interactions is contained in the Standard Model of Particle Physics (SM)
[1, 2, 3]. This model is designed to describe elementary particles at high energies and
is implemented as a relativistic quantum field theory. The SM encompasses three of
the four fundamental forces: electromagnetism, weak interaction and strong interaction;
which are all derived by requiring gauge invariance. Only gravity is not contained, but
is known to have a negligible impact on the probed processes at the energy scales used
in this thesis.

2.1.1 Elementary Particles

In the SM all known fundamental particles are divided into two groups, bosons and
fermions. The bosons carry integer spin and are the mediators of the fundamental forces
which are topic of the subsequent section. The fermions have spin 1/2, thus obeying
Pauli’s exclusion principle [20], which forbids two fermions that are equal in all quantum
numbers to occupy the same energy state. They are further divided into the sub-groups
of quarks and leptons, which both have three generations of particles as listed in Tab. 2.1.
Each generation of quarks contains an up-type quark (u, ¢, t) with an elementary electric
charge (@) @ = +2/3 and a down-type quark (d, s, b) with @ = —1/3. Quarks are the
only fermions that carry colour charge and thus participate in the strong interaction.
The lepton generations each contain a charged lepton (e™, u~, 77) carrying Q = —1 and
a corresponding electrically neutral neutrino (ve, v, vr).

All hadrons are compositions of quarks and antiquarks, most notably the first generation
of quarks (u and d) form the nucleons (proton and neutron). Together with the electron
from the first generation of leptons, the nucleons form all stable atoms that populate
the universe. A direct consequence of the quantum field theory is the existence of a
corresponding antiparticle for each particle, so that for example the electron has the
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positron as an antimatter partner. Indeed such antiparticles are known to exist ever
since the discovery of the positron in 1932 [21]. Particles and their antimatter partner
share the same mass and spin, however they carry oppositely signed physical charges, so
that the positron carries QQ = +1.

Table 2.1.: SM fermions of all three generations. The quoted masses are com-
piled from Ref. [22].

Quarks Leptons
Generation Particle Q Mass Particle @ Mass
L5t u +2/3 2.167%49 MeV/ c2 e” -1 511.0 keV/c?
d —1/3 4671048 MeV/ c? Ve 0 <11 eV/c? (90% CL)
ond c +2/3 1.27+0.02 GeV/ c? W —1  105.7MeV/c?
s —1/3 931! MeV/ c? Vy 0 <0.19MeV/c? (90% CL)
grd t +2/3  172.76 4+ 0.30 GeV/c? T -1 1777 MeV/ ¢?
b —1/3 4184993 GeV/ c? vy 0 < 182MeV/c? (95% CL)

2.1.2 Interactions

The SM combines Quantum Chromodynamics (QCD), which describes strong interac-
tions, with the Glashow-Weinberg-Salam Electroweak theory (EW), which unites the
weak force and electromagnetism (Quantum Electrodynamics (QED)). These theories
all share the foundation of invariance under local phase transformation, i.e. gauge invari-
ance, and are combined under the symmetry group:

SUBB)c®SU(2), @ U(1)y .

Demanding gauge invariance of Lagrangians in relativistic field theories leads to the
introduction of new vector fields through the covariant derivative. These vector fields
relate to the spin 1 gauge bosons of the SM that are listed in Tab. 2.2.

Table 2.2.: SM bosons for all three interactions. The quoted masses are compiled

from Ref. [22].

Interaction Boson Mass Couples to
strong 8g 0 colour charge
weak W+ 80.38GeV/c? weak charge

Z 91.19GeV/c?  weak & el. charge
electromagnetic 0% 0 el. charge
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Quantum Chromodynamics

QCD is a gauge theory based on a non-abelian symmetry group SU(3)¢, where C denotes
colour charge. In the SM there are three different states of colour (red, green, blue) that
are conserved in all interactions. The only fermions participating in the strong interaction
are the quarks. The masses of the various quark flavours are extremely different as shown
in Tab. 2.1. The gauge bosons of QCD are eight gluons which carry a positive and a
negative unit of colour and anti-colour. Since they carry colour charge themselves, gluons
can interact which each other. Thus, adding to the fundamental process of ¢g— ¢ + g also
gluon-gluon vertices with three- and four-gluon interactions. These primitive vertices are
shown in Fig. 2.11.

Figure 2.1.: Primitive vertices in QCD. On the left a ¢ — ¢ + g interaction is
shown, where an incoming quark with colour charge blue changes
to red. The emitted gluon carries blue and anti-red colours. The
other diagrams show three- and four-gluon interactions.

The coupling constant of the strong interaction (ag) is, despite its name, a function of
the separation distance of the interacting particles or in other words the transferred four
momentum squared (¢2). A phenomenon that is called 'running’ coupling. At increasing
values of ¢? (small distances) as drops until the particles are barely interacting with
each other and are called 'asymptotically free’. This property enables to perform reliable
perturbative calculations with methods such as the Feynman calculus in QCD at high
energies. On the other side, at increasing distances (small ¢?) oy rises and the energy
needed to further separate two interacting particles becomes so large, that a new quark-
anitquark pair is created. For this reason quarks never occur as free particles but only in
colourless bound states (hadrons), a property known as ’confinement’. At low ¢ QCD is
in its non-perturbative regime, where methods such as Light-Cone Sum Rules (LCSR)
[24] and lattice QCD [25] are employed for theoretical calculation.

Electroweak Theory

The EW theory is a chiral theory classifying fermion fields as left-handed doublets (weak
isospin I = 1/2) and right-handed singlets (I = 0). The SU(2) vector field triplet
W/j (1 = 1,2,3) couples only to the left-handed doublets, as indicated by the L, and
are associated with the massless W; bosons. The U(1)y vector field singlet B,, couples
to both chiralities and is associated with the massless B boson that couples to weak

NIl Feynman diagrams in this thesis are drawn with the tikz-feynman tool [23].
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hypercharge (Y'). The Gell-Mann—Nishijima formula relates the electric charge @ with
the third component of weak isospin (I3) and Y

1

The charged W bosons of weak interaction are linear combinations of Wl} and Wﬁ:
+ _ 112
Wi = (/V2) (W, FiW;),

while the neutral Z and the photon ~ are linear combinations of Wg’ and B,;:

v\ _ [ costy sinfw B,
Z] \—sinfw cosbw Wl‘:’ ’

with the weak mixing angle Oy (Weinberg angle). Similar to QCD the EW theory has
a non-abelian symmetry group causing direct couplings between W* and Z as well as
between W* and ~. These processes add to the basic primitive vertices of EW theory
displayed in Fig. 2.2.

v,z %% wW-

l,q l,q o Ve q° q"

Figure 2.2.: Primitive vertices in EW theory. The ¢ denotes any charged lepton,
while ¢*, ¢¢ indicate up- and down-type quarks, respectively. Addi-
tionally, there are direct couplings between W* and Z and between
W= and .

The coupling strength of the EW interactions are defined by the vertex factors entering
for each vertex in the Feynman calculus:

EM: ig.y", Charged weak: —w #(1—=+5), Neutral weak: 9z Y (ey —ear®),

2\@7

with the gamma matrices 7#, the coupling constants g. = 4ragy, gw = =L£— and

sin Oy
as well as the coefficients ¢y = %13 — Qsin? Oy and cyq = %13. Notice

— ge
9z = sin Oy cos Oy
that these factors are independent of the mass and generation of the lepton involved, a

property known as Lepton Flavour Universality (LFU) and of great importance for the
work presented in this thesis.

The weak fine structure constant ap =~ ﬁ is about 5 times larger compared to the
%7. Clearly the attribute 'weak’ is not referring to the strength
of the weak interaction but to the fact, that in most processes the transferred energy is
small with respect to the mass of the weak bosons (¢? < (mc)?, with m = mw z). This

results in small values of the weak propagator

electromagnetic agyr ~

—i(guv — quay /m*c?)
q% — m2c2

)
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where g,,,, is the metric, compared to other interactions (if allowed). The weak vertex fac-
tor contains both a vector (y#) and an axial vector (y#°) coupling term. Consequently,
parity (P) is violated in weak interactions. Electromagnetic and strong interactions on
the other hand are pure vector couplings and thus conserve P.

2.1.3 Spontaneous Symmetry Breaking and Higgs Mechanism

The reason why the massless bosons of EW theory combine to form the massive bosons
of the weak interaction (W¥, Z) and the massless boson of electromagnetism (7) is,
that the underlying SU(2); ® U(1)y symmetry is broken down to the U(1)q electric
charge symmetry. The underlying mechanism is called spontaneous symmetry breaking
and is described in the following: The Lagrangian (£) of the EW theory possesses a
continuous global symmetry under rotations ¢ — e¢, where ¢ is a scalar field (Higgs
field). The potential U(¢) of the Lagrangian has an infinite set of minima (ground
states) for non-zero values of ¢. The sub-theories of the SM are perturbative theories
that consider the various vector fields as fluctuations around the ground state, i.e. the
vacuum expectation value (VEV). When the Lagrangian is re-expressed as a function
of a deviation (n) around the VEV, the transformed Lagrangian is no longer invariant
under rotations, since the vacuum does not share the symmetry of the inital Lagrangian.
Thus, the symmetry is broken by spontaneously selecting an arbitrary ground state.
According to Goldstone’s theorem [26], the breaking of a continuous global symmetry
creates one (or more) massless scalar field(s), so-called Goldstone bosons. However, there
is no candidate for such bosons amongst the known elementary particles.

To solve this dilemma the Higgs mechanism comes into play [27, 28, 29]: By choosing
a specific gauge it is possible to transform the Lagrangian in a way, that the massless
scalar field disappears. The resulting Lagrangian has a massive gauge field A* and
a massive scalar 7 called Higgs boson. This particle was considered the last missing
experimental confirmation of the SM until its discovery in 2012 by the ATLAS [4] and
CMS [5] collaborations at CERN.

In the minimal form of the SM, the Higgs boson is a SU(2) doublet that couples to the
weak bosons, the (massive) fermions via the Yukawa couplings and to itself. Thus, the
Higgs mechanism and Yukawa couplings are responsible for generating the masses of all
massive particles in the SM. However, it fails to predict the value of these masses, which
need to be determined experimentally.

2.1.4 Flavour Sector

In the SM there is no process changing the flavour of leptons, i.e. the lepton familiy
number is always conserved?. The same is true for quarks in all processes except for
charged weak interactions. The coupling of W# bosons to quarks can change the quark
flavour. The reason for this is, that the W do not couple to the physical quarks d,

2The observation of neutrino oscillations [30] have shown that such processes, while forbidden in the
SM, do occur in nature.
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s, b which form the basis of diagonal mass states. Instead the charged weak bosons
couple to the ’Cabibbo-rotated’ states d’, s’, ¥ which form the basis where the W+
interactions are diagonal. These interaction states where first introduced in the Glashow,
Iliopoulos and Maiani (GIM) mechanism [31] for the first and second quark generation
and later extended to all three generations in the Cabibbo, Kobayashi and Maskawa
(CKM) formalism [32]. Here, the unitary matrix Voxn transforms between mass and
interaction basis:

d Vud Vus Vub d d
1=\ Vea Ves V| |s| = Vexm|s
v Via Vis V) \b b

The elements of Vokw are labelled with the quarks involved in the interaction, e.g. Vg4
gives the coupling strength of the W= in the u-d vertex. They can be re-parameterised as
combinations of cos 6;;, sin 8;; and e where 0;; are the three real mixing angles and 4 is
the Kobayashi-Maskawa phase. The complex phase § is the only source of CP violation
in the SM (assuming the scalar sector with a single Higgs doublet).

The SM offers no predictions for the values of the Vcgy matrix elements, these need to be
determined by experiment. It has been found, that the CKM matrix is close to the unit
matrix with small off-diagonal elements. Hence, transitions between quark generations
can occur through the charged current but are suppressed in the SM, this effect is known
as Cabbibo suppression.

Flavour Changing Neutral Currents

Flavor Changing Neutral Currents (FCNC) are processes that change the flavour of a
quark while preserving its electric charge. They are forbidden in the SM at one-vertex
level (tree-level) for all neutral gauge bosons. In the case of weak interactions they
can however occur at loop-level with internal W*. For instance, FCNCs occur in neutral
meson mixing diagrams that change the flavour of both initial quarks as shown in Fig. 2.3
for the B® — BY process.

d Via t {{, b
BY W— |/ BY
7 - _
m t Vi

Figure 2.3.: Box diagram of B — BY mixing.

In the diagram, the intermediate quark can also be a u- or c-quark, though their transi-
tions are suppressed by the GIM mechanism, which explains the amplitude suppression
of a decay by the mass squared of the internal quark m7/m?, with i = u, ¢, t, so that the
t contribution clearly dominates.



2.2. Motivation

Another type of FCNC processes are rare decays that change only one quark flavour of
the initial meson (or baryon) while the other quarks are just ’spectators’, i.e. they do not
take part in the interaction. An example are semileptonic b— s T/~ transitions that are
represented by so-called 'penguin’ and box diagrams as shown in Fig. 2.4. An analogous
argument about u and ¢ contributions as for the mixing diagram holds for b — s£1¢~

transitions.
-
W ¢ M
V4 a
b S s
Vie t Vi Vie 1 Vi

Figure 2.4.: Example penguin (left) and box (right) diagram of a b — sfT¢~
transition.

Since they only occur at loop-level, involve an off-diagonal CKM element and experience
GIM suppression, FCNCs are highly suppressed in the SM. These processes are therefore
an exciting field of study because even small effects Beyond Standard Model (BSM) or
in other words New Physics (NP) contributions can have a significant impact on several
characteristics of b— s¢7¢~ decays, such as the measured branching ratios or angular
observables.

2.2 Motivation

The SM is an extremely successful theory which so far has survived every experimental
test (with neutrino oscillations being the only exception) and provided numerous pre-
dictions which later were confirmed by experiment. An example is the prediction of the
c-quark by the GIM mechanism [31] four years before its discovery in 1974 at Brookhaven
[33]. However, the SM can not be a complete theory as indicated by various sources of
experimental evidence:

e The SM provides no candidate for dark matter nor an explanation of dark energy.

e Neutrino oscillations, while forbidden in the SM, have been measured by the Super-
Kamiokande collaboration [30].

e The observed matter anit-matter asymmetry of the universe cannot be explained
by the SM.

e The SM does not encompass gravity.

Additionally, the SM contains many free parameters such as quark and lepton masses or
the parameters of the CKM matrix, which currently can only be determined by experi-
ment. A complete theory would provide such information on its own and ideally would
depend on fewer parameters. A key goal of today’s particle physics programme is to
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find extensions to the established theory to account for the aforementioned deficits. To
this end, experiments perform high precision tests of SM predictions to find deviations
between theory and nature. These searches aim for NP processes that involve new parti-
cles or interactions. Two strategies are pursued: on the one hand, direct searches try to
produce NP particles in collision experiments and detect their characteristic decay signa-
tures. Whilst this method is able to provide indisputable evidence of a NP particle, it is
limited by the centre-of-mass energy provided by the collider. Since so far NP particles
have escaped direct detection, they are assumed to be very heavy (O(TeV) or higher)
and lower limits on their masses have been set. Indirect searches on the other hand
perform precision measurements of processes, where the SM contribution is already well
understood. Here, possible NP particles can appear virtually in loop processes which
allows to probe energy scales much higher than those present in the studied process. Al-
ternatively, new interactions, that couple only weakly to SM particles, can even enter the
process at tree-level. Indirect searches are limited by the precision of the measurement.
Today, indirect searches for NP effects in rare decays receive major attention from many
experimenters and theorists, because of recent experimental results that are discussed in
the following section.

2.3 The b— s#T¢~ Transition

The b — s{T¢~ transition (see example Feynman diagram in Fig. 2.4) is subject of
high interest in todays particle physics programme. As mentioned in Sec. 2.1.4 it is
an excellent probe for NP effects because of the small amplitudes of the SM processes.
New quantum fields which introduce heavy BSM particles could affect the decay rates
or angular distributions of these processes leading to deviations from SM predictions.
Quark confinement forces the initial as well as the final state quark to be arranged in a
meson (or baryon) bound state. When probing the b— s¢*¢~ transition it is therefore
neccessary to study a process such as BT — K+¢*¢~ or B'— K*(892)°¢*¢~. Currently,
there are interesting tensions between SM predictions and measurements of differential
branching fraction measurements. For example the LHCb Collaboration has measured
the branching fractions of B — K*9u*pu~ and Bt — K*putpu~ as a function of the
transferred momentum (q?) [34, 35]. In the case of b— s¢T¢~ transitions, ¢° is equal to
the invariant mass squared of the dilepton system. Figure 2.5 shows the results of these
measurements compared to the SM prediction. Particularly at low ¢? tensions between
data and theory are visible (at a 1-3 ¢ level). Similar results recently emerged from
measurements of the B — ¢u*u~ differential branching fraction [36].

Calculating a SM prediction of the decay rates requires detailed knowledge of the hadronic
sector. In practice, calculating the charm loops within the QCD computations of these
decays introduces the largest source of theoretical uncertainty. The accuracy of these
uncertainties is still being discussed amongst theorists and is an active field of research.
Thus, it is not guaranteed whether the tensions of the differential branching fraction
measurements stem from actual NP effects or from underestimated hadronic uncertain-
ties.

10
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Figure 2.5.: Measurements of BY — K*0u* ;= (left) and BT — KT pu~ (right)
performed by LHCb Colaboration [34, 35]. Especially at low ¢? the
results show tension with theory.

A way to overcome this obstacle is to construct observables that are (nearly) independent
of the hadronic sector, such as ratio measurements: By calculating the ratio of branching
fractions of decays sharing the hadronic system but differ in the leptonic part, it is possible
to cancel the hadronic uncertainties at first order. These so-called LFU ratios [37] are

defined as 5
Gmaz AT(B— hputp™)

d 2
q2 . dq2 g

Ry 1= 2in S (2.1)
Imaz dT'(B— he™e )d 9

where h is the final state hadron of the transition (K+, K*°, ¢, ...). The integration runs
over a ¢? intervall that is equally defined for muon and electron decays. Because all SM
interactions couple with the same strength to all leptons (except Yukawa couplings), as
discussed in Sec. 2.1.2, the SM predictions for these ratios are close to unity. Deviations
from unity occur at low ¢? (< 1GeV?/c*) due to the difference of electron and muon
masses resulting in different kinematic phase-space as well as from effects induced by light
meson resonances such as 7 or 7° [38]. In the ¢? region (0.1 GeV?%/c* < ¢? < 6.0 GeV?/c?)
probed in the analysis presented in this thesis, the theoretical uncertainties are at the 1 %
level and are dominated by QED corrections [9]. Because of the clean theory predictions,
a significant deviation from unity of an experimental measurement would be a clear sign

of NP.

The most precise LFU ratio measurements (prior to the analysis presented in this thesis)
are the determinations by the LHCb Collaboration of Ry [13] using the full LHCb RUN 1
and RUN2 dataset (integrated luminosity of 9fb™!) and Ry.o [11] using the Run1
dataset only (3fb™1):

Ry = 0.846 = 3932 (stat) T 0015 (syst)  for 1.1 < ¢® < 6.0 GeV¥/ ¢t (2.2)

0.66 © 021 (stat) 4 0.03 (syst) for 0.045 < ¢% < 1.1 GeV?/c?
RK 0 — + 011 (23)
— 0.07

(stat) £0.05 (syst) for 1.1 < ¢ < 6.0 GeV?¥/c?.

11
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The Ry ratio shows a 3.1 ¢ tension with the SM prediction [39], while for Ry+0 a 2.4-2.50
tension with the prediction [39, 40] is reported. The measurements are summarised and
compared to results from other experiments in Fig. 2.6. The analysis presented in this
thesis performs a simultaneous measurement of Ry and R0 in two bins of ¢? using the
full RuN 1 and RUN 2 dataset, which represents the highest statistics LFU test to date
and the first measurement of Ry in the 0.1 GeV%/¢* < ¢? < 1.1 GeV?/ ¢t region.
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Figure 2.6.: Measurements of Rx [13] (left) and Ry~o [11] (right) performed by
LHCb Collaboration, which show tension with the SM, compared
to the measurements from Belle [41] and BaBar [42] which are com-
patible with theory but have much larger statistical uncertainties.

In recent years, several measurements of differential branching fraction and angular mea-
surements of muon decay modes as well as LFU tests show tensions with theoretical
predictions, they form the so-called 'flavour anomalies’ [35, 43, 44, 45, 46, 47, 48, 13,
11, 12, 49]. Currently the most popular extensions of the SM that can explain these
tensions between experiment and theory are leptoquark models and Z' models (see e.g.
Refs. [14, 15]), an exemplary Feynman diagram for each is shown in Fig. 2.7.

S gf
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Figure 2.7.: Examples for BSM Feynman diagrams contributing to b— s£7¢™:
Left (right) a leptoquark (Z’) transition.

2.4 Effective Field Theory

The electroweak b — s/¢T¢~ transitions probed in this thesis involve hadrons, conse-
quently QCD effects must be taken into account. Two very different energy scales are
involved: The scale of the weak interaction is given by the mass of the W+ boson of my, ~

12
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80 GeV/ 2, while the QCD scale for hadronic dynamics is given by Aqcp ~ 0.2GeV/ 2,
which marks the beginning of the non-perturbative regime of QCD (see Sec. 2.1.2). To si-
multaneously handle the high energy (or ’short-distance’) electroweak and low-energy (or
"long-distance’) QCD effects, the framework of an Effective Field Theory (EFT) [50, 51]
is employed for theory calculations. The EFT is a generalised representation of the Fermi
EW theory, where the electroweak interactions are considered point-like by integrating
out the heavy gauge bosons and top quark. In EFT, the resulting effective couplings are
given by the so-called Wilson coeflicients C; together with corresponding local operators
O; that describe the remaining light SM fields. The operators are of mass dimension six
since they describe four-fermion vertices, where each fermion field is of dimension 3/2.
While the Wilson coeflicients cover the short-distance physics above the defined scale p,
the operators contain the long-distance part below. Both C; and O; are dependent on
the scale used for renormalisation. Typically, the Wilson coefficients are evaluated at
the electroweak scale (myy) to exploit the perturbative QCD regime and subsequently
propagated down to y, which for b— s/~ transitions is given by the b mass.

Each flavour transition can be expressed via an effective Hamiltonian Heg summing over
all contributing Wilson coefficients and operators

Z AC;i( )+ h.c. (2.4)

where G is the Fermi constant and A contains the CKM factor(s). Based on this, it is
possible to write the decay amplitudes for an ¢ — f transition as

A = (f[Hestlt) ZAC )(f1Oi(p)]i) - (2.5)

In case of the b— s/~ transitions studied in this thesis, the employed effective Hamil-
tonian [52] is given by

- 4 *
Hmsﬁz — Gli}%'fbvts Zcf@f +h.c., (2.6)

where C; and O; are renormalised at u =~ m; and a lepton specific index £ = e, u, 7 is
added to allow for lepton non-universality. The effective four-fermion coupling of the
b— s{T¢~ transition is sketched in Fig. 2.8.

g-‘r

b @ s
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Figure 2.8.: b— s¢T{~ transition in full theory (left) and effective theory (right).
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The most relevant operators contributing to the studied processes are the semileptonic
vector- (Og) and axial vector- (Oy9) operators defined as

Of = (3y"PLb)(Tyul),  Of = (35" Prb) (Py,l)
0%y = (3Y"Ppb) (Pyuvst), Oy = (59" Prb) (Py,75¢)

with the left- and right-handed chiral projectors Pr, r = 1/2(1 Fv5). Here, the prime
indicates the operators with flipped lepton chirality. At very low ¢ the electromagnetic

(2.7)

dipole operator @7 becomes increasingly relevant for the b — s¢*¢~ transition, where
the process is mediated via a nearly-on-shell photon (b— sy, 4 e

0= " (som Py P OF = ™ (50 Pab) (2.8

However, this region is largely excluded in the presented analysis to reduce the photon
pole contribution (see Sec. 4.1).

In the SM Oy 1, = 0 since the weak interaction is left-handed, but this does not have to
be the case for BSM processes which might have a right-handed component. Additionally,
scalar Og, pseudo-scalar Op and tensor Or operators which are suppressed in the SM
could play an important role for NP effects.

A great feature of Wilson coefficients is that they are universal for all b — ¢ (where
q = d, s) processes allowing to probe them using measurements of various decay modes
and observables. Thus, they represent a tool to combine experimental input from several
sources to test the SM with higher precision.

2.5 b Hadron Production at LHCb

The heavy quark production at LHCb is governed by the strong interaction via gluon or
quark fusion resulting in the creation of quark-antiquark pairs. The Feynman diagrams
of the leading order processes are shown in Fig. 2.9.

<

q b g

q b 9 b

Figure 2.9.: Example leading order Feynman diagrams of bb production pro-
cesses at LHCb: quark-antiquark annihilation (left), gluon-gluon
fusion (right).

Because of confinement, the b-quarks immediately combine with lighter quarks to form
mesons or baryons after creation. The probabilities to combine to a mesons with an
u-, d-, s- or ¢ quark are called fragmentation fractions f,, f4, fs and f.. In this thesis,

14
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only the relative fraction of fs over the sum of f,, and f; is used for background studies.
Assuming f,, = fg, this ratio is measured to be

fo 01240010 (7TeV) [53]
futfa ]0.122+0.006 (13TeV) [54].

Additionally, the ratio with the Ag-baryon fragmentation fraction, which is the most
commonly produced b-baryon at LHCb, is used

fag {0.223i0.036 (7TeV) [55]

fu+ fa 0.259 +0.018 (13TeV) [54].

The quarks and gluons of the colliding protons have a large range of momenta, since the
energy of each proton is distributed over all of its partons. Thus, there is typically a large
momentum asymmetry between the quarks or gluons involved in the bb creation process
resulting in a high boost in either forward or backward direction. Combined with the
comparably high lifetime of the B(,)-meson, this leads to a displaced decay vertex of the
b-hadron which is an extremely useful property to separate b-decays from other particles
created in the collision. The distribution of polar angles of the generated bb pairs can be
seen in Fig. 2.10.

LHCb MC

Vs =14 TeV

0, [rad] ™2

T 0, [rad]

Figure 2.10.: Production rates of the bb pairs as a function of the polar angles.
The region covered by the LHCb acceptnace is shown in red. Fig-
ure taken from [56].
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3 The LHCb Experiment

The LHCb experiment [57] is designed to perform a rich flavour physics programme at
the LHC at CERN. With precision measurements of CP violation and rare decays of
beauty and charm hadrons it has excellent tools to test the SM and perform indirect
searches for BSM particles.

The analysis presented in this thesis is based on LHCb data taken during 2011-2018. This
chapter will first give some key information on the LHC and secondly introduce the LHCb
detector and software environment used to gather the analysed dataset, highlighting the
aspects that are most important to study b— s¢™¢~ transitions. More detailed reviews
of the detector can be found in Refs. [58, 59].

3.1 The LHC at CERN

Currently, the particle collider providing the largest centre-of-mass energy is the Large
Hadron Collider (LHC) [60] located at the European Organisation for Nuclear Research
(CERN) in Geneva. It is built inside the 26.7km long tunnel that earlier accommodated
the Large Electron-Positron Collider (LEP). Targeting an instantaneous luminosity of
L =1-10**cm™2s7!, the two proton beams of the LHC must have a high intensity.
This excludes the usage of anti-protons, since it is not feasible to produce large amounts
of anti-matter, and explains the particle-particle collider configuration. Therefore, the
counter-rotating beams must traverse opposite magnetic dipole fields in order to stay
on their circular tracks. To fit into the spacial limitations set by the LEP tunnel, the
LHC uses twin bore magnets allowing the two beams to share the same ring with two
separate vacuum chambers. The design energy of 7TeV per particle beam (resulting in
a centre-of-mass energy of 14 TeV) implies a peak dipole field of 8.3 T which requires
superconducting magnets. So far the LHC has operated at 7-8 TeV in RuN 1 (2011-2012
data-taking periods) and at 13 TeV in RUN 2 (2015-2018). Inside the beams, the protons
are arranged in bunches of around 10'! particles with a spacing of 50ns in RUN 1 and
25ns in RUN 2 corresponding to a bunch crossing frequency of 20 MHz and 40 MHz,
respectively.

The two proton beams are brought to collision at four points alongside the ring. These
interaction points are the locations of the four largest experiments at CERN: ATLAS [61]
and CMS [62] are general-purpose experiments surrounding their beam collision points
almost hermetically. The ALICE [63] experiment studies heavy ion physics in lead-lead
collisions. The LHCb experiment specialises on beauty and charm physics and will be
subject of the subsequent sections.
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3.2 The LHCb Detector

The Large Hadron Collider beauty (LHCb) experiment is specialised for heavy flavour
physics with the main goal of searching for indirect evidence of New Physics (NP) in CP
violation and rare decays of hadrons containing a b or ¢ quark. To this end, precision
measurements of various processes having a precise SM prediction are performed. LHCb
has collected the presently largest dataset of heavy flavour decays by exploiting the
large b and ¢ production cross-section and high luminosity at the LHC [60]. However,
compared to B factories at eTe™ colliders these advantages come at the price of the
unknown initial state and a high multiplicity hadronic environment, originating from the
compound structure of the protons. Typically several hundreds of long-lived particles
per pp collision traverse the LHCb detector. In order to control the pile-up! and thus the
detector occupancy, the instantaneous luminosity is kept at a constant value of about
L =4-10% cm~2s~! by adjusting the beta function of the colliding beams. To date, the
cumulative integrated luminosity collected by LHCb is about 9 fb~* (see Fig. 3.1).

LHCb Cumulative Integrated Recorded Luminosity in pp, 2010-2018

. 2018 (6.5 TeV): 2.19 /fb

. 2017 (6.5+2.51 TeV): 1.71 b + 0.10 fib 2

. 2016 (6.5 TeV): 1.67 /fb
2015 (6.5 TeV): 0.35 /fb

. 2012 (4.0 TeV): 2.08 /fb /
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2010 (3.5 TeV): 0.04 /fb l
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Figure 3.1.: Integrated luminosity collected by LHCb during RUN 1 and RUN 2.
Figure taken from [64].

The LHCb detector is built as a single-arm forward spectrometer with an angular cover-
age in forward direction from 15 mrad to 300 (250) mrad in the bending (non-bending)
plane which corresponds to about 4 % of the solid angle. However, because of the high
correlation and boost of the b- and b-hadron production (see Sec. 2.5), about 25 % of all
produced b-pairs fall into this acceptance. The detector is composed of several subde-
tectors that are each specialised to provide information on position, identity or energy
of the particles traversing them. The subdetectors are briefly described in the following
sections. The LHCb detector layout is shown in Fig. 3.2. The figure also shows how the
coordinate frame of LHCD is defined: the z-axis coincides with the beam axis and points

!'Number of pp collisions in a single bunch crossing.
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toward the muon stations. Perpendicular to the z-axis, the horizontal z- and vertical
y-axis form a right-handed coordinate system.

SPD/PS

Figure 3.2.: Layout of the LHCD detector. Figure taken from [58].

3.2.1 Tracking System

Accurate momentum resolution and vertex reconstruction are crucial requirements for
data analysis at LHCb. These quantities are provided by a tracking system, which deter-
mines the trajectories and momenta of charged particles. The measurement of momenta
is realised by bending the trajectories of charged particles using a dipole magnet. The
reconstruction of trajectories is based on information from three tracking subdetectors
that measure the location of traversing particles: the VELO surrounding the interaction
region of the colliding proton beams, the TT placed upstream of the magnet as well as
the downstream tracking stations T1-T3. The following subsections will provide further
details on the magnet and tracking subdetectors as well as into the reconstruction of
tracks.

The LHCb Magnet

The magnet used in the LHCDb spectrometer is a warm dipol magnet providing an in-
tegrated field over 10m of about 4 Tm. Charged particles traversing the magnetic field
are predominantly bent in the x-z plane. Reconstructing the bent trajectories allows to
determine the sign of the particles electric charge as well as to estimate its momentum.
The magnet polarity is regularly changed during each data-taking period to reduce the
systematic uncertainty stemming from detector asymmetries.
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The VELO

The Vertex Locator (VELO) is a silicon vertex tracker, which is the subdetector located
closest to the beam interaction point. The active region of the detector is placed inside
a vacuum vessel which is separated from the LHC vacuum by a corrugated aluminium
foil (also referred to as RF-foil). While this design is chosen to minimise the amount
of material traversed by the particles, the foil still contributes significantly to the total
material budged. The VELO is composed of two halves both with 21 silicon modules
arranged along the beam axis (see Fig. 3.3). Both sides of each module are equipped
with a sensor, the one side measuring the radial distance r the other the azimuthal
angle ¢. Because of the larger beam aperture during injection, the modules can be
retracted to prohibit damage to the sensitive regions. During data-taking, the active
region of the modules approaches the beam to a distance of 8 mm. The small distance
to the interaction point and high resolution provided by the VELO allows for precise
measurement of displaced secondary vertices, which are a key signature of b- and c-hadron
decays.
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Figure 3.3.: The top figure shows a cross section in the z-z plane of the VELO
silicon modules in closed position. The bottom figure shows a front
view of a single silicon module in fully closed (left) and fully opened
position (right). Figure taken from [57].

Silicon Tracker

There are two Silicon Tracker (ST) consisting of silicon strips installed at LHCb: the
Tracker Turicensis (TT) located upstream of the magnet and the Inner Tracker (IT) that
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forms the inner part of the downstream tracking stations T1-T3. Each of the four ST
stations consists of four detector layers, where the first and last layers are vertical while
the second and third are rotated by —5° and +5 °, respectively. This so-called z-u-v-x
arrangement allows for a three-dimensional track reconstruction with an enhanced track
resolution in the x-z bending plane, which is most important for the momentum reso-
lution. The intrinsic hit efficiency of both STs is determined to be greater than 99.7 %
while the single hit resolution is found to be about 50 um; the average occupancy in the
sectors closest to the beam pipe which are exposed to the highest particle density does
not exceed a few percent [59].

Each of the TT layers is composed of several half modules together covering the full
LHCDb detector acceptance. A single module covers half the height of the acceptance
and is equipped with seven silicon sensors that are divided into two or three different
readout groups. The readout electronics are mounted outside at the top and bottom
of the layers and fall outside the acceptance, thus minimising the material budged and
resolution penalties due to Multiple Scattering (MS). The layout of a full TT layer is
displayed in Fig. 3.4.

The three stations of the IT are each embedded in four detector boxes as shown in
Fig. 3.4. The boxes contain the four detection layers arranged in a xz-u-v-x layout, where
each layer is divided into seven detector modules.
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Figure 3.4.: The left figure displays the layout of the v layer of the T'T showing
the different readout sectors in different colours. The right figure
shows the arrangement of the four detector boxes around the beam
pipe making up one station of the IT (top) and the layout of the
modules in an x layer of the IT (bottom). Figures taken from [57].
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Outer Tracker

The Outer Tracker (OT) covers the large outer area of the downstream tracking stations.
It is a straw tube drift-time detector built as an array of gas-tight modules, that each
contain two layers of drift-tubes of 4.9 mm diameter. The tubes are filled with a gas mix-
ture of Argon (70 %) and CO2 (30 %). Charged particles traversing the gas-tubes ionise
gas-molecules which are electrically attracted by the anode. Because of the synchronisa-
tion to the collision time, it is possible to determine the position of the particle hit by
measuring the drift time of the ionised clusters. The OT reaches a spatial resolution of
about 200 um and a drift time of less than 50 ns.

Track Reconstruction

Various types of particle tracks are defined at LHCb depending on the subdetectors
contributing to their reconstruction (see Fig. 3.5):

o Long tracks have hits both upstream (VELO and optionally TT) and downstream
(T1-T3) of the magnet. Therefore they have the most precise momentum estimate
and are most commonly used by physics analyses.

e« Upstream tracks in general originate from low momentum particles that traverse
the VELO and TT after which they are deflected outside the LHCb acceptance by
the magnetic field.

¢ Downstream tracks are important for the reconstruction of long-lived particles
such as K{ that decay downstream of the VELO and are built from hits in the T'T
and T1-T3.

¢« VELO tracks only have hits in the VELO modules. They are useful to reconstruct
the primary vertices.

e T-tracks are reconstructed only from hits in the T1-T3 stations.

The analysis presented in this thesis only considers long tracks. These are reconstructed
starting with the search for a straight line from at least three hits in both r and ¢ sensors
of the VELO. Afterwards, information from the T1-T3 stations is added to the VELO
tracks following two strategies:

e Forward tracking: First, a trajectory is formed from the VELO track and a
single hit in the T stations. This trajectory is extrapolated to the other T-stations
to find additional hits in a defined search window.

e Track matching: A standalone algorithm is used to form track segments in the
T1-T3 tracking stations. These segments are combined with the VELO track by
extrapolating both to the bending plane of the magnet.

After a set of quality requirements are applied, the long track candidates of both algo-
rithms are combined. This yields the final set of long tracks used for offline analysis. In
the last step, hits in the T'T are added if they are consistent with the trajectory of a long
track.
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Figure 3.5.: Illustration of subdetectors contributing to the various track types
defined at LHCb. The main component of the magnetic field (B,)
is plotted above. Figure taken from [59].

The tracks are fitted with a Kalman filter [65] taking into account effects from material
interactions. The quality of the reconstructed track is measured by the x?/ndof of the fit.
If two (or more) tracks share more than 70 % of the hits, the track of the best quality is
chosen.

The efficiency of reconstructing a charged particle traversing the full tracking system is
determined via the tag&probe method based on J/v (utu~) decays, where one of the
muons (tag) is fully reconstructed while the other (probe) is only partially reconstructed
using a defined subset of the tracking system allowing to probe the remaining tracking
subdetectors. If a fully reconstructed long track is successfully matched to the par-
tially reconstructed probe it is defined as efficient. Both on data and simulated events,
the efficiency is measured to be greater than 95% for particles with a momentum of
5GeV/ec < p < 200GeV/c. The momentum resolution %p probed with the same decay
mode is found to be 0.5% and 0.8 % for particles with a momentum of 20 GeV/¢ and
100 GeV/ ¢, respectively. The rate of ghost tracks, which are mis-reconstructed tracks

that do not correspond to a real particle, is found to be about 7% [59].
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Primary Vertex and Impact Parameter

Because of the relatively high lifetime and large boost of the B-meson, the displacement
of the decay vertex of the b- or c-hadrons (Secondary Vertex (SV)) from the location of
the pp interaction (Primary Vertex (PV)) is a crucial feature in order to separate signal
tracks from the high background level originating from the underlying event. Accurate
tracking information is required to determine both PV and the Impact Parameter (IP)? of
the reconstructed tracks. The reconstruction of primary vertices begins with a search for
seeds, i.e. locations where a high number of tracks are close to each other. Subsequently,
an iterative fitting procedure to every found seed is performed during which every track
is assigend a weight according to the change in x? of the PV fit if the track is added

(x?p) [66].

The IP resolution is driven by the track quality, material interactions such as MS and
the distance between the PV and the first hits used to form the track. The latter is
minimised by the close distance of the VELO modules and the interacting beams.

3.2.2 Particle Identification System

Besides a good track reconstruction, LHCb is optimised to provide a high separation
power of the various particle species. The Particle Identification (PID) system of LHCb
consists of the calorimeter system, muon stations and most prominently two Ring Imaging
Cherenkov Detectors (RICH) detectors, which are a unique feature amongst the four large
experiments at the LHC. The RICH detectors are most important to identify charged
hadrons, while for muons and electrons the key discrimination power is provided by the
muon stations and the calorimeter system, respectively. The following subsections will
introduce the detector components contributing to the PID system.

RICH Detectors

LHCb is equipped with two RICH detectors: RICH 1 is located between the VELO
and TT while RICH 2 is located downstream of the T1-T3 stations. To cover the full
momentum spectrum, the two RICH detectors are designed for different momentum
ranges: RICH 1 is filled with C4F1¢ gas, covering charged particles in the low momentum
range of 1-60 GeV/c; RICH 2 on the other hand uses a CFy radiator and is designed to
cover high momentum particles from 15 GeV/c to 100 GeV/c and above. In contrast to
RICH 1, the RICH 2 detector does not cover the full LHCb acceptance but only the region
closer to the beam pipe (£15mrad to £120 mrad(horizontal) and £100 mrad(vertical)),
where most particles of high momentum traverse.

The RICH detectors exploit the property of charged particles travelling through a di-
electric medium with a velocity faster than the speed of light in that medium to produce
Cherenkov radiation [67]. Cherenkov radiation is created in a cone around the particle
track with an opening angle of cos # = 1/ng, where n is the refractive index of the medium

2The IP is defined as the distance of closest approach of a track from the PV.
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and 8 = v/c is the velocity of the particle. Thus, measuring the Cherenkov angle 8 allows
to estimate the velocity which together with the momentum estimate from the tracking
system is used to calculate the mass of the particle, which allows to identify the parti-
cle species. Figure 3.6 shows the Cherenkov angle as a function of the momentum for
different particles species. This figure also shows the kinematic limitations of the RICH
detectors: While at low momenta the velocity of kaons and protons does not suffice to
create Cherenkov radiation, the 6 vs. p distributions overlap at high momenta.
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Figure 3.6.: Cherenkov angle 6 as a function of the momentum for different
particle species in the C4F;( radiator (RICH 1). Electrons form the
cluster at the low momentum and high Cherenkov angle region (top
left). Figure taken from [68].

To measure the angle 6, the emitted photons are focused and guided by a combination
of spherical and planar mirrors onto photo multipliers that are placed outside LHCb’s
acceptance. This design enables to reduce the material budget and to protect the photo
multipliers from radiation damage.

The known momentum of a track is used to compute the Cherenkov angle for all possible
mass hypotheses (electron, muon, pion, kaon and proton). For each hypothesis a like-
lihood L is calculated based on the probability that the detected photons were emitted
with the respective Cherenkov angle. An important variable for analyses is the difference
of the logarithmic likelihoods (DLL) to separate two particle species such as kaons from
pions:

DLLk r :=log L(K) —log L(m) .

The PID performance of the RICH system is determined on control samples where the
particle species are already known from tracking information. FExclusive decay modes
with large branching fractions such as J/1 — ¢4~ with ¢ = e, u, KO — 777 ~, A — prn~
and D*T —D% (- K~7")rT are used to gather these samples. The kaon identification
and pion misidentification efficiencies as a function of the particle momentum are shown
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in Fig. 3.7 for different selections on DLLg . Averaged over the momentum range 2 —
100 GeV/ ¢ the kaon efficiency is measured to be about 95 % at a pion misidentification
rate of 10% for DLLg » > 0 [68]. The high PID efficienciy is crucial to suppress the
large background from pions. Also commonly used for PID selection is the so-called
ProbNN variable, which is calculated from a neural network trained on information from
all subdetectors [69]. Similarly to DLL, a separate training is performed for each particle
hypothesis. Because of the additional information the ProbNN variables typically have a
higher selection power, see Fig. 3.7.
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Figure 3.7.: The left figure shows the kaon identification (red) and pion misiden-
tification (black) efficiencies as a function of the particle momentum.
On the right, the comparison of signal and background rejection ef-
ficiency between DLL and ProbNN variables for protons is displayed.
Figures taken from [70].

3.2.3 Calorimeter System

The calorimeter system at LHCb is located downstream of the RICH 2 detector and the
first muon station (M1) and consists of the Scintillating Pad (SPD), Pre-Shower (PS),
Electromagnetic Calorimeter (ECAL) and Hadronic Calorimeter (HCAL) subdetectors.
Its main functions are selecting high transverse energy (Et) deposits for the Level-0
Hardware Trigger (LO0), which is the first trigger stage of LHCb, as well as providing
information on electron, photon and hadron identity. This section focusses on the desgin
and PID performance of the calorimeter system based on [71, 72], while the trigger
aspects are detailed further in Sec. 3.3.1.

The SPD and PS are identical detectors consisting of scintillator pads. They are designed
to separate electrons, photons and pions by exploiting the characteristic differences of the
induced electromagnetic showers, see Fig. 3.8. The thickness of the lead plate separating
the two detectors is chosen such that electrons and photons begin to shower much more
often than hadrons (2.5 radiation lengths (X¢) vs. 6 % hadronic shower length). Photons,
that in contrast to charged particles traverse undetected by the tracking system and the
SPD, begin to shower in the lead plate and produce a signal in both PS and ECAL.
Consequently, ECAL clusters with neither track nor SPD cluster associated are identified
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as photons. Summarised, the SPD separates neutral from charged particles, while the
PS separates electrons and photons from hadrons.

SPD Pb  PS ECAL HCAL

. secon
Highest |_—| Highest Total l_ —I highest
electron photon energy hadron

| L0 Decision |

Figure 3.8.: Scheme of the subdetectors of the calorimeter system and their input
about measured cluster energy for the L0 trigger. An illustration
of photon, electron and hadron tracks and their energy deposits is
shown.

Conventionally, the calorimeters are built as a succession of absorber material and active
regions. Traversing particles induce showers in the dense absorber material, which is
lead and iron for the ECAL and HCAL, respectively. The shower particles create light
in active regions made of scintillating material. To cope with the higher track density
close to the beam axis, the scintillator plates possess a higher granularity, .e. smaller
sizes of active cells, in the inner area. The light is guided by wavelength-shifting fibres
towards photomultipliers for detection and readout.

The ECAL is designed as a so-called ’shashlik’ calorimeter, i.e. a sampling structure of
alternating layers of scintillator tiles (4 mm) and lead absorber (2mm). The total length
of 84 mm corresponds to 25 X, ensuring the full containment of electromagnetic showers.
The resolution of the ECAL for electrons is found to be

o(E)  (9.0+0.5)%
E VE

where F is the energy of the particle in GeV [72]. Hadrons on the other hand only
deposit a small fraction of their energy in the ECAL. Their main shower occurs in the
HCAL having a thickness of 5.6 hadronic interaction lengths. Because of its moderate

+1%,
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resolution, the main purpose of the HCAL is to provide hadronic high energy clusters
for the LO trigger. The energy resolution of the HCAL for pions is [72]
o(E) (67+5)%

= 1 .
E JE +10%

3.2.4 Muon System

Efficient triggering and identification of muons is crucial for the rich analysis programme
of decays to muon final states. To this end, a muon system consisting of five muon cham-
bers is installed (see Fig. 3.9 left). The muon stations M2-M5 are located downstream of
the HCAL and form the outermost part of the spectrometer. Since these are separated
by 80 cm thick lead absorbers, muons are the only SM particles (except neutrinos) that
can reach the last stations. Combined with the calorimeter material this yields a total of
20 interaction lengths, which requires a muon of at least 6 GeV to reach the last station.
M1 is located downstream of RICH 2 and is used to improve the pp estimate for the
muon L0 trigger. Each station is divided into four regions providing a finer segmentation
in areas closer to the beam axis as shown in Fig. 3.9 right. To reach the designed goal
of a 95 % efficient muon trigger, the single hit efficiency of each muon chamber needs to
be above 99 % [73]. This requirement is met by using Multiwire Proportional Chambers
(MWPCs) in all muon stations over the full acceptance of the spectrometer. Only the
inner region of M1 is equipped with Gas Electron Multiplier (GEM) detectors instead,
to cope with the higher particle density.
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Figure 3.9.: Cross-section of the muon system (left). Layout of a single muon
station displaying the four regions of granularity (right). Figure
taken from [73].

Three steps are applied to a track associated with a muon candidate to ensure a high
muon identification efficiency [74]:

1. A search for hits in the M2-M5 stations in a window around the extrapolated track
is performed. Since it is necessary to penetrate both calorimeter and absorbers
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between muon stations, this requirement reduces the hadron misidentification to
percent level while maintaining a high muon efficiency.

2. A likelihood is calculated based on the distance between M2-M5 hits and the ex-
trapolated track under both muon and non-muon hypothesis.

3. The combined likelihood including calorimeter and RICH information is calculated
for each mass hypothesis. The resulting DLL,,  is used as discriminating variable
in offline analyses.

3.3 Data Flow at LHCb

To process and store the data of every proton-proton collision occurring at the 40 MHz
bunch crossing rate of the LHC would result in huge CPU and storage costs. In fact,
this is an impossible task for LHCD in its current configuration because of limitations by
subdetector response times and read-out electronics. Therefore, a data flow is in place
that reduces the data rate by orders of magnitude to a level that is economical for storing
data to disk. Since most of the events contain QCD interactions that are of no interest to
the LHCDb physics programme, the reduction of data does not entail an immense loss for
offline® analyses because efficient selections are in place that exploit signatures typical
for b- or c-hadron decays. The following sections introduce the stages of the data flow
encompassing a trigger system, including a hardware and two online software trigger
stages, and several offline applications. In addition, the LHCb simulation is introduced
that uses a processing chain similar to real data. The full data flow is visualised in
Fig. 3.10.
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Figure 3.10.: The data flow with the assiciated applications of both real data
and simulation. Figure taken from [75].

3.3.1 Trigger System

A multi-level trigger system is used at LHCb in order to reduce the memory usage and to
filter out events that are not relevant for offline analysis while retaining events containing

30Online algorithms are run in parallel to the data-taking, while offline algorithms are run afterwards.
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b- or c-hadron decays. The trigger system successively reduces the data rate from the
40 MHz bunch crossing rate of the LHC down to about 5kHz and 13kHz for RUN 1
and RUN 2, respectively. Various trigger classification algorithms, so-called trigger lines,
are implemented each introducing a different set of requirements. To gain flexibility, the
configurations and rates of the lines are adjustable. These settings are stored in a Trigger
Configuration Key (TCK) that is unique for every configuration. The trigger stages are
described in the following sections based on Refs. [76, 77, 78].

L0 Hardware Trigger

The first stage is the LO trigger that is fully implemented in hardware and designed
to operate synchronously with the interaction rate. Based on information from the
calorimeter and muon systems, which are the only parts of the detector that can be read
out at the bunch crossing rate, it searches for events containing a high transverse energy
cluster or a high momentum muon track, since these events are more likely to include
a heavy flavour decay. The LO trigger reduces the data rate to about 1 MHz at which
the full detector can be read out so that later trigger stages have more information and
computation time at their disposal.

The LO calorimeter trigger searches for high Et deposits in clusters of 2 x 2 cells in
the ECAL or HCAL. Using information from SPD, PS, ECAL or HCAL it classifies
clusters as photons, electrons or hadrons and checks whether the E1 deposit exceeds the
defined threshold of the LOPhoton, LOElectron or LOHadron trigger lines, respectively,
see Fig. 3.8.

The L0 muon trigger is very efficient because of the clean signals from the muon stations.
It searches for straight tracks in the five muon stations. The transverse momentum pr
of the candidate is estimated by reconstructing the track direction under the assumption
that the particle originates from the interaction point. The two muon candidates having
the highest pt are used to form the trigger decision based on the highest muon only
(LOMuon) or on the transverse momentum product of both (LODiMuon).

To reduce the computation time in the subsequent software trigger stages, a requirement
on the event multiplicity is applied by limiting the number of hits in the SPD detector
to nSPDHits < 600 in RUN 1 and nSPDHits < 450 in RUN 2. Within most years the used
trigger thresholds are changed between data-taking periods to optimise data throughput.
The thresholds used to acquire most of the data in a given year are shown in Tab. 3.1
for the LO triggers used in this thesis.

High Level Trigger

Events passing the LO trigger are further processed by the two High Level Trigger (HLT)
software trigger stages. Here, more complex decisions are performed to further select
events that contain decays of interest for offline analyses. The HLT trigger lines are
composed of a set of reconstruction and selection steps. An event is selected by the HLT
trigger, if at least one trigger line from both HLT stages returns a positive decision. In
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Table 3.1.: Thresholds of the main L0 trigger lines used for the majority of the
data-taking in each year. The values are extracted from the TCKs
using the Moore application [79] of LHCb.

Year LOMuon [GeV/c¢] LOElectron [GeV] LOHadron [GeV]

2011 pr > 1.48 Et > 2.50 Er > 3.50
2012 pr > 1.76 Er > 3.00 Er > 3.70
2015 pr > 2.80 Er > 2.70 Er > 3.60
2016 pr > 1.80 Er > 2.40 Er > 3.70
2017 pr > 1.35 Er > 211 Er > 3.46
2018 pr > 1.75 Er > 2.38 Er > 3.75

order to deal with the high computational effort, the processing is done by the Event
Filter Farm (EFF) consisting of 900 nodes. Because of the higher trigger rates, 800
additional nodes were added for RUN2. The software responsible for the High Level
Trigger (HLT) is the Moore application [79].

The first stage, called HLT1, performs a partial reconstruction of the event. The main
goal of HLT1 is to find displaced long tracks with a high pr, as they are a signature
of B- and D-meson decays. To this end, a full three-dimensional pattern recognition is
performed to reconstruct VELO tracks. Candidates for PV’s are formed from vertices
that have more than five VELO tracks associated. Subsequently, displaced VELO tracks
are selected by requiring a minimum x% to all PV’s. Selected VELO tracks are extrap-
olated to the T1-T3 stations to form long tracks, where the applied tracking algorithm
uses a simplified description of the material budget and fewer iterations with respect to
the offline tracking described in Sec. 3.2.1. This leads to a slightly worse resolution but
reduces the computational effort, which is always a key factor for the HLT trigger. Ad-
ditionally, HLT1 performs a fast muon identification for events selected by the LO muon
trigger by searching for hits in the muon stations that can be matched to the track of
the muon candidate.

The HLT?2 performs a full event reconstruction based on information from all subdetec-
tors. For RUN 2 the reconstruction performed by HLT?2 is identical to what is used in
offline analyses. This is made possible by running the calibration of the detector, which
needs to be re-done for every fill of the LHC, in parallel of the data-taking. On the other
hand, in RUN 1 the calibration was done after the data-taking which required to repro-
cess the events. The HLT?2 includes a set of inclusive and exclusive lines. The presented
analysis fully relies on inclusive HLT2 lines, where inclusive means that even a partial
reconstruction of the B candidate is sufficient, which makes the lines efficient for a large
array of B decay topologies [80]. These topological lines require at least two charged
tracks that have significant IP separation and are associated to the same PV*. Further,
the tracks must form a vertex downstream of the PV with a high X%D and PID criteria

4A track is associated to the PV to which it has the smallest IP.
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for muon and electron candidates are applied. Additional tracks are added to form a 2 to
4 body candidate, if these tracks pass similar requirements. In RUN 2 the HLT?2 trigger
lines rely on multivariate classifiers, such as a Boosted Decision Tree (BDT) [81], while
in RUN 1 also cut-based selections where implemented. The cut-based HLT?2 lines were
dropped in RUN 2, because the BDT lines enhanced both signal efficiency and robustness
against detector instabilities that can occur during online running.

3.3.2 Offline Processing

Because of the complexity of the events and the rich variety of analyses performed at
LHCDb a high flexibility is demanded on the offline processing. Triggered events are further
processed by the BRUNEL application [82]. Here, a full event reconstruction is performed
using information from all subdetectors to transform detector hits into physical quanti-
ties such as tracks and clusters. Since this reconstruction step is very computationally
intensive, the BRUNEL reconstruction is run centrally rather than by individual analysis
groups. The reconstructed event information is stored in Data Summary Tape (DST)
files which is the format used by all physics analyses.

However, the output DST files from BRUNEL are not directly used by analyses. To reduce
computational effort, a prior set of selections is applied to filter events that are of inter-
est for a specific kind analysis. This so-called ’stripping’ is controlled by the DaVinci
application [83]. In this software, signal decays are reconstructed by adding the mass
hypothesis to tracks and combining the decay chain. Similar final states and stripping
selections are group in 'streams’ to save disk space and to simplify the access. The output
DST files from stripping are used by individual analyses to extract their decay channels
of interest.

3.3.3 Simulation

Most analyses performed at LHCb use simulation of the studied physical processes and
their detector response. Among the main applications for simulated samples are the
determination of efficiencies, background studies and extraction of Probability Density
Functions (PDF’s) for fits. The simulation uses a Monte Carlo (MC) approach to model
the creation of particles in proton-proton collisions and their physical processes as well
as their interaction with the spectrometer.

The simulation of initial particle generation and their propagation through the detector
is performed by the Gauss [84] software package. Gauss relies on the Pythia progamme
[85] to handle the production of particles in proton-proton collisions. Both decay and
time evolution of hadronic particles are described by the EvtGen package [86] which is
specialised on b-hadron decays. The simulation of QED radiative corrections, i.e. Final-
State Radiation (FSR) and bremsstrahlung, is performed by the PHOTOS alogrithm [87].
The GEANT4 toolkit simulates the interaction of particles with material and creates hits
in the sensitive detector regions. Finally, the BOOLE algorithm [88] converts the GEANT4
hits to the digitised response of the readout electronics and the L0 trigger. The output

32



3.4. Electron Reconstruction and Identification

data from BOOLE has the same format as real data enabling to run HLT and offline
reconstruction in the same way (see Fig. 3.10).

At LHCb, the simulation shows deviations from real data in some aspects. In particular,
the generated kinematics, responses of PID and trigger systems and event multiplicity
are among the quantities that exhibit differences. For instance, the used TCKs for the
LO trigger can vary between different runs of the LHC in a data-taking year (as discussed
in Sec. 3.3.1), while for simulated samples only one TCK is used per year. Consequently,
each analysis needs to assess possible biases caused by these differences or calibrate the
simulation with data-driven methods.

3.4 Electron Reconstruction and Identification

At LHCb, electrons are experimentally much more challenging than muons for the fol-
lowing reasons:

e LO trigger: Due to the worse resolution and higher occupancy of the ECAL, the
thresholds used for LOElectron are higher compared to LOMuon (see Sec. 3.3.1)
resulting in lower trigger efficiencies.

¢ Resolution: Electrons produce a large amount of bremsstrahlung because of their
low mass and are more affected by MS resulting in a worse momentum resolution.

e PID: The good momentum resolution and additional information from the muon
stations leads to a more accurate PID estimate for muons.

However, the analysis presented in this thesis performs a LFU measurement and must
therefore reliably control the different behaviour of the two lepton species. This section
provides insight into the identification and reconstruction of electrons.

3.4.1 Calorimeter Response

Due to their low mass, electrons create Cherenkov radiation under the maximal angle
cos Omax = 1/n already at comparatively small momenta leading to large overlaps with
muon and pion distributions, see Fig. 3.6. Thus, the RICH system only provides separa-
tion for very low energy electrons. The main driver for electron PID is the calorimeter
system. As mentioned in Sec. 3.2.3, electrons create a signature in the calorimeter sys-
tem that differs from photons and hadrons, see Fig. 3.8. In short, electrons create hits in
the SPD detector which separates them from photons. Further, electrons deposit most
of their energy in the ECAL while hadrons create their main shower in the HCAL. To
distinguish electrons from charged hadrons, reference histograms are created for each
subdetector of the calorimeter system plotting the ratio of measured energy deposit
and momentum of the associated particle track. The ECAL histogram of E/p shown in
Fig. 3.11 is most important for electron-hadron separation.
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Figure 3.11.: E/p distribution in the ECAL for electrons (red) and hadrons (blue)
measured on a part of the 2011 data. Figure taken from [59].

3.4.2 Reconstruction and Bremsstrahlung

In contrast to muons, the resolution of electrons suffers a large penalty due to brems-
strahlung. Because of their considerably lower masses (m. = 511keV/c? vs. my, =
105.7 MeV/ c?) electrons can loose a significant part of their energy due to radiation losses
in material interactions while this represents a negligible effect for muons. At LHCb, the
momentum estimate of charged particles is based on the curvature of the track caused
by the magnetic field. Consequently, bremsstrahlung created in material interactions
upstream of the magnet introduces a bias to the momentum calculation. The energy
that is carried away by the photon reduces the reconstructed momentum of the electron
resulting in a lower reconstructed mass of the mother particle. Photons created behind
the magnet do not affect the curvature of the track and therefore do not bias momentum
nor energy estimations. Figure 3.12 (left) compares the fully reconstructed dilepton mass
systems of a dielectron to a dimuon final-state.

A dedicated recovery algorithm is in place to assign the energy of reconstructed brems-
strahlung photons created before the magnet to the electron track, see Fig. 3.13. Because
of the high boost the photons are emitted colinearly to the electron track. Since photons
traverse unaffected by the magnetic field, they hit the ECAL in a different position than
the electron. The algorithm uses a search window for bremsstrahlung photons, defined by
extrapolations of the electron track at the VELO as well as the TT station, that represent
the first and last source of material upstream the magnet, to the ECAL. Any photon
clusters found in this window are assigned to the electron track and their energies are
added to the momentum estimate. This strategy significantly improves the resolution of
electron resolution as shown in Fig. 3.12 (right) even though there are some constraints:
First, the photon energy estimate is limited by the resolution of the ECAL. Second, not
all photons can be successfully reconstructed and assigned to the correct track. Last,
in some cases photons from different sources are falsely reconstructed as bremsstrahlung
leading to an overestimation of the original electron energy.
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Figure 3.13.: Bremsstrahlung reconstruction at LHCb.

The assignment of bremsstrahlung photons to a track is a typical signature for electrons
leading to an improved identification compared to electron candidates without added
photons. This is demonstrated in Fig. 3.14, which compares the electron PID variables
used in the presented analysis on fully selected 2018 data showing a much more reliable
identification for electrons with associated photons.
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arbitrary units
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4 Test of Lepton Universality with
b— s £T¢~ Transitions

This chapter describes the simultaneous measurement of the ratios Rx and Ry« ex-
ploiting the full RUN 1 and RUN 2 datasets of LHCb, which represents the most precise
test of LFU in b— s /¢~ transistions to date. The work performed in the context of this
thesis has made significant contributions to all aspects of the presented analysis, while
the main focus lay on the selection of physical backgrounds (Sec. 4.3.4), the calibration
and calculation of efficiencies (Sec. 4.4), the invariant mass fits to the J/¢ and ¢(2S5)
resonant modes (Sec. 4.6 and App. D) as well as the calculation of systematic uncertain-
ties and the 7% and R¥(2%) cross-checks (Secs. 4.7 and 4.8). In total, the analysis is a
product of a group effort from several people of the Rare Decays (RD) working group
of LHCb. The author of this thesis is listed collaboration internally as one of the three
contact authors together with Renato Quagliani (PhD) and Alex Seuthe. Additionally,
substantial contributions have been made by Simone Bifani (PhD), Sebastian Schmitt as
well as by Ryan Calladine (PhD) [89], Fabrice Desse (PhD) [90] and Da Yu Tou (PhD)
[91] in context of their referenced PhD theses. The analysis group is currently preparing
a paper [92] to publish the results and has documented the entire analysis in great detail
in the analysis note given in Ref. [93]. This chapter aims to provide a complete account
of the analysis that is less focused on technical aspects. Throughout this thesis, a variety
of variables are used which are detailed in App. B.

The chapter is structured as follows: First, the analysis strategy is explained and the
relevant data samples are introduced in Sec. 4.1 and 4.2, respectively. Subsequently, the
criteria applied to select the signal events is described in Sec. 4.3. Sections 4.4 and 4.5
report the calibration and calculation of signal efficiencies. The simultaneous fit to the
reconstructed B mass used to extract the signal yields is shown in Sec. 4.6. Lastly, in
Secs. 4.7 to 4.10 systematic uncertainties, cross-checks and the final results are presented.

4.1 Strategy

The presented analysis is the first simultaneous test of LFU in BT — K1t/*/~ and
BY — K*9¢+¢~ decays', where the K*° meson is reconstructed in the K7~ final state.

A good understanding of the ¢? differential rate of the studied decays is essential for the
presented measurement since it strongly varies as a function of ¢2. Figure 4.1 illustrates
the distribution of the decay rate and highlights the dominant Wilson coefficients in the

'In this thesis the charged conjugated decays are always implied and treated analogously.
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respective ¢ regions. On the far left side, the figure shows the peak created by the
b— s~ process (C%) which is the dominant contribution at very low ¢2. This so-called
photon pole has a stronger impact on electron modes, since the very low ¢? region is
kinematically forbidden for the much heavier muon and tau leptons. Furthermore, the
photon pole is only present for the K*0¢* ¢~ final state, because the b— s 7(*) transistion
violates angular momentum conservation for pseudoscalar mesons such as K. The
plateau area on the right side of the photon pole is populated by some light-meson
resonances such as p(770) and ¢(1020). These modes possess rather small branching
ratios (B(p — £147) =~ 4.6-1075, B(¢ — £747) ~ 2.9-107* [22]) and the measurements
of electron and muon final states are consistent with lepton universality. Otherwise
this area is governed by the b — s/¢*/~ transition via the decay modes of interest:
Bt — K*¢t¢~ and B®— K*0¢*¢~, which are referred to as ’signal’ or ’rare’ modes in
this thesis. Here, an interference of the coefficients C%, Cy and C} is present. Above this
plateau region, the decay rate is clearly dominated by decays of a B-meson to charmonia
(J/1, ¥(25)) via the b— sce transition, with a subsequent decay of the charmonia to
a dilepton pair. The resonant J/v tree-level decay is also referred to as the ’control’ or
'normalisation’ channel for reasons given below. Figure 4.2 shows the Feynman diagrams
for both rare and resonant modes. Finally, at very high values of ¢ the rare decay mode
again dominates the decay rate and the region is characterised by an interference of Cj
and Cj,, with small contributions from high mass ¢¢ resonances that are above the DD
threshold.

T/ (15) ‘/’/ tree b—ccs

photon
pole $(25)
C
7
Long distance

dr contributions
— / / from cc above
dq2 C7( )7 CQ( ) open charm

interference

CS)(/) ) Cl((/))

Figure 4.1.: Sketch of the BY— K*/*/~ decay rate as a function of ¢2.
The dotted line indicates the absence of the photon pole for the
BT — KT¢T¢~ decay, that otherwise has an analogous distribution.
Figure taken from [93].
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Figure 4.2.: Rare mode (left) and resonant (right) Feynman diagram for the B™
mode (top) and B® mode (bottom). The rare mode also has addi-
tional contributions like the box diagram as discussed in Sec. 2.1.4.
The (2S) resonant diagram is identical to the J/1) resonant.

To further illustrate the kinematic phase-space of the involved rare and resonant pro-
cesses, the ¢ system is plotted against the reconstructed invariant mass of the B meson
for both muon and electron modes in Fig. 4.3. The two prominent B mass (mp =
5279.5 MeV/ c?) peaks at ¢ = 9.59 GeV?/c? and ¢*> = 13.59 GeV?/c? correspond to the
J/1 and 1 (2S) resonant modes, respectively. The diagonal bands around these peaks
stem from mass resolution and bremsstrahlung. In the muon plot, the rare mode is
clearly visible as well as a vertical band at the B mass. The horizontal bands left and
right to the resonant modes originate from background sources such as partially recon-
structed or combinatorial backgrounds, which are further discussed in due course. These
types of background populate the entire phase-space, thus they need to be considered
when exploring the mass system of both rare and resonant modes. Comparing the muon
and electron plot, it becomes apparent that electron channels have worse resolution and
lower yields due to bremsstrahlung and the high occupancy of the electron L0 hardware
trigger as already mentioned in Sec. 3.4. Therefore, all analysis aspects are designed to
optimise the performance of the electron channel and ported as coherently as possible to
the muon mode.

In order to get a clean sample of the rare decays, the analysis is performed in the ¢?
region between the photon pole and the J/1 resonance. The lower boundary is set to
0.1GeV?/c* to reduce the photon pole contribution to a negligible level. Additionally,
below this threshold the Rx and Rg+o theory predictions depart from unity and have
increased uncertainties [39]. The upper threshold is set to 6.0 GeV?/c* to control the .J/2)
resonance, which has a large tail to lower ¢ values due to the poor electron resolution
(see Sec. 3.4.2). This region is split into two bins of ¢?: The so-called low’ ¢? bin goes
from 0.1-1.1 GeV?%/¢* and the ’central’ q2 bin from 1.1-6.0 GeV2/¢*. This is done for two
reasons:
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Figure 4.3.: The ¢* system plotted against the invariant mass of the B meson
for 2018 data of K™¢*¢~ candidates in the dimuon final state (left)
and dielectron (right). The plots for Ktn~¢T¢~ candidates show
qualitatively the same behaviour and are therefore omitted.

1. The low ¢* bin contains all light-meson resonances leaving the central ¢ bin, which
is the bin of highest statistics and thus greatest importance, clean. In this analysis,
the impact of the light-meson resonances on the low ¢ measurement is ignored,
since the current sample size and electron resolution does not allow these contribu-
tions to be removed. As a result, the low ¢ measurement is slightly biased towards
the SM prediction due to the lepton universality of these modes. Therefore, this
strategy can be considered as conservative.

2. The finer the ¢? binning the easier it becomes to discriminate between different
types of BSM scenarios because the contributions of various Wilson coefficients
changes with ¢2. Figure 4.4 gives further insight into this motivation, which shows
the ¢? dependence of Ry and Ry+o for the SM hypothesis as well as for different
NP scenarios for certain Wilson coefficients calculated with an EFT framework.
The distribution of Rg is flat above the dimuon threshold for both SM and NP
cases, while BSM contributions can lead to significant ¢* dependencies for Ry-o.

Even though not all previously mentioned arguments hold for both Ry and Rg+o (e.g.
photon pole), the same ¢? binning is chosen since a simultaneous measurement of the
Bt — Kt¢t¢~ and BY— K*°¢*¢~ decays is performed.

Experimentally, the ratios Rg and R0 are determined in a given ¢ bin by determining
the efficiency € and signal yield A/ for both muon and electron rare modes. The efficiencies
are calculated using simulated samples (see Sec. 4.5), while the yields are determined from
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Figure 4.4.: Ry (left) and Rg+o (right) as a function of ¢ for both SM and NP
scenarios (see legend) that are calculated using the flavio software
package [94]. Contributions from ¢¢ resonances are removed. The
NP values are taken from global fits [95] based on experimental
input on rare B decays (prior to the results presented in this thesis).

one-dimensional maximum likelihood fits to the invariant B-meson mass (see Sec. 4.6).
The ratios are thus defined as 2

- B(B+—> K+:U’+,u ) _ NB*—)K*;A*,LF ] EBtK+tete— (4 1)
B(B""% K+e+e*) NB+—>K+5+6— 6B+—>K+lﬁlf ’ ’
_ B(BO% K*ON+M ) _ NBO*)K*O'UJJrM— EBOK*0cte- (4 2)
B(BO—> K*0€+€ ) NBO—>K*06+67 EBO_>K*OM+M7 ’

The tree-level charmonia modes also play an important role for this analysis. In particu-
lar, the J/v resonant mode has a branching ratio that is about two orders of magnitude
larger than the rare mode [22]. Due to its abundance, this mode is exploited extensively
for various exercises like efficiency calibration and signal shape extraction, which are in-
troduced in later sections. Furthermore, the single ratio of the J/¢ — £7¢~ modes, that
is defined in an analogous way to the rare mode

e Nk s o) EBtS Kt I/ (eter)

N , (4.3)
Npeos gt apprere)  EBYK I ot u-)

I NBO_}K*OJW (ptp=)  EBOSK*0J/(—ete™) 4.4

R ' , (4.4)
BOSK*0 /i (wete™)  EBOSK*OJ/ (—putu~)

represents one of the most important tests of the analysis framework: Since lepton uni-
versality is experimentally well established for the J/1 mode [22]

B(J/¢ = ptu”)
B(J/¢p — ete™)

= 0.9983 £ 0.0077, (4.5)

2In this thesis, a small r denotes a single ratio of branching fractions while a capital R stands for a
double ratio.
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probing the agreement with unity of /% is a powerful cross-check. Moreover, because
/¥ is unity, it is possible to use the J/1¢» mode as normalisation channel and define the
final ratios for Rx and Rp+o as

L TK L TK*O
RK - — Tw 5 RK*O - — T’lﬁ . (46)
TK TK*O

This strategy greatly increases the robustness of the measurement, since many systematic
uncertainties cancel at leading order, which is especially important for the experimentally
challenging electron mode. The double ratio approach is tested in another cross-check,
where the double ratio of the two charmonia modes is calculated

¥(28 »(25)
Rw(25) . TK( : R¢(25) o T'K*0 (4 7)
K : Tj/w ) K*0 . TJ/w ) .
K K*O
where 7"1,!)((25) and r}/é(*zos) are the single ratios of the 1(2S5) resonant modes. Both the

(29)

single ratio /¥ and double ratio RY cross-checks are reported in Sec. 4.8.

The strategy of this analysis is to perform a simultaneous measurement of Ryx and Ry«o
offers several advantages: First, it gives the ability to constrain the partially recon-
structed background from the B? decay in the BT sample. This way, the experimental
sensitivity is improved and possible correlations between the measured LFU observables
are treated correctly. However, this source of partially reconstructed background is only
relevant for the electron mode, since the good resolution of muons renders it negligible.
Secondly, the efficiency calibration is performed coherently for Bt and BY modes and
calculated using data and simulated samples of both BT — K+ J/i) and BY— K*0J/4
decays. The extracted corrections are shown to be interchangeable, thus providing a
method of cross-check as well as a handle on correlations that are unique to this analy-
sis. Lastly, it enables to report the full statistical and systematic covariance matrices of
the four LFU measurements allowing a correct combination of results in global fits (see
Sec. 4.10.3).

To avoid potential biases, the analysis was performed in a blinded way, meaning that
the results for the LE'U observables were not evaluated before the analysis procedure was
finalised. Since all measured signal modes are known to exist, it was chosen to blind
the signal efficiencies rather than yields. This way, it was easier to ensure a good fit
stability and correct background modelling prior to unblinding. The final unblinding
was performed after all cross-checks and the unblinding checklist described in Sec. 4.9
were passed successfully.

4.2 Data and Simulation Samples

4.2.1 Data Samples

The measurements presented in this thesis are based on pp collision data taken at LHCb.
The centre of mass energy of the LHC and the integrated luminosity for each data taking
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year are shown in Tab. 4.1. Throughout this thesis, the data is separated into three run
periods: 2011 and 2012 data samples are referred to as RUN 1, 2015 and 2016 as RUN 2P1
and 2017 and 2018 as RUN 2pP2.

Table 4.1.: Summary of the data samples used for the presented analysis.

Year L [fb™'] /5[TeV]

2011 1.1 7
2012 21 8
2015 0.3 13
2016 1.7 13
2017 1.7 13
2018 2.2 13

4.2.2 Trigger

As introduced in Sec. 3.3.1, the trigger system at LHCb consists of a L0 hardware trigger
and a two-staged software trigger (HLT1 and HLT2). Since electrons and muons leave
different signatures in the detector, it is not possible to fully align the trigger selection
between these modes without a large loss of signal. However, the choice of trigger paths
is designed to treat the different modes probed in this analysis as coherently as possible.
In fact, the trigger selection is completely identical between B+ and B° modes.

L0 Hardware Trigger

In this analysis two L0 trigger categories are used for both electrons and muons:

1. The primary category uses events triggered independently of the signal (TIS) final
state particles, meaning that the L0 trigger was fired on a particle from the under-
lying event. Here, the LO muon, electron and hadron trigger lines are considered
so that the trigger category, which is referred to as LOI, is defined as

LOI := LOMuon_TIS || LOElectron_TIS || LOHadron_TIS. (4.8)

2. The secondary trigger category consists of events that are triggered on the signal
(TOS) final state leptons. For the dimuon (dielectron) channel, at least one of the
two leptons must fire the LOMuon (LOElectron) trigger. Therefore, the individual
trigger decisions of the two final state leptons are linked with the logical ’OR’
condition. This trigger category is referred to as LOL, or as LOM and LOE when
talking about the muon and electron mode, separately. Since it is the secondary
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category, the LOI term needs to be inverted in order to avoid double counting.
Consequently, LOL is an exclusive category and defined as

LOM := LOMuon_TOS(u™, p~) && !LOI, (4.9)
LOE := LOElectron_T0S(e™, ) && !'LOI. (4.10)

This choice of L0 categories is novel for LFU searches in rare b— s¢*{~ transistions at
LHCDb. Previous measurements (e.g. [11, 13]) were using the LOElectron as inclusive,
LOHadron as secondary and LOI as tertiary category for the electron channel, while for
the muon channel LOMuon was the only category used. The motivation for this change is
that the L0 trigger response is much more similar between electron and muon modes for
the LOI category compared to LOL. Hence, a primary category is formed which minimises
the LO induced differences between the two types of leptons. Furthermore, the inverted
term used to form the exclusive secondary category is aligned between electron and muon
modes. Discarding the LOHadron category comes only with a small loss of signal yield,
since most events are recovered by the LOI category. In addition, the trigger efficiency of
this category is very challenging to calibrate and usually comes with a large systematic
uncertainty.

HLT Software Trigger

Table 4.2 shows the full HLT selection used in this analysis. The HLT1 selection is
fully aligned between muon and electron modes. The used HLT1 lines introduce cut-
based requirements on the events such as the existance of a displaced long track with pp
larger than 500 MeV/ ¢ (as described in Sec. 3.3.1). Only information from the tracking
system is used here. At the HLT2 stage, so-called topological (Topo) trigger lines are
exploited. These lines try to reconstruct B meson decays from two-, three- and four-
track vertices, where only tracks of charged final state particles are considered. In this
analysis, the four-track lines are discarded for the B® mode in order to align the selection
with the three-body final state of the B decays. The signal loss for the BY electron
mode induced by dropping the four-track lines is vary small (< 1%). The HLT2 lines
apply requirements such as a significant displacement of the B vertex from the PV on
the events. Here, a response from multivariate classifiers, such as bonsai BDTs (BBDT)
[81], is calculated based on properties of both the vertex and its associated final state
tracks. Additionally, topological lines dedicated for decays to final states including at
least one or two muon(s) (TopoMu(Mu)) or electron(s) (TopoE(E)) are used. These lines
apply a softer requirement on the multivariate classifier response, if at least one of the
tracks associated to the vertex passes muon or electron PID criteria.

4.2.3 Stripping
The stripping lines used to select the dimuon and dielectron modes are called Bu2LLKmmLine

and Bu2LLKeeLine?2, respectively. These lines are specifically designed for LFU measure-
ments in various b— s £7¢~ decay modes such as B’ — K*%¢T¢~ and Bt — K+¢T¢~ and
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Table 4.2.: Summary of the HLT1 and HLT2 lines used in this analysis.

Stage Year Muon modes Electron modes

Run1 H1t1TrackAl1lLO
HLT1

Run 2 Hi1t1TrackMVA

H1t2Topo [2,3]BodyBBDT
Run1
H1t2TopoMu[2,3]BodyBBDT H1t2TopoE[2,3]1BodyBBDT
H1t2Topo[2,3]Bod

HLT2 2015 P y

H1t2TopoMul[2,3]Body

2016, RuN 2pP2

H1t2Topo[2,3]Body
H1t2TopoMu[2,3]Body H1t2TopoE[2,3]Body
H1t2TopoMuMu[2, 3] Body H1t2TopoEE[2,3]Body

make up the first set of offline selection criteria. The full set of requirements introduced
by these lines is summarised in Tab. 4.3, where the used variables are defined in App. B.
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Table 4.3.: Requirements from the Bu2LLKmmLine and Bu2LLKeeLine2 stripping
lines which are used in all years of data-taking. Cuts that are unique

to B* or B” modes are labelled accordingly.

Applied to Requirement

Event nSPDHits < 600(450) Run1 (RUN 2)

Im — mBPY| < 1500 MeV/ 2
DIRA > 0.9995
B Xip(PV) < 25

X2 (SV) /ndf < 9
Xpv, sv > 100

Im —mERE| < 300 MeV/ ¢?

K*Y (B° only) pr > 500 MeV/c
X2 (SV) /ndf < 25

DLLg r > —5

K Xip(PV) > 9
pr > 400 MeV/c (BT only)

7 (B only) 3o (PV) > 9
m < 5500 MeV/ c?
o X2 (SV) /ndf < 9

Xpy, sy > 16

isMuon, hasMuon
pr > 300 MeV/c
Xip(PV) > 9

DLL,, > 0
pr > 300 MeV/ ¢
Xip(PV) > 9
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4.2.4 Simulated Samples

In this thesis, the used simulated samples, also referred to as MC samples, are usually
produced for a specific decay mode. The generation with Pythia is repeated until an
event is produced that features the requested decay mother particle?. Subsequently,
this particle is forced to decay into the requested final state, where also intermediate
resonances can be specified. Two different types of simulated samples are used: On the
one hand, information on kinematic variables directly after the event production with
Pythia is stored in generator-level simulation samples. The only selection criterion
applied to these samples is that all charged final state particles of the simulated decay
mode must fall into the acceptance of LHCb. On the other hand, detector-level
samples contain the full response of interactions from the generated particles with the
detector and are designed to mimic the data samples. In addition to the reconstructed
information that is available in both data and MC, the simulated samples also provide
the 'true’ event information which is unbiased from any detector effects. In the following,
this information is referred to as MCTruth. Most notably, the MCTruth information is used
to perform the so-called 'truth-matching’: all final state particles must have the correct
mass hypothesis assigned and are matched to the correct mother particle to form the
requested signal decay. Furthermore, reconstructed quantities of the signal candidate,
such as tracks and clusters, must relate to the true generated signal particles. The truth-
matching is always applied to simulated samples of both rare and resonant modes in
order to extract results from correctly identified signal decays. However, this method
is obviously not applicable on data samples. Here, contributions from misreconstructed
events, such as the misidentification of a final state track, are treated as sources of
background (see Sec 4.3).

Simulated samples are used throughout the analysis for the following purposes:
e The calculation of signal efficiencies for rare and resonant modes;

e The extraction of mass lineshapes to model both signal and background components
in invariant mass fits;

e The study of various sources of background from physical processes;
e The training of classifiers that are used to filter out backgrounds.

Consequently, a large number of simulated samples for both signal and background decay
modes is required to achive these versatile tasks. It is important that the simulated sam-
ples accurately represent data to extract reliable results. In this analysis, a set of data-
driven corrections is applied to calibrate the simulation (see Sec. 4.4). To fully correct
the simulated PID response, it is necessary to remove the PID cuts from the stripping re-
quirements when processing the samples. Modified versions of the Bu2LLK stripping lines
are used for MC samples, where the cuts on DLLg . (K) > —5, isMuon(y), hasMuon(s)
and DLL. »(e) > 0 are excluded.

3This particle is always some type of b-hadron for the samples used in this analysis.
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Physical Model

The simulated samples for both B — K*¢*¢~ and B° — K*9¢/*¢~ modes rely on the
BTOSLLBALL 6 model from the EvtGen package [86], where the theoretical calculation of
the form factors are taken from Ref. [96] for BT and Ref. [97] for B® decays. Any bias
from the assumptions in these calculations is expected to cancel at leading order in the
double ratio measurement. Nevertheless, a systematic uncertainty on the choice of the
model is assigned as discussed in Sec. 4.7.1.

However, there are some decays, AY — pK¢T¢~ and BT — K r 7~ ¢*¢~ for instance,
where no reliable theoretical model exists. The hadronic part of these decays often
proceeds via intermediate resonances such as A° or K" (1270) for the A) — pK¢T¢~ and
BT — KTnTn= ¢~ decay, respectively. Because of the lack of a physical model, the
simulated samples use the 'phase-space’ model from EvtGen which produces the hadronic
final states without these intermediate resonances. Both these decays are important
sources of background for the B? mode and therefore extracting their correct lineshape
in the reconstructed B® mass system as well as their efficiency is crucial. Thus, data-
driven corrections are applied to these MC samples to correct the hadronic mass system.

For the /12 — pK/¢T¢~ decay the used correction of the hadronic system was developed
in the amplitude analysis of the /12 — pK J/1 resonant decay reported in Ref. [98]. Here,
weights are applied to simulation as a function of the p (in our case ), K and J/¢
four-momenta based on MCTruth information to correct for the differences between data
and simulation in the hadronic system (see Fig. 4.5).
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Figure 4.5.: Invariant mass system of pK ~ (left) and pK ~J/1 (right) for phase-
space MC (red) and real data (black). Figure taken from Ref. [98].

The correction for the BT — K 7T n¢*¢~ decay was developed by the analysis team
of the Ryrr measurement, which is currently on-going at LHCb. Similarly to the
AY — pKete~ correction, a reweighting of the simulated m(Ktr 7)), m(K*7r™)
and m(7"7~) mass systems is performed to match the distributions seen in BT —
Ktatn=J/y data (see Fig. 4.6).
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Figure 4.6.: The m(K*7"7~), m(K*7~) and m(7*7~) (from left to right)
invariant mass system of B* — KTr "7~ eTe™ MC with the phase-
space model (red) and after the hadronic mass reweighting (black).

4.3 Offline Selection

The pp collisions provided by the LHC result in a very busy environment in the detector
and leave the initial state of the decay undefined. Thus, the task of reconstructing decays
is rather challenging at LHCb and significant levels of background need to be rejected.
There are several sources of background that need to be considered in this analysis, which
are divided into three main categories:

1. Misidentified: As discussed in Sec. 3.2.2, the PID system of the detector allows to
assign a mass hypothesis to the final state tracks. Decay modes to a different final
state can be misreconstructed as signal decays if one or more final state particles
have assigned a wrong mass hypothesis. Especially for low and high momentum
tracks, it is not possible to obtain a reliable separation between the different particle
species resulting in misidentification probabilities of up to several percent.

2. Partially reconstructed: Decay modes to a higher number of final state parti-
cles can be misreconstructed as signal decays, if some final state particles are not
reconstructed.

3. Combinatorial: Random tracks from the event can be combined to form a decay
vertex which can be interpreted as a signal decay. Usually, some of the tracks did
originate from a common source, e.g. a true J/1p — {7/~ can be combined with
a random kaon track to form a BY — K*.J/i)(— £7¢~) candidate. This is the
reason why the amount of combinatorial background is much higher in the J/1
region with respect to the low and central ¢® bins.

An offline selection is applied to the samples that are selected by the stripping lines, in
order to increase the signal purity. This is particularly of importance for the rare modes
due to the low signal yield. This analysis uses a tight selection compared to similar LFU
measurements at LHCD in order to get a clean working point, which improves the control
over residual backgrounds and allows to perform the fits in a wider range of the invariant
B mass.

The selection consists of several stages: First, the mass windows for the used ¢? regions
and the reconstructed B mass are defined for rare and resonant modes in Sec. 4.3.1.
Second, a set of requirements is introduced to ensure a good reconstruction quality of
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the signal candidates. This selection step is described in 4.3.2. Third, the cuts on the
PID response are described in Sec. 4.3.3. Fourth, the vetoes against physical background
modes from misidentified and partially reconstructed decays are explained in Sec. 4.3.4.
Lastly, the Multivariate Analysis (MVA) based selections against combinatorial and par-
tially reconstructed backgrounds are subject of Sec. 4.3.5. There is some residual level
of background left in the data samples even after the full selection is applied. These
backgrounds are included in the invariant mass fits as described in Sec. 4.6.

4.3.1 Mass Windows

The ¢? windows used for the rare decays were already motivated in Sec. 4.1 and are
identical for muon and electron modes. For the J/1 resonant channel, the ¢ window
for the electron mode is larger with respect to the muon mode to account for the poorer
resolution. Similarly, the window of the reconstructed B meson mass is wider in the
electron case. The mass window for the muon rare mode starts at higher values compared
to the resonant mode to fully exclude partially reconstructed backgrounds in the rare fits,
while the same window is used between the respective electron channels. For B modes,
the K system is selected in a 100 MeV window around the K*(892)" mass so that the
sample is dominated by the resonant P-wave contribution. Indeed, in this region the K
S-wave contribution is found to be relativley small [43] and similar between electron and
muon modes [11].

Except for the K*° mass window cut, the identical mass selection is applied to BT and
B® modes. All mass windows used to measure Ry and Ry-o are defined in Tab. 4.4.
Different mass windows, which are defined in App. D, are used for the 7% and R¥(25)
cross-checks, since here the reconstructed B mass systems are calculated using a J/1
(1(25)) mass constraint on the dilepton system. Throughout the thesis, the J/¢ and
¥(2S5) mass constraints are calculated via the DecayTreeFitter (DTF) alogrithm [99],
which constrains the invariant mass of the dilepton system to the known J/v (¢(25))
mass. This way, the resolution of the resonant channels is enhanced, especially for the
electron modes.

Definition of g2

Differences between the true squared dilepton mass system (gZ,.) and the reconstructed
¢? distributions can arise from the imperfect reconstruction of the lepton kinematics by
the LHCb detector. For muons only small variations from ¢, occur and are mainly
driven by the single track momentum resolution. Whereas electrons can have a substan-
tial deviation between ¢Z.,, and ¢? due to bremsstrahlung, leading to a significant fraction
of events which migrate into a different region of ¢%. To take bin-migration correctly into
account in simulation, two definitions of the squared invariant dilepton mass are used in
this analysis:

e The nominal distribution calculated from the reconstructed lepton four-momenta
4> = |per +pe-|*.
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Table 4.4.: Summary of the mass windows used for the Rx and R+ measure-

ments.
Type Applied to Requirement
low ¢? 0.1-1.1 GeVZ/ ¢t
9 central ¢? 1.1-6.0 GeV2/*
q
I/ (ut ) fm(ptuT) —mbRE| < 100 MeV/¢?
J/p(eTe) 6.0-11.0 GeV?/ct
utpT rare 5150-5850 MeV/ c?
m(B)  J/p(utu) 5100-6100 MeV/ c?
ete™ modes 4600-6200 MeV/ 2

m(K*%)  B? modes Im(K ) —mbRE| < 100 MeV/ 2

 The so-called 'true-¢?’ distribution calculated as ¢, = |ps — pn|? with h being a
K* and Kt~ for BT and B° modes, respectively.

The ¢2.,, distribution is used to define ¢*> windows on generator-level MC enabling a
consistent definition between muon and electron channel before FSR and reconstruction
effects. On fully reconstructed data and simulation, the nominal ¢? definition is used to
define the mass window. This way, the impact of bin-migration on the ¢? selection effi-
ciency is properly accounted for, if the decay model and detector resolution are correctly
simulated. For the choice of the decay model (BTOSLLBALL) a systematic uncertainty is
assigned by studying the efficiency difference when using different models (see Sec. 4.7.1),
while the simulated detector resolution is calibrated as described in Sec. 4.4.6.

4.3.2 Reconstruction and Acceptance

There are several requirements placed on the final state particles that are used to form
the signal candidate. Cuts placed on the x? of the track and the GhostProb variable
[100] ensure good quality tracks. A minimum threshold on the momentum and transverse
momentum is required for all final state particles, to get a reliable response from the RICH
detectors. The threshold values are chosen to align the selection with the calibration
samples used to correct the PID efficiency in simulated samples (see Sec. 4.4.1). Further,
there are cuts on acceptance variables (hasRICH, hasCalo and inAccMuon) to ensure that
each final state track is provided with reliable information from the subdetectors, that are
important to the respective type of the particle. There are ECAL specific requirements
for electron candidates to veto tracks that fall outside the ECAL acceptance or into the
region closest to the beam pipe. Additionally, a minimum distance between the two
electron tracks extrapolated to the ECAL plane is required. The reason for this cut is,
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that the PID corrections applied to simulation assume an uncorrelated PID response for
the two electrons. However, a study performed by our analysis group [101] has shown,
that for tracks that are close in the ECAL plane, the clusters of the electrons can overlap
and bias the PID efficiency. The ECAL distance cut significantly reduces this effect and
the residual bias is treated as a systematic uncertainty (see Sec. 4.7.1). Lastly, there are
cuts against so-called ’clone’ tracks applied: Two tracks are considered clones when they
share at least 70 % of their hits in the tracking system. Clone tracks occur for instance
when the same VELO track is matched to two different track segments in the T1-T3
stations. Since the angle between clone tracks is close to zero, this type of background
is very efficiently suppressed by requiring a minimum angle of 0.5 mrad between all final
state particles. The full list of quality selection criteria is given in Tab. 4.5.

Table 4.5.: Summary of the reconstruction quality and acceptance requirements.

Type Applied to Requirement

Xirack/ ndf <3
GhostProb < 0.4
p < 200GeV/c
hasRICH

all tracks

pr > 250 MeV/c
Quality & K,m p>2GeV/c

Acceptance inAccMuon

pr > 800 MeV/c
7 p>3GeV/e

inAccMuon

pt > 500 MeV/c
e p>3GeV/e
hasCalo

!(CUECAL < 363.6 mm && ypoar < 282.6 mm)
ECAL e regiongoar, = 0

dEcAL(e,e) > 100 mm

6(¢1,¢2) > 0.5mrad
9(f172, h) > 0.5mrad

Clones all tracks
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4.3.3 PID Response

Selection criteria on the PID response of all final state particles are applied to reduce
the pollution from misidentified backgrounds. For each particle sepcies, a requirement
on ProbNN variables is introduced. Additionally, the cuts on DLL variables from the
stripping lines have been tightened for both kaons and electrons. The cut thresholds are
largely inspired by the RUN 1 Rg~o analysis [11]. The applied PID selection criteria are
summarised in Tab. 4.6. The effect of the PID selection on misidentified backgrounds is
discussed in the following section.

Table 4.6.: Summary of the PID selection.

Type Applied to Requirement
DLLk » >0
K e
ProbNNg - (1 — ProbNN,) > 0.05
PID T ProbNN; - (1 — ProbNNg) - (1 — ProbNN,) > 0.1
I ProbNN, > 0.2
DLL. . > 2
(&

ProbNN, > 0.2

4.3.4 Physical Backgrounds

Several decay modes constitute sources of background for the signal samples due to errors
such as partial reconstruction and misidentification. Additionally, decays to a final state
featuring fewer particles than the signal decay can be combined with random tracks
from the underlying event to form a signal candidate. These so-called over-reconstructed
decays fall into the category of combinatorial background.

When studying backgrounds from misidentified final states particles, it is always useful
to probe the mass system under the reversed mass hypothesis: For example the de-
cay B? — ¢ete™, with ¢ decaying further to KK~ can be reconstructed as a signal
BY — K*0¢te™ decay, if the K~ is misidentified as a 7~. By assigning the kaon mass
hypothesis to the pion candidate, it is possible to reconstruct the ¢ resonance for this
background mode when probing the m (K7~ ;) mass system. This mass system is cal-
culated using the reconstructed momentum information of the pion candidate and the
known kaon mass (and the four momentum of the K*). For misidentifications of hadrons
as electron candidates it is necessary to use the reconstructed momentum that is purely
calculated from tracking information, since for electrons the full reconstructed momenta
are modified by the bremsstrahlung recovery algorithm (see Sec. 3.4.2). It is usually
possible to introduce an efficient veto on intermediate resonances that are unique to the
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background modes. The reconstructed mass of the b-hadron for these backgrounds is
biased by the misidentification, since the final state mass enters in its calculation. The
direction and amount of the bias are resulting from the difference between the assigned
mass hypothesis of the misidentied particle and its true mass, so that the BY — ¢ete~
no longer peaks at the BY mass but at lower values close to the B® mass.

This section introduces the physical modes that are relevant sources of background for
the studied data samples and describes strategies used to reduce their contribution. To
this end, studies on data samples as well as on dedicated simulated samples of the respec-
tive background modes are presented. It is important to note that background modes
are always reconstructed as signal decays when processing the MC samples, in order
to extract the efficiency of the background with respect to the studied signal process.
The studies focus on the experimentally more challenging electron modes and will use
RUN 2P2 samples as example.

Determining Residual Background Levels

To quantify the residual background pollution of the studied modes, their expected yields
in the signal region after full selection are calculated. The expected yield of a background
mode Ny can be calculated by normalising to a well known channel, 7.e. a normalisation

Bbkg . Nnorm . fbkg

Brorm  €norm fnorm

channel

kag = €bkg ° =! €bkg * Onorm » (4.11)

where the BT — K J/¢ (— ptp~) mode is used as normalisation channel for background
studies relevant for B* samples, while B — K*0J/1 (= pu*pu~) is used for B® samples.
The branching fractions of both background (Bpkg) and normalisation (Bporm) channel
are taken from the PDG [22]. The yield of the normalisation channel Moy is deter-
mined with mass fits described in Sec. 4.6. Potential differences between background and
normalisation mode in the hadronisation process involved to create the b-hadron are ac-
counted for by the fragmentation fractions fyxs and fhorm, which are defined in Sec. 2.5.
The efficiencies of background (ebkg) and normalisation mode €norm are calculated on
simulated samples as described in Sec. 4.5.

However, for many background modes the efficiency cannot be determined reliably via the
frequentist approach, since no (or very few) simulated events survive the full selection,
because of the limited size of the samples and the large suppression factor. In these
cases, an upper limit on the efficiency and thus on the expected background yield is
calculated: A Bayesian approach is chosen where the posterior PDF p(epkg|nsel, Ngen) for
the selection efficiency epi, with respect to the number of selected (ngel) and generated
(ngen) events of the studied simulated sample is defined via Jeffrey’s prior as detailed in
Ref. [102]. With this ansatz, the posterior PDF reads as

1 1
p(ebkg‘nseb ngen) = Be (ebkg‘nsel + 57 Ngen — Msel + 2) , (4~12)

with the Euler Beta function Be(z|a,b). The upper limits are derived with an inverse
transform sampling method by extracting the efficiency 10° times from the distribution
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given by the PDF in Eq. 4.12. Additionally, the full normalisation factor aperm is sampled
from a Gaussian function, where the mean is given by its nominal value and the standard
deviation by the propagated uncertainties. The product of epis and omerm yields the
distribution of the expected background yield from which an upper limit is extracted at
a chosen confidence level of 90 %. The sampled distributions are shown in Fig. 4.7 for
the BT — (D°— KTe 1. )m" decay, which is a background for B* modes if the pion is
misreconstructed as an electron.

BOAFTTTTT T T T T T T T 2 1 L I B IR B AR AR A=
SoxF LHCb simulation E EomE LHCb simulation 3
Z 02F B" > D" > K'ev)m 3 2 02F B* > (@D’ > K* e V,) " =
S0a18F 3 S018F =
’g 0.16 - P (€ | Mot gen) E é 0.16F Ny <0.19(90% CL) E
0.14f ng =0 = 0.14f =
0.12f Ngen = 1.36 % 10° E 0.12f =
0.1 €y, < 9.95€-10 (90% CL) = 0.1 =

= 0.08 =

= 0.06 E

= 0.04 =

, = 0.02 =

0 T T | | 1 dx10™ 0 e P B -

0 02040608 1 121416 1.8 2 22 24 0 005 0.1 0I5 02 025 03 035 04 045
selection efficiency &, expected background yield kag

Figure 4.7.: Sampled distributions for the selection efficiency (left) and expected
yield of the Bt — (D° — K*e~r)n " background mode in central
¢? from 2018 MC. The red curve in the left plot displays the PDF
used to sample the efficiency. The 90 % confidence region is above
the green area. The expected background yield relates to the full
B RUN 2pP2 central ¢ sample.

In the following, the Bayesian method is used whenever less than 20 simulated events
remain after full selection. The full list of expected yields for all background modes in
every year of data taking is given in the analysis note [93]. Some key values are quoted
in the next sections to demonstrate the residual level of contamination of the studied
processes after full selection. It is important to note that the calculated background yields
do not enter the final Rx and Ry« measurements, instead the remaining background
pollution is covered by the systematic uncertainties on the modelled backgrounds in the
mass fits (see Se. 4.7.2).

Misidentified Backgrounds in B° Modes

First, relevant sources of misidentified backgrounds are examined. As mentioned above,
these usually originate from decays to final states different to the studied signal. However,
in some cases the signal decay cause its own source of misidentified background, if two
of the final state particles have assigned the mass hypothesis associated with the other
particle’s type. This background category is referred to as 'swap’. All relevant sources of
misidentified backgrounds for B° modes are separated according to their type of particle
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misidentification and are listed in Tab. 4.7. In the following, the various sources of
misidentification are studied individually.

Table 4.7.: Summary of relevant sources of misidentified backgrounds for B°
modes. The Nbkg/Ny, column shows the ratio of the expected back-
ground yield calculated with the Bayesian method and the rare yield
taken from Tab. 4.25 for the electron mode in central ¢? (if the com-
ponent is not modelled in the mass fit).

Type Decay mode g2 region Npke!Nsig
% BY— (p— KTK™)(J/p — £107) J/ Modelled in fit
— T
BY— (¢— KTK™ )T~ rare <03%
A) — pK /(= £707) J/p Modelled in fit
p — T
A2—>pK€+€_ rare <0.2%
B’ (D*~ = (D’ = K n 7 )7 )Ty, all <04%
T L B (D= Ktn )n tty, all <01%
B’ (D™ — (K= KT )n )Ty, all <05%
BY = (K*0— Ktn ) (J/p — £707) J/p Modelled in fit
K+ 7 swap 0 0
BY— (K™= KTn™)ete rare <0.4%
B — K*0 g/ (= 07e7) all <0.4%
h+> £ swap 0 0
B — K*%(28)(— £147) all <01%

K — 7 misidentification: BY— (¢— KTK~){T{~ decays constitute the only rele-
vant source for K — 7 misidentification. This background peaks close to the signal in the
reconstructed B mass, because of the mass difference between the kaon and pion, mak-
ing it particularly dangerous. Due to the incorrectly reconstructed mass of the hadronic
system, a lot of these events fall outside the K*° mass window. The relative efficiency for
all applied offline selection criteria (except for the background vetoes introduced in this
section) of this background mode is shown in Fig. 4.8, where the last step refers to the
MVA selection that is introduced in the next section. A tightened PID requirement of
ProbNN,(7) > 0.8 is applied at the ¢ resonance in the m(K 7~ ) mass system to fur-
ther suppress this background, while simultaneously maintaining a high signal efficiency.
Both background rejection and signal efficiency for this background veto are shown in
Fig. 4.8. With the tools described above, the expected yield of this background for the
full Run 2pP2 B? sample is found to be 0.32 and 0.79 events for low and central ¢, re-
spectively. This corresponds to a background over signal yield ratio of Nokg/Nye < 0.3 %
for both low and central ¢, where the signal yields are taken from Tab. 4.25. Thus, the
residual background level after full selection is considered to be negligible for the rare
mode, while for the J/¢ resonant mode the remaining background is modelled in the
mass fits.
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Figure 4.8.: The top plots show the efficiency of the veto against ¢ — KK decays
for central (J/1)) ¢ region on the left (right). For central (J/¢) ¢
BY— (p— K"K~ )ete™ (BY— (¢p— KTK~)(J/¢p — £T¢7)) MC
is used as background proxy. The red area is rejected by the veto.
On the bottom left is a two-dimensional plot of the veto in central
¢%. The bottom right plot shows the relative efficiency of all offline
selection steps for B — (¢— KT K~ )ete™ MC in central ¢>.

p — w misidentification: Because of baryon number conservation in the SM, pX¢* ¢~
(with X = K, ) final states must originate from a baryonic mother particle. The A)
particle is the most frequently produced b-baryon at LHCb and upon p — X misidenti-
fication it falls into the signal region. Thus, the study focuses on AY — pK ¢4~ decays,
since /12 — prlT¢~ is Cabibbo-suppressed. The efficiency scan in Fig. 4.9 shows, that
this background is strongly suppressed by the K*0 mass window and the PID require-
ments. However, no dedicated veto is placed against this background since in neither
the m(Kn=,) nor the m(K*n~, e"e”) mass system good separation between signal
and background distribution is found, which is a crucial requirement for an efficient cut.
For low and central ¢? the remaining background level is found to be Noke/Ny, < 0.2 %.
Similarly to the BY — ¢¢*¢~ background, the /1,? — pK/{*¢~ background is modelled in
the J/1 resonant fits, while it is considered negligible for the rare mode.

7w — £ misidentification: The only relevant source of m — £ misidentification stems
from semileptonic cascade decays B® — (D*~ — (D° — K*7~)n~)¢*yy, B — (D° —
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Figure 4.9.: The left plot shows the relative efficiency of all offline selection steps
for /12 — pKeTe™ MC in central ¢>. The right plot shows the
m(K "7 ee) distribution for both background and signal MC.

K*n )n ¢ty and B - (D~ — (K** — K*t77 )7 ){*v,. These modes also fall into
the category of partially reconstructed backgrounds, because of the missing neutrino.
This is why these backgrounds populate the lower mass region below the signal in the
reconstructed B® mass, making them less dangerous. The branching ratios of these modes
can be several orders of magnitude higher compared to the signal mode as can be seen in
the PDG [22]. Thus, a good rejection is nevertheless needed to control this background.
Because of the incomplete reconstruction of the final state, a good separation is provided
by the DIRA(B™) variable, which enters in the stripping requirements and the training of
the MVA (see Sec. 4.3.5). Except for the last mentioned semileptonic decay, these modes
are strongly suppressed by the K* mass selection. Further, dedicated vetoes on the
intermediate D and D~ mesons are placed, which introduce a strong PID requirement
in a 30 MeV/c? window of the m(K*¢=, ) and m(K "7~ ¢—,_) mass system, respectively.
The efficiencies of both signal selection and background rejection of these vetoes are
shown in Fig. 4.10. Moreover, the effect of these open charm vetoes are demonstrated on
data in the central ¢ region in Fig. 4.11. The data plots show, that the dimuon mode
exhibits stronger peaks at the open charm resonances. This can be explained by decays
in flight of pions and kaons to muons (7 — pv,, K — pv,), which are strongly suppressed
for electrons and thus increase the relative misidentification rate for muons.

After the vetoes, all studied semileptonic backgrounds are beneath the 0.5 % level in
the Nike/Na, ratio for the signal and resonant ¢? regions. Because of the typical mass
shape for a partially reconstructed background, the residual pollution is expected to be
absorbed by the combinatorial background component modelled in the mass fits.

K < 7 swaps: The main source of K <+ 7 swaps is the B — K*9.J/¢) resonant
channel, however also heavier K7 resonances can contribute. These events are strongly
suppressed by the PID selection, because of the double misidentification. After the full
selection, the background level is found to be Nokg/Nge < 0.4 % in the J/¢ mode. Since
the leptonic system is correctly reconstructed, these events only have a small leakage
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Figure 4.11.: Distribution of the m(K¢= ) (left) and m(K =~ ¢Z ) (right)
mass systems on 2012 central ¢® data of the dielectron (blue) and
dimuon channel (black). The top (bottom) plots show the distri-
bution before (after) the open charm vetoes.

into the central ¢? region just like the nominal J/2) resonant mode. The pollution from
hadronic swaps from the rare mode itself is negligible (Noke/Ngg < 0.4 %).
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h<« £ swaps: Swaps from J/1 (or 1)(25)) resonant decays, where a final state hadron
h is swapped with a final state lepton, are much more dangerous since they no longer
peak at the mass of the c¢ resonance. Thus, they can easily enter the signal ¢> regions.
The charges of the swapped particles need to have the same sign, so that the cases of
KT < (" and 7~ <+ £~ need to be considered. These events are strongly suppressed
by the PID cuts, however due to the abundance of B — ¢¢X decays they still remain
relevant which is why dedicated vetoes are applied. In the muon case, it is sufficient to
apply a cut around the J/1 and v(2S) resonances in the m(u®, o pu™) and m(u™u= )
mass systems to further suppress this background (see Fig. 4.12). For electrons, a similar
veto would be very inefficient due to the worse resolution of the leptonic system. There-
fore, a J/¢ (and ¢(2S)) mass constrained fit of the misidentified m(K=, m~e’, ™) and
m(K*neTeZ,,) mass systems is performed. The constraint greatly improves the res-
olution, allowing to introduce an efficient veto (see Fig. 4.13). The residual background
level is at Nokg/Nyg < 0.3% (< 0.4 %) in both low and central ¢? for the muon (electron)
mode.
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Figure 4.12.: Distribution of the m(u®, pu™) (left) and m(u"u, ) (right) mass
systems in central ¢? together with the efficiency of the muon swap
vetoes.

Partially Reconstructed Backgrounds in B? Modes

Partially reconstructed backgrounds pollute the lower mass sideband, because of the lost
momentum carried by the particles, which are not reconstructed. However, especially for
electron modes this type of background still remains important, since the poor resolution
leads to an overlap with the left tail of the signal shape in the mass fits. All relevant
sources of partially reconstructed backgrounds for B modes are listed in Tab. 4.8.

Double semileptonic: The double semileptonic cascade decay B — (D~ — (K*0 —
K7~ )~ )¢ v results in the same final state (also via a K*? resonance) as the signal
mode, which is why both PID and the K*° mass window selection can not suppress this
background. Only the two neutrinos are unique to the semileptonic mode making it a
partially reconstructed background. A study based on a generator-level MC of the
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Figure 4.13.: Distribution ~ of  the m”¥ (K% n e’ e”) (left) and
m?V (K*n~, ete ) (right) mass systems from a J/¢) mass
constrained fit in central ¢ together with the efficiency of the
electron swap vetoes.

Table 4.8.: Summary of relevant sources of partially reconstructed backgrounds
for B? modes. The Nbkg/Ngig column shows the ratio of the expected
background yield calculated with the Bayesian method and the rare
yield taken from Tab. 4.25 for the electron mode in central ¢? (if the
component is not modelled in the mass fit).

Decay mode g2 region Npkg/Nsig
B’ (D™ = (K" = KT n™ )~ v)t Ty, all <0.1%
BT = KT ntan=J/p (= £7e7) J/p Modelled in fit
Bt — Ktnta—gte~ rare Modelled in fit

background mode has shown that due to the missing momentum of the neutrinos less
than 1% of these decays fall into the invariant mass region probed in the electron fits
(even less in the muon case). Even so, this decay gives a significant contribution to the
lower mass side band of the rare mode because of its large branching ratio (see PDG
[22]). A dedicated veto is placed on the m (K7~ ¢~) mass system, which in case of this
background mode must have smaller values than the mass of the D™ meson. The signal
efficiency and background rejection of the veto are shown in Fig. 4.14. The residual
background level is at Nokg/Nge < 0.1 % in both low and central q2.

Hadronic and charmonium: The main source of partially reconstructed background,
where a final state hadronic is not reconstructed, is coming from BT — K+ atn =474~
decays. The K77~ system can be produced directly or stem from intermediate res-
onances such as K; (1270) mesons. These events can be reconstructed as signal candi-
dates, if the 7" is lost. In the J/1) resonant mode, an additional source of background
arises from higher ¢ resonances such as BY — K*9(4(25) — J/i7tm~), where the
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Figure 4.14.: The left plot shows the relative efficiency of all offline selection
steps for B - (D~ — (K** - K™n~)e . )eTv, MC in central
q®. The right plot shows the m(K Tn~e™) distribution for both
background and signal MC.

particles accompanying the J/1 are not reconstructed. These modes are referred to as
‘charmonium’ partially reconstructed backgrounds. For both signal and J/1 resonant
channel partially reconstructed modes are modelled in the mass fits. However, for the
signal ¢ region a dedicated MVA based selection (see Sec. 4.3.5) is applied to reduce
this background component.

Over-Reconstructed Backgrounds in B® Modes

Over-reconstructed backgrounds stem from BT — K¢/~ decays, when a pion from the
underlying event is added to the candidate. As mentioned before, this type of background
is falling into the category of combinatorial backgrounds and is thus suppressed by the
combinatorial MVA. Additionally, a dedicated requirement on the m(K*¢T¢~) mass
system is applied cutting all events above 5100 MeV/c?, which roughly represents the
mass difference of the B® and 7~ mesons. The signal efficiency and background rejection
of the veto are shown in Fig. 4.15. The residual background level is at Nokg/Nge < 0.1 %
in both low and central ¢2.

Misidentified Backgrounds in BT Modes

An analogous strategy as used for the B modes is applied to the misidentified back-
grounds of the BT modes. All relevant sources of misidentified backgrounds for B™
modes are separated according to their type of particle misidentification and are listed
in Tab. 4.9.

7 — K misidentification: The only relevant source of m — K misidentification
originates from the Cabibbo-suppressed BT — 74T/~ decay. Since no intermediate
resonance occurs in the hadronic system, it is not possible to introduce a dedicated veto
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Figure 4.15.: The left plot shows the relative efficiency of all offline selection
steps for BT — KTete™ MC in central ¢°>. The right plot shows
the m(K*ete™) distribution for both background and signal MC.

Table 4.9.: Summary of relevant sources of misidentified backgrounds for B™
modes. The Nokg/Ny, column shows the ratio of the expected back-
ground yield calculated with the Bayesian method and the rare yield
taken from Tab. 4.25 for the electron mode in central ¢? (if the com-
ponent is not modelled in the mass fit).

Type Decay mode g2 region Npkg/Nsig
Bt = nt /(= £1e7) J/p Modelled in fit

T — K
BT — xtete™ rare <0.1%

, Bt — (D°—= KTn )ty all <0.1%

™ — —
BT — (D= KTt w))n ™ all <01%
BT = K J/p(— €107) all <0.5%

h+ ¢ swap

Bt — KT(28) (= £1¢7) all <0.1%

against this mode. For the J/i resonant mode, this background is modelled in the
invariant mass fits. For the rare mode, the residual background level is found to be
Nbkg/Nge < 0.1 % and considered negligible.

7 — £ misidentification: Similarly as for B, the relevant sources for 7 — ¢ misiden-
tification stem from semileptonic cascade decays such as BT — (D° — Kt7){Ty,
and BT — (D — K™/~v;)n". A strong PID requirement is applied to the recon-
structed m(KT7r,,) mass system around the D° mass in order suppress the BT —
(D° - K7~ )¢*y, mode. For the B — (D — K¢~1,)n* mode, a cut is applied
on m(KT/7) to reject events below the D” mass. Both vetoes and their efficiencies are
shown in Fig. 4.16. After full selection the residual background level is Nokg/Ngig < 0.1 %
for both background modes in low and central ¢°.
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Figure 4.16.: The left plot shows the m(K e, ) distribution with the veto on
the D° resonance for both Bt — (D° — K7~ )etv, background
and signal MC. On the right, the m(K*e™) mass system is shown
for Bt — (D°— K*e v, )n" background and signal MC.

h <+ £ swaps: For BT modes only K <+ /T swaps need to be considered. The placed
vetoes are designed in an analogous way to the respective B? cuts and are shown in
Fig. 4.17. The residual background level is at Noke/Nsg < 0.2% (< 0.5%) in both low
and central ¢2 for the muon (electron) mode.
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Figure 4.17.: Distribution of the m(u®,pu™) (left) and m”¥ (K7 e, ce7)
(right) mass systems in central ¢? together with the efficiency of
the swap vetoes.

Partially Reconstructed Backgrounds in BT Modes

All relevant sources of partially reconstructed backgrounds for BT modes are listed in
Tab. 4.10.

Double semileptonic: A similar behaviour to its BY counterpart is shown by the
double semileptonic cascade decay BT — (D° — KT¢~1;)¢Tv,. Again, the probability
of falling into the BT mass region used in the fits is below 1%. The veto that was
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4.3. Offline Selection

Table 4.10.: Summary of relevant sources of partially reconstructed backgrounds
for BT modes. The Nokg /Ny, column shows the ratio of the expected
background yield calculated with the Bayesian method and the rare
yield taken from Tab. 4.25 for the electron mode in central ¢* (if
the component is not modelled in the mass fit).

Decay mode q? region Npkg/Nsig
BT — (D’ = KTt~ v,) Ty, all <0.1%
B K/ (= ete) J/ib Modelled in fit
BY— K*0¢ty— rare Modelled in fit
BT KT/ = (eTe™7) low Modelled in fit

introduced for the BT — (D° — K™¢~w;)7~ decay is also efficient to reject the double
semileptonic cascade decay, which is demonstrated in Fig. 4.18. The residual background
level is Nokg/Ngz < 0.1 % in low and central ¢2.
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Figure 4.18.: On the left, the m(K*e™) distribution is shown for both BT —
(D — K*e v,.)etv, background and signal MC. The right plot
shows the same distribution adding also the other cascade modes
considered for the BT modes.

Hadronic and charmonium: These types of background are treated in the same way
as introduced for the B modes. The main source of hadronic partially reconstructed
background originates from B? — K*9¢*¢~ decays, where also the non-resonant K7~
mode and the isospin partners via the K*™ meson need to be considered, when modelling
the residual background in the invariant mass fits (see Sec.4.6). For the dielectron mode,
also the Bt — K™n/ — (eTe™v) mode needs to be considered, which decays into the
same final state as the signal except for the lost photon. Since the electrons from the 7’
are very soft, this mode is only relevant for the low ¢? region and is modelled in the fit.
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4. Test of Lepton Universality with b— s ¢*T¢~ Transitions

Summary of Physical Backgrounds

The full list of requirements applied to reduce physical backgrounds for the BY modes
can be found in Tab. 4.11. Many of these are updated or added with respect to the RUN 1
R0 analysis [11]. These modifications are a result of detailed studies based on new MC
samples and provide an increase in signal efficiency of approximately 10 %, while also
providing improved background rejection especially against semi leptonic cascades and
h<> £ swaps.

Table 4.11.: Summary of the physical background selection for BY modes.

Decay mode Requirement g2 region

BY— ¢tte~ I(m(KTK?, ) < 1040 MeV/c? && ProbNN () < 0.8) all

BY— (D= Kt )m £ty Y(Im(KT45,) = mPRG| < 30 MeV/c? && ProbiNy(¢) < 0.8) all

B%— (D™ — K*On—)tty, (|m(Ktr=05,) = mPPS| < 30 MeV/c? && ProblN,(¢) < 0.8) all

hes € swap f(Im(psnp) — 1;/2)(” < 60MeV/c? && ProbNN, (1) < 0.8) all pp
H(|m7% (h—yehe_pe) — mPDG\ < 60 MeV/c? && ProbNNe(e) < 0.8)  all ee

BY— (D™ = K*% p)ttv, m(K+Tm—£7) > 1780 MeV/c? low, central

Bt — KTete~ maz(m(KeHe~),m(K £t67)) < 5100 MeV/c? all

The list of requirements applied to suppress physical backgrounds on the Bt mode is
given in Tab. 4.12. This set of selection criteria has similar powerful background rejection
as for the B® modes and an even higher signal efficiency, since fewer background modes
need to be vetoed. The signal efficiencies and background rejections of all applied vetoes
are summarised in Fig. 4.19.

Table 4.12.: Summary of the physical background selection for BT modes.

Decay mode Requirement q? region
Bt — (D= K*tn~ )ty (|m(K ™55 ) — mPDC| < 40 MeV/c? && ProbiiNg(£) < 0.8) all
+ —) — mPDG 2
K 6 £ swap (Im(pZ, ™) —myn=] < 60 MeV/c? && ProblN, (p) < 0.8) all up
(|m7/ (KX et e ) —mPRCG| < 60 MeV/c? && ProbNe(e) < 0.8) all ee
BT — (D= K*Te—vp)tty,  m(KTL7) > 1885 MeV/ c? low, central

All background modes that have a significant contamination in the data samples even
after the full selection is applied are modelled in the mass fits as described in Sec. 4.6.
These modes are listed in Tab. 4.23.

Additional studies on backgrounds involving double hadronic to electron misidentifica-
tions from decays such as BY — K*nt7~ for BT and B’ - (K** —» K*n~)nt7~ for
B° modes have been investigated. The residual contamination after full selection is esti-
mated in a data-driven way and covered by a systematic uncertainty. These studies can
be reviewed in Sec. 4.7.2.
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Figure 4.19.: Summary of the signal efficiency and background rejection of all
vetoes against physical backgrounds for B* (left) and B° (right)
calculated on 2018 MC samples.

Table 4.13.: Backgrounds that cannot be vetoed that must be modelled in the
mass fits, together with the ¢? regions they are important for

Decay mode Relevant for g2 region | Importance
Bt = at /(= ete) J/p yes

B — K*0J/ (= 707) J/ yes

BY — K*04(28)(— £7¢7) ¥(2S) yes

Bt atete signal negligible
BY— k*0¢ty~ signal in ee mode
BT = KTn/(= ete ) low in ee mode

4.3.5 MVA Selection and HOP

After applying all previous selection stages, the signal purity is already at an acceptable
level for the J/v¢ resonant mode. However, the data samples of the rare electron modes
still remain dominated by combinatorial and partially reconstructed backgrounds, which
is why additional requirements on MVA responses and on the so-called HOP mass [103]
are applied. In particular, a multivariate classifier dedicated to suppress combinatorial
background is used for both muon and electron modes in all probed ¢? regions, while for
the rare electron mode an additional MVA as well as the HOP requirement are applied
to reduce partially reconstructed backgrounds. These selection steps are described in

this section.
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4. Test of Lepton Universality with b— s ¢*T¢~ Transitions
Combinatorial MVA

The distributions of a large set of kinematic variables is different for combinatorial back-
ground events with respect to signal. However, none of these variables alone provide
separation between signal and background distributions that can be exploited with a
simple selection criterion that gives strong background rejection with high signal effi-
ciency. Instead, a MVA approach is chosen that takes multiple input variables into
account to increase the separation power. In this analysis, the CatBoost algorithm [104]
is used, because it provides the best performance of all tested MVA algorithms.

The first step when using a multivariate classifier is the so-called ’training’ phase in
which the algorithm learns how to separate signal from background. Separate classifiers
are trained for the muon and electron modes, BT and B° channels as well as for the
three run periods resulting in a total of 12 combinatorial MVAs. Each classifier is used
for all studied regions of ¢> and both L0 trigger categories. The training requires proxy
samples for both signal and background. Since the selection is designed to increase the
sensitivity to the FCNC decays, simulated samples of the rare mode (BT — Kt¢T¢~
for B* and BY — K*%¢*¢~ for B® modes) are used as signal proxy. Taking real data
would not provide a sufficient sample size for the training and would also increase the
risk of introducing a bias. The background proxy is extracted from real data in the
upper mass sideband defined as m(B) > 5400 MeV/c? and m(B) > 5600 MeV/c? for
muon and electron modes, respectively, with the upper limit being set by the stripping
lines (see Tab. 4.3). The used phase-space of the background proxy is further selected
to fall into the q2 region of the rare modes (0.1 GeVe/t < q2 < 6.0 GeVQ/c4) and can
be viewed in Fig. 4.20. This particular phase-space region is selected, since unlike the
lower mass sideband, it is free of partially reconstructed backgrounds and thus provides
a clean proxy of combinatorial events.

5000 5500 6000 5000 5500 6000

m(K pu) [MeV/c? m(K*e*e”) [MeV/c?]

Figure 4.20.: The ¢? system plotted against the invariant mass of the B me-
son for 2018 data after full selection (except MVA and HOP) of
K*¢t¢~ candidates in the dimuon final state (left) and dielectron
(right). The red area shows the phase-space region used to extract
the background proxy for the combinatorial MVA.
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Since the same signal MC samples are also used to extract the signal efficiencies and
the background proxy is overlapping with the mass window used in the rare mode fits,
it is crucial to protect against biases from this double usage. Thus, the k-folding
method [105] with 10 folds is used: The signal and background proxy samples are divided
randomly into 10 parts. Next, 10 separate classifiers are trained iteratively each using
9/10 of the proxy samples for training and the remaining 1/10 to apply the response of the
MVA. The 1/10 fraction used to apply the response is unique to each of the 10 classifiers.
This way, nearly the full sample is available to train the MVAs, while no MVA is applied
to events that where also used for its training.

All selection steps from the previous sections are applied to the proxy samples. To
increase the available statistics in the background sample for B modes, the K** mass
window selection is loosened to |m(Km) — mbRF| < 200 MeV/ 2. Still the statistics of
the background sample is in each case smaller than the signal proxy. In order to reduce
computational effort, the same number of signal and background events are used meaning
that events from the larger sample are randomly removed until the sample sizes are equal.
The available statistics of both signal and background samples are given in Tab. 4.14.

Table 4.14.: Statistics of signal and background proxy samples used to train the
combinatorial MVA. The number in brackets denotes the full size
of the sample before aligning to the smaller proxy.

Classifier Signal events Background events

RUN 1 23217 (102991) 23217 (limiting)

Bt — Ktptp~  RuN2p1 40417 (65970) 40417 (limiting)
RUN2P2 68222 (122538) 68222 (limiting)

RUN 1 4715 (18498) 4715 (limiting)

Bt — Ktete™ Run2P1 10489 (26291) 10489 (limiting)
RUN2P2 16286 (63019) 16286 (limiting)

RUN 1 3884 (43132) 3884 (limiting)

BY— K*%utp~  Run2pl 5331 (66247) 5331 (limiting)
RUN2P2 9382 (118276) 9382 (limiting)

RUN 1 1051 (42800) 1051 (limiting)

BY— K*%¢Te™  RuN2P1 2095 (62512) 2095 (limiting)
RUN2P2 3869 (66997) 3869 (limiting)

The combinatorial MVA is trained on variables that describe the kinematics of the decay
as well as the quality of tracks and vertices, since these are expected to differ between
signal and combinatorial events. The same variables are used for electron and muon
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modes as well as between the three run periods, while they differ between B' and
B modes. Preliminary MVAs are trained on a large set of input variables, that are
subsequently sorted by their discrimination power. In an iterative procedure, the lowest
ranked variables are removed until a significant change (> 1%) of the area underneath
the Receiver Operating Characteristic (ROC) curve occurs. This way, 16 variables remain
for B* and 23 variables for B classifiers which are listed in Tab. 4.15 and Tab. 4.16,
respectively.

Table 4.15.: Summary of the input variables used to train the combinatorial
MVA for B* modes.

Particle Variables
B* Py Xips XEps X2 /ndf, X3pp/ndf, DIRA
£+€_ pT? X%Pa X12:‘D7 X%tx/ndf, DIRA
K+ T, XIQP
1 min(pr(¢T), pr(€7)), min, maz(x&H (), X3 (7))

Table 4.16.: Summary of the input variables used to train the combinatorial
MVA for B? modes.

Particle Variables

B PTs Xips Xip» Xow/Ddf, Xfpp/ndf, DIRA

K DTy Xips Xbp» Xiex/ndf, DIRA

e DTy Xips XBp» XZe/ndf, DIRA

Kt n=  min,maz(pr(K™T), pr(r7)), min,maz (x{p (K1), x{p (7))
¢ min(pr(¢*), pr(€7)), min,maz(xp(*), xip (7))

After the training, the classifiers provide a variable (response) which is used to introduce a
selection requirement against combinatorial background. However, before a cut threshold
is determined, several cross-checks are performed to ensure a successful training. In the
following, these checks are demonstrated using the RUN2P2 BT classifiers, which are
representative for all trainings. First, the ROC curves of all 10 folds are compared to
test the stability in the individual trainings. Figure 4.21 shows, that the trend of the
curves are very compatible and the averaged area under the curve (AUC) is 0.993 £ 0.001
and 0.9928 + 0.0004 for the electron and muon classifier, respectively, which demonstrates
the high separation power. Moreover, a comparison of the MVA response on the dataset
used for training against the remaining 1/10 part of the data is performed. A significant
difference in these distributions would be a sign of overtraining, 7.e. the MVA is sensitive
to statistical fluctuations in the training samples. This check is shown in Fig. 4.22 where
no sign of overtraining is visible.
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Figure 4.21.: ROC curves of all 10 folds for the RUN2pP2 electron (left) and
muon (right) combinatorial MVA.
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Figure 4.22.: Overtraining plot averaged over all folds for the RUN 2P2 electron
(left) and muon (right) combinatorial MVA. The blue and red
areas show the MVA response on the signal and background data
used for training, while the blue and red data points show the same
on the remaining 1/10 part of the data.

The MC samples used in the training do not have the corrections to simulation dis-
cussed in Sec. 4.4 applied. The reason for this is, that classifiers trained on corrected
simulation showed no significant difference in their performance. To ensure that no bias
arises from the training on uncorrected MC, the response of the MVA is compared on
the J/1¢ resonant channel between simulation and data. In order to increase the sig-
nal purity, the data used in this check is selected in a tight window around the BT
mass in the reconstructed KT¢T¢~ mass system with a J/1) mass constraint applied
(Im?¥ (K et o) —mERG| < 60 MeV/c?).

The simulated samples used in this cross-check have the full MC corrections applied,
in order to test the agreement on the distributions used to extract the final signal effi-
ciencies. The comparison is shown in Fig. 4.23 again for the RUN 2P2 B™T classifiers. A
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good agreement between data and corrected MC is visible enabling a reliable efficiency
estimation of the MVA selection. Residual differences are covered by the systematic un-
certainty assigned to the non-flatness of the double ratio as detailed in Sec. 4.7.1. Similar
plots for variables most important to the analysis (including all MVA training variables)
are given in App. C.
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Figure 4.23.: Comparison of data (black) vs. MC with (blue) and without
(green) corrections applied on RUN 2pP2 electron (left) and muon
(right) samples for the combinatorial MVA response. The full se-
lection is applied with loosened MVA cuts.

Partially Reconstructed MVA

The strategy used for the training of the partially reconstructed MVA is analogous to the
combinatorial MVA. As mentioned above, this multivariate selection is only trained and
applied for the electron modes. Simulated samples of the rare mode are used as signal
proxy. In contrast to the combinatorial MVA, simulated samples are used as background
proxy as well. For B* modes B® —+ K*%ete™ MC is used as background proxy, while
B classifiers are trained with Bt — KTrt7~ete™ MC. The available statistics of the
training samples are detailed in Tab. 4.17.

The variables used to train the MVAs are unchanged between the three run periods and
different for BT and B? modes. In both cases, a set of 14 variables are determined in an
analogous way as used for the combinatorial MVA. As before, the variables describe the
decay kinematic as well as track and vertex quality, however the training of these clas-
sifiers also features ’isolation’ variables which are defined in App. B. The used variables
are listed in Tab. 4.18 for B+ and Tab. 4.19 for BY classifiers.

The same cross-checks are performed to test the quality of the training of the partially
reconstructed MVAs, which can be seen for the RUN 2P2 BT classifier in Fig. 4.24. The
AUC score averaged over all folds is 0.831 4+ 0.006, which is a lot lower compared to
the combinatorial MVA, but still represents good discrimination power. The lower AUC
score reflects, that partially reconstructed backgrounds are much more similar to signal
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Table 4.17.: Statistics of signal and background proxy samples used to train the
partially reconstructed MVA. The number in brackets denotes the
full size of the sample before aligning to the smaller proxy.

Classifier Signal events Background events

Run1 18498 (limiting
Bt — Ktete™ Run2P1l 26291 (limiting
RUN2P2 61975 (63019

18498 (35568
26291 (96348
61975 (limiting

B%— K*%eTe™ RuN2P1 62512 (limiting 62512 (73913

)
)
)
)
)
RUN2P2 27027 (66997 27027 (limiting)

)
)
)
RUN 1 26824 (42800) 26824 (limiting
)
)

Table 4.18.: Summary of the input variables used to train the partially recon-
structed MVA for BT modes.

Particle Variables
Bt 2. DIRA, 2. . -
pTs Xips » Xvtx,isor  Mvtxiso
+ p— 2 2
e Xip» Xgps DIRA
K+ T

min(XIQP(ng)v XIQP(E_»a max(MULTcone,iso(€+)7 MULTcone,iso(g_))y
minamax(PTcone,iso(€+)7 PTcone,iso(é_)) s min(ITcone,iso(g-i—)y ITcone,iso(é_))

Table 4.19.: Summary of the input variables used to train the partially recon-
structed MVA for B? modes.

Particle Variables
B° XIQP7 X\QItx/ndf7 XQDTF/ndﬂ DIRA, X%tx,iso
K*0 Xip, X2 /ndf, DIRA
e X, X¢p, DIRA
K+, 7~ min(pr (K1), pr(r™))
e min(MULT cone,iso ("), MULT ¢one,iso(€7))

events. No indicators for overtraining can be seen in the distributions of training and
testing samples. The data vs. MC comparison for the response of the classifier is shown
in Fig. 4.25.

73



4. Test of Lepton Universality with b— s ¢*T¢~ Transitions

-1

n
oE e AR ' ] = LHCD unofficial
8 - LHCb unofficial 1 S Cb unofficia
S sk h =) Signal (train)
&%’ ' i . s ¢ Signal (test) ‘
< C ] S I Background (train)
= 0.6 - Fold 0 1 =4 ¢ Background (test)
S K Fold 1 1 <«
%) l Fold‘2 i % 3
R G ]
= 1
02 s
I Fold 9 1
(].() L L Il L I Il L L | L L Il | L Il L I Il L L A ()
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
background rejection MVA response
Figure 4.24.: Cross-checks for the RUN2P2 electron partially reconstructed
MVA: ROC curves of all 10 folds (left). Overtraining plot av-
eraged over all folds (right).
g UL I UL UL B B L L L
= 35 s, —
5 | LHCb unofficial &8 .
> 3 - =
5 F I
.:é‘ 25 ¢ Data * | 3
5 C B*—=K*(Jly—ete) MC: T *l ]
) - -l .
C = corrected N .
c * ]
L5 uncorrected . [
C F :
1~ - .
C * - T
- - -
0.5 I.#: —
I’\:\ P RIS ETRT R A ] m:
2 S5F
S 0
B
0 01 02 03 04 05 06 07 08 09 1
MVA,_, response
Figure 4.25.: Comparison of data (black) vs. MC with (blue) and without

Cut Optimisation

(green) corrections applied on RUN 2pP2 electron samples for the
partially reconstructed MVA response. The full selection is ap-
plied with loosened MVA cuts.

In order to increase the sensitivity to the rare modes, the cut values on the response of
the MVAs are optimised. Similarly to the MVA training, the optimisation is performed
separately for BT and B° channel, muon and electron modes and in the three run pe-
riods. Additionally, separate cut threshold are determined for the low and central ¢?
regions. For muon modes, a one-dimensional optimisation of the combinatorial MVA is

done, while for electron modes a two-dimensional optimisation together with the partially
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reconstructed MVA is performed, which yields a total of 24 separately determined cut
thresholds. Technically, this is done by maximising the Figure Of Merit (FOM) defined
as P = Nsig/ \/Nsig + Noxg, Where Ngig and Npig are the expected number of signal and
background events at a given MVA cut value.

The value of Ny is not taken directly from fits to data to avoid the introduction of
a bias, instead it is calculated using MC samples: First, the number of events (Nyc)
after full selection is calculated in a signal window of m(B) 4 50 MeV/c? for muon and
5150-5350 MeV/c? for electron channels. Next, the number of expected signal events
Nexp is determined by normalising to the J/1 resonant mode with a similar approach as
used in Eq. 4.11:

Bsig . Nnorm

€sig *
Brorm  €norm

Nexp = , (4.13)
where Bgs and €4 are the branching ratio and efficiency of the rare mode of interest,
while Brorms €norm and Nporm are the branching ratio, efficiency and yield of the respective
J/1p mode. The branching ratios are taken from PDG [22] and the efficiencies and yields
are determined on simulated samples (see Sec. 4.5) and with invariant mass fits (see
Sec. 4.6), respectively. Using this, a factor agig := Nex»/Nyc is determined by which the
number of selected events with a given MVA cut is scaled

Nsig = asig * NMCJcut(MVA) - (4.14)

The value of Ny, is determined by fitting to the invariant B mass in the upper and lower
sideband regions. The signal windows (defined above) are blinded in these fits. Npyg is
calculated by interpolating the fitted background components to the signal window.

Finally, the MVA response is scanned in equidistant steps and for each Ny and Ny, are
calculated. Subsequently, the maximum of the FOM yields the cut threshold that are
listed in Tab. 4.20. The cut values for the electron modes were found to be compatible
across the three run periods, which is why they were aligned. For the J/¢ and v(2S5)
resonant channels looser cut thresholds are chosen in order to account for the much lower
background to signal ratio in these modes.

HOP Selection

The last selection step applies a requirement on the so-called "HOP’ mass [103], which
further suppresses the partially reconstructed backgrounds in electron modes by exploit-
ing the kinematics of the decay: Under an ideal reconstruction, the vectorial sum of the
momenta of all final state particles is parallel to the direction between the PV and the
decay vertex of the B meson. However, bremsstrahlung (or not reconstructed particles)
can introduce an orthogonal component for signal events, so that the ratio

QHOP = 7pT(K+)
pr(ete)’
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Table 4.20.: Summary of the combinatorial (MVAcemp) and partially recon-
structed (MVApgr) MVA cut values.

Channel q? region Run1 Run 2pl Run 2p2
Bt K"';["/,L_ low MVAcomb > 0.70  MVAcomb > 0.85 MVAcomp > 0.85
central MVAcomb > 0.70  MVAcomb > 0.80  MVAcomp > 0.80
low MVAcomb > 0.90 && MVApgr > 0.40
BT — Ktete™ Comb PR
central MVAcomb > 0.90 && MVApgr > 0.40
B, K*OILLJFM_ low MVAcomb > 0.29 MVAcomb > 0.54 MVAcomp > 0.55
central MVAcomb > 0.63 MVAcomb > 0.77  MVAcomp > 0.64
By F0t o low MVAcompb > 0.50 && MVApgr > 0.50
central MVAcomb > 0.90 && MVApr > 0.40

where the BT — KteTe™ mode is taken as an example, deviates from unity. Since,
bremsstrahlung photons are emitted in flight direction of the electron, it is possible to
correct the dielectron momentum with

ﬁcorr(e_'—ei) = HOP ']5’(6_._67) .

For partially reconstructed backgrounds the missing particle(s) most likely are not emit-
ted in the same direction as the electrons, so that this correction is biased. The corrected
momentum is used to recalculate the invariant mass of the B meson myop(B), which is
shown for signal and partially reconstructed background MC in Fig. 4.26.

The cut value on the myop(B) variable is determined with an analogous optimisation
procedure as used for the MVA selections. The values are found to be compatible across
the three run periods. For both Bt and BY electron modes, the requirement applied on
the HOP mass is muop(B) > 4800 MeV/c? for low ¢? and myop(B) > 4700 MeV/ ¢? for
central ¢°.

4.4 Calibration of Simulated Samples

As mentioned before, simulated samples are used for various exercises throughout the
analysis, most notably the efficiency calculation for the LFU measurements. To calculate
reliable results, the simulated samples must model the real data well. However, as de-
tailed in Sec. 3.3.3 the LHCD simulation is known to deviate from data in several aspects,
consequently a number of data-driven corrections are applied. The following list gives
all simulated quantities that are corrected for:
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Figure 4.26.: Distribution of mpop(B) on 2018 simulated signal and partially
reconstructed background samples. For the BT mode (left) B® —
K*%¢te~ MC is used as background while for B® (right) Bt —
K*trtr~ete™ is taken.

1. The efficiency of the PID selection;

2. The electron track reconstruction efficiency;

3. The kinematic of the B meson at generator-level and event multiplicity;
4. The response of both LO and HLT trigger;

5. The reconstruction of the signal candidate;

6. The efficiency of the ¢? selection.

In each case, the correction is determined using calibration samples from data and applied
to MC with per-event weights. This is done separately for all years of data-taking. In
order to account for possible correlations between the individual corrections, they are
calculated sequentially with all previous corrections applied.

There are dedicated calibration samples for the PID and electron track reconstruction
corrections, which are described in the next sections. For all other correction steps, data
from the J/v resonant channels is used. Each of these corrections is calculated on both
BT and BY modes yielding two sets of weights, that are referred as w(B*) and w(B°),
respectively. Subsequently, the full corrections from both chains are applied to all rare
and resonant mode MC samples, since they proved to be portable between Bt and B°
modes (which will be shown in Sec. 4.8). Thus, it is possible to switch between the two
correction chains, to cross-check the results. In fact, the final LFU measurements of BT
modes use efficiencies based on w(B") corrections and vice versa, in order to minimise
correlations of the efficiency corrections and the fitted J/v resonant mode.

In the following, this section will describe the various MC corrections in the same order
as listed above.
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4.4.1 Particle Identification Response

For simulated samples, the PID criteria of both stripping (see Tab. 4.3) and offline se-
lection (see Tab. 4.6) are calibrated to determine the correct selection efficiency. The
strategy for this calibration is to substitute the PID selection on MC with weights, that
contain the efficiency of these cuts measured on calibration data samples. These calibra-
tion samples are recorded for each particle species during the general data-taking and
are described in Ref. [106]. In general, these samples are taken from decay processes
that allow the particle type of interest to be identified without directly using PID infor-
mation. This way, the sample is unbiased from the PID response of the studied particle
allowing the efficiency of a given PID requirement to be measured. Various selection cri-
teria ensure a good signal purity of the calibration samples and the residual background
contamination is removed statistically using the sPlot method [107], which is based on
an invariant mass fit to the full sample.

The calibration is performed using the PIDCalib package [108], which uses a tag&probe
method similar to the tracking reconstruction (see Sec. 3.2.1) to determine the efficiencies.
The PID efficiency is defined as the ratio of the number of events in the calibration sample
after and before applying the PID requirements of interest. Since the efficiency is known
to depend on both kinematics of the particle and multiplicity of the event, this ratio
is evaluated in bins of the momentum and pseudorapidity of the particle as well as of
nTracks. Thus, efficiency maps are obtained, which are used to apply per-event weights
to the simulated samples. This approach is used in the presented analysis for kaon, pion
and muon candidates for which representative efficiency maps (epip (K, 7, 1)) are shown
in Fig. 4.27.

This strategy is used in a large number of analyses at LHCb and known to successfully
calibrate the PID response for kaons, pions and muons. However, for electrons this
sPlot-based approach is not applicable for the following reasons: In contrast to muons
and hadrons, the calibration samples of electrons have comparably lower statistics and
larger background contamination, which can lead to non-physical values for the sWeights
in low populated areas in the kinematic phase-space. Furthermore, the sPlot method
requires the variable used for fitting (invariant mass of the B-meson) to be uncorrelated
to the variables which are studied applying the sWeights. However, for electrons there
are non-negligible correlations between the B-meson mass and the track momentum of
the electron for tracks having assigned bremsstrahlung photons.

Thus, a different approach, called fit&count, is chosen to calibrate the electron PID
response. Here, for each bin of p, n and nTracks a simultaneous fit to the events in
the calibration sample which passed and the events which failed the PID requirements
of interest is performed. The mass fits follow a similar strategy as used for the nominal
electron fits that are introduced in Sec. 4.6. This allows the efficiency of the applied PID
selection to be calculated as

N, passed
N, passed + N failed

epp(e) = (4.15)
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Figure 4.27.: PID efficiency maps from 2018 calibration samples for kaons (left),
pions (right) and muons (bottom). The maps for the first nTracks
bin are shown. Phase-space regions that do not contain any events
are shown in white.

Another difference between electrons and other particle species lies in the correlation of
the PID efficiency between two signal tracks in an event. The PID response of the two
signal muons or the hadrons are uncorrelated, which justifies the separate determination
of efficiencies as described above. In contrast, studies based on simulated samples have
shown, that for two electrons, having a small relative distance in the ECAL, the PID
efficiencies can correlate due to overlapping clusters [101]. This was already mentioned
in the selection strategy for electrons in Sec. 4.3.2 and was reason to require a minimal
distance in the ECAL between the electron tracks. To further reduce the impact of this
potential source of bias, the PID correction follows a different strategy for electrons.
Instead of fully substituting the PID response on MC with the efficiency weights, the
electron PID selection is applied on the simulated PID response, which enables to account
for possible correlations between the tracks. In order to correct the MC response, the
single electron PID efficiency is determined with Eq. 4.15 on both data and MC samples
and the data over MC ratio is applied as a per-event weight

6data e
wpip(e) = _1;41013( )

NC (o) (4.16)
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To ensure reliable results, the used data and MC samples describe the same decay channel
and are aligned in selection. This so-called ’reweighting’ approach is also used for most
of the remaining MC correction steps in this analysis.

As discussed in Sec. 3.4.2, the PID efficiency for electrons depends on whether the can-
didate has bremsstrahlung assigned, which is the reason why the calibration sample is
further divided (prior to the fitting) into candidates that have zero or at least one photon

assigned. For each bremsstrahlung category, one electron PID correction map is shown
in Fig. 4.28.

—

© ol 'g
N’ N—l, L
= = < [ =
N N
4 8 4= 2
0.8 J° F 0.8 J-
= r =
< E <
N N
o] E <
3 S o3k )
0.6 A L 0.6 &
> >
w r v
2 04 25 0.4
official  LHCD unofficial
b e e e B O
5000 10000 15000 20000 25000 5000 10000 15000 20000 25000
P () [MeVic] p.(€) [MeVic]

Figure 4.28.: PID efficiency maps from 2018 calibration samples for electrons for
candidates with zero (left) and at least one (right) bremsstrahlung
photon. The maps for the first nTracks bin are shown. Phase-
space regions that do not contain any events are shown in white.

In summary, the total PID efficiency on MC for electron modes is calculated by applying
the full electron PID selection (Sel(PIDe)) and multiplying by the product of the two data
over MC single electron weights and the single data efficiency weights of the hadrons.

The following formulas show the full PID efficiency computation for each signal final
state:

Ktytp™ : epmp =epmn(K ") epm(p®) - epm(p ),

K% ™ epp = epin(KT) -epmn(n7) - epm (1) - epmn (1),

Ktete™ :  epmp = epmn(KT) - wpm(e™) - wpm(e”) | Sel(PIDe),

K*%Te™ : epp = epip(K 1) - epip(77) - wpip(e) - wpip (e7) | Sel(PIDe) .

4.4.2 FElectron Track Reconstruction

The track reconstruction efficiency of electron candidates is calibrated by the LHCb
collaboration via the tag&probe method and is documented in Ref. [109]. In this mea-
surement, BT — KT J/1) (— eTe™) decays are exploited, where the final state kaon and
one electron are used as tag and have a rather stringent selection applied (good track
quality and PID response). For the other electron (probe), only track information com-
ing from the VELO detector is required. Subsequently, the efficiency for the probe to
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form a long track by combining the VELO segment with information from the remaining
tracking system is measured on both data and simulated samples. The per-event weights
used to correct the simulation are calculated as

errk (Data)
etrik (MC)
where the phase-space is parameterised in bins of pt, n and the azimuthal angle ¢ of the
probe track. Figure 4.29 shows correction maps for 2017 samples that contain the data
over MC track reconstruction efficiency ratios. The final tracking correction is computed
as the product of the two single electron track correction weights.

WTRK = (4.17)
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Figure 4.29.: Electron track reconstruction efficiency measured on data (black)
and simulation (red). The maps are from 2017 samples in the low
7 region for two regions of ¢: tracks parallel (left) and not parallel
(right) to the RF-foil. Figures taken from [109].

For muons, the tracking efficiency is known to be well simulated, while for hadrons any
data and MC differences cancel even in single ratios such as 7%, Thus, this kind of
correction is not needed for other particles species than electrons.

4.4.3 Kinematic and Multiplicity

The simulated production kinematics of the B-meson as well as the multiplicity of the
underlying event are known to show deviations from data. The reason for the kinematic
discrepancies are an imperfect description of the pp collisions in Pythia, while the mul-
tiplicity suffers from limitations in the simulated material budget (especially of the first
muon station (M1)) and in the production of low momentum particles in interactions
with detector material.

To address these shortcomings, weights are assigned to the simulated samples, so that
the reweighted distributions match those on data. The kinematic weights are parame-
terised in p, pr and 7 of the B-meson while nTracks is chosen as proxy for multiplicity.
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The weights are calculated from fully selected data and simulated samples from the J/v
resonant muon modes triggered by the inclusive LOMuon line. This mode is used to ben-
efit from the high purity and statistics provided by the muon data samples. Residual
backgrounds are statistically removed from the data samples using the sPlot method.
The correction extracted from the LOMuon sample is applied to simulated samples of the
signal and resonant modes in both trigger categories. Therefore, the correction needs to
be portable between muon and electron modes as well as between trigger categories. In
principle, there are no expected differences between the generated kinematics and mul-
tiplicity between muon and electron decays, which is demonstrated by Fig. 4.30 showing
the proxies used for the reweighting on generator-level samples. However, since fully
reconstructed samples are used to calculate the weights, because there is no data proxy
at generator-level, it is necessary to ensure that no other differences between data and
MC bias the weight calculation. The selected LOMuon sample benefits from well modelled
PID and trigger responses on simulation. To further ensure that only kinematic and
multiplicity differences are corrected for, a first set of LO and HLT trigger corrections
(see following sections) is applied to the used MC samples. Additionally, the data sample
is selected by the TCK that was used for MC production to align the trigger thresholds.

The actual calculation of the weights wiking it is performed with the GBReweighter from
the HEP-m1 software library [110]. Here, a BDT based approach is used to simultaneously
reweight all kinematic and multiplicity variables. This offers a highly tunable tool, that
fully accounts for correlations between the variables. Again the k-folding method is
applied to train and apply the BDT in order to avoid biases. To validate that the
training of the BDT was successful, the agreement between data and simulated samples
is checked after applying the weights. This is shown for the LOMuon mode which is used
for the training, in Fig. 4.31 and for the LOI electron mode in Fig. 4.32%. The excellent
data and MC agreement in the LOI electron mode demonstrates the good portability
of the correction, since at no point information on kinematics and multiplicity from the
electron modes or the LOI trigger category enters into the calculation of the weights. The
good agreement in other variables, such as the kinematics of final state or intermediate
particles, which is demonstrated in App. C, further underlines the high quality of this
correction.

It is worth to mention that nTracks is chosen to correct the event multiplicity, because
this variable is also used to parameterise the correction of the PID response. However,
the reweighting of nTracks does not improve the agreement with data on all other sim-
ulated multiplicity variables. Especially the number of hits in the SPD (nSPDHits),
which is much more strongly affected by the mismodelled material budget of the M1,
still shows large discrepancies (see App. C). Since the stripping lines apply a require-
ment on nSPDHits (see Tab. 4.3), the data and MC difference of this variable poses a
potential problem. However, as shown in Fig. 4.30 the generated event multiplicity is
nearly identical between muon and electron modes, so that any bias on the efficiency
of the nSPDHits cut cancels in the double (and even single) ratios. To further ensure

4The distributions of corrected MC also have the trigger corrections from the following sections applied.
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Figure 4.30.: Distributions of the variables used for the kinematic and multiplic-
ity reweighting on generator-level MC of BT — K J/i (= upu™)
(blue) and BT — K*J/1(— eTe™) (red) in RUN 1.

the robustness of the efficiency estimation, a systematic uncertainty is assigned for the
correction of the event multiplicity (see Sec. 4.7.1).

4.4.4 LO Trigger

The simulated trigger response is known to deviate from data, because of misalignments
in the TCKs between data and simulation (see Sec. 3.3.3) and other imperfectly modelled
quantities like detector occupancy. In order to correct the efficiencies of the required LO
trigger lines on simulation, they need to be extracted from data. To this end, the J/
resonant modes BT — KT J/1¢ and BY— K*0j/ 1 selected on data are used.he difference
in trigger selection for muons and electrons requires to exploit both J/1 — pup~ and
J/¢p — ete” channels. The samples have the full selection applied except for the L0
trigger requirements. To further suppress backgrounds on the data sample, the J/¢ mass
constrained B mass system is selected in a 45MeV wide window around the B-meson
mass.
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Figure 4.31.: Distributions of the variables used for the kinematic and multi-
plicity reweighting on data (black) and on MC with (blue) and
without (green) applying the corrections. The samples from the
Bt — K*J/t¢)(— p"pu~) channel in RUN 1 LOMuon (inclusive).

A difficulty arises from the fact that the trigger efficiencies are not directly accessible in
data, since all of the events that did not pass the trigger requirements were discarded.
Thus, the so-called TISTOS method [111] is used to calibrate the trigger response: A
tag&probe approach is used to calculate the efficiency of a trigger line on a tag sample
that is gathered by another, independent, trigger line. The efficiency of the studied LO
trigger line (ero) is then given by the fraction of all events in the tag sample (NNiag) that
also have fired the probe trigger line (N¢aggprobe)

Ntag&probe
=" 4.18
€Lo Noag (4.18)

This exercise is performed on both data and simulated samples having applied the same
selection. The corrections to simulation are calculated via the data over MC ratio ap-

proach
e
wr,o — GMC . (419)
LO
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Figure 4.32.: Distributions of the variables used for the kinematic and multi-
plicity reweighting on data (black) and on MC with (blue) and
without (green) applying the corrections. The samples from the
Bt — K*J/{(— ete™) channel in RUN 1 LOL

Similar to previous MC corrections, the L0 efficiency exhibits a significant dependence on
certain kinematic variables, especially those which are used to form the trigger decision.
These variables vary between the different L0 lines exploited in this analysis and are
used to parameterise the trigger correction. In the following subsections, the trigger
corrections for each used L0 line are described.

Correction of LOMuon

The LOMuon line is fired by muon candidates that exceed a certain threshold on the
transverse momentum of the track pr(u) (see Sec. 3.3.1). Thus, the calibration of this
trigger line is perfomed in bins of p(u) and also in three different regions of the pseudo-
rapidity n(u), which also shows variations of the efficiency. Events from the L0 electron
and hadron lines, that were triggered independent of the signal (TIS), are used as the
tag sample. To verify that this tag sample is indeed independent of the probed LOMuon
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line and yields unbiased results, two other tag samples from different L0 lines are also
used to extract the efficiencies and have shown compatible results. This cross-check is
performed for the calibration of all used LO lines and is documented in Ref. [93].

The dependency of the efficiency on the variable used to form the trigger decision, known
as the 'turn-on’ curve, can be seen in Fig. 4.33, which shows the trigger efficiencies
calculated with the TISTOS method for both data and simulated samples as well as the
ratio of the two.
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Figure 4.33.: Trigger turn-on curve plots showing the efficiency of the LOMuon
trigger on data (left) and MC (right). The bottom plot shows
the data over MC efficiency ratio. The vertical line indicates the
trigger threshold value. Representatively, efficiencies in the low
n(p) bin from 2018 data and simulated samples of the BT mode
are used for these plots.

To reduce the bias from the chosen binning scheme, the turn-on curve is parameterised
with a function, which is used to extract the measured efficiencies. A combination of an
error function and a Gompertz function is used to perform this task

—(z —to)
f(x):fl'<1+erf(j§_.2>)+f2-sexp< \/5020 >—|—a, (4.20)

where f12 are the relative fractions between the two functions, 012 the resolution pa-
rameters, tg the trigger turn-on point, s the skewness of the Gompertz function and a
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the global offset. The motivation for the error function is in its ability to model the
typical shape of turn-on curves: A plateau region on the left where the pr (1) becomes so
small that the efficiency goes to zero and another plateau at high values of pr(u), where
the saturation efficiency is reached; both linked with a steep ascent that is dominated
by the resolution. Since the error function possesses point symmetry around tg, it is not
perfectly suited to describe the slightly softer entry into the high plateau region com-
pared to the left plateau as can be observed in Fig. 4.33. Thus, the Gompertz function
is added, which can model this asymmetric behaviour with its skewness parameter s.

Correction of LOElectron

The strategy for the calibration of LOElectron is very similar to LOMuon. Here, the
amount of deposited transverse energy in the ECAL by an electron candidate E%CAL(e)
is used to form the trigger decision. The trigger efficiency is also dependent on the
position of the cluster in the ECAL, since there are different granularities in the three
regions of the calorimeter. Thus, the parameterisation of the calibration is done in bins
of EECAL(e) separately for the different ECAL regions. The tag sample is collected
with the LOMuon and LOHadron trigger lines from TIS events. The trigger turn-on curves
for both data and simulated samples are fitted again with the function in Eq. 4.20 and
are displayed in Fig. 4.34 together with the data over MC ratio distribution. Espe-
cially for the LOElectron calibration, the fit to the turn-on curve can not describe the
binned efficiencies perfectly, because of large fluctuations in the high plateau area. Any
bias arising from this effect is covered by a systematic uncertainty on the binning and
parameterisation of the L0 trigger calibration (see Sec. 4.7.1).

Correction of LOI

Lastly, the calibration of the LOI trigger line is discussed. This category consists in large
parts of events that are triggered by final state particles originating from the opposite
b-quark of the signal bb creation process. Because of the correlation between the b and
b quarks, the transverse momentum of the signal B-meson is used to parameterise this
efficiency. In addition, the multiplicity of the event has a significant impact on the LOI
line, which is why the parameterisation is performed in bins of pr(B) and nTracks.
Both LOL and LOHadron lines fired on signal final state particles are used to gather the
tag sample. Since the LOI line is expected to be independent of the signal decay, the
efficiency should be equal for the dimuon and dielectron channels. This has been verified
by extracting efficiencies with the TISTOS method from J/1 resonant muon and electron
decays and proving their compatibility. This study can be reviewed in Ref. [93]. Thus,
the calibration of the LOI line is extracted on the dimuon channel to benefit from its
higher statistics and purity, and subsequently used to correct simulated samples of both
muon and electron channels.

Figure 4.35 shows the turn-on curves of the LOI category, which are fitted with a single
Gompertz function, and the resulting data over simulation ratio.
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Figure 4.34.: Trigger turn-on curve plots showing the efficiency of the
LOElectron trigger on data (left) and MC (right). The bottom
plot shows the data over MC efficiency ratio. The vertical line
indicates the trigger threshold value. Representatively, efficiencies
in the inner ECAL region from 2018 data and simulated samples
of the BT mode are used for these plots.

Trigger Weight Calculation

So far, all LO trigger lines are considered as inclusive during the calibration, because the
TISTOS method is not directly applicable to the exclusive LOL categories, which veto the
TIS events that are required as tag sample in Eq. 4.18. For the LOI category, which is the
inclusive category in this analysis, the trigger correction directly follows from Eq. 4.19

LoI 6%%?
WLo = “MC (4.21)
€101

while for the exclusive LOL categories the final weight is given by the product of the
inclusive LOL weight and the ratio of the inverted LOI efficiencies
data data
Lor _ €Lon . L —€ror
wLo© = Ko T o (4.22)
€LOL ~ €Lol

Another complication arises in the LOL category from the possibility of both final state
leptons to have fired the trigger line. As discussed in Sec. 4.2.2; the individual trigger
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Figure 4.35.: Trigger turn-on curve plots showing the efficiency of the LOI trigger
on data (left) and MC (right). The bottom plot shows the data
over MC efficiency ratio. Representatively, efficiencies in the low
nTracks bin from 2018 data and simulated samples of the BT —
K*J/t(— ptu™) channel are used for these plots.

decisions of the two final state leptons are linked with the logical ’'OR’ condition so that
their single efficiencies need to be combined using set theory

P(AUB)=P(A)+ P(B)— P(ANB).
Thus, equation 4.22 can be written as a function of the single lepton efficiencies

oor _ (L= (L—elgi(eh) - (1 — e (¢7))) 11— e
A1) (- ())) -l

(4.23)

In conclusion, the formulas given in Eq. 4.21 and Eq. 4.23 are used to correct the selection
efficiency on MC for the inclusive LOI and exclusive LOL categories, respectively.

4.4.5 HLT Trigger

The calibration of the HLT software trigger is done with the TISTOS method in an
analogous way as for the L0 trigger. The two stages (HLT1 and HLT2) of the software
trigger, which are linked with the logical ’AND’ condition, are considered simultaneously.
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However, because of correlations to the LO response, individual sets of HLT corrections
are calculated for each LO category. Data and simulation samples of the J/i resonant
mode, which have the full selection applied except for the HLT requirements, are used
to calculate the efficiencies. Applying the data over MC ratio approach, the weights to
correct the HLT response on simulation are calculated as

WHLT = o — NT - (4.24)
€HLT ( Ntag&probe
Ntag

A set of different HLT categories, which are independent to the signal TOS lines used in
this analysis, are used as tag sample and are defined in Ref. [93]. In general the HLT
efficiency shows a comparatively flat behaviour in all variables. The strongest dependence
is found to be on the nTracks variable, which is therefore used to parameterise the
calibration maps. Similar to the LO correction, a systematic uncertainty is assigned on
the choice of binning and parameterisation.

In each bin, the number of events in the tag (Ntag) and probe (Ngaggprobe) Subsamples
are determined with a fit&count approach similar to the one used for electron PID
calibration. A simultaneous fit to the tag and probe samples is performed to extract
these yields and calculate the HLT efficiency. The HLT efficiencies extracted with the
TISTOS method for both data and simulated samples as well as the ratio between the
two are displayed in Fig. 4.36 and Fig. 4.37 for the LOI and LOL categories, respectively.

4.4.6 Reconstruction of Signal Candidates

Differences between data and simulation originating from the reconstruction process are
corrected for with the same method as used for the kinematic and multiplicity correction
described in Sec. 4.4.3. The x? of the impact parameter of both the B-meson (x%(B™))
and J/1-meson (X%P(J/z/))) are used to correct the simulation, since reweighting these
quantities is improving the agreement with data in many other variables of the reconstruc-
tion process as well (see App. C). The weights calculated to correct the reconstruction
process are referred to as wgrec. This correction is particularly important to calibrate
the efficiency of the MVA requirements, which rely on the reconstruction variables in
their training. In contrast to the kinematic and multiplicity correction, the reconstruc-
tion reweighting is not portable between electron and muons, because of differences in
the reconstruction between the lepton species. Thus, the calculation of this correction
is performed separately on muon and electron J/1 resonant channels as well as for L0
trigger categories. The validation of this correction step is again achieved by studying the
agreement of the reweighted simulated distributions with data. These plots are displayed
for a large number of variables in App. C.
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Figure 4.36.: HLT efficiencies for the LOI trigger category on data (left) and
MC (right). The bottom plot shows the data over MC effi-
ciency ratio. Representatively, efficiencies from 2018 data and
simulated samples of the BT — K*1J/i(— putu~) (blue) and
Bt — KTJ/Y(— ete™) (black) channel are used for these plots.

4.4.7 q* Selection Efficiency

The last step of the MC correction chain is the calibration of the selection efficiency
of the ¢®> windows used in the fits (see Tab. 4.4). The mass resolution of both the
reconstructed B-meson and the ¢? system are known to be overestimated in simulation
of electron channels with respect to data, while they are accurately described for muons.
The main reasons for the mismodelled resolution on electron decays are on the one hand
caused by the imperfectly simulated material budget resulting in a different behaviour
of bremsstrahlung between data and simulation. On the other hand, the simulated
detector occupancy, especially of the ECAL, differs from data, leading to a variation in
the efficiency of the bremsstrahlungs recovery process. The resolution difference between
data and simulation of the reconstructed B-meson mass causes a negligible effect on the
signal efficiency estimation, since the efficiency of this selection is close to 100 % due to
the wide range of the invariant B mass system used in the fits (see Sec. 4.6) . In contrast,
the ¢? selection for the signal region is a stringent cut and its efficiency does not cancel
in the ratio with the resonant channel. Moreover, the bin-migration effect described in
Sec. 4.3.1 is dependent on the resolution of ¢2.
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and
effi-
and

To correct the resolution and thus the efficiency of the mass window cuts, a smearing’ of
the ¢? spectrum is employed. A fit to the m(eTe™) mass system on simulated samples of
the J/1 resonant modes is performed using a Double-Sided Crystal Ball (DSCB) function
(as defined in Sec. 4.6.1) to describe the mass shape. This allows to extract the width
omc and mean value pye of the distribution. Subsequently, a fit to m(eTe™) on real
data of the J/v mode is performed (see Fig. 4.38), where a scaling factor of the width
Sg = 0data/oye and a shift parameter of the mean value A(u) = pgata — umc are allowed
to float, while keeping the other shape parameters fixed to the converged values from
the fit to simulation. Since the resolution difference between data and MC is strongly
dependent on the bremsstrahlung recovery mechanism, the fits are performed for the
three bremsstrahlungs categories defined in Sec. 4.6.1, separately.

With the assumption that the m(eTe™) mass system on data is accurately described
by simulation when using a distribution of width oyc - s, and with a mean value of
pac + A(p), a smeared ¢? mass value is calculated as:

PDG)
)

Msmeared = So * Mreco T+ A(,u) + (1 - 50’) : (NMC + Mtrue — ™M/ (425)
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Figure 4.38.: Fit to the m(e*e™) mass system of the BT — K*J/i(— ete™)
channel for 2018 data in the LOI trigger category. The top left
(right) plot shows the fit to the Brem0 (Brem1) category, while the
bottom plot shows the Brem?2 category. The various components
used in the fit are detailed in the legends.

where Mmyeco is the reconstructed mass on simulation, myu the generated dielectron
mass before FSR and mlj/]?/)G the measured J/¢ mass from PDG [22]. The formula
effectively takes the generated mass (myye) as a start value for each event. Two effects
that shift the mean of the mass distribution are taken into account: Firstly, FSR and
the detector resolution cause a shift of the reconstructed events and enter into Mmyeco-
Secondly, differences between data and MC lead to another shift which is accounted for
by adding A(x). Additionally, the scaling factor s, is applied to the distance between the
reconstructed and generated mass on simulation to match the width observed on data.

To validate the method, a second fit to data is performed, where the initial mass shape
is extracted on the smeared simulated m(ete™) distribution. These fits result in a good
agreement of s, with unity and of A(u) with zero, which indicates a successful correction.
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4. Test of Lepton Universality with b— s ¢*T¢~ Transitions

4.5 Efficiencies

The full efficiency ep, of a mode to be successfully reconstructed and selected by all
applied requirements is given by the formula :

€Full = €Acc " €Trg * €Rec * €Sel » (426)

with the individual efficiencies of the acceptance cut eacc, the trigger lines e1yg, the
reconstruction egec. and the full offline selection ege. In the following, the strategies used
to obtain these individual efficiencies are detailed.

4.5.1 Detector Acceptance

All final state particles of the probed decay modes need to have a polar angle of 10 to
400 mrad to fall into the geometric acceptance of the LHCb detector. The efficiency of
this requirement, €acc, is extracted on simulated samples of both rare and J/1 resonant
modes, where events are generated with Pythia. For the rare mode, separate values of
€Ace are evaluated for low and central ¢2, since this efficiency is known to depend on
¢>. Also the centre-of-mass energy of the proton beams has an impact on this efficiency,
which is why they are calculated for 7 TeV (2011), 8 TeV (2012) and 13 TeV (2015-2018),
separately. The values of esc. are reported in Tab. 4.21. The simulated samples used
to calculate epc. do not have the corrections from Sec. 4.4 applied. The only correction
step with potential relevance for these generator-level samples is the reweighting of the
B-meson kinematic, which however proved to have a negligible impact on the calculated
efficiencies.

4.5.2 Reconstruction and Selection

The remaining efficiencies required in Eq. 4.26 are determined from fully reconstructed
simulation, which have the complete set of MC corrections applied. This includes the
full product of per-event weights

WFull = WPID * WTRK * WKin&Mult * WLO * WHLT * WRec

and the usage of the smeared ¢? distribution.

All MC corrections that reweight distributions on simulation to match those on data
and which do not describe direct efficiencies must be normalised in order to correctly
determine the efficiencies. Specifically, this is necessary for the kinematic and multiplicity
correction as well as for the reconstruction reweighting. To correct for as many biases as
possible, the normalisation of the weights is performed at the earliest accessible stage. For
the kinematic and multiplicity correction the weights are normalised directly at generator-
level, while for the reconstruction reweighting the normalisation is done after stripping
selection since the used variables describe the detector response and are therefore not
accessible at earlier stages. Additionally, the L0 selection is applied for the reconstruction
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4.5. Efficiencies

Table 4.21.: Summary of the detector acceptance cut efficiencies of rare mode
MC in low and central q2 as well as of J/1 resonant mode MC. The
values are reported for all used configurations of the proton beam
energy and are given in percent.

€Acc [%]
Vs ¢® Region K'tutu~ Ktete™ KOutu~ K*0¢te~
low 17.06 £0.05 16.79+£0.05 16.45+0.03 16.0240.05
7TeV central 16.01 £0.02 15.86+£0.02 15.434+0.02 15.24+0.04
J/ 15.96 +0.03 15.85+£0.03 15.414+0.03 15.2940.03
low 17.38+0.03 17.03+£0.04 16.76+0.02 16.36+0.03
8 TeV central 16.36 £ 0.02 16.20£0.02 15.744+0.02 15.5740.02
J/ 16.30 £ 0.03 16.23£0.02 15.734+0.02 15.6540.02
low 18.38+£0.04 18.09+£0.04 17.814+0.03 17.29+0.04
13 TeV central 17.424+0.02 17.25+£0.02 16.734+0.02 16.60=0.03
J/p 17.37+0.02 17.23+£0.02 16.73£0.02 16.6240.02

weight normalisation, because this correction step is not portable between the trigger
categories (as already discussed in Sec. 4.4.6). Consequently, the efficiency of the trigger,
full event reconstruction and selection is given as:

> Det Wrull | Sel(Full)
WKin&Mult ’ Sel(nSPD7qt?rue)

€Trg * €Rec * €Sel =
>a
N (4.27)
~ 2Det WPID * WTRK * WKin&Mult * WLo - WHLT | Sel(Norm)
> Det Wrull | Sel(Norm) ’

where the sum of weights is calculated over events from detector- (3 pe;) or generator-
level (3"qen) MC samples at a given selection stage Sel(X). Sel(Full) indicates the full
selection, while Sel(Norm) refers to the selection stage used to normalise the reconstruc-
tion reweighting as described above. There are only two selection requirements applied
to the generator-level MC Sel(nSPD, ¢2,,.): First, the nSPDHits cut from the stripping
lines is applied in order to exclude it from the efficiency estimation. The reason for this is
the poor modelling of the nSPDHits distribution in simulation as discussed in Sec. 4.4.3.
Due to the independence of the event multiplicity from the lepton type, the bias of re-
moving the nSPDHits cut in the calculation cancels in the efficiency ratios. Second, the
¢?> window selection of the given bin is applied on the qgrue distribution to account for
bin migration as discussed in Sec. 4.3.1. Consequently, the efficiency for the ¢2., value
of a simulated candidate to fall into the window of the studied ¢ region is not accounted
for but cancels in the muon over electron ratios.
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4. Test of Lepton Universality with b— s ¢*T¢~ Transitions

The efficiencies for the LFU measurements are calculated by applying the w(B°) correc-
tions to all BT modes and w(B™) corrections to all B® modes. The portability of the MC
calibration has been verified individually for each correction step and the corresponding
studies are reported in Ref. [93]. Additionally, the cross-checks in Sec. 4.8 of single I/
and double R¥(25) ratios are performed with both correction chains, to further demon-
strate their portability. The final efficiencies for both rare and J/v resonant modes are
reported in Tab. 4.22 for each year of data taking.

4.5.3 Correlations

Correlations from various sources enter the efficiency calculation and need to be taken
into account. One source of correlations stems from the usage of J/i resonant data
and simulated samples to calculate various MC corrections. However, the size of these
correlations is reduced by swapping the correction chains between B+ and B° modes.
Another source originates from the porting of some corrections between modes, e.g. the
WKin&Mult corrections are calculated on the J/1 resonant inclusive LOMuon samples and
are applied to all modes and trigger categories. Further, there are correlations between
efficiencies of different run periods, trigger categories and decay modes which stem from
using the same methods to correct the simulation, such as the chosen parameterisation
of L0 corrections, across all cases.

The correlations are accounted for by including covariance matrices in the final fit for the
LFU observables. To this end, the correlations are evaluated with the bootstrapping
technique: A set of n = 100 weights from a Poisson distribution with a mean value
of unity is assigned to each event in the data and simulated samples. For all n sets
of weights, the full MC calibration and all efficiencies are recalculated. This results
in n efficiency values which follow a multidimensional Normal distribution as shown in
Ref. [93].

The sample covariance for efficiencies €1 and €3, e.g. of two different run periods, is
calculated as
1 LI )
covip = —— (g —&)- (&) —&),
n—174
=1
where €' is the efficiency from the i-th bootstrap and € the average efficiency. The
bootstrapping also accounts for the statistical uncertainty ¢ on the efficiencies coming

from the limited size of the calibration samples, which is defined as

1/2
1 &
alzm:<nlz(eg—€1)2> :

i=1
The definition of the correlation cor 2 between two efficiencies follows as

COvy,2

COry12 = (4.28)

0'1-0'2'

In practice, the covariance matrix is of dimension m = 24 covering the four LFU bins in
the three run periods as well as in both L0 trigger categories. In the final fits for the LFU
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4.5. Efficiencies

Table 4.22.: Summary of total efficiencies of the rare modes in low and central ¢°
as well as of J/1 resonant mode MC for all run periods and trigger
categories. The uncertainties follow from the bootstrapping tech-

nique. All values are given in permille. The efficiency of the g2

selection is not included in these efficiencies, only bin migration
effects are accounted for.

epull [1077]
Run Period ¢? Region Trigger Ktputpu~ Ktete KOutu=  K9Oete~
! LOI 3.93+0.06 1.524+0.05 1.46+0.02 0.54+0.01
ow
LOL 10.07+£0.13 1.264+0.04 3.484+0.04 0.44+0.01
RUN 1 o LOL 373005 1382004 L30£0.01 051+001
centra
LOL 9.39+0.10 1.274+0.03 3.06+0.02 0.44+0.01
I LOI 4.64+0.05 1.68+0.04 1.69+£0.01 0.65+0.01
LOL 12.76 £0.12 1.81+0.04 4.39+£0.03 0.70+£0.01
. LOI 5.25+0.09 2.504+0.06 2.06+0.03 0.84+0.02
ow
LOL 11.61+0.17 2.39+£0.06 4.31£0.04 0.74+£0.02
RUN 2P1 tral LOT 5.06+0.06 2.304+0.04 1.86+0.03 0.87+£0.02
centra,
LOL 11.30£0.12 2.284+0.04 3.824+0.04 0.81+£0.02
I LOI 6.13+0.07 2.714+0.05 2.36+0.02 1.03+£0.01
LOL 14.75+£0.14 3.154+0.05 5.30£0.03 1.18+£0.01
. LOI 5.34+0.06 2.564+0.05 2.07+0.02 0.86+0.02
ow
LOL 13.14+0.13 2.284+0.03 4.714+0.04 0.79+0.02
RUN 2P2 tral LOI 5.124+0.05 2.324+0.03 1.894+0.02 0.84+0.01
centra
LOL 1256 £0.08 2.26+0.03 4.18+0.03 0.78 £0.01
I LOI 6.134+0.05 2.714+0.04 2.344+0.01 1.024+0.01
LOL 16.41+0.09 3.09+0.03 5.82+£0.02 1.17+£0.01

observables, the efficiencies are used in the mass fits to extract the desired ratio values

directly. However, the efficiencies are not fixed, but are Gaussian-constrained around

their nominal values using the covariance matrix which follows from the bootstrapping

approach described above.
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Contributions to the covariance matrix from other sources, such as systematic uncertain-
ties, will also enter into the final fit. Computation and size of these contributions are
detailed in Sec. 4.7.1.

4.6 Invariant Mass Fits

In order to determine the yields of both rare and resonant modes used to measure the
LFU observables, one-dimensional maximum likelihood fits to the invariant mass of the
reconstructed B-meson candidates, which survive the full selection, are performed. The
fits are performed simultaneously across all modes, run periods and LO trigger categories,
allowing constraints between different modes to be introduced, e.g. the yield of the cross-
feed background in the BT — KTete™ fit is constrained by the signal yield of the
B? — K*0¢te~ channel. The fits to the rare modes are unbinned, while fits to the high
statistics resonant modes are binned in the invariant mass of the B-meson to reduce the
computational effort. To improve the resolution of the invariant mass, the DTF algorithm
is exploited to constrain all final state particles originating from the same PV. Further,
the DTF algorithm is used to constrain the dilepton system to the J/1) and ¥ (2S5) masses
when studying the r”% and R¥(25) ratios. The fitter implementation is based on the
RooFit software package [112]. Alongside the signal, various sources of background need
to be considered in the invariant mass fits as discussed in Sec. 4.3. Fully selected and
calibrated simulated samples of both signal and background modes are used to determine
PDF's describing the mass lineshapes for each component, with combinatorial background
being the one exception (see below). Individual PDFs are obtained for each run period
and trigger category in order to account for kinematic differences.

The strategy used to model the individual components is discussed in the next sections.
Afterwards, the setup of the simultaneous fit and its results are presented. Lastly, the
fit result is validated using pseudo-experiments.

4.6.1 Signal Shape

The PDFs used to describe the signal component in the mass fits are extracted from
simulated samples of the relevant decay modes. Analytical functions such as Gaussian
and Crystal Ball (CB) [113] functions, the latter being a combination of a Gaussian core
with an power-law tail, are used to describe the signal shape in the mass fits. Different
functions are used for electron and muon modes as well as for J/¢ and ¢(2S) resonant
modes, when fitting with or without the dilepton mass constraint. However, the type of
signal PDF is the same for Bt and B° decays, therefore only BT modes are shown for
demonstration in the plots below.

For fit to the unconstrained muon .J/1 resonant channel, a modified CB function is used
to model the signal shape, which has power-law tails both above and below the Gaussian
core and is referred to as Double-Sided Crystal Ball (DSCB) function. Especially due to
the ¢ window selection a departure from the expected behaviour in the tails is visible
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4.6. Invariant Mass Fits

motivating the addition of two Gauss functions to the DSCB to further improve the
modelling in the lower and upper mass region. The same function is used to fit the
simulation of the rare muon channel. Example fits to RUN2P2 BT — KT J/1 (= utp™)
MC in J/9 ¢* as well as to BY — KTpu*p~ MC in low and central ¢ are shown in
Fig. 4.39.
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Figure 4.39.: B mass distribution of RUN 2P2 simulated BT — K" pu~ candi-
dates in low (left) and central (right) ¢% as well as BT — K J/1 (—
ptp~) candidates in J/1 ¢*. The shapes resulting from the fit of
the separate analytical functions together with their combination
are shown in different colors (see legend).

For electron modes the B mass shape of the signal strongly depends on the response of
the bremsstrahlung recovery algorithm. Consequently, the candidates are divided into
three bremsstrahlung categories:

BremO: no photon is assigned to the dielectron pair;
Breml: one photon is assigned to the dielectron pair;

Brem?2: at least two photons are assigned to the dielectron pair.

Subsequently, individual fits to each bremsstrahlung category are performed, again using
a DSCB function to describe the signal peak. In case of the BremO category, a single
Gauss function is added to improve the modelling of the lower mass tail, while for Brem1
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4. Test of Lepton Universality with b— s ¢*T¢~ Transitions

and Brem2 a second Gauss function is added for the higher mass region. Figure 4.40
shows the PDF's resulting from fits to the individual bremsstrahlung categories together
with their combination, which is used for the data fit.
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Figure 4.40.: B mass distribution of RUN 2P2 simulated Bt — KTete™ candi-
dates in low (left) and central (right) ¢2 as well as Bt — KT J/1 (—
eTe™) candidates in J/% ¢®. The shapes resulting from the fit to
the three bremsstrahlung categories together with their combina-
tion are shown in different colors (see legend).

4.6.2 Combinatorial Background

The combination of random tracks in the event is one of the key backgrounds for all
modes and regions of ¢. This background is distributed continuously above the kinematic
threshold, e.g. m(K ™) +m(J/1) in case of combinatorial background with a true .J/1
for the BT — K7*.J/¢) mode. Therefore, the background is modelled with a simple
exponential function in the mass fits, since the kinematic threshold falls outside the fit
range. However, it is possible that the applied selection introduces a departure of the
expected exponential behaviour. A study based on Same Sign (SS) data is performed to
validate the shape of the combinatorial background after full selection. SS data refers to
samples of real data events gathered from the reconstruction of K*¢+¢* and K+¢—¢~
candidates for BT modes and K*7F¢t¢T and KFr*¢~ ¢~ candidates for B® modes.
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4.6. Invariant Mass Fits

Thus, these samples are populated purely by combinatorial events (assuming lepton
number conservation). The distribution of fully selected SS data is well described by an
exponential function for all resonant modes as well as for muon rare modes. However,
when looking at the rare electron modes in an extended B mass range down to 4000 MeV,
a sculpting of the mass distribution is visible that is caused by the additional HOP and
partially reconstructed MVA selection criteria applied in these ¢? bins. Figure 4.41
shows the mass distribution of SS data for all rare electron modes, where the full RUN 1
and RUN 2 datasets are used, in order to improve the statistics after the full selection.
Especially for the low ¢? bins, a clear sculpting is visible that also enters into the nominal
mass range used in the fits. To describe this effect, the exponential function is multiplied
by a turn-on curve

_ 1 Lbem
f(m> - 1+exp(—a'(m_m0)) ’

where a controls the slope and mg the position of the turn-on part. The two parameters
of the turn-on function are extracted from the fit to SS data and are fixed in the final
data fit. This way, the sculpting of the combinatorial background in the rare electron
fits is accounted for while maintaining the fit stability. Additionally, the slope of the
exponential function is the only degree of freedom for the shape of the combinatorial
background for all modes in the simultaneous fit. A systematic uncertainty is assigned
to the uncertainties of the parameters describing the turn-on curve (see Sec. 4.7.2).

4.6.3 Physical Backgrounds

In the following, all backgrounds considered in the mass fits (see Tab. 4.23), that stem
from physical processes, are introduced. Further, the strategy used to describe their
shape in the reconstructed B mass is described. Most backgrounds are modelled with
the RooKeysPDF class from RooFit, which approximates the simulated mass shape with
a superposition of one-dimensional Gaussian kernels also referred to as Kernel Density
Estimator (KDE). An example plot of a KDE modelling is shown in Fig. 4.42 for RUN 2pP2
simulation of Ag — pK J/1 (— eTe™) reconstructed as BY candidates. Other backgrounds
are modelled with analytical functions similar to the signal mass shapes. In general, the
mass shape of each background is fixed from the modelling on simulation allowing only
the yield of to float in the final fit to data.

BT Resonant Modes

The only relevant source of misidentification backgrounds for the BT — K*.J/¢ modes
is coming from the Cabibbo-suppressed B™ — 7+.J/1 (— £7¢7) decay, which is modelled
with a DSCB (see Fig. 4.43). Further, two types of partially reconstructed backgrounds
need to be considered in mass fits to these modes: the ’hadronic’ partially reconstructed
modes (BT — X J/1(— ¢£747)) from decays such as BY — K*0J/i (— £7¢7); and the
"charmonium’ partially reconstructed modes (BT — K (25)(— XJ/v)) from decays
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tribute to both of these background types, thus inclusive simulated samples containing
a multitude of decay modes of BT, B and BY mesons are used to extract the mass
shape via a RooKeysPDF. The relative fractions between the B meson species is fixed
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according to their relative production fractions and decay rates. Another partially re-
constructed background from BY — K*0.J/1 (= £1¢~) decays is modelled with a separate

RooKeysPDF, since this mode is not included in the inclusive samples.
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Figure 4.43.: Mass shapes for backgrounds considered in B™ resonant modes
shown for Run2pP2 MC in LOI. The top left (right) plot shows
hadronic (charmonium) partially reconstructed background mod-
els, while the BT — 7 J/1 (— £*£~) misidentification background
is shown at the bottom.

B° Resonant Modes

The relevant sources of misidentification that need to be considered when fitting to the
BY — K*0J/i) modes are coming from A) — pKJ/i(— £Y47) and BY — ¢J/¢ (=
0707) decays as well as from B? — K*0J/1) decays themselves with a hadronic swap
(K <> 7). All of these backgrounds are modelled using RooKeysPDFs. The hadronic and
charmonium partially reconstructed backgrounds are treated in an analogous way to the
BT resonant fits. Additionally, another background arises from B? — K*0J/v) (— £747)
decays. Since they share the same final state, the same PDF as used for the J/i resonant
mode is used to model this background, shifted by the B® and BY mass difference.
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Rare Modes

Misidentification backgrounds are found to be negligible for all rare modes and are thus
not considered in the mass fits. Further, in case of rare muon modes, there is no need to
account for any partially reconstructed backgrounds due to the small mass range. Thus,
only the combinatorial background is modelled besides the signal in low and central ¢?
muon fits for both BT and B° modes.

On the other hand, for rare electron modes it is necessary to include partially recon-
structed components in the mass fits for both low and central ¢ regions, because of
the extended mass region and worse resolution compared to muon modes. In mass fits
to the electron BY mode, this background type is modelled with simulated samples of
BT — KtnTn~eTe™ decays, while two individual partially reconstructed decay modes
are included in BT modes: one from B? — K*%ete™ decays and another from the isospin
partner decay BT — K*tete™, where the K*t decays into KTx°. Additionally, the
BT — K*n/(— ete ) decay is considered for BY — KTete™ decays in the low ¢? re-
gion. All these modes are modelled with RooKeysPDF extracted from simulated samples
of the respective decays modes.

Lastly, another important component is needed to describe the leakage background from
the J/1 resonant mode in fits to the electron modes in central ¢?. Since only events
with a significant energy loss in the reconstructed .J/¢) can enter in this ¢*> window, the
reconstructed B mass is shifted to lower values as well so that these events populate the
low invariant mass region. This background is modelled with simulated samples of the
J/1) resonant mode selected in central ¢? using a RooKeysPDF to describe the B mass
shape.

4.6.4 The Simultaneous Mass Fit

This section introduces the setup of the simultaneous fit in terms of its floating parame-
ters, the implemented constraints and the usage of efficiencies as well as the result of the
final data fit. A summary of all applied constraints in the fit is given in Tab. 4.24.

Mass Shapes

As described in Sec. 4.6.1, the mass shapes of both rare and resonant modes are extracted
from fits to simulated samples of the respective decay mode. When fitting to real data,
the parameters of the signal PDFs are fixed to the values obtained from simulation.
However, to account for residual data and MC differences, a scaling factor of the width
Sy = Odata/oyc and a shift parameter of the mean value A(p) = pdata — pc of the
PDF are in the data fits. These parameters are independent between electron and muon
channels as well as between different run periods and trigger categories. However, they
are shared between rare and resonant modes in order to improve the fit stability in the
low statistics FCNC fits.
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Table 4.23.: Sources of physical background which must be taken into account

in the simultaneous mass fits.

Channel Type Background mode
BY— (¢— KTK™)(J/Wh— £147)
Misidentification  AY — pKJ/ (— £707)

BY— K*OJ/i (— £707) (K <)

B°— K0/ (> 0+67)

Part. Reco.

B— XJ/ih(— 0+67)
B°— K*0%(25) (= XJ/)

Same Final State

BY— BOJ/ (5 £07)

Misidentification

Bt = atJ/p(— £107)

Bt — Kt J/) (= 007)

B— XJ/ih(— 0+07)

Part. Reco. Bt — KT¢(28) (= XJ/v)
BY— K*OJ/ (— £707)
Part. Reco. BT Ktntr—ete~
BY— K*0¢te~
Leakage BY— K*0J/i(— ete)
BY— K*0¢te~
Part. Reco. BT — K*tete~
BT — Ktete~
BT — Ktp/(— ete )
Leakage Bt — Kt J/¢(—efe)

105



4. Test of Lepton Universality with b— s ¢*T¢~ Transitions

The slope of the exponential function used to describe the combinatorial background is
free to float in the data fits, while the parameters of the turn-on function in the rare
electron modes are fixed from the SS data fits. The mass shapes of all other background
components are fully fixed from the MC fits.

Background Yield Constraints

For many background components the yield is not free to float, but is constrained based
on efficiency ratios and the signal yields in the simultaneous fit. This way, both the fit sta-
bility and the sensitivity to the signal yields are improved. The idea of these background
yield constraints is to perform a normalisation according to Eq. 4.11 using efficiencies
extracted from fully selected and calibrated simulated samples and a normalisation chan-
nel which is dependent on the type of background. The constraint is implemented as a
penalty term in the likelihood calculation using a Gaussian function, where the mean is
given by the expectation value of the normalisation and the width by the propagated
uncertainties.

All yields of misidentification backgrounds as well as of the BY — K*0J/i)(— £147)
component used in fits to the J/i region are constrained to the respective resonant
mode. For example, the yield of the AY — pK J/1) (— eTe™) component is normalised to
the B — K*0J/1)(— eTe™) yield taking into account the ratio of their efficiencies and
branching fractions as well as the different fragmentation fractions.

The yield of the leakage backgrounds from J/1 (eTe™) resonant decays into the central
¢* window is calculated in an analogous way using the yield of the resonant mode in the
J/v¥ ¢? region as normalisation channel. A conservative uncertainty of 20 % is assigned to
this constraint to reflect the large uncertainty on the simulation based efficiency estimate
for the leakage component as well as to account for any residual differences between data
and MC.

The partially reconstructed background yield from B? — K*%eTe™ and BT — K*tete~
decays in the BT — KTeTe™ fit is normalised to the signal yield of the fit to the
BY — K*Yete~ channel. This feature is one of the advantages of the simultaneous
measurement of Ry and Rg+o, since it improves not only sensitivity, but also enables a
coherent measurement and the full extraction of the correlation matrix. The calculation
of the constraint takes the absence of the K* mass window selection in B modes into
account. The relative efficiencies of B — K*’eTe~ between the signal reconstruction and
the partial reconstruction as BT — K Te'e™ enter in the normalisation. For the isospin
conjugate BT — K*TeTe™ decay an additional factor, fis, is calculated, accounting for
the relative branching fractions of B — K*0¢* ¢~ and BT — K**¢T¢~, which are taken
from measurements of the muon channels (see Refs. [34, 35]). Additional contributions
from non-resonant B® — K7 ete™ (S-wave) decays are considered in this constraint
as well. The reconstruction and selection efficiency is obtained from B? — K+tn~ete™
simulated samples which rely on the phase-space model for the hadronic system. The
branching fraction of the S-wave mode is taken from Ref. [34] and the isospin conjugate
S-wave modes are accounted for by including fis, in the calculation.
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Another source of partially reconstructed backgrounds considered in the fit to the BT —
K*eTe™ mode comes from BT — KTn/(— eTe™v) decays, which is relevant for low ¢>
only. The yield of this component is normalised to the yield of the BT — K*.J/i (—

ete™) channel.

In all other modes, the yield of the partially reconstructed component is allowed to float
freely. The yield of the combinatorial background is unconstrained in all modes.

Table 4.24.: List of all constraints applied in the simultaneous fit.

Category Constrained parameter Constrained to
) so of the rare modes s of the J/1¢ mode
Signal shape
A(p) of the rare modes A(p) of the J/¢» mode
All misidentified backgrounds in J/1¢» modes J/1 mode yield
BY— K*J/y background in B®— K*0J/¢ modes J/v¢ mode yield
Background Yields Leakage from J/1) mode into central ¢ J/v mode yield

Partially reconstructed backgrounds in BY — Ktete™ BY— K*0ete™ yield
Bt — K*tn/(= ete ) in Bt — Ktete™ low ¢° J/+p mode yield

Data Fit Results

The final simultaneous fit is designed such that the LF'U ratios R and Rg+o are extracted
directly. To this end, the efficiencies of rare and resonant modes are injected into the
data fit as discussed in Sec. 4.5.3. The plots of the mass fits are given in Fig. 4.44 and
4.45 for muon and electron modes, respectively. The yields of the rare channels resulting
from the simultaneous fit are given in Tab. 4.25, while the values of the LF'U observables
are given in Sec. 4.10. The yields of the J/i resonant mode are provided in App. D.
One-dimensional scans of the logarithmic likelihood of the fit are performed for all four
LFU bins as well as for the two single /¥ parameters (one for B and one for B modes)
that are floating in the fit. They are calculated by forcing the studied parameter to a
value different from the best-fit value of the nominal fit and re-minimising the likelihood
with respect to the nuisance parameters. Afterwards, the difference of the resulting
logarithmic likelihood from the likelihood obtained by the baseline fit is evaluated. This
procedure is done for multiple steps of the parameter inside the scanned window. The
scans are given in Fig. 4.46, where the central values of the LFU ratios are scaled with a
blinding factor. Further, the one, two and three o confidence intervals are plotted, that
are calculated assuming Wilks theorem [114], which relates the likelihood difference with
the y? distribution as —2A log(L£) = x? when scanning with one degree of freedom. The
scans of the Rx and Ry+«o ratios show a slightly asymmetric behaviour, which is caused
by the small statistics in the rare electron modes. In the next section, the strategy used
to properly account for the effect of these asymmetries on the final result is discussed.
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Figure 4.44.: Result from the simultaneous fit of the muon channels for Ry and
Ry« in the full RUN 1 and RUN 2 dataset. The plots result from
the sum of data samples and PDF's over the individual run periods
and trigger categories. The low, central and J/1) ¢> regions are
shown from top to bottom and the left (right) plots show the B
(B) modes. The various components used in the fit are detailed
in the legends. Notice that the J/1 resonant plots are shown with
a logarithmic scale on the y-axis.
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Figure 4.46.: One dimensional likelihood scans from the simultaneous fit for R
(left) and Ry+o (right) in low (top) and central (middle) as well as

for the r//% single ratios (bottom).



Table 4.25.: Mass yields of the rare modes from the simultaneous fit

regions, run periods and trigger categories.

4.6. Invariant Mass Fits

in all ¢?

Mode ¢? region Run period N (ptp™) LOI  N(ptp~) LOL  AN(efe”) LOI  AN(ete™) LOL
Run1 85.43 £10.70  237.88£17.00 3445+ 7.81 4521+ 8.14

low Run 2pr1 88.30 £10.30  229.98 £16.80 45.76+ 9.33 41.18 £ 8.29

Bt Kt Run 2p2 168.60 £14.20  439.78 £22.90 94.26 £13.90  85.48 +12.00
Run1 307.09+£20.20 899.23 £33.40 154.88£17.90 150.96 &+ 15.70

central Run 2pr1 339.63 £21.10 831.124+31.90 162.76 £18.30 175.88+17.20

Run2pP2  680.68£29.70 1630.40+44.70 283.63 +25.60 318.55+ 23.50

Run1 8390+ 9.96 171.37+£14.00 25.82+ 6.71 32.09+ 6.87

low Run 2pP1 99.97£10.30 152.02+£13.10 29.43+ 841 34.15+ 7.61

BO_s R0t g Run 2p2 153.70 £13.20  340.27+£19.50 72.41+11.20 74.75+10.60
Run1 114.42+£11.70  266.49+18.10 51.93+10.30 42.84+ 7.97

central Run 2pP1 154.98 £13.60  293.66 +18.60  56.27 +£10.50  62.49+10.10

Run 2p2 296.63 £18.90  616.62£27.00 139.34+14.80 126.60 £ 13.90

4.6.5 Validation with Pseudo-experiments

In order to validate the stability of the simultaneous fit for the LF'U observables and check
for possible biases, a large number of pseudo-experiments are performed. The result of
the converged fit to the nominal dataset is used to generate pseudo-datasets, where the
yields of the separate fit components are varied according to a Poisson distribution.
Subsequently, these datasets are fitted with the nominal fit model and minimisation
strategy. A fit to a pseudo-dataset is classified as ’failed’; if the minimisation did not
converge allowing to calculate the failure rate, which is a good indicator of the fit stability.
The failure rate of the fit is found to be at about 7%, which is at an acceptable level
considering the low statistics in the rare electron modes and the high complexity of the
fit. Results from failed pseudo-experiments are excluded in the following studies.

The so-called ’pull’ of all fit components is calculated, which is defined as the difference
between the converged value of the pseudo-experiment from the generated value devided
by the uncertainty of the fitted parameter. Combining the pulls of all pseudo-experiments
allows to study the pull distribution. For an unbiased fit with correctly estimated uncer-
tainties, this distributions is described by a Gaussian function centered at zero and with
a width of unity. The pull distributions of the LFU ratio values are given in Fig. 4.47,
while the results for other fit components such as yields of the various backgrounds are
given in Ref. [93].

The results of the pull distributions show a good agreement of the pull width with unity,
which confirms the coverage of the fit uncertainties. However, especially in low ¢ a
small bias (O(0.2 0 (stat.))) on the LFU central values is present, which originates from
the correlation of signal yields and combinatorial background in rare electron modes.
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Figure 4.47.: Pull distributions of Rx (top) and Rg-o (bottom) in low (left)
and central (right) ¢? calculated from 1000 pseudo-experiments.
A Gaussian function is fitted to the distribution and the resulting
values of mean and width are given in the plots.

After the post-unblinding studies discussed in Sec. 4.10.1 are concluded, the individual
results of the four LFU ratios will be corrected for the observed bias on the central value.

The final compatibility with the SM expectation is evaluated with pseudo-experiments
(see Sec. 4.10.2) which correctly account for the observed biases and the non-Gaussian

behaviour of the likelihood (see Sec. 4.10).

4.7 Systematic Uncertainties

Several sources of systematic uncertainties are introduced by the chosen methods and

strategies used throughout the analysis. They can be divided into systematic uncertain-
ties related to the efficiency calculation of rare and resonant modes and those associated
with the simultaneous fit to the mass distributions.
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4.7.1 Efficiency Calculation

The systematic uncertainties from the efficiency determination can be further divided
into a statistical component from the limited size of the simulated samples used to de-
termine the efficiencies and a component associated to chosen methods used during the
generation and calibration of the simulation. The statistical component is calculated
with the bootstrapping technique described in Sec. 4.5.3 and is thus already covered by
the Gaussian-constraints on the efficiencies that are used in the direct fits for the LFU
ratios. The methodological component is calculated by varying the assumptions made
in the efficiency calculation and measuring the impact on the double ratios. However,
due to the chosen approach of using the MC calibration calculated on B? samples to
correct the efficiencies of BT modes (and vice versa), a statistical independence of the
efficiencies from the fitted yield of the control mode is achieved. Thus, only the pure
efficiency ratios need to be considered when calculating the systematic uncertainties.
Separate uncertainties are calculated for the four LF'U bins, the three run periods as well
as for both LO trigger categories. The covariances between these individual values are
calculated with Eq. 4.5.3 yielding a 24 x 24 matrix for each systematic uncertainty. In
the end, the sum over all covariance matrices yields the final matrix that is used in the
mass fit.

In the following, the considered sources of systematic uncertainties for the efficiency
determination are introduced and the strategies used to calculate their sizes is outlined;
the more detail on the technical aspects of the procedures are given in Ref. [93]. The
absolute size of each systematic as well as the total uncertainty on each LFU observable
is given in Tab. 4.26.

Decay Model

The default model for both simulated Bt — KT¢*t¢~ and B®— K*0¢* ¢~ decays is the
BTOSLLBALL 6 model [86], which uses the form factor calculations from Ref. [96] for B
decays and from Ref. [97] for BY. Alternative form factors from Ref. [115] and Ref. [116]
are used to evaluate the impact of the used decay model on the efficiencies. The choice
of form factors impacts the distribution of both ¢ and the angles between final state
particles. The nominal simulated samples are reweighted in these quantities to match
the distribution of the alternative models. The efficiencies are recalculated using these
weights and the systematic uncertainty is derived from the difference to the nominal
efficiencies. For BT modes this source of uncertainty is insignificant, while it represents
one of the largest systematics for B® modes and is at the level of 12 % of the statistical
uncertainty.

PID Calibration

Several uncertainties arise from the PID calibration procedure, which is described in
Sec. 4.4.1:
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e Statistics: The uncertainty from the limited size of the data calibration samples
is determined via the bootstrapping technique.

¢ Binning: The maps used to correct the PID response are calculated using a certain
binning scheme in bins of the particle’s momentum and pseudorapidity as well as
of nTracks. Alternative schemes are used to reevaluate the PID calibration and
efficiencies to extract an uncertainty.

e Factorisation: In the calibration process, the efficiencies of the PID cuts are eval-
uated separately for each particle species and the total efficiency is given by the
product. This assumes that the efficiencies are uncorrelated between the individual
final state particles. However, as mentioned in Sec. 4.4.1, there is a non negligi-
ble correlation between two final state electrons that are close in the ECAL. As
mentioned before, two strategies are applied to reduce this effect, nonetheless a
systematic uncertainty is assigned to cover residual biases. To this end, the 'true’
PID defined as

N (All PID cuts)
“PID = N (total)

true

and the factorised PID as used in the nominal approach

_ 17 N(p PID cut)
PID = 1;[ N (total)

are calculated on uncorrected simulated samples, where in the second formula the
product of all final state particles p is used. The relative difference between these
approaches is used to estimate the factorisation bias. This strategy slightly over-
estimates the factorisation bias by design, because it also calculates a bias from
kinematic correlations between the final state particles that are actually properly
accounted for by the applied parameterisation in pt and n. Still, this uncertainty is
small compared to the total systematic, as can be seen in Tab. 4.26. The combined
PID related systematic is less than 6 % of the statistical uncertainty in all cases.

Kinematic and Multiplicity

The data and MC differences of the B kinematics and event multiplicity are corrected
with a reweighting method based on samples of the muon resonant channels selected with
the inclusive LOMuon trigger line (see Sec. 4.4.3). To evaluate the systematic uncertainty
coming from the choice of this calibration sample, the inclusive LOI trigger category is
used instead and new efficiencies based on the alternative set of weights are calculated.
Moreover, a systematic uncertainty on the chosen multiplicity variable (nTracks) used
to perform the reweighting is calculated by redoing the reweighting with the number of
reconstructed tracks in the VELO (nVeloTracks). The resulting systematic is about
5-8 % relative to the statistical uncertainty, where the largest part originates from the
multiplicity related uncertainty.
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Trigger Calibration

Several uncertainties arise from the L0 and HLT trigger calibration procedure, which are
described in Secs. 4.4.4 and 4.4.5, respectively:

e Binning: Similarly to the PID corrections, also the trigger calibration depends
on the binning used for the maps and a systematic uncertainty is calculated in a
analogous way.

e Factorisation: Another similarity to the PID calibration arises from the assump-
tion that the trigger response of the final state particles is uncorrelated. Since the
LOL category is defined via the logical 'OR’ condition between the trigger responses
of the two signal leptons, it is possible that a correlation between the individual trig-
ger responses is introduced. A systematic uncertainty is calculated by reparameter-
ising the correction maps of the LOE category with max(EECAL (), ERCAL (e7))
to extract the efficiency of the dielectron system directly. This effect is found to
be negligible for the LOMuon category so that no uncertainty is assigned for dimuon
modes.

e LOI: The correction maps between the muon and electron LOI category are found
to be compatible motivating to port this correction from the muon to the electron
mode in order to benefit from the higher statistics. A systematic uncertainty is
assigned, by using the electron maps for all electron channels and reevaluating the
efficiencies.

e HLT parameterisation: The baseline variable used to parameterise the HLT
correction maps is nTracks. To assess a systematic uncertainty, the corrections are
reevaluated using pr(B) instead.

The combined systematic of the trigger calibration is of subordinate size compared to
other systematic uncertainties and at the level of 2-4 % of the statistical uncertainty.

Smearing of the g? System

Differences between data and MC in the resolution of the electron ¢? distribution are
corrected with a smearing method based on fits to the m(eTe™) system as discussed in
Sec. 4.4.7. Several systematic uncertainties are calculated on the used procedure:

o Fit model: An alternative fit model is used to describe the m(ete™) distribution
on both data and simulation.

e Selection: A tight cut on the reconstructed B mass with a J/i mass constraint
is used to reduce the background level on data. To assess a systematic uncertainty,
the chosen cut window is varied in order to study the dependence on the background
level.

e LO categories: In the nominal approach, the resulting smearing parameters are
combined between the two LO trigger categories. An uncertainty is assigned by
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using the individual values to extract the efficiency correction separately for LOI
and LOL.

These variations yield new values for the smearing parameters oyc and unc, which are
used to reevaluate the efficiencies. This systematic is rather small with a size of 3-5%
of the statistical uncertainty.

HOP Selection

The HOP mass veto is only applied to the rare electron mode, which is why a bias from
potential data and MC differences does not cancel in the ratios. Thus, a systematic
uncertainty is assigned by calculating the difference on the double ratio when the HOP
cut is applied to the electron J/v mode as well. The resulting uncertainty has a size of
4-6 % of the statistical uncertainty.

Stability of LFU Ratios

Residual differences between data and MC in both rare and resonant modes can lead
to a non-flatness of the observed ratio, i.e. a trend of the ratio when calculated as a
function of a variable such as the transverse momentum of the B meson. For the J/v
modes, the flatness of /% is tested by evaluating the ratio in equi-populated bins of
many key variables. For example, this is shown for RUN 2P2 samples in App. E before
and after applying the calibration to simulation. The result of this check shows that
the flatness is greatly improved after applying the correction chain, however residual
differences, especially in some multiplicity observables, remain. If the rare mode shows
a similar trend to the resonant mode, the bias from this non-flatness will cancel in the
double ratios. In order to assign a systematic uncertainty, it is therefore necessary to
determine the bias from the non-flatness on the double ratio itself. Due to their low
statistics, it is not feasible to study the rare mode yields split into bins, which is why the
so-called flatness parameter dy is calculated:

n i % n g n 1 7 n i
i Csignal,pu” yu . El €I/ ZZ €signal,e ’ ye ) El €I e

% 6signal,u Zl NM 7 Esignal,e ZZ N6

dy = -1, (4.29)

where n is ‘the number of bins, eii gnal, g/ A€ the efﬁcigncies of rare and resonant mode
in bin 4, N; are the resonant mode yields in bin ¢ and ) refers to the efficiency corrected
resonant yield in bin i (Y} = Ni/e,, ). Essentially, the dy parameter describes an
artificial double ratio, where the rare mode yields are substituted by the resonant yields
scaled by the efficiency ratio of rare and resonant mode. This parameter is calculated
for each studied variable and the one yielding the largest values is used as a systematic
uncertainty. Appendix F shows the values of dy for several key variables. For most LEU
ratios this uncertainty represents the largest systematic related to efficiencies. The size
corresponds to about 24 % of the statistical uncertainty for the Rp0 measurement in
low ¢2, while it is at the order of 10 % for the other ratios.
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4.7. Systematic Uncertainties

4.7.2 Simultaneous Fit

In the case of systematic uncertainties related the fit model of the rare modes, an ap-
proach based on pseudo-experiments (as introduced in Sec. 4.6.5) is used. To this end,
each pseudo-experiment is fitted twice, once with the nominal fit model and once with
an alternative model used to evaluate the given systematic uncertainty. The difference of
the studied LFU ratio between the alternative (R%') and the nominal (R%™) fit model
is fitted with a Gaussian function as shown in Fig. 4.48. The systematic uncertainty is
derived from the values of mean and width of the Gaussian.
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Figure 4.48.: Example plot of the LF'U ratio difference from pseudo-experiments
fitted with the nominal and an alternative model.

Similarly to the efficiency related systematic uncertainties, a separate evaluation of the
uncertainty for each LFU bin, run period and LO category is performed. However, since
the uncertainties are derived from the same simultaneous fit, possible correlations be-
tween them are properly accounted for. In the following the considered sources of sys-
tematic uncertainties related to the simultaneous fit are introduced.

Fixed Parameters

Various parameters are fixed, rather than constrained, in the simultaneous fit. In order
to compute an uncertainty, the pseudo-experiments are fitted with a fit model, where
these parameters are shifted by their uncertainties in both directions (+1 ). The largest
contribution to this systematic is due to the parameters of the turn-on function used to
describe the combinatorial background in rare electron modes. Because of the low statis-
tics in the SS data samples used to fit the turn-on shape (see Sec. 4.6.2), the uncertainty
of these parameters is rather large. For the low ¢?> LFU ratios the limited knowledge of
these parameters and the resulting differences of the combinatorial shape represent the
dominant source of systematic uncertainty and is 27 % (25 %) of the statistical uncer-
tainty for Rx (Rg+0). This contribution is less important for central ¢ with 5% for R
and 9% for Ry+o.
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Next, the fractions of the relative yields between the three separate bremsstrahlung
categories used to model the signal shape of electron modes are investigated. These
fractions are taken from simulation and are fixed in the data fit. A systematic uncertainty
is assigned, by varying the relative fractions by +1% in the final signal model for all
electron modes, which covers well the observed differences of these parameters between
data and simulated samples of the J/v resonant modes. The size of this contribution is
below 4 % of the statistical uncertainty for all LFU ratios.

Lastly, the yields of the partially reconstructed backgrounds in B™ — K Tete™ modes are
constrained to the signal yield of the B — K*%ete™ mode using the strategy described
in Sec. 4.6.4. Various parameters enter into the calculation for these constraints such
as the isospin branching fraction factor fis, and the branching fractions of the S-wave
component. The parameters are varied by a conservative uncertainty (up to +50 %) and
the constraint is recalculated and used in pseudo-experiments. This source of system-
atic uncertainty makes a rather small contribution of about 1——2% of the statistical
uncertainty for all LFU ratios.

In total, the resulting systematic due to fixed parameters is at the level of 25-27 % and
6-9 % of the statistical uncertainty for the ratios in low and central ¢2, respectively.

Physical Backgrounds

Another uncertainty arises from the modelling and constraining of the partially recon-
structed backgrounds in fits to the rare electron channels. For B modes, this background
type is modelled with simulated samples of BT — K7 n~eTe™ decays, where a phase-
space model is used to generate the hadronic system. These samples are reweighted to
match the resonant structures observed in data (see Sec. 4.2.4). A systematic uncer-
tainty is derived, by modelling this background component in pseudo-experiments with
a mixture of simulated samples from K;” and K3 resonant decays that are generated
with a full amplitude model.

The parameters that enter the constraint of the partially reconstructed backgrounds in
Bt — Ktete™ modes (that were already considered for the systematic uncertainty due
to fixed fit parameters) can also affect the mass shape of this background component. The
parameters are varied by £1 o of their associated uncertainties yielding an alternative fit
model which is used in pseudo-experiments.

Since the yield of the partially reconstructed background is floating freely in B? —
K*%*e™ modes, a change of the mass shape of the background component has a bigger
impact on the fit with respect to B™ modes. Consequently, the systematic uncertainty
is larger for Ry« observables with a size of 16 % for low and 8 % for central ¢, while for
Ry ratios this source of systematic is less important and does not exceed 6 %.
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4.7. Systematic Uncertainties

Fit to the Jh» Modes

Also in the J/1 mode, the signal shape as well as the composition and modelling of
backgrounds is not described perfectly. Here, the largest uncertainty is introduced by
"charmonium’ partially reconstructed backgrounds (as defined in Sec. 4.6.3) in the elec-
tron modes. Because of the high statistics of the J/1 mode, even systematic uncertainties
below the percent level can make a significant contribution to the total uncertainty bud-
get.

The systematic uncertainty related to the fit of the J/1 resonant modes is not computed
via pseudo-experiments. Instead, the following four different fit setups are studied and
evaluated:

1. The nominal J/1 mode fits used to normalise the LFU ratios as described in
Sec. 4.6.

2. The fits to the invariant B mass with a mass constraint of the dilepton system to
the J/1) meson mass that are used for the /¥ and R¥(25) cross-checks. These fits
are given in App. D.

3. Another fit to the unconstrained B mass is performed, where the partially recon-
structed backgrounds are suppressed by requiring an additional cut on the J/1
constrained B mass (m”¥ (B) > 5200 MeV).

4. The J/v mass-constrained B system is fitted in a wider mass range in the electron
modes (4650-6200 MeV) in order to further test the modelling of the partially
reconstructed backgrounds.

For the last two setups, the yields resulting from the fits are given in App. D. The dif-
ference of the /¥ values between the nominal unconstrained (setup 1) and constrained
(setup 2) fits is calculated. Both the modelling of the signal shapes and the correlation
of the signal component to the various backgrounds that are modelled in the fits behave
very differently in the two setups, since the mass constraint applied in setup 2 greatly
improves the mass resolution, especially for electron modes. Thus, the difference between
setups 1 and 2 is a good measure for the uncertainty on the signal shape and the inter-
play with background components. Further, the difference between the two alternative
setups (3 and 4) is computed to account for the mismodelling of partially reconstructed
backgrounds. These two differences are added in quadrature yielding the final systematic
uncertainty assigned to the fit of the J/1) modes. The resulting systematic is at the level
of 5-9% of the statistical uncertainty for all LFU ratios.

Residual Backgrounds

Lastly, a systematic uncertainty is assigned to residual backgrounds in fits to the rare
electron modes originating from decays such as Bt — K7 t7~ and B — K*0rt 7~ for
BT and B channels, respectively. Since a double misidentification (7 — ) is required
to reconstruct these modes as signal candidates, this source of background is strongly
suppressed by the PID requirements. Nonetheless, a significant contamination from these

119



4. Test of Lepton Universality with b— s ¢*T¢~ Transitions

modes can occur due to their large branching ratios compared to the signal channels. The
level of contamination is determined in a data-driven way: The mass hypothesis of a pion
is assigned to both electrons of the signal candidates, which yields a mass system in which
these background modes peak at the B mass. Further, the PID selection criteria on the
electrons are inverted to increase the statistics of this background source. The resulting
dataset is fitted in order to compute the yield of this background. Finally, these yields
are corrected for the misidentification rate given the full nominal PID selection, which is
extracted from calibration samples. This systematic is one of the dominant sources for
the Rx measurement in low ¢ with a size of 21 % of the statistical uncertainty. For the
other ratios it is of moderate size with 6-11 %.

However, tests performed post-unblinding have shown that these modes might have been
underestimated and may lead to noticeable contamination in the data samples after the
full selection. This cross-check as well as the studies that are currently performed are
detailed in Sec. 4.10.1.

4.7.3 Results

The resulting central values for all sources of systematic uncertainty are quoted in
Tab. 4.26, while the full correlation matrices are given in Ref. [93].

In order to calculate the impact of the systematic uncertainties on the final measurements,
the combined covariance matrix, resulting from the sum over all individual sources, is
used in the simultaneous mass fit. This is achieved by adding another factor to the
double ratio defined in Eq. 4.6, which is implemented as a 24 x 24 dimensional Gaussian-
constraint of unity mean and the width is given by the covariance matrix of the total
systematic uncertainty.
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Table 4.26.: Results for the individual sources of systematic uncertainties on

the Rx and Ry-o ratios in the low and central ¢2. The values are

derived from the weighted averages of central values from all run

periods and L0 trigger categories (ignoring correlations). The total

uncertainty follows from the quadratic sum over all sources in a

given ¢? bin. For comparison, the statistical uncertainties from the

invariant mass fit is given in the last row. All values are given in

percent relative to the measured central value.

Relative systematic uncertainty [%]

Source Ry low ¢> Ry central ¢> Ry low ¢ Ry central ¢?
Decay model 0.09 0.08 0.83 0.76
Particle identification 0.17 0.22 0.10 0.12
Kinematics and multiplicity 0.35 0.26 0.57 0.52
Trigger 0.27 0.16 0.26 0.13
¢? smearing 0.30 0.19 0.28 0.31
HOP selection 0.25 0.24 0.33 0.33
Stability of double ratios 0.78 0.38 1.79 0.47
Fixed fit parameters 1.87 0.24 1.88 0.60
Physical backgrounds 0.24 0.20 1.24 0.51
J/v fit model 0.35 0.35 0.40 0.40
Residual backgrounds 1.50 0.30 0.80 0.40
Total syst. uncertainty 2.63 0.83 3.22 1.57
Total stat. uncertainty 6.99 3.88 7.53 6.22

4.8 Cross-checks

This section describes the various cross-checks that are performed to test both efficiencies
and their calibration as well as the invariant mass fits used to extract the signal yields.
First, the integrated /% and R¥(25) ratios are discussed. Next, scans of the logarithmic
likelihood are performed for both single and double ratio cross-checks including the full
set of systematic uncertainties from Sec. 4.7. Additionally, the 77/ ratios are calculated

differentially in bins of various key variables in App. E. Lastly, in App. G the RY

(25)

ratio is fitted using a wider range for the ¢> window in the ¥(25)(e*e™) channel.
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4.8.1 M and R¥(25) Ratios

Two of the most important cross-checks of the analysis are the 7//¥ single and the R¥(25)
double ratios defined in Eq. 4.3 and Eq. 4.7, respectively. Both are determined from a
simultaneous fit to the J/¢ and 1(2S) resonant modes that is described in App. D. Since
the r//% ratios are defined as single ratios, there is no cancellation of systematic uncer-
tainties from the analysis procedure related to a specific lepton species. For this reason,
systematic uncertainties will have a larger impact on these ratios. Further, possible bi-
ases that cancel in double ratios persist in the 7//¥ test and can lead to a deviation from
unity making this a very stringent cross-check for both efficiencies and their calibration
as well as for the J/4) mass fits. The R¥(2%) ratios are a very useful tool to test the double
ratio approach and to verify the cancellation of systematic uncertainties. Additionally,
this cross-check is used to test the portability of the MC corrections, that are extracted
from calibration samples of the J/i resonant modes, to other regions of ¢.

The systematic uncertainties, that are discussed in Sec. 4.7, are not included in this
section but will enter in the next section. Here, only the statistical uncertainties on
the yields from the invariant mass fits and those which follow from the bootstrapping
method are considered. The values for both /¥ and R¥(25) and their uncertainties are
given in Tab. 4.27. Even without including the systematic uncertainties, a good agree-
ment with unity is visible throughout all run periods and trigger categories. Comparing
the three types of uncertainties, the expected behaviour is present: The r//% single ratio
is dominated by the bootstrapping uncertainty from the simulation calibration, while
this uncertainty nicely cancels in the double ratio. Because of the much smaller branch-
ing ratio of the 1 (2S) resonant channels with respect to J/i, the uncertainty on the
R¥(29) ratio is dominated by the yields of the 1(25) modes.

In Figs. 4.49 and 4.50, the ratios are shown for each consecutive step of the simulation
calibration procedure to demonstrate the impact of the efficiency corrections. The clear
trend of the /¥ single ratios is driven by the large impact of the calibration chain
on electron efficiencies. Since such inaccuracies do not cancel in the single ratio, the
good agreement of the final value with the theory prediction of unity is a very powerful
indicator of the control over the efficiencies in this analysis. In contrast, the R¥(25)
ratios show a nearly constant behaviour, which demonstrates the cancellation of biases
as well as the robustness of the double ratios. Further, the good portability between
the MC corrections obtained from BT and B calibration samples is underlined by the
compatibility of the results when interchanging the w(B™) and w(B°) correction chains
as shown in the plots.

4.8.2 M and RY(25) with Systematic Uncertainties

In this section, the full set of systematic uncertainties are used in the simultaneous fit (as
described in Sec. 4.7) for the ratios of the resonant modes. In this section, the results of
r//¥ are extracted from a fit to the J/1) modes only. This allows to use a dedicated set of
systematic uncertainties, that are evaluated on the single ratio only. Consequently, these
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Table 4.27.: Values of the r/% and R¥(25) ratios after applying the full MC
calibration. The baseline correction chain is applied i.e. w(B°) for
BT modes and w(B™) for B® modes. The three uncertainties (from
left to right) are defined as: statistical on the yields from the mass
fits; statistical on efficiencies from the finite MC sample sizes; the

bootstrapping uncertainty from the simulation calibrations.

Category 7“‘]](/7’/) 7’}](/1%

Run1 LOI 1.043 £0.005 + 0.003 £0.028 1.027 £0.010 + 0.004 £ 0.016
Run1 LOL 1.054 £0.004 +0.002 £ 0.025 1.033 £ 0.008 & 0.003 £ 0.018
Run2pr1 LOI  1.025+0.004 £0.002 +0.019 0.986 + 0.008 £ 0.004 + 0.010
Run2pr1 LOL 1.050 +0.004 £0.002 +0.012  1.022 £ 0.007 £ 0.004 + 0.010
Run2p2 LOI  1.002 4 0.003 £0.003 +0.012  0.991 4 0.006 £ 0.004 £ 0.007
Run2pP2 LOL  0.992 +0.003 £ 0.002 + 0.008  1.008 = 0.005 £ 0.004 = 0.006

R%@S) R%(EOS)

Run1 LoI 0.997 +0.021 £ 0.005 + 0.002  1.051 + 0.045 £ 0.009 & 0.001
Run 1 LOL 0.981 +0.016 £ 0.004 +0.003  0.987 + 0.033 £ 0.007 + 0.003
Run2pr1 LOI  0.949+0.017 £0.004 +0.001  1.032 + 0.039 £ 0.008 + 0.003
Run2p1 LOL 0.987 4+ 0.014 £ 0.003 +0.003  0.990 % 0.029 £ 0.006 £ 0.004
Run2pP2 LOI  0.996 +0.013 £0.004 +0.001  0.957 4 0.025 £ 0.006 £ 0.001
Run2pP2 LOL 1.000 #0.010 £0.003 +0.002  1.057 = 0.023 £ 0.006 % 0.002

uncertainties are expected to be significantly larger compared to those used in the fit for
RY(2S ), since there is no cancellation in a double ratio. The full covariance matrices from
systematic uncertainties used in these fits are given in Ref. [93]. A simultaneous fit to
the full dataset of both Bt and B channels is performed and one- and two-dimensional
profiles of the likelihood are calculated. The result for both r”/% and R¥(25) are shown in
Figs. 4.51 and 4.52, respectively, and are both compatible with unity well within the 2¢
area. The final values for the single ratios are r‘[](/w = 1.042 +0.025 and r‘[](/% =1.022 +

0.024 and for the double ratios R%QS) = 0.989 4+ 0.008 and Rﬁ(fos) = 1.014+0.014, where
the uncertainties include both statistical and systematic uncertainties.

The asymmetric behaviour of the two-dimensional likelihood contours shows that the /¥
values between Bt and B? modes are clearly correlated. The correlations originate from
the systematic uncertainties that dominate the single ratios. As expected, the R¥(25)
scans are very symmetrical, since these ratios are driven by statistical uncertainties and
the main part of systematic uncertainties cancels in the double ratio.
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Figure 4.49.: Evolution of the /¥ single and the R¥(25) double ratios of Bt

modes with each step of the MC calibration chain as indicated
by the z-axis. The left (right) plots show the LOI (LOL) trigger
category and the three run periods are shown from top to bottom.
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Figure 4.50.: Evolution of the 7% single and the R¥(2%) double ratios of B°
modes with each step of the MC calibration chain as indicated
by the z-axis. The left (right) plots show the LOI (LOL) trigger
category and the three run periods are shown from top to bottom.
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channels to the full 9fb~! dataset including the complete set
The left (right) plot shows a one-
dimensional scan over the logarithmic likelihood for the B* (B?)
modes. The bottom plot shows the two-dimensional scan with the

of systematic uncertainties.

1 and 2 o contours.
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4.9 Unblinding

The final unblinding of the LF'U observables was dependent on successfully passing several
checks. These pre-unblinding checks were established together with the review committee
of this analysis and are as follows:

1. The agreement of each LFU observable across the individual run periods and trigger
categories is evaluated in a blinded manner in order to test the self-consistency of
the analysis.

2. Measurement of the branching ratios of the rare muon channels in RUN 1 and RUN 2
and comparison with the published values.

3. Measurement of Ry (for central ¢? only) and comparison with the value published
in Ref. [13].

When comparing to other analyses, the presented analysis is referred to as ’Rx’. In the
following, the passing criteria and results of these checks are documented.

4.9.1 Self-Consistency

The consistency of the LFU ratios across the three run periods and two L0 trigger cat-
egories is evaluated by comparing the difference of the logarithmic likelihood (Alog(L))
of the simultaneous fit to the full 9fb~! dataset between the following two setups:

1. Nominal: The nominal setup of the simultaneous fit is used to fit a single Rx and
Ry¢+o0 value in both low and central ¢2. Together with the two values for r//¥ (one
for BT and one for B® modes) this yields a total amount of 6 ratio parameters in
the fit.

2. Splitted: A similar setup is used allowing to fit a separate ratio value for each run
period and trigger category. Thus, a total of 24 double ratio (4 LFU bins fitted on
6 separate datasets) and 12 single ratio (2 /% values fitted on 6 separate datasets)
parameters are minimised in the fit.

The result of the fit to data with the nominal setup is used to generate pseudo-datasets,
which are subsequently fitted with both the nominal and splitted setup. The likelihood
difference |log(Lsplitted) — 10g(LNominal)| is calculated for each pseudo-experiment. The
resulting distribution of this test statistic represents a good proxy for the expected de-
viation due to statistical effects. The self-consistency test is classified as passed, if the
likelihood difference observed from the fits to data is within the 2.5¢ area of the dis-
tribution from pseudo-experiments. The result is given in Fig. 4.53 showing that about
13 % of pseudo-experiments yield a larger deviation than the data fits so that the 2.50
criterion is met comfortably. The distribution of the pseudo-experiments is also rather
well described by a x? distribution for ndf = 30, which equals the difference of degrees
of freedom between the two fit setups. The observable departure from the expected
distribution is manly driven by the low statistics in the rare electron modes.

128



4.9. Unblinding

1 .
0.05 i LHCb unofficial
| ---- Data Value
£ 004F i B Toys
= : x° with ndf=30
.03 :
g ! Nioys > data = 13.23%
+—
5 0.2 E NMoys : 922
: |
1

20 40 60 80 100 o0 10
2. | 1Og(LSplitted) - IOg(LMerged)l

Figure 4.53.: Logarithmic likelihood difference between the two fit setups used
to evaluate the self-consistency of the measured ratios between the
various run periods and trigger categories. The distribution from
pseudo-experiments is shown in blue, while the result from the fits
to nominal data is indicated in gray.

4.9.2 Muon Branching Ratios

The branching ratios of the rare muon channels B* — K+ u*u~ and B — K*0u*tp~ are
compared to the published values from LHCb analyses on RUN 1 data given in Refs. [35]
and [34], respectively. The comparison is performed in both the low and central ¢
region, where the low ¢? range is changed to 0.1-0.98 GeV?/¢* in order to align with the
published analyses. Following the same strategy that is used in these analyses, the rare
mode differential branching ratios (dBrare/dg?) averaged over a ¢? bin of width ¢2,. — ¢2;,
are calculated by normalising to the respective J/1) resonant channel, so that the final
values are computed as

dBrare _ -/\[rare . EJhp . BJ/dJ
dq2 NJ/q/; Erare Q?nax_qgnin

)

where the same values for the branching ratios of the resonant modes (B, ) are used
as in the quoted analyses. For the BY mode another factor enters into this equation,
namely 1—Fi*¢/1 - ¥ which subtracts the S-wave (K7 non-resonant) component Fj
to measure the branching ratio of the P-wave (K*0 resonant) component only. The values
for F, are taken from Ref. [34].

The muon branching ratio check is performed in four stages that were executed subse-
quently:

1. Comparison of the measured muon branching ratios from the RUN1 and RUN 2
results of this analysis to validate the self-consistency.

2. Comparison of the RUN 2 result of this analysis with the published values.

3. Comparison of the RUN 1 result of this analysis with the published values.
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4. Test of Lepton Universality with b— s ¢*T¢~ Transitions

4. Comparison of the combined result of this analysis with the published values.

Each check is considered passed, if no measured deviation exceeds the 3 ¢ threshold in all
four studied ¢? bins. The systematic uncertainties discussed in Sec. 4.7 are not considered
in these comparisons. For the third stage, the overlap of the datasets used in this and
the published analyses need to be considered, since both are performed on the LHCb
RUN 1 dataset. Due to the different selection strategy between the analyses, the datasets
are not identical. The amount of events selected in this analysis that are shared with the
published analyses is found to be at the level of 60 % for both BT and B° modes.

The result of all four comparisons in all four studied ¢? regions are given in Fig. 4.54. The
figure shows that no result exceeds the 3 o criteria so that the muon branching ratio test
is considered as successful. However, a relatively high tension is found between the RUN 1
results of BT — KTt u~ in central ¢?. Further investigations were performed to study
this difference in more detail and no pathological problems were found. The tension is
attributed partly to a fluctuation and to systematic differences of the analysis strategies,
which are not accounted for in this cross-check. Detailed studies on the systematic
differences have shown a reduced tension when aligning the approaches between the two
analyses (see Ref. [93]).

4.9.3 Ry in Central ¢?

The last check performed prior to the full unblinding of the analysis is the comparison
of Rk in central ¢> with the published result from the LHCb analysis of the full 9fb~!
dataset given in Ref. [13]. Deviations from the published result can originate from dif-
ferences in the calibration and calculation of efficiencies, the setup used for the invariant
mass fits as well as different selections leading to a finite overlap of the fitted data sam-
ples. The chief distinction between the analyses is the much tighter selection applied to
the rare electron mode in the analysis presented in this thesis. This leads to a signifi-
cantly higher signal purity and control over the residual backgrounds allowing to fit the
Bt — KTe'e™ channel in a wider range of the reconstructed B mass (46006200 MeV
in Ry vs. 4880-6200 MeV).

First, a rough calculation of the compatibility for the Rx values in central ¢ between
the Rx and the published analysis is presented. Here, only statistical deviations from
the rare electron mode are considered, which is the dominant source of uncertainty for
the Ry measurement. Since both analyses exploit the same LHCb data sample, the
overlap of the electron data sample after full selection must be taken into account. After
analysing the datasets of both analyses it is found that about 75% of the events in
the Rx sample are shared with the published analysis, while about 60 % of the events
from the published analysis are also included in the Rx sample. The allowed statistical
deviation between the two analyses can be estimated with

Oaey) = [(1=fy) o2+ (1- 1) -02] (4.30)

where f; = Nshared/Nyora1 18 the ratio of shared over total events with 4 referring to either
the Rx or the published analysis. Taking the overlap values from above and the statistical
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Rx in Run 1 vs. Rx in Run 2 Rx in Run 2 vs. published analyses
i LHCb ynofficial i i LHCb ynofficial
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BO low | —0.62 B low - —0.53—
BT central 1 ;\—1.29 BT central 1 : ;‘—0-99
Bt low 1 : —0.51 : B low 1 i—1.45——
-4.0 -2.0 0.0 2.0 4.0 -4.0 -2.0 0.0 2.0 4.0
Difference in standard deviations Difference in standard deviations
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Figure 4.54.: Results of the muon branching ratio check in the four separate
stages from left to right and top to bottom. The muon branching
ratios of Bt — K*pu*tp~ and B — K*Ou*u~ in low and central
q* measured in this analysis are compared with the results of the
published Run 1 LHCD analyses.

uncertainties of both analyses (0;), the estimated 1o deviation between them is 3.8 %
(relative to the published value). With the observed difference of the central values the
compatibility between the two analyses is found to be 1.81 0.

Now, a more detailed computation of the 1 o deviation between the analyses is performed.
Again, the allowed statistical deviation of the rare electron mode is considered by cal-
culating the overlap of the data samples between the two analyses and using Eq. 4.30,
where the statistical uncertainties on the yields of the rare electron modes are used as
input for ;. The same approach is used for the statistical deviation of the rare muon
mode. Additionally, the statistical deviation coming from the different levels of signal
purity in the rare electron sample is considered, which strongly affects the sensitivity
to the signal. This component is estimated based on pseudo-experiments, where the
residual background levels of both analyses are emulated to study the impact on the
signal yield uncertainty. Lastly, the systematic uncertainties are added in quadrature,
by conservatively assuming them to be uncorrelated. Combining all sources, the overall
expected 1o deviation is found to be 4.1 % relative to the published value.
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4. Test of Lepton Universality with b— s ¢*T¢~ Transitions

After unblinding the R central ¢ bin in Ry, the compatibility with the published
result is found to be at 1.67 o, which exceeds the passing threshold of 1.5 0. Hence, more
detailed studies are performed. Further investigations have shown, that the difference is
mainly driven by the tighter electron PID selection used in the presented analysis. For
clarity, the different electron PID selections used in the two analyses as well as the tight
PID setup mentioned below are detailed in Tab. 4.28. When aligning the PID selection
to the one used in the published analysis, a nearly perfect agreement between the Ry
central values is found. A possible explanation for the change of Rx when relaxing the
PID criteria is an underestimation of misidentification backgrounds of the type discussed
in Sec. 4.7.2 in the published analysis.

Table 4.28.: Summary of the different electron PID selections used in the pub-
lished Rk central analysis, the Rx analysis and the tight PID setup.
The listed criteria are applied to both electrons of the signal candi-

date.
Setup PID selection
Ry central analysis DLL.r > 3
Rx analysis DLL¢ r > 2 && ProbNN, > 0.2
Tight PID DLL¢ r > 3 && ProbNN, > 0.4

The result of R in central ¢ of the Rx analysis (with the nominal PID selection) was
further cross-checked: The control over efficiency variations between both PID setups is
tested by studying the single r”/% ratio, which is found to be stable in all tested setups.
Additionally, the yields obtained in the fits to the rare electron mode are checked by
fitting in an even wider mass range of 4050-6200 MeV, which further tests the control
over residual backgrounds in the mass fit. Finally, the stability of the PID working
point of the Rx analysis was tested by using an even tighter electron PID selection (see
Tab. 4.28). Both efficiencies and mass yields were reevaluated and a compatible value of
the Ry ratio in central ¢ was found with the baseline result from Rx. After obtaining
satisfying results on all these checks, the decision to proceed to the full unblinding was
formed together with the review committee. More details on the comparison of Ry in
central g2 and the perfomed cross-checks are given in Ref. [93].

4.10 Results

The unblinded results for all four LFU observables from the simultaneous fit to the full
RUN1 and RUN2 9fb~! data sample of LHCb are given in Fig. 4.55. The combined
compatibility with the theory prediction will be evaluated using pseudo-experiments.
Further, an interpretation of the measured ratios in terms of Wilson coefficients will be
presented. Sections 4.10.2 and 4.10.3 describe the strategies that will be used to obtain
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4.10. Results

these results, however the outcome lies beyond the scope of this thesis because of the
on-going studies performed post-unblinding that are subject of the subsequent section.

i 2 _ +0.078+0.005  LHCD unofficial
1.6 Ry low q° = 0.8755070 0 000
2 _ +0.041 0,022 —
1.4 Ry cen q” = 0.904Z50358 00 { SM
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Figure 4.55.: The unblinded results of the four LFU ratios from the simultane-
ous fit to the full RUN 1 and RuN2 9fb~! data sample of LHCb.
The experimental uncertainties resulting from the fit including the
systematic uncertainties discussed in Sec. 4.7 are displayed in black
(the pure statistical uncertainty is displayed by the additional hori-
zontal bar), while the uncertainty including the additional system-
atic due to electron PID instabilities (see Sec. 4.10.1) is shown in
grey. The theory predictions are taken from Refs. [39, 40].

4.10.1 Post-Unblinding Checks

After the full unblinding, the cross-check using the tight PID setup, that is discussed
during the comparison of the Ry central measurement with the published LHCb result
in Sec. 4.9.3, was performed for the other three LFU ratios as well. Unlike for Rg
central, the results of the other ratios are not stable when tightening the PID criteria
but move significantly towards the SM expectation. The value of the results presented in
this thesis is that they are unbiased as they are obtained in a blinded manner. Therefore,
the central values can not be changed after unblinding but systematic uncertainties can
be reevaluated.

To get a first understanding of the origin of these variations with the electron PID se-
lections, contamination from residual misidentification backgrounds have been studied
for analogue reasons as discussed for Ry central in Sec. 4.9.3. For this, all LFU observ-
ables are recalculated using the nominal PID selection but excluding events from the
Brem0 category (as defined in Sec. 4.6.1). The reason behind this test is, that misiden-
tifications involving the final state electrons mostly occur in the BremO category, since
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4. Test of Lepton Universality with b— s ¢*T¢~ Transitions

the addition of bremsstrahlung photons strongly improves the identification of electrons
(see Sec. 3.4.1). The result of all for LFU ratios obtained from the Breml and Brem2
categories only is found to be compatible with the tight PID scenario reinforcing the
hypothesis of residual backgrounds from misidentification. Thus, extensive studies have
been launched to investigate the source and amount of such backgrounds.

So far, decay channels involving a double hadronic to electron misidentification are con-
sidered to explain at least a part of the observed deviations. One of these decays is
the aforementioned BT — K+tn 7~ mode with a double 7 — e misidentification, but
also Bt - KTKTK~ and BT — (D — K7~ )K" decays featuring K — e misiden-
tifications are found to play a role (similar channels are studied for the Ry« modes).
Additionally, modes such as B? — K7~ 70 are investigated, which can be reconstructed
as a BT — KTeTe™ candidate under a single 7 — e misidentification and when the
other electron stems from a photon conversion in interactions with detector material of
one of the photons from the 7% decay. First studies have shown, that these modes have
a peaking structure below the B mass and can enter all regions of ¢? considered in this
analysis.

Currently, various approaches are discussed to estimate the residual contamination from
these hadron to electron misidentification backgrounds after the PID selection of the Rx
analysis. One pursued strategy studies the behaviour of the results when successively
tightening the cut value on the ProbNN, variable starting at the nominal working point
ProbNN, > 0.2 and going up to ProbNN, > 0.6. This scan over ProbNN, cuts shows, that
the R ratio in central ¢? is very robust, while the other three measured LFU ratios
show a clear trend towards higher values between the ProbNN, cut values 0.2 and 0.4. All
four ratios show a stable behaviour above ProbNN, > 0.4. In the context of this thesis,
a systematic uncertainty on the stability of the ratios against changes of the electron
PID working point is estimated by taking the difference of the nominal result and the
saturation value observed in the scan over ProbNN, cut thresholds at values between 0.4
and 0.6. The resulting values are 0.095 and 0.022 for Ry in low and central ¢ as well
as 0.071 and 0.085 for Rp+o0, which are taken as an asymmetric systematic uncertainty
towards higher values. This additional systematic is assigned in this thesis as a very
conservative and preliminary estimate of the observed effect. Currently, a large effort is
made by the LHCDb collaboration to improve the stability of the ratios and reduce the
associated systematic uncertainty. At this point, it is unclear whether changes to the
central values of the unblinded result shown in Fig. 4.55 will be introduced following the
final outcome of these studies. Also the systematic uncertainty assigned to the residual
background level discussed in Sec. 4.7.2 might be part of future changes. While the author
of this thesis is part of the team performing these studies, their outcome is beyond the
scope of this thesis.
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4.10. Results

4.10.2 SM Compatibility

In order to evaluate the overall compatibility of the presented measurement with the
SM expectation, the likelihood ratio between the nominal fit and the SM hypothesis is
calculated. From the nominal fit a likelihood function is constructed

£ = L(R, X|data) (4.31)

with the LFU observables R = {RI2¥, Rlow Regntral pgeentraly and nuisance parameters X
yielding the best estimates for these parameters given the used data. A second max-
imisation of the likelihood is performed setting the R parameters to the SM values. To
compare these two likelihoods their ratio is calculated logarithmically

—2AInL(R|data) = —2|InC(BM, X'|data) — InL(R, X|data) | . (4.32)

To account for the small uncertainty of the SM prediction, the difference to the SM
values, AR = R — R®™, is fitted for, which allows to add the theory uncertainties as

multivariate normal constraints.

Now, the calculation of the p-value for the SM hypothesis is dependent on the —2AInL
distribution. Since it is not guaranteed that the experimental uncertainties are Gaussian
distributed, the p-value is not simply calculated assuming a x? distribution and Wilks
theorem [114]. Indeed, the likelihood scans performed in Sec. 4.6.4 have shown some
deviations from Gaussian behaviour of the LFU ratios caused by the small statistics in
the rare electron modes. Instead, the test statistics of —2AInL is obtained from pseudo-
experiments. These pseudo-experiments are designed to mimic the SM scenario, which is
achieved by generating the rare mode yields as expected from theory. For each pseudo-
experiment, the rare mode yields are obtained from the known decay rates of the J/1
mode and the relative efficiencies of signal and resonant mode. Next, the value of —2AInL
is determined for all pseudo-experiments and the p-value of the SM hypothesis follows
as the fraction of pseudo-experiments producing a larger value than the one obtained
on data. This p-value will be considered as the key result of this analysis, however an
additional interpretation of the measurement in terms of effective couplings is described
in the next section.

4.10.3 Interpretation in Terms of Effective Couplings

The measured LFU observables can be interpreted by employing the framework of an
effective field theory in terms of the b— s u™ = effective couplings, i.e. Wilson coefficients
as described in Sec. 2.4. Since Wilson coefficients are universal for all b — ¢ processes,
they offer a powerful tool to combine the result of the four LFU ratios measured in
this analysis, taking into account the full experimental correlations. Several scenarios
involving one- and two-dimensional variations of the coefficients Cg and Cy¢ are considered
that are currently widely discussed in literature on global fits, e.g. Ref. [95].

A similar approach based on a likelihood ratio test as used for the SM p-value is exploited.
Instead of comparing to the SM values, theory predictions and their uncertainties are
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4. Test of Lepton Universality with b— s ¢*T¢~ Transitions

calculated using the flavio software package [94] depending on the Wilson coefficients
RNP (C;) in various NP scenarios. Scans over the Wilson coefficient space are performed,
where for each point —2AInL is determined using the fitting framework of the Rx anal-
ysis. This way, the full experimental covariance matrix is properly accounted for in the
scans. Figure 4.56 shows some example scans based on a SM like pseudo-experiment.
The scans allow to extract the best fit value of the coefficients as well as the p-value of
the SM hypothesis in each scenario.

— ———— T —~ {3
Q@ LHCb unofficial Q LHCDb unofficial
260r 1 &
= ARe(Co,) = —0.10 ool ARe(Cro) = 0.06
< SM p-value: 0.713 < SM p-value: 0.736
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Figure 4.56.: Example scans over the Wilson coefficients C9 and Ciy based on
a SM like pseudo-experiment. The figure is only included to il-
lustrate the method and does not include information on the final
LFU observables. The confidence level intervals are calculated us-
ing Wilks theorem [114].
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5 Conclusions and Outlook

This thesis presents the first simultaneous measurement of lepton universality in the
observables Ri and Ry+o for both the low and central region of the mass of the dilepton
system squared, ¢>. The full RUN1 and RUN2 dataset of LHCb is exploited, which
corresponds to an integrated luminosity of 9fb~! in total. The simultaneous approach
allows to constrain the background from B? — K*Oete™ decays in the BT — Ktete™
mode, which improves the signal sensitivity. Furthermore, it allows to extract the full
experimental covariance matrix of the four LFU ratios. The latter is vital input when
combining the four measurements in global fits, e.g. interpreting them in an effective
field theory as discussed in Sec. 4.10.3. The presented analysis is a product of a group
effort from several members of the Rare Decays working group of LHCb to which the
author of this thesis has made significant contributions (for details see Chap. 4).

The used selection is optimised for the experimentally challenging electron modes and
applies rather tight criteria in comparison to previous LFU analyses at LHCD, yielding a
high signal purity. In particular, the selection suppresses misidentified backgrounds using
the PID response and mass vetoes and employs criteria against partially reconstructed
and combinatorial backgrounds based on dedicated MVA selections. The high signal
purity allows to perform the simultaneous fit to the reconstructed B mass in a wide range
(46006200 MeV), providing a good handle over the residual background contributions.

The efficiencies are determined with dedicated fully simulated Monte Carlo (MC) sam-
ples of the signal and normalisation modes. A novel strategy to calibrate simulation
is employed and verified by comparing the distribution in various key quantities (e.g.
pr(B)) between data and corrected MC. Moreover, the /¥ single ratio provides a very
stringent cross-check of the calibration method. Also the R¥(25)
erful cross-check designed to test the portability of the efficiency corrections to different
regions of ¢ and to validate the double ratio strategy. To calculate these ratios, a simul-
taneous fit to the J/¢ and 1(2S) resonant modes is performed, where the efficiencies are
included to directly extract the desired ratios. In addition, the systematic uncertainties

double ratio is a pow-

discussed in Sec. 4.7 are included in the fit. The final values of both single and double
ratio cross-checks from the fit to the full dataset are:

B* modes: /¥ =1.04240.025 and RY(%) = 0.989 + 0.008

B® modes: /¥ =1.022+0.024 and RY?%) =1.014+0.014.
The good agreement with unity of these ratios demonstrates the great control over effi-
ciencies in this analysis.

The determination of the four LFU observables follows an analogous approach as used for
r?% and R¥Y(25) and is based on a simultaneous fit to the rare and J/1 resonant modes.
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Using pseudo-experiments, the stability of the simultaneous fit is successfully tested and
the presence of biases is checked for. Table 5.1 gives the values of Rx and Ry in
both ¢? regions and the uncertainties from the simultaneous fit including the systematic
uncertainties discussed in Sec. 4.7. The second uncertainty represents the systematic due
to electron PID instabilities that are introduced in Sec. 4.10.1. Currently, a large effort
is made by the LHCb collaboration to understand the origin of these instabilities and
reduce the preliminary systematic uncertainty that is assigned in this thesis. Without this
additional systematic, this result constitutes the most precise measurement of Ryo in
low and central g2 as well as of Ry in central ¢2, while it represents the first measurement
of Rx in low ¢2. The final compatibility with the SM predictions will be evaluated with
the methods described in Sec.4.10.2 after the studies of electron PID instabilities are
completed.

Table 5.1.: Values of the LFU ratios Rx and Rp+o in both low and central ¢*
measured with a simultaneous fit to the full RUN 1 and Run 2 LHCb
dataset. The first uncertainty is coming from the simultaneous fit
including the systematics from Sec. 4.7, while the second uncertainty
represents the systematic due to electron PID instabilities discussed
in Sec. 4.10.1. For comparison, SM predictions are quoted that are
taken from Refs. [39, 40].

LFU bin Simultaneous fit result SM prediction
Ri low 0.8751 0078 6000 1.00 £ 0.01
R central 0.90410 05876058 1.00 £ 0.01
Ry« low 0.85610 0500000 0.98 +0.01
R0 central 0.95410-687+0-085 1.00 £ 0.01

The measured value of Ry in central ¢? deviates by 1.67 ¢ from the previously published
value by LHCb [13]. Details on the calculation and origin of the observed deviation are
given in Sec. 4.9.3. A graphic comparison of the results from both analyses is given
in Fig. 5.1. The figure also includes the results from the RUN1 Rg+o analysis [11]. It
can be seen, that the resulting values from the presented analysis are closer to the SM
expectation compared to previous LHCb measurements, which can be partly explained by
the cleaner selection working point used in the presented analysis making it less affected
by the electron PID instabilities.

As shown in Tab. 4.26, the systematic due to electron PID instabilities even dominates
over the statistical uncertainty in some LFU bins, which is why the current investiga-
tions are vital to further improve the sensitivity. However, without this systematic the
presented measurement is dominated by the statistical uncertainties, which are driven by
the signal yield of the rare electron modes. Thus, it is crucial to update the analysis with
LHCDb data from future run periods. For example, RUN 3 is scheduled to start in 2022
and is expected to collect a dataset corresponding to an estimated integrated luminosity
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Figure 5.1.: The results of Rx and Ry+o in low and central ¢? regions from the
analysis presented in this thesis (black) compared to previous results
from LHCD (green and blue) and the SM expectation (orange). The
black lines show the quadratic sum of the statistical and systematic
uncertainties, the grey lines indicate the post-unblinding uncertain-
ties from the variations of the electron PID selection. Note that
these systematic uncertainties were not investigated for the previ-
ously published LHCb results.

of 23fb~!. Further, the upgrades to the LHCb detector [117] that are currently installed
as well as new analysis methods will likely also allow to reduce the systematic budget.
Most importantly, starting in RUN 3 the LHCb detector will operate without the LO trig-
ger and fully rely on software triggers. This will enable a much more coherent treatment
of electron and muon final states as well as a more efficient and flexible data-taking.

Also other experiments such as Belle II [118] and CMS [62] are currently collecting
and analysing datasets to provide independent measurements of Rx and Rgso0. Since
they use largely orthogonal setups, these results will be a vital cross-check of the LHCb
measurements. In addition, analyses of different decay modes such as BY — ¢pfT ¢~ (R,)
and BT — Ktatn t{~ (Rnr), which are currently performed at LHCb, will provide
further avenues to test lepton universality.
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A Acronyms

ALICE A Large Ion Collider Experiment
ATLAS A Toroidal LHC ApparatuS

B Branching Ratio

BDT Boosted Decision Tree

BSM Beyond Standard Model

CB Crystal Ball

CERN European Organisation for Nuclear Research
CMS Compact Muon Solenoid

CKM Cabibbo, Kobayashi and Maskawa
DSCB Double-Sided Crystal Ball

DTF DecayTreeFitter

ECAL Electromagnetic Calorimeter
EFT Effective Field Theory

EW Electroweak theory

FCNC Flavor Changing Neutral Currents
FOM Figure Of Merit

FSR Final-State Radiation

GIM Glashow, Iliopoulos and Maiani
HCAL Hadronic Calorimeter

HLT High Level Trigger

IP Impact Parameter

IT Inner Tracker

KDE Kernel Density Estimator

LCSR Light-Cone Sum Rules

LEP Large Electron-Positron Collider
LFU Lepton Flavour Universality

LHC Large Hadron Collider
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A. Acronyms

LHCb Large Hadron Collider beauty
LO Level-0 Hardware Trigger

MC Monte Carlo

MIP Minimum lonising Particle

MS Multiple Scattering

MVA Multivariate Analysis

NP New Physics

OT Outer Tracker

PDF Probability Density Function

PID Particle Identification

PV Primary Vertex

QED Quantum Electrodynamics

QCD Quantum Chromodynamics

RD Rare Decays

RICH Ring Imaging Cherenkov Detectors
ROC Receiver Operating Characteristic
SM Standard Model of Particle Physics
SS Same Sign

ST Silicon Tracker

SV Secondary Vertex

TCK Trigger Configuration Key

TT Tracker Turicensis

VELO Vertex Locator
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B Glossary of Variables

A summary of variables used throughout the analysis is presented. The variables are
introduced using the B* — K™y~ decay as example.

Tracking:
pr(K™)
n(K")
DIRA(B™)

O(K", u")
IP(B")

FD(B™)
X12P(B+)

X%D(BJr)
Xpv, sv(BY)

X%tx(BJr)
X]ZDTF(B+)
GhostProb(K ™)
rpcan(K™)
ypoaL(K™)
decan(e’, 1)

regiongoar, (KT)

Kaon’s transverse momentum with respect to the beam axis

Angle between the track of the kaon and the beam axis

Angle between a line drawn from the PV to the decay vertex of the BT
meson and its vector of momentum

Angle between the kaon and " candidate

Shortest distance between the reconstructed B track and the
associated PV

Distance between the decay vertex of the BT and the associated PV
x? difference of a PV when reconstructed with and without the BT
candidate

(A measure of how likely the track originated from the vertex)

x?2 of the FD

(A measure of how well the SV is separated from the PV)

x? difference between a fit assuming all tracks stem from the PV and
a fit separating the B' candidate to a SV

x2 of the decay vertex fit of the BT candidate

x? of the DecayTreeFitter [99] fit of the B decay chain
Probability for the kaon track of being a fake track from combinations
of random hits in the tracking system

x coordinate of the kaon track extrapolated to the ECAL plane

y coordinate of the kaon track extrapolated to the ECAL plane
Distance between the two muon tracks extrapolated to the ECAL
plane

ECAL region hit by the kaon. Assigned value: Outer=0, middle=1,

inner=2, out of acceptance<0
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PID:
DLy (1")

ProbNNx(u™)

isMuon(u™)

inAccMuon(u™)
hasMuon (™)
hasCalo(u™)
hasRICH(u™)

Global event:
nTracks
nVeloTracks
nSPDHits
nPVs

Isolation:

mvtx,iso <B+ )

X%/tx,iso (B+)

MULTcone,iso (K+ )

PTcone,iso (K+ )

ITcone,iso (K+ )
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Log-likelihood difference between the mass hypotheses x = K, p, u, €
and the pion hypothesis for the muon candidate based on inputs from
the RICH and calorimeter subdetectors

Probability for the muon candidate of being a particle of type

x =, K, p, i, e based on information from the full LHCb detector
Candidate is compatible with being a muon based muon station and
calorimeter information

Muon candidate track falls into the acceptance of the muon stations
Muon candidate has information from the muon stations assigned
Muon candidate has information from the calorimeter system assigned

Muon candidate has information from the RICH assigned

Number of reconstructed tracks
Number of VELO tracks
Number of hits recorded in the SPD

Number of primary vertices

Mass of the candidate with the smallest x? difference, when sequentially
adding other tracks of the event to the B vertex to form a new vertex
x? of the candidate with the smallest y? difference, when sequentially
adding other tracks of the event to the B vertex to form a new vertex
Number of other tracks within a 0.5 mrad wide cone around the track of
the kaon

Summarised pt of other tracks within a 0.5 mrad wide cone around the
track of the kaon

pr ratio of kaon and all other tracks within a 0.5 mrad wide cone around
the track of the kaon



C Comparison of Data and Simulation

The data and simulated samples used for this cross-check are from the J/1 resonant mode
and have the full selection applied (MVA cuts are loosened). Additionally, a 60 MeV mass
window around the B mass on the J/1 constrained B mass system is applied. As an
example RUN 2P2 samples are shown in the LOI trigger category which are representative
for all run periods. The full calibrations to simulation from Sec. 4.4 are applied for the
"corrected” MC distribution.
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Figure C.1.: Kinematic variables.
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Figure C.2.: Reconstruction variables.
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Figure C.6.: Multiplicity, isolation, MVA and HOP variables.
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Figure C.7.: Kinematic variables.
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Figure C.12.: Multiplicity, isolation, MVA and HOP variables.
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D Fit to the Resonant Channels

The r//% and R¥(25) cross-checks, which are reported in Sec. 4.8, are based on a si-
multaneous fit to the J/1) and ¢(2S5) resonant modes. A mass constraint of the lepton
system to the known values of m(.J/1) and m((2S)) is used to improve the resolution
of the reconstructed B mass. The sizes of both ¢? regions and B mass windows used
in the fit are reported in Tab. D.1. As discussed in Sec. G, the R¥(25) cross-check is
performed with two different widths of the electron ¥(2S5) ¢* window to test the control
over backgrounds in this channel.

Table D.1.: Summary of the mass windows used for the 7% and R¥(2%) cross-

checks.
Type Applied to Requirement
T/ (utp”) m(pt ) = mpe| < 100 MeV/c?
J/p (eTe) 6.0-11.0 GeV?/ct
@ G@S) () Im(utaT) = miR| < 100 Mev/c?
P(2S)(ete) 11.0-15.0 GeV?%/ ¢t
P(25)(ete™) (wide) 9.9-16.4 GeV?%/ ¢t
J/p (utp™) 5100-6100 MeV/ c?
J/p (eTe) 49006200 MeV/ c?
m(B)
»(28) (ptp™) 5100-5750 MeV/ ¢
¥ (29)(ete) 5100-5750 MeV/ 2
m(K*9) B® modes Im(Kw) —mPRE| < 100 MeV/ 2

The strategy is analogous to the fit of the J/3 modes in the simultanoues fit for the
Ry and Rp+o observables. Again, Gaussian and CB functions are used to model the
signal mass shape for the electron modes from simulated samples, while a Hypatia [119]
function is used to describe the shape of the muon modes. The same backgrounds, that
are considered in the fits to the J/1 mode, are modelled in the v (2S) fits. However, two
additional backgrounds are described in the ¥ (25)(e*e™) fits: First, the leakage from
the prominent J/1 resonance into the 1)(2S5) ¢* window is described with a RooKeysPDF.
Second, the charmonium partially reconstructed backgrounds are modelled individually,
since the lost energy of the hadrons from the decay of c¢¢ resonances (e.g. ¥(25) —
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D. Fit to the Resonant Channels

mrJ/1) is recovered by the 1(2S) mass constraint. Thus, these modes peak under the
signal region making them particularly dangerous. Also this background component is
described with a RooKeysPDF fixed from a fit to simulated samples of these background

modes.

The plots of the mass fits are given in Fig. D.1 and D.2 for muon and electron modes,

respectively. The yields resulting from the simultaneous fit are given in Tab. D.2, while
the values of /¥ and R¥(2%) are given in Sec. 4.8.
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Result of the muon channels from the simultaneous fit to the reso-

nant modes in the full RUN 1 and RUN 2 dataset. The plots result
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periods and trigger categories. The J/1 and 1(2S) ¢? regions are
shown from top to bottom and the left (right) plots show the B
(B%) modes. The various components used in the fit are detailed
in the legends. Notice that the plots are shown with a logarithmic

scale on the y-axis.

To evaluate the systematic uncertainty for the fit model for the J/3» mode fits, the fits

are performed in four setups which differ in selection, mass range or whether a mass

constraint to the dilepton system is applied. The setups are defined in Sec. 4.7.2, where
the yields from setups 3 and 4 are given in Tab. D.3.
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Figure D.2.: Result of the electron channels from the simultaneous fit to the res-
onant modes in the full RUN 1 and RUN 2 dataset. The plots result
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periods and trigger categories. The J/v, 1¥(25) and wide 1(25)
q? regions are shown from top to bottom and the left (right) plots
show the BT (B”) modes. The various components used in the fit
are detailed in the legends. Notice that the plots are shown with a
logarithmic scale on the y-axis.
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D. Fit to the Resonant Channels

Table D.2.: Mass yields from the simultaneous fit to the resonant modes in all

¢? regions, run periods and trigger categories.

Mode Run period N (pTp™) LOI N (pTp~) LOL  AN(ete™) LOI N(ete™) LOL
RuN1 198420 & 451 556610 + 755 68718 + 287 74922 4 301
BT — Kt/ (— £107) RUN2P1 208460 £ 463 521840 4 732 90405 4+ 326 107420 + 362
RUN2P2 396570 + 638 1074800 £ 1050 174290 + 457 205130 =+ 504
RUN 1 15996 + 128 47185 + 220 4558 + 86 6140 + 96
Bt = KT(28)(— ¢7¢7) RUN 2P1 16714 + 131 44249 + 213 6405 & 99 8628 4 111
RUN2P2 31833 4 181 90511 =+ 305 11773 +£ 135 16195 £ 150
RuN1 65946 + 261 172640 + 425 24301 + 207 26792 & 201
BY— K0/ (— ¢707) RuN 2P1 72463 + 273 169040 + 417 31810 + 229 37226 + 239
RUN2P2 138640 + 378 349510 & 601 60803 & 319 70305 + 328
RUN 1 4018 =+ 64 10532 + 104 1238 + 48 1712 + 54
BY— K0 (28)(— £T¢7) RUN 2pP1 4340 £ 67 10319 + 103 1623 4 54 2235 + 63
RUN 2pP2 8007 & 91 21209 + 148 3217 £ 75 4080 + 81

Table D.3.: Mass yields from the simultaneous fit to the J/1 resonant modes in
all run periods and trigger categories. The yields are given for the
setups 3 and 4 of the systematic uncertainty evaluation of the J/v
mode fit model (defined in Sec. 4.7.2).

Mode Run period N (pTp™) LOI  N(pTp~) LOL  N(ete™) LOI N (ete™) LOL

Setup 3
Run1 199060 + 458 557680 £ 767 66481 £ 265 72074 £ 288
BT — KVt J/jp(— £707) Run 2pr1 209030 + 469 523490 £ 740 86485 + 304 103490 £ 333
RUN 2p2 397560 + 646 1077600 £ 1060 168080 + 424 199160 + 463
Run1 66280 £+ 271 173550 £ 441 23360 £ 168 26189 £ 175
BY— K0/ (— ¢707) Run 2pr1 72921 £ 281 169980 + 429 30898 £ 185 35767 £+ 201
RuN 2p2 139500 £ 390 351160 £ 617 58742 £+ 257 68402 £ 275

Setup 4
Run1 198470 + 451 556780 £ 756 68456 + 291 74626 £+ 305
Bt — Kt/ (— £707) Run 2pP1 208490 + 408 521870 £+ 733 88897 £ 286 106580 + 356
RuN 2p2 396680 = 639 1074800 £ 1050 172540 4 484 204470 £ 493
Run1 65989 £ 262 172770 £ 426 24465 £ 183 27194 £ 187
BY— K*9.J/4 (= ete) Run2p1 72483 £ 274 169140 + 418 31931 £ 209 37339 £ 220
RuN 2p2 138770 £ 379 349500 £ 602 60780 £ 322 70918 £ 302
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E Flatness of r/%

In order to test the stability of the ratio measurements, the r#/% cross-check reported in
Sec. 4.8.1 is performed differentially in bins of various variables that are of importance
to the analysis. Therefore, both efficiencies and mass fits are calculated separately for
each bin. Figures E.1 to E.4 show the result of this test using the RUN 2P2 dataset as
an example. The plots show that the flatness is greatly improved when the full MC
correction chain is applied. Again, the good portability of the corrections based on B™
and B calibration samples is visible when comparing the results from w(B™) with w(B°)

corrections.
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E. Flatness of r//%
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Figure E.1.: 7//¥ flatness check in various key variables fo the Bt modes selected
by the LOI category. The black distributions shows the results
based on uncorrected MC samples. The results from fully calibrated
efficiencies are shown in blue for w(B™) and in red for w(BY).
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Figure E.2.: 7//¥ flatness check in various key variables fo the Bt modes selected
by the LOL category. The black distributions shows the results
based on uncorrected MC samples. The results from fully calibrated
efficiencies are shown in blue for w(B™) and in red for w(BY).
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Figure E.3.: /¥ flatness check in various key variables fo the B® modes selected
by the LOI category. The black distributions shows the results
based on uncorrected MC samples. The results from fully calibrated
efficiencies are shown in blue for w(B™) and in red for w(BY).
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Figure E.4.: 7//¥ flatness check in various key variables fo the B® modes selected
by the LOL category. The black distributions shows the results
based on uncorrected MC samples. The results from fully calibrated

efficiencies are shown in blue for w(B™) and in red for w(BY).
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F Flatness Systematic

The values for the flatness parameter dy, which is introduced in Sec. 4.7.1, is shown for
several key variables in Figs. F.1 to F.4. The flatness parameter is calculated with the
full MC calibration applied based on both the w(B™) and w(B®) correction chains. The
figures show the d; values for all four studied LE'U bins and in both LO trigger categories.
In general, the size of the flatness parameter is much reduced after the full MC correction
chain is applied.
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Figure F.1.: The values of the flatness parameter dy for several key variables
evaluated for the Rx double ratio in central ¢ based on RUN 2P2
samples. The left (right) plot shows the LOI (LOL) trigger category.
The values are given in percent relative to the measured central
value of the LFU ratio.
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Figure F.2.: The values of the flatness parameter dy for several key variables
evaluated for the Rx double ratio in low ¢?> based on RUN 2P2
samples. The left (right) plot shows the LOI (LOL) trigger category.
The values are given in percent relative to the measured central
value of the LFU ratio.
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Figure F.3.: The values of the flatness parameter dy for several key variables

evaluated for the Ry+o double ratio in central ¢* based on RUN 2P2
samples. The left (right) plot shows the LOI (LOL) trigger category.
The values are given in percent relative to the measured central
value of the LFU ratio.
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Figure F.4.: The values of the flatness parameter dy for several key variables
evaluated for the Ry.o double ratio in low ¢? based on RUN 2pP2
samples. The left (right) plot shows the LOI (LOL) trigger category.
The values are given in percent relative to the measured central
value of the LFU ratio.
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G R¥(29 jn a Wide ¢? Range

As an additional cross-check the R¥(25) double ratio is calculated using a larger ¢2 window
for the 1)(25) (eTe™) mode (9.9-16.4 GeV?/c*). The wider ¢? range significantly increases
the background contamination, especially from 1(25) — J/1 X decays. Thus, the control
over the modelling and composition of the backgrounds considered in the mass fit is
tested. The comparison of R¥(25) hetween the nominal and wide ¢? results can be seen
in Tab. G.1. The rows called ’"Combination’ show the result from a simultaneous fit to
the full run period or even the full dataset, instead of fitting the individual categories.
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G. RY25) in a Wide ¢® Range

Table G.1.: Values of the R¥(2%) ratios after applying the full MC calibration for
fits to the nominal and wide ¢? windows of the 1/(25)(e*e™) mode.

Mode Run Period LO Category  Nominal ¢? Wide ¢?
LoI 0.997 + 0.021 0.997 + 0.023
Run1 LOL 0.982 + 0.017 0.983 £+ 0.018
Combination 0.988 4+ 0.013 0.989 + 0.014
LoOI 0.947 + 0.017 0.973 £+ 0.019
B+ Run 2pP1 LOL 0.987 + 0.015 1.000 £+ 0.015
Combination 0.971 4+ 0.011 0.990 + 0.012
LOI 0.994 + 0.014 0.993 + 0.014
Run 2pP2 LOL 1.000 + 0.011 1.011 + 0.011
Combination 0.998 £+ 0.008 1.004 £+ 0.009
All Runs  Combination 0.987 + 0.006 0.996 + 0.006
LOI 1.052 4+ 0.045 1.037 + 0.048
Run1 LOL 0.987 £+ 0.034 0.999 + 0.037
Combination 1.013 4+ 0.027 1.015 + 0.029
LOI 1.030 4+ 0.040 1.052 + 0.045
BO Run 2r1 LOL 0.991 £ 0.030 1.003 £ 0.032
Combination 1.006 + 0.024 1.022 + 0.026
LOI 0.955 £ 0.026 0.940 £ 0.028
RuN 2pP2 LOL 1.059 4+ 0.024 1.045 £ 0.025
Combination 1.017 4+ 0.018 1.004 £ 0.018
All Runs  Combination 1.015 4+ 0.013 1.012 4+ 0.013
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