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Within the framework of the Standard Model, the Higgs mechanism explains how fun-
damental particles acquire mass. It achieves this by introducing a self-coupling mechanism
for the Higgs boson, allowing the Higgs field to obtain a non-zero vacuum expectation
value, thereby leading to the breaking of electroweak symmetry and enabling other parti-
cles to acquire mass. Measuring the self-coupling of the Higgs boson provides us with a
better understanding of the shape of the Higgs potential, facilitating further investigation
into significant issues such as testing the Higgs mechanism, early universe thermodynamic
processes, and the stability of the cosmic vacuum. At the Large Hadron Collider (LHC),
studying Higgs boson pair production (HH) allows for the measurement of the Higgs bo-
son self-coupling. Additionally, the presence of anomalous couplings, as proposed by many
new physics hypotheses beyond the Standard Model, can alter the Higgs potential and its
self-coupling strength, thereby increasing the production rate of HH events. It is possible
to discover Higgs boson pair production within the data collected thus far. Exploring Higgs
boson pair production is a significant research focus of the ATLAS experiment, which has
the potential to deepen our fundamental understanding of the Higgs boson potential and
its self-coupling.

The first part of this thesis is to search for non-resonant production of Higgs boson pairs
in the final state of two b-jets and two z-leptons (bbr*r~) through the HH ggF and VBF
production modes by using the 140 fb™! Run-2 data collected by the ATLAS detector at
the centreofmass energy of 13 TeV, thus the Higgs boson self-coupling modifier k) can be
measured. This analysis gives the best measurement of this quantity in the HH final state.
This search is performed based on the previous round of the analysis. Notable improvements
in experiment sensitivity are achieved through various updates, including more precise study
of the key backgrounds, the inclusion of dedicated VBF SR, improvement of BDT strategy,
and etc. No significant excess above the expected background from Standard Model pro-
cesses is observed. The observed (expected) 95% confidence level (CL) upper limit on pgy
is 5.9 (3.3) times the Standard Model prediction. The observed limit on pgpy is looser than
the expected one as a result of a mild excess in the high-mHH region of 7j¢;,7,5q SLT channel.

The corresponding observed (expected) 95% confidence intervals for the self-coupling modi-
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fier ky and the quartic coupling modifier ky are respectively -3.1 < ky < 9.0 (2.5 < k) < 9.3)
and —0.5 < kgy < 2.7 (-0.2 < Koy < 2.4).

Although we have achieved quite good measurement of the Higgs boson self-coupling,
there is still room for improvement towards more precise regime. This goal can be realized
by collecting more collision data. The HL-LHC project is established, targeting for the
extension of LHC operability and an increase of the collision rate, which means the ability
of producing much more HH events. In order to deal with the challenges posed by the HL-
LHC, especially the adverse effects of the pile-up, the ATLAS detector has to be upgraded
(called ATLAS Phase-2 upgrade) to properly handle the flood of incoming data and increased
irradiation level. A high granularity timing detector (HGTD) is therefore proposed for the
ATLAS upgrade. With the timing information provided by the HGTD, the tracks that are
spacially overlapped can still be distinguished. The PEB board plays an important role
in the HGTD peripheral electronics system, and it serves as a bridge that connects the
HGTD modules and the off-detector systems. Its design faces many difficulties, such as
high complexity, huge data throughput, working in an irradiation environment, and limited

installation space.

The second part of this thesis is to design a prototype before the final PEB design. The
design requirement is: under the circumstances of key chips scarcity, all key functions of
PEB should be integrated into the prototype for verification to ensure the normal progress
of HGTD peripheral electronics research and development. It aims to verify the following
five aspects: system configuration, data transmission, power supply distribution, monitor-
ing network, clock and fast command distribution. Among them, the verification of data
transmission is more complicated and needs to consider versatile link (IpGBT + VTRx+)
communication, full data path communication, E-port data rate setting, etc. In response to
the design requirement raised above, it was decided to adopt a modular design, that is, to
integrate the key chips onto pluggable daughter boards. This design allows key chips to be
replaced, and even if a key chip fails, it will not cause the waste of other chips in the system.
Functionally, this design is a simplified PEB, but it can achieve all the above functions to
be verified by using all kinds of key chips. Based on the joint test system, we tested the
above-mentioned key functions one by one, which all meet the specified requirements and
work as expected. The modular PEB demonstrates full operational capability in terms of
hardware design and verifies the feasibility of key functions, which gives us more confidence
on the future PEB board design. Certainly, the modular PEB can not only be used as
a PEB-related electronics test and verification platform, but has also been used by many
HGTD sub-groups (such as CERN, Nikhef and KTH) for different tasks, greatly accelerating
the progress of these tasks.
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Introduction

Since the discovery of the Higgs boson [1, 2] at the Large Hadron Collider in 2012, a priority
of the ATLAS and CMS collaborations has been to better understand its properties and
couplings. An important test of the electroweak symmetry breaking would be to establish
evidence of the Higgs boson self-coupling (Aggp), which is directly linked to the shape
of the Higgs potential. This can be achieved through a measurement of Higgs boson pair
(HH) production. The LHC is the only large-scale scientific facility in the world that can
perform such kind of measurement. The two LHC experiments, ATLAS and CMS, has been
dedicated to the search for HH production since the first data taking (Run-1).

In the Standard Model, Higgs boson pair events are dominantly produced via the gluon-
gluon fusion (ggF) processes at the LHC, involving both the Yukawa coupling to top quarks
and the Higgs boson self-coupling, so-called box and triangle processes. These two processes
interfere destructively, leading to a very small HH cross-section. The second most dominant
mode to produce a Higgs boson pair in the SM is vector-boson fusion (VBF) with an even
smaller cross-section. Deviations of the Higgs boson couplings from the SM predictions could
lead to a significant enhancement of the Higgs boson pair production rate. The Higgs boson
trilinear self-coupling modifier due to BSM scenarios [3] is defined as k) = Agpp/Asy. For
example, at k) = 0, the HH production rate doubles, and at x; = -1 the rate quadruples [4].
The modifier kyyy of the quartic HHVV(V = W, Z) coupling is defined in the same way. The
Variations of ky would also greatly enhance the VBF HH production, leading to an increase

of two orders of magnitude at coupling strength twice the SM prediction [5].

Figure 1 shows the HH decay modes that are considerable at both the ATLAS and CMS
experiments. Those decay modes are separately searched at the beginning, then combined
together to achieve the best sensitivity with the collected data. Based on the branching ratio
and final state cleaness of the decay modes, the three most sensitive decay modes (analysis

channels) are respectively bbr*r~, bbbb and bbyy.

Both ATLAS and CMS experiments have already made a big effort on the measurement
of the Higgs boson self-coupling through the process of Higgs boson pair production. For
example, the ATLAS experiment has established dedicated analysis teams for those chan-
nels with rather promising sensitivities using the increasing data collected along the LHC

operation, such as the Run-1 and Run-2 data that have been analyzed, the Run-3 data that
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Figure 1: Branching ratios for the most important HH decay modes assuming SM couplings,
calculated at NLO [6].

Table 1: Observed and expected 95% CL upper limit on HH signal strength from the bbr*z™,
bbyy and their statistical combination based on the Run-2 data [7].

Obs. | -20 -1loc Exp. lo 20

bbyy 43 |31 41 57 88 143
bbr*r~ 46 (21 28 39 59 94
Combined 3.1 | 1.7 2.2 3.1 4.7 7.3

has been taken since the year of 2023 and analyzed at the same time, the Run-4 and Run-5
data that will be collected during the HL-LHC period. The current measurement of HH
comes from the analysis of the Run-2 data, where the 95% Confidence Level (CL) upper
limit on HH signal strength and constraint on Higgs self-coupling modifier k; are given. Ta-
ble 1 shows the observed and expected 95% CL upper limit on HH signal strength from the
bbr*1™, bbyy and their statistical combination based on the Run-2 data. Table 2 shows the
observed and expected 95% CL constraint on k; from the bbr*z~, bbyy and their statistical
combination based on the Run-2 data. For the HH measurement of CMS experiment, since
its results are basically comparable with that of ATLAS experiment, they are not described
here. Recently, the sensitivity of the bbr*z~ channel is further improved based on the AT-
LAS Run-2 data, and the first part of this thesis will present this study where both the 95%
CL upper limit on HH signal strength and 95% CL constraint on k, are measured.

Due to the limited amount of dataset recorded during LHC Phase-1, only a rather loose
constraint on the Higgs boson self-coupling can be set, which is pretty far away from having
a direct measurement of it. The lack of statistics is the main limiting factor that stops us
from performing a more decent measurement on the Higgs boson self-coupling. In fact, the

dataset expected at the end of LHC Phase-1 is just a small fraction (< 10%) of the dataset

Table 2: Observed and expected 95% CL constraint on k; from the bbr*z™, bbyy and their
statistical combination based on the Run-2 data [7].

Obs. Exp.
bbyy [—1.6, 6.7] [—2.4, 7.7]
bhrttm  [-2.4,9.2] [-2.0,9.0]

Combined |[—1.0, 6.6] [—1.2, 7.2]




planned for the whole LHC lifetime, and another more than 90% of dataset will be collected
during the HL-LHC (LHC Phase-2). The HL-LHC will produce approximately 170 million
Higgs bosons and 120,000 Higgs-boson pairs on each of the ATLAS and CMS experiments
over a period of about 10 years. With the tenfold Higgs boson events of HL-LHC, the Higgs
boson self-coupling will be significantly constrained.

The HL-LHC is expected to deliver beam collisions at the start of 2029 with the peak

03*cm™2s7!, five times the LHC nominal luminosity.

levelled instantaneous luminosity of 5 x 1
The more intense and concentrated beam makes the pile-up (the number of collisions that
happen in one bunch crossing) reach to a higher level. Due to the higher requirement
on the beam of the accelerator, some equipment of the LHC have to be upgraded. Also
the detectors need to be upgraded to cope with the significantly-increased pile-up. For
the ATLAS detector, those sub-detectors that are far away from the collision point and
will not suffering from the irradiation damage during the HL-LHC operation, such as the
LAr calorimeter, tile calorimeter and the muon spectrometer, will remain unchanged, but
their electronics have to be upgraded. Other upgrades include installations of the new inner
tracking detector (ITk), high granularity timing detector (HGTD) and new muon chambers.

According to the HL-LHC operation plan, the installation of the updated detectors for
ATLAS will start from the year of 2026 until 2029. Currently the HGTD detector is under
the stage of research and development. It is proposed for mitigating the adverse effects of
pile-up by providing the timing information of tracks. One of the most important parts is
the peripheral electronics of HGTD, serving as a bridge that connects the front-end modules
and the off-detector systems like the data acquisition (DAQ) system, the luminosity system
and the detector control system (DCS). The peripheral electronics is implemented at the
peripheral area, which will be covered with peripheral electronics boards (PEB) mounted
with a large amount of components. The design of the PEBs is extremely challenging since
it needs to handle high data throughput, harsh irradiation environment, limited installation
space, complicated connectivity of large amount of components, and interfacing with other
sub-systems of the HGTD. Therefore, prior to the PEB prototype, a PEB prototype (mod-
ular PEB), as a verification platform, has been designed to help us verify some concerns
in advance. The development of such a system is a crucial part of the whole PEB design
chain. In addition, it can also greatly benifit other tasks of the HGTD, even become an
important step on their own schedules. The design and test of the modular PEB system

will be presented in Chapter 5 and Chapter 6.

Clarification of personal contributions

The ATLAS experiment is operated by a close collaboration of about 3000 physicists, engi-

neers and students. Usually, the completion of one work involves the efforts from a group



of people. Therefore, it is important to make it clear how I was involved in the two works
(the search for Higgs Boson Pair Production + the design and test of the modular PEB)

and also other contributions.

Search for Higgs Boson Pair Production in the bbr*z~ final state

[ was the internal note editor of this analysis and made contributions to both the 7,754 and
ThadThad channels. T was in charge of the production of all the new CxAOD samples (such as
the V+jets samples and #f dilepton samples) and the maintenance of other CxAOD samples
for 1j4qThaq channel. I worked on the validation of the background estimation strategy in the
ThadThad channel, including the estimation of the multi-jet with fake-7j,q4 and tf with fake-
Thad- 1 worked on the study of the systematic uncertainties in 7je,7,,q channel, especially
the derivation and implementation of theoretical uncertainties on the single-top Wt process.

[ also worked on the statistical analysis, especially for the 7j¢7,,q channel.

Design and test of a verification system for HGTD PEB (modu-
lar PEB)

I was the main participant of the modular PEB activities and one of the authors of the PEB
specification. I contributed to the hardware design of the modular PEB system, including
the design of the module emulator, UPL toolkit and TPS56428 daughter board, the design
discussion and check of the carrier board and all the other daughter boards. I developed all
the firmwares required by the system based on some common firmware cores from the CERN
ASIC design groups, including the firmware for module emulator and its DAQ counterpart,
and also the firmware for IpGBT emulator and its DAQ counterpart. I performed most of
the individual tests and established the joint test system, based on which those crucial items

are then tested.

Other contributions to the ATLAS experiment

I performed unit test for the classes of the ATLAS simulation framework as my qualification
task in the ATLAS simulation team. I worked on the Top reweighting in the search for
singly-produced Leptoquarks decaying to br. I took shifts to monitor the operation of the
ATLAS Distributed Computing System.



Chapter 1

Theory

This chapter gives a comprehensive introduction to the theoretical aspects of particle physics,
emphasizing physics about the Higgs boson within the framework of the LHC. Additionally,

the motivation to search for Higgs boson pair production is explained.

1.1 The Standard Model

1.1.1 Quantum chromodynamics and electroweak theory

The theoretical framework known as the Standard Model (SM) [8-10] of particle physics
offers a comprehensive explanation of the electromagnetic, weak, and strong interactions, as
well as the elementary particles, in a unified manner. Over the past few decades, numerous
experiments have extensively tested it. The results overwhelmingly align with the predictions
of the SM, making it the most remarkable achievement in the field of particle physics.
The Standard Model (SM) is built upon the principles of Quantum Field Theory (QFT),
which provides a framework for understanding the behavior of elementary particles and their
interactions. It incorporates the local gauge principle, which governs the nature of these
interactions. Moreover, the SM encompasses the principles of Electroweak (EW) symmetry
breaking that plays a crucial role in imparting mass to particles.

The fundamental interactions are built within a symmetry group of SU(3)- x SU(2); x
U(1)y, resulting in a total of twelve vector fields, whose excitations, referred to as gauge
bosons, are responsible for transmitting the forces when particles are interacting with each
other. The strong interaction is propagated by eight bi-colored gluons (g), while the weak
interaction is propagated by the W* and Z bosons. The electromagnetic interaction, on the
other hand, is propagated by the photon (y).

The Dirac equation governs the dynamics of spinor fields. The fundamental constituents
of the material universe, known as matter particles or fermions, arise from the excitations of
these spinor fields. These fermions can be classified into two categories: leptons labelled as

(‘;e) (‘Z‘) (VT’) and quarks labelled as (Z) (z) (;) Leptons do not engage in strong interaction,

5



6 CHAPTER 1 THEORY

while quarks participate in both electromagnetic and strong interactions.

As demonstrated previously, the Standard Model consists of six leptons and six quarks,
which are categorized into three generations based on their masses and decays. In order
to provide mass to the bosons and fermions, scalar fields are essential in the electroweak
symmetry breaking mechanism. The emergence of the Higgs boson (H) is a direct result of
this mechanism.

There are two main divisions of interactions, namely the strong interaction and the joint
EW interaction. A concise overview of these interactions is provided below. In accordance
with the principles of Quantum Field Theory (QFT), the Lagrangian densities ! are utilized

to describe the dynamic and interaction terms of the quantum fields.

1.1.1.1 Strong interaction

The Quantum Chromo-dynamics (QCD) is a gauge theory that describes the strong in-
teraction between quarks and gluons. This theory is invariant under SU(3) local gauge
transformation in the colour space. The symmetry group associated with the QCD is known

as SU(3)c. The Lagrangian of QCD can be represented in a schematic form as

- 1
Zqep = Qir'DyQ - 7GinGa' (1.1)

where Q(x) is the quark field. The symbol Q(x) denotes that the quark field Q is dependent
on the four-dimensional space-time x. This notation is employed consistently in this chapter.
To fulfill the condition of gauge invariance, eight massless vector fields known as the gluon
fields G; are introduced. They collectively constitute a covariant derivation and a gluon

tensor field referred to as

D, = 9, +igsT,Gj (1.2)
GZV = auGg - avGZ - gSfachZGSa

The structure constants and generators of SU(3)c are represented by fu,. and T,(a = 1...8)
respectively. The Gell-Mann matrices % are commonly used to represent the generators T,.
The strong interaction constant gs, also known as the strong interaction strength ag = %,
varies with the interaction energy scale. At high energies, ag becomes sufficiently small
that perturbation calculations lose validity. This phenomenon is referred to as asymptotic
freedom.

The theory of color confinement prevents the existence of independently occurring quarks
and can be attributed to the strong force interactions within the field of Quantum Chromo-

dynamics. Quarks are required to exist in color singlet states, also known as colorless states,

!The Lagrangian density in the subsequent context is referred to as the Lagrangian for the sake of clarity
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which are called hadrons.With high energies, quarks and gluons have the capability to create
sprays of hadrons known as jets through the parton shower and subsequent hadronization
processes. Aiming for emulating those processes, phenomenological models are applied, ex-
tending from the scale of the hard process to hadronization. Parton shower event generators

usually adopts these models.

1.1.1.2 Electroweak interaction

The sophisticated and refined joint gauge theory that combines electromagnetic and weak
interactions is intricate and beautiful and it is connected to the SU(2); x U(1)y symmetry
group. The first element of this theory emerges from the SU(2) symmetry inherent in the
interaction governed by the weak charged-current. Here, the lower index L denotes that
the interaction of the weak charged current solely links with left-handed chiral (LH) par-
ticle states and right-handed chiral (RH) antiparticle states. The theory’s second aspect
integrates the interaction of weak neutral-current with electromagnetic interaction, denoted
by subscript Y signifying weak hypercharge. The schematic Lagrangian of the electroweak

interaction can be expressed as

_ _ 1 1
Zow = LiyDyL + Riy"D,R - <W, - L BB (1.3)
where the LH spinor (fermion) field, denoted by L(x) = %(1 - y°)F(x) with F(x) as the generic

fermion field, can be referred to as the following weak isospin doublet

() )00 A2), ) ), w

The presence of a prime in the quark doublet notation signifies that the spinor field is
in the weak interaction eigenstates. The transformation from the eigenstate of mass to the
eigenstate of weak interaction is achieved through the use of the Pontecorvo-Maki-Nakagawa-
Sakata (PMNS) matrix for neutrinos and the Cabibbo-Kobayashi-Maskawa (CKM) matrix
for quarks. The RH spinor field, denoted as R(x) = %(1 +y°)F(x), represents a weak isospin
singlet labelled as eg, ug, 7g, UR, cr, tg, dg, S, bg.  The Standard Model does not include the
presence of a right-handed neutrino or a left-handed anti-neutrino. It is important to be
notice that the covariant derivative in Equation (1.3) behaves in a different way when acting
on the left-handed (L) and right-handed (R) particles due to the V-A (vector minus axial
vector) structure of the weak interaction. Additionally, the vector fields Wj(a = 1,2,3) and

B, are introduced to maintain the gauge symmetry. They are respectively further written
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as

D,L=[o e
= + —_
T8 2

" +igT,WilL (1.5)

Ji]

Y
DyR= [0, + ig’EB/l]R

By, = 3,B, - 8,B,

Wﬁv = a,uwlfl - avwﬁ - gfach;levc-

where the structure constants of the algebra of SU(2);, denoted as fy,., play a crucial role.
The weak hypercharge parameter Y, defined as Y = 2(Q - Iﬁ,), combines the electromagnetic
charge Q and the third component of weak isospin Ivgv. The generators T,(a = 1,2,3) repre-
sent the SU(2) group and can be expressed using the Pauli matrices % The strengths of
the couplings U(1) and SU(2) are respectively represented by g’ and g in the forthcoming

equations 2,

The gauge fields can be combined linearly to obtain the physical gauge bosons. The
charged-current interaction straightforwardly determines the W bosons, Wi. On the other
hand, the photon and the Z boson, A, and Z,, result from a linear combination due to the

Higgs mechanism. They are respectively written as

1

mq=ﬁm¢4mb (1.6)
- 1 1 TAT2

W, = —=W, +iW7)

V2
Ay =+B,cosby + Wﬁ sin 6y
Z, = -B,sinfy + W cos Oy .

where, 6 is the weak mixing angle and satisfies sin” Oy = 0.23 and gsinby, = g’ cos by .

1.1.2 Electroweak spontaneous symmetry breaking

In the earlier section, the Lagrangians explicate massless gauge bosons and fermions. How-
ever, the inclusion of mass terms like %m}%AyA” and -mpFF actually violates the local gauge
symmetry. Within the framework of the Standard Model, the Higgs mechanism [11-16]
spontaneously breaks the electroweak SU(2); x U(1)y local gauge symmetry, leading to the
creation of particle mass and the existence of a massive scalar particle.

The Higgs field is selected by the SM to adopt the most cost-effective structure, identified

as the Higgs doublet constituting a weak isospin pair with a weak hypercharge of Y =

2Throughout this chapter, we employ the symbol g to represent the quantity mentioned in some literature as gy,
where W signifies the weak interaction.
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1.Comprised of four real scalar fields, the Higgs doublet is denoted as

¢* 1 (1 +igy
o=\ ,]=F . (1.7)
¢ V2 \¢s + igy
Hence, the gauge invariant Lagrangian of the Higgs field may be referred to as Zpiges =

(DHQS)T(Dﬂgé) - V(¢), where the covariant derivative is written as D, = 9, + ig’%By +igT,W,
while the Higgs potential can be written as V(¢) = yzgﬂgﬁ + /1(¢Jf¢)2.

The Higgs potential has the coefficients that fulfill the condition of y? < 0 and A > 0.

This condition implies the existence of degenerate minima in the Higgs potential at ¢T¢ =

VZ 2

7= —lzl—/l, which are also referred to as the vacuum.

In order for the photon to have no mass, it is crucial that the electromagnetic interaction’s
U(1) gauge symmetry remains unbroken. Consequently, the determination of the Higgs dou-

blet’s vacuum expectation value (VEV), denoted as ¢, is fixed at ). The determination

—(°
NP
of v is influenced by the Fermi coupling strength, denoted as G (v = (v2Gp) V2 = 246 GeV).
Due to gauge invariance, the expansion from the vacuum can be described using the unitary

0
gauge @(x) = % (v . h(x))’ with h(x) denoting the Higgs field. The following expression is

obtained by substituting expansion into the Higgs Lagrangian. As can be seen, its terms
include the masses of the electroweak gauge fields, the coupling of the Higgs field to gauge
boson fields, the massive scalar field h and the self-couplings of h. The resulting value for

the mass of the physical scalar field h, also known as the Higgs boson, is my, = V24v.

! p
gHiggs = 5(8,111)(8/%) —W2h2 = Qvhk3 - Zh4

J J

massive scalar field h h self-interaction
v2 v2
Y SEWEWLH + WHW2H) + g(gWﬁ’ - &' B,)(gW?3# - g’ BF) (1.8)

terms that generate the mass of gauge bosons

+ gh, gauge
—_—
h, gauge boson interaction
Thus, the determination of the A parameter, signifying the self-interaction of the Higgs field,
can be derived by assessing the mass of the Higgs boson, with A equated to 0.13. Figure 1.1
illustrates the Higgs boson’s self-interaction, with the coupling strengths labeled in proximity

to the Feynman vertex.

The second row of Equation (1.8) provides the means to determine the masses of the
physical gauge bosons. By directly examining the Lagrangian, one can extract the mass of
the W12 fields. This process is also applicable to the physical W* bosons. To obtain the

masses of the photon and Z boson, one must diagonalize the mass matrix of the quadratic
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Figure 1.1: The self-interaction of the Higgs boson can be described using Feynman rules.
There are two types of interactions: (a)trilinear and (b)quartic.
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Figure 1.2: The interaction between the Higgs boson and W*/Z boson is governed by the
Feynman rules, denoted as (a) AW W™, (b) hZZ, (¢) hhW*W~, (d) hhZZ.

term involving B and W>. The physical gauge bosons have respective masses denoted as
My = % gv, my = 0 and my = %v\/ gi+g?= JSSL;W. Within the Lagrangian of interactions
between h and gauge fields &, gauge, there exist terms in the form of AVV and hhVV, where

V represents a vector boson field. These couplings are visually depicted in Figure 1.2.

Figure 1.3: The coupling between the Higgs boson and fermion is described by the Feynman
rule.

1.1.2.1 The mass of the fermions

The Higgs mechanism is responsible for generating the mass of fermions. In this process, the

Higgs doublet is incorporated into the Dirac Lagrangian while maintaining the SU(2); xU(1)y
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gauge invariance. The Dirac Lagrangian is denoted as

=(ZFermion = GD(I:d)R + RQ{)TL) - GU(Ed)CR + RQbZL) > (1'9)

for down type fermions for upper type fermions

and includes the weak isospin doublet L(x) and singlet R(x) fermion fields, the weak hy-
percharge conjugate ¢, = —ioy¢* of the Higgs doublet ¢, and the fermion flavor dependent
coupling constants Gp and Gy for down type and upper type fermions respectively. Upon
replacing the Higgs doublet’s vacuum expansion, the Dirac Lagrangian for one fermion (F)

transforms into

G _ _ G _
LFermion = ~ EV(FLFR + FRFp) - ﬁh(FLFR + FRFp) (1.10)
fermion mass h, fermion Yukawa coupling

Within this Lagrangian, there exist a pair of components: the term for fermion mass, where
mg = %Gv, and another term that describes the interaction between the Higgs boson and
the fermion. The coupling is referred to as the Yukawa coupling, as illustrated in Figure 1.3.
The determination of the Yukawa coupling constants G relies on the measured masses of the

fermions.

1.2 Higgs boson and its pair production

1.2.1 Higgs boson properties

In the year 2012, a resonance particle with a mass of around 125 GeV was detected by the
ATLAS [1] and CMS [2] experiments. This particular particle, known as the SM Higgs boson
(H) 3 is unique as it is the only scalar particle ever observed. Its properties align remarkably
well with those predicted by the electroweak symmetry breaking mechanism for the Higgs
boson. The experimental value for the mass of the Higgs boson is myg = 125.10 £ 0.14 GeV,
and its spin-parity is J¥ = 0* [17].

The Higgs boson is primarily generated at the LHC through several processes. These
include gluon-gluon fusion via a loop of t/b-quark (ggF), vector boson fusion (VBF), vector
boson associated process (VH, which includes WH and ZH), and top-quark pair associated
process (ttH). Figure 1.4 provides a summary of the Leading Order (LO) Feynman diagrams
for these production modes. Theoretical calculations have been made to predict their cross
sections at a centre-of-mass (COM) energy of /s = 13 TeV and a Higgs boson mass of 125
GeV, and they are respectively 49 pb (ggF), 3.8 pb (VBF), 1.4 pb (WH), 0.88 pb (ZH) and

3To provide further clarification on the notation, it should be noted that in the previous chapter, the lowercase
h was used to represent both the Higgs field and the physical particle known as the Higgs boson. However, starting
from this chapter onwards, the capital H will exclusively denote the physical Higgs boson.
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0.51 pb (ttH). The cross sections for these processes are determined using advanced theoret-

ical predictions in the high order perturbation calculation of QCD and EW theory [18].

q
8
---—- H
8
ql
(a) ggF (b) VBF
t
8
---—- H
8
t

(d) ttH

Figure 1.4: The Feynman diagrams at the leading order for the main production modes of
the Higgs boson through proton-proton collisions at the LHC.

According to Section 1.1.2, the SM Higgs mechanism establishes the connections between
the Higgs boson and vector bosons as well as fermions. These connections are determined by
the masses of the particles, with the coupling strengths being proportional to their masses.
This information allows us to make predictions about the decay mechanism of the Higgs
boson. It is important to note that in the process H — VV, one of the vector bosons
must be off-shell due to the mass threshold. Additionally, the Higgs boson just effectively
couples to massless photons and gluons through a loop diagram. The predicted theoretical
branching ratios for the primary decay channels of the Higgs boson with an assumed mass
of 125 GeV, are listed below:

o H — bb (582712 %)

H— W*W~ (214 £1.5 %)
H— 1"t (6.27 £1.6 %)
H— ZZ (262 £1.5 %)

H — yy (0.227 £2.1 %)

The Higgs boson’s mass is a parameter in the SM that can vary. This mass also de-
termines the value of the Higgs boson self-coupling constant, denoted as A. The search for

Higgs boson pair (HH) production is driven by the desire to directly measure A, as changing
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its value can significantly impact the production cross section of HH (denoted as o). The
relationship between oy and A is explained in Section 1.2.2. Typically, the measurement is
conventionally performed on the coupling modifier k; = ﬁ, where Agys = 0.13 represents the
SM value of A. In the subsequent subsection, a comprehensive explanation of the production

and decay mechanism of Higgs boson pair is provided.

1.2.2 Higgs boson pair production

The production of a pair of Higgs boson is similar to the production of a single Higgs boson,
and it is also with the dominant modes being gluon-gluon fusion and vector boson fusion.

Figure 1.5 provides a summary of the LO Feynman diagrams.

g 9000000009090 —————— P - - - --- - - -~ H g H

(b) VBF

Figure 1.5: The leading order Feynman diagrams for the two main production modes of
Higgs boson pair via proton-proton collision at the LHC, (a) ggF and (b) VBF.

The Next-Next-to LO (NNLO) precision 4 [18] calculation of the ggF cross section,
using the FTapprox method [19], represents a state-of-the-art theoretical prediction. The
uncertainty associated with this calculation is provided by Ref. [20]. In the FTApprox
method, real radiation corrections are computed with a finite top mass, while the virtual
loop corrections are based on Higgs Effective Field Theory (HEFT). The uncertainties arise
from various factors, including the parton distribution function and ag of the proton, which
are based on PDFALHCNNLOMC, the scale of re-normalization and factorization, as well

as the choice of re-normalization scheme and scale in the calculation of the top-quark mass.

4In this particular section, the level of accuracy for the calculations is referred to as QCD precision unless otherwise
specified. On the other hand, the electroweak calculation consistently maintains a precision level of NLO.



14 CHAPTER 1 THEORY

Moving on to VBF, the cross section is determined at Next-Next-Next-to LO (N3LO). [21]
The cross section of the ggF single Higgs is ogep = 31.05 tb £3.0% tea% +1%  where the three
types of uncertainties are respectively from PDF and ag, Scale, and my,. The cross section
of the VBF single Higgs is oypp = 1.726 tb £ 2.1% ig:gié, where the two types uncertainties
are respectively from PDF and ag, and Scale.

The production of a pair of Higgs bosons has the cross section that is approximately
one thousandth of the cross section for a single Higgs boson. This is due to the destructive
interference between the "triangle’ and 'box’ diagrams depicted in Figure 1.5(a). The reduced
cross section poses a significant challenge in the search for these events. However, it is
possible to modify the production cross section by adjusting the self-coupling constant of
the Higgs boson. Figure 1.6 illustrates the relationship between the Higgs production cross

section and the k) variable.
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Figure 1.6: The production cross section of single Higgs and Higgs boson pair as a function
of k3 [22]. The grey and cyan curves are respectively for ggF and VBF Higgs boson pair.
The red vertical line represents the SM case k) = 1.

The simulated HH samples used in Chapter 3 are normalized using the cross sections.
These samples are generated by POWHEG Box V2 [23] with full top-quark mass (FT) at
Nextto LO (NLO) precision. In the FT method, both real and virtual corrections utilize
the finite mass of the topquark. The reason for using the FT method to generate the
HH samples is that it provides more accurate predictions of Higgs boson kinematics [24].
Ref. [25] presents a comparison between the kinematics of the HH system in this sample and
the FTApprox-based sample generated using MADGRAPH5__aMCQ@NLO [26, 27]. These
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comparisons are crucial in determining the ggF sample generators for HH physics analysis
in ATLAS.

The Higgs boson pair decay is actually the result of combining the decays of each in-
dividual Higgs boson. Hence, the branching ratios of the primary decay channels of HH
can be determined by considering the branching ratios of single Higgs decay channels. The

following list presents these branching ratios:

o HH — bbbb (34%)

e HH — bbW*W™ (25%)

« HH —» W'W W*W~ (4.6%)
e HH — bbr*t™ (7.3%)

o HH — bbyy (0.26%)

1.2.3 Higgs potential properties

The measurement of the self-coupling of the Higgs boson holds significant significance in
comprehending the mechanism of electroweak symmetry breaking. Furthermore, the self-
coupling provides insights into the overall characteristics of the Higgs potential, which is
essential for addressing profound physics inquiries. This leads us to briefly introduce two
intriguing subjects (stability of vacuum and electroweak baryongenesis) that are closely
connected to the global properties of the Higgs potential. The primary objective in the
search for Higgs pair production is to investigate any phenomena that could potentially
influence the overall characteristics of the Higgs potential.

The phase of the Standard Model is determined by the shape of the Higgs potential. At
the electroweak scale, the potential at the tree level provides a satisfactory approximation.
Nevertheless, when the Higgs field h increases in energy, it becomes necessary to consider
quantum corrections, assuming that the Standard Model remains valid up to the Planck

0'2 GeV. The SM parameters are computed with NNLO precision

scale Apj, which is about 1
at the EW scale and then extrapolated to the Planck scale using Re-normalization Group
Equations (RGE) inRef. [28]. The Higgs potential undergoes significant changes in shape due
to the evolution of these parameters from low to high energy scales. It has been observed that
the Higgs quartic coupling constant and the top-quark Yukawa coupling constant are highly
sensitive to the energy scale, as shown in Figure 1 of Ref. [29]. The current measurements
of the masses of the Higgs boson and the top-quark indicate that the SM phase is close
to the boundary between a stable and a metastable phase, and it is compatible with a
metastable vacuum [28]. Consequently, there exists a possibility for the SM to transit to
the true vacuum through the quantum tunnelling effect. This has significant implications
from a cosmological standpoint, as the nature of our universe would be completely different

if the tunnelling rate is sufficiently high to induce a phase transition. Ref. [30] discusses the
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decay rate of our EW vacuum, which is found to be extremely small. Therefore, we are safe
unless the decay rate is significantly altered by a new physics mechanism.

The finite temperature quantum field theory allows for the simulation of the Higgs po-
tential’s evolution during the thermal history of the early universe. This simulation sheds
light on the dynamics of the electroweak phase transition (EWPT), where the electroweak
theory undergoes a transformation from a symmetric phase to a symmetry breaking phase.
Through this evolution, the nature of the EWPT, whether it is a first-order or second-order
phase transition, is unveiled.

The electroweak baryogenesis (EWBG) [31] necessitates a first-order electroweak phase
transition (EWPT), and it is a highly promising theory for explaining the observed matter-
antimatter asymmetry in the universe. Figure 1.7 provides a schematic representation of
how the shape of the Higgs potential changes as the universe cools, assuming a first-order
phase transition for the EWPT. Initially, at very high temperatures, only a phase with
zero vacuum expectation value (VEV) exists. However, once the temperature reaches a
critical value, denoted as T, a degenerate vacuum with the VEV of being ¢, is formed. As
the universe continues to cool towards T — 0, the symmetric phase undergoes a tunneling
process to transit into the symmetry-breaking phase. Ultimately, the minimum field value

converges to the electroweak vacuum v.

V(. T)

Figure 1.7: The Higgs potential that varies depending on the thermal conditions in the uni-
verse and assuming the first-order electroweak phase transition, is depicted in a schematic
illustration. It is important to note that the scale represented in the figure does not corre-
spond to the actual scale of h or V(h).

Moreover, it is crucial for the phase transition to be robust, known as a strong first-order
phase transition, in order to prevent the baryon numbers from being erased by sphalerons.
9.

The condition that must be met is Tz 1. However, the observations on the Higgs boson

suggest that the EWPT within the Standard Model is a second-order phase transition,
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also referred to as a crossover [32, 33], where the VEV smoothly transitions from 0 to v.
Consequently, new physics beyond the Standard Model is necessary to achieve the desired
strong first-order phase transition. For example, according to Ref. [34], it is predicted that
if the strength of the self-coupling of the SM Higgs boson is enhanced by more than 50%

(meaning k; z 1.5), then the EWPT can transform into a strong first-order phase transition.

1.2.4 Beyond-the-SM physics and the HH production

The one of the main primary objectives at LHC is to investigate the global characteristics
of the Higgs potential. It focuses on detecting the creation of Higgs boson pairs as a means
to achieve this goal. This is because alterations to the Higgs potential can impact the cross
section of Higgs boson pair production. If deviations from the standard model prediction
are observed in the cross section of Higgs boson pair production, it will revolutionize our
comprehension of the Higgs potential.

This thesis aims to investigate the non-resonant HH production mode. The search is
carried out in a model-independent manner, allowing for sensitivity to any potential new
HH production signals. The primary signal mode used as a baseline in this search is the
SM gegF+VBF HH production, as depicted in Figure 1.5.

Different BSM models anticipate an increase in the rate of Higgs pair production through
non-resonant processes. This can occur either due to the involvement of new particles in
the loop diagram during production or through anomalous couplings such as non-SM Higgs
boson self-coupling or non-SM top-quark Yukawa coupling [35, 36]. The production of HH
via ggF' and VBF modes is fundamentally influenced by the coupling modifiers «, k;, ky and
koy. The ggF production mode, due to its higher cross-section, provides the most effective
means to probe k). On the other hand, the VBF topology exhibits a distinct sensitivity to
Koy as the ggF process does not incorporate the HHVV interaction.

The computational cost and time required for a thorough simulation of HH samples using
a detailed grid in the (kj k) plane are significant. To address this limitation, a reduced
number of MC simulation samples are generated for specific coupling values, and a technique
for combining these samples is utilized to represent the signal hypothesis across the entire
coupling parameter space. The technique of combining multiple samples in a manner that
encompasses the complete range of coupling constants within the parameter space relies on

exploiting the fundamental principles of the differential cross-section formula.






Chapter 2

The ATLAS Experiment

This chapter presents an overview of the ATLAS experiment. Firstly, it briefly introduces
the LHC, followed by a description of the ATLAS detector including the inner detector,
calorimeters, muon spectrometer, trigger and data acquisition. At the end, the definition of

physics objects is presented.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the largest particle physics experimental platform in
the world composed of state-of-the-art hadron accelerators and collider [37-39]. The primary
goal of the platform is to accelerate protons to nearly the speed of light and collide them at
some specific collision points, and heavy-ions can also be run in this machine. The maximum
centre-of-mass energy is designed to be /s = 14 TeV while its peak luminosity can reach up
to Z = 10%* cm™2s7!. There are two transfer tunnels with the length of about 2.5 kilometers
dedicated for the connection between CERN accelerator complex and the LHC ring that is
27 kilometers in circumference and installed about 100 meters (to be specific, from 45 to
170 meters) under the ground, also for the injection of hadron beams towards the LHC ring.

The hadron beams are structured in the form of consecutive bunches and synchronized
with the 40 MHz LHC clock. Spatially, in terms of proton runs, there are 2808 bunches
running in the LHC ring a the same time and each of them is made of about 10% protons.
Temporally, the time interval between two adjacent bunches is typically 25 nanoseconds, so
that the bunches also cross every 25 nanoseconds, which is exactly one cycle of the LHC
clock.

Once the hadron beams are injected into the LHC ring, they will go through the processes
of capture and acceleration, and finally be stored in the superconducting radio frequency
cavities. The hadron beams are actually handled in two separate cavities and thus the
resulting two types of beams run in the opposite direction at the relativistic speed. The
opposite beams are precisely controlled to interact with each other at four main collision

points and some smaller ones along the LHC ring, and corresponding experiments are es-

19
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tablished around those points. The four main LHC experiments include the generalpurpose
ATLAS [40] and CMS [41] experiments designed to search for Higgs boson and supersym-
metry, and explore SM and diverse exotic physics, the LHCb [42] experiment for B-physics
research, and the ALICE [43] experiment for probing quarkgluon plasma by virtue of the
product from heavy-ion collisions.

Figure 2.1 shows the schematic of the CERN accelerator complex where the step-up
facility structure is adopted to realize the final hadron beams with desired quality. In terms
of proton beams injection, they are firstly fed into the Linac that is connected to the Booster.
After acceleration of the Booster, they are transferred to the CERN Proton Synchrotron (PS)
followed by the Super Proton Synchrotron (SPS), after which, they are finally injected to
the LHC ring.
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Figure 2.1: The schematic of the CERN accelerator complex [44].

It’s scheduled that the LHC operates in three periods, the Run-1 in the years of 2011 and
2012 during which the Higgs boson was discovered, the Run-2 lasting from 2015 to 2018, and
the Run-3 lasting from 2022 to 2025. For the Run-1 period, the target centre-of-mass energy
was set to be /s = 7 and 8 TeV, which led to the collection of p-p collision dataset with
the integrated luminosity of L =28.3 fb~! in the ATLAS detector. For the Run-2 period, the
target centre-of-mass energy was upgraded to 13 TeV and the instantaneous luminosity was
also increased, especially for the operations in the years of 2017 and 2018. Finally, it gave
rise to the delivery of L =156 fb! p-p collision data in the ATLAS detector during Run-2.
It should be noted that, among the 156 fb_l, only 139 fb~! was verified and used for physics

analysis. Figure 2.2 shows the evolution of total integrated luminosity with time and the
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mean number of per-bunch-crossing interactions (u) (also called pile-up) for the Run-2 data
taking. As can be seen, the instantaneous luminosity in the years of 2017 and 2018 with
corresponding (p) of respectively 37.8 and 36.1, a is significantly increased so that about

75% of LHC Run-2 dataset was taken in these two years.
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Figure 2.2: Plots of the total integrated luminosity as a function of time and the pile-up in
Run-2 data taking.

The LHC is currently in operation with the centre-of-mass energy of /s = 13.6 TeV for

034 261 and

the Run-3 data taking. Its instantaneous luminosity is set to be & = 2 x 10°* cm™“s”
it’s expected that 300 fb ™! more collision data will be collected at the end of Run-3. Right
after LHC Run-3, the High-Luminosity LHC (HL-LHC) is scheduled to take more data with
a much higher instantaneous luminosity of 5 x 103% cm™2s™1. Section 4.2 describes the HL-
LHC in details. To deal with the more harsher operational environment, the LHC machine
and its experiments will be upgraded. Ultimately, the HL-LHC is expected to deliver up to

3000 fb~' dataset to each of the main experiments.

2.2 The ATLAS detector

The ATLAS detector [40] is the largest particle physics detector human has ever built. It
is installed at one of the collision points along the LHC ring, generally speaking, taking the
shape of a cylinder with the length of 44 meters and the diameter of 25 meters. Surprisingly,
it has the weight of about 7000 tons. Figure 2.3 gives a general depiction of the ATLAS
detector. As can be seen, from inside to outside, the inner detector, the calorimeters (in-
cluding electromagnetic and hadronic parts), and the muon spectrometer are sequentially
arranged.

When passing through the ATLAS detector, the outgoing particles interact with each of
the sub-detectors along the way and leave hits and energy deposition in the sensitive cells

of the sub-detectors. Based on the acquired information from them, the ATLAS detector
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Detector characteristics
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Figure 2.3: Demonstration of the ATLAS detector [45].

can provide excellent measurements on those particles generated from the collision point,
such as their momentum, energy and particle identification. For the particle types that the
detector measures, they can be any particles that interact with the detector materials and
leave visible products. For example, the target particles can be electron, photons, muon,

pion, neutron and proton.

In general, there are two magnet systems in the ATLAS detector, which are the solenoid
system and the toroid system. The former is installed around the inner detector and provides
an axial magnetic field of up to 2 teslas for deflecting the trajectory of the charged particles
inside the inner detector while the latter is installed in both the barrel area (barrel toroid)
and end-cap area (end-cap toroid) around the muon spectrometer and provides the magnetic

fields of 0.5 and 1 tesla for bending muon trajectories.

The coordinate system of the ATLAS experiment is established with the interaction
point (IP) as the origin. The three axises is defined right-handedly, which means the x-axis
points towards the centre of the LHC ring; the y-axis points upwards; and the z-axis is in
line with the tangential direction of the beamline. In the x-y plane, the azimuthal angle ¢
is defined while the polar angle 0 is defined in the y-z plane. Usually, instead of using the
0, the pseudorapidity n = - In(tan g) is defined to describe the angle of a particle relative

to the beam axis in the aspect of Lorentz boost. Therefore, the direction of y-axis has the
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pseudorapidity value of zero while the direction of z-axis has the pseudorapidity value of
positive infinity. In addition, in order to measure the angular distance between two four-
vectors in ¢ - n space, an angular quantity is defined with the formula AR = \/(A¢)? + (An)?,

which is Lorentz invariant if the involved particles are massless.

\ center of

the LHC

Figure 2.4: Coordinate system of the ATLAS experiment [46].

2.2.1 Inner Detector

The Inner Detector is located in the innermost part the ATLAS detector. The outgoing
particles from interaction point pass through sensitive cells (pixels, strips or straw tubes)
of the detector and cause ionization process, which leads to an electrical pulse in each cell
along its trajectory and leaves a series of hits. With the help of dedicated algorithm, those
hits can be used to deduce the information of the leaving charged particles, such as their
vertexes and tracks, with which the impact parameters and momentum can be calculated.

The inner detector can be further divided into three parts, which are arranged from
inside to outside with the order of the pixel detector, SCT (silicon microstrip tracker) and
TRT (Transition Radiation Tracker).

Figure 2.5 shows the structure of the ATLAS inner detector. The detector is quite
compact and just extends to the radius of about one meter from the beamline. The pixel
detector is arranged with three layers around the beamline, extending to the radius of about
12.3cm. During the LS1 (long shutdown 1) of the LHC, in order to enhance the vertex
reconstruction, an Insertable B-Layer (IBL) [47] was inserted in the barrel region of the
pixel detector. In the end-cap regions of the pixel detector, there are also three disks that
are laid out perpendicular to the beamline. Both the pixel detector and SCT have a good
coverage of |[n| < 2.5. The SCT is also arranged both in the barrel region with eight strip
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layers and in the end-cap region with nine disks, similar to the layout of the inner detector.

The TRT is consisted of straw tubes placed in parallel with beamline. Because of this

nature, the z positions of a track can not be acquired with the TRT. Its feature of detecting

transition radiations can significantly benefit the identification of electrons. The coverage

of the TRT is a bit smaller, || < 2.0.
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Figure 2.5: Structure of the ATLAS inner detector [48].

2.2.2 Calorimeters

Surrounding the inner detector, the calorimeter is installed in both the barrel region and
end-cap region. The mechanism of the calorimeter is to stop the charged particles like elec-
trons, photons and hadrons, and measure the ensuing showers of them left in the sampling
materials. The showers are actually the collection of secondary particles caused by the
cascaded processes originated from the primary incident charged particle. There are two
kinds of showers in the calorimeter, which are electromagnetic shower and hadronic shower.
The former is caused by electrons or photons while the latter is usually caused by incident

charged hadrons. The sensitive materials absorb the deposited energy of the showers and
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digitize it into electrical signals that are finally acquired by the DAQ system.

In terms of the electromagnetic calorimeter (ECal), it is located outside the inner detector
and close to the solenoid system. The operation material of ECal is made of liquid-argon
(LAr) with lead as absorber and kapton as electrodes plates. Figure 2.6 shows the structure
of ECal. There are in total four layers in ECal, which are three active layers (EM1, EM2,
EM3) and one presampler layer. Each of the three active layers has different designs. The
segmentation of the layers actually depends on the pseudorapidity . Taking n = 0 as
an example, the thickness and granularity (An x A¢) of the layers are specifically designed
like this. The presampler layer with the thickness of 11 mm and granularity of 0.025 x 0.1
is used to correct the energy loss ahead of the ECal; the EM1 has 4.2X, thickness and
0.003 x 0.1 granularity to discriminate neutral pion and photon; the EM2 has 16X, thickness
and 0.025 x 0.025 granularity for collection of the majority of the energy deposition; the EM3
is designed with the thickness of 2.0X; and the granularity of 0.05x0.025 to collect the energy
in the tail of the shower. The X is radiation length and has the value of X; = 14.2 cm in
this case [49, 50]. The selections of their thickness and granularity are finally determined
by dedicated optimization studies such that they are long enough to stop the showers and
completely absorb deposited energy, and also their granularities are fine enough to precisely
measure the energy of electrons and photons. More specifically, in order to distinguish
photon from the photon of neutral pion decay (7° — yy), finer granularity is considered in
the EM1. In addition, to better discriminate close photons, the separation in 7 is even finer
than that of two photons originating from 7z° decay.
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Figure 2.6: The accordion structure of the EM calorimeter [50].

The good coverage of ECal comes from the barrel coverage of 0 < || < 1.475 and end-cap
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coverage of 1.375 < || < 3.2, where the end-cap coverage further comes from two wheels,
one covers 1.375 < |5 < 2.5 while the other covers 2.5 < |[5| < 3.2. Due to the inevitable
gap between the barrel and end-cap in the detector arrangement, the ensuing crack region
of 1.37 < |y| < 1.52 is not installed with active layers so that the ECal can not provide

measurement on showers over there.

The hadronic calorimeter (HCal) is also installed in the barrel region and end-cap region
right after the ECal. Figure 2.7 shows the installation position of the HCal. In the barrel
region, the scintillator-tile calorimeter is installed, covering the region of || < 1.0 and 0.8 <
Il < 1.7. It adopts the plastic scintillators as the active material while the steel as its
absorber. After particles hit the scintillators, lights are generated and immediately go to
the optical fibers that can shift the wavelength of the lights. Further, the wavelength-shifted
lights are detected by the photomultiplier tubes whose output is proportional to the energy
deposition of the hadronic showers. In the end-cap region, there are two parts, the hadronic
end-cap calorimeter (HEC) covering the region of 1.5 < || < 3.2, and the forward calorimeter
(FCal) covering the region of up to |g| = 4.9. Both of them uses liquid-argon as their active
material. The HEC actually adopts the same technique with ECal, but the slight difference
is that its absorber is chosen as copper. Both electromagnetic and hadronic showers can be
measured by the FCal, also as the last parts before muon spectrometer, the FCal is designed
to be dense enough so that it can prevent the radiation background from contaminating the

muon measurement.

Tile barrel Tile extended barrel

4 |
LAr hadronic
end-cap (HEC)

:

LAr eleciromagnetic

LAr electromagnetic
barrel
LAr forward (FCal)

Figure 2.7: The position of the hadronic calorimeter [51].
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2.2.3 Muon spectrometer

The muon spectrometer is the last sub-detector of the ATLAS detector and located in the
outermost area. Figure 2.8 shows the installation position of the muon spectrometer in
the ATLAS detector. With the magnetic field provided by the toroid magnetic system,
the muon track can be deflected and thus its momentum can be accurately measured by
the muon spectrometer. Similarly, the spectrometer is also distributed in both the barrel
region and end-cap region. Respectively, the Monitored Drift Tube (MDT) and Cathode
Strip Chamber (CSC) are installed in those two regions. The muon spectrometer has its
own triggering chambers. The Resistive Plate Chamber (RPC) is mainly used to trigger
the detector in the barrel region while the Thin Gap Chamber (TGC) is used to trigger the

detector in the end-cap region.

Thin-gap chambers (TGC)
i i Cathode strip chambers (CSC)

Barrel toroid

Resistive-plate
chambers (RPC)

End-cap toroid
Monitored drift tubes (MDT)

Figure 2.8: The position of the muon spectrometer [52].

2.2.4 Trigger and data acquisition

The LHC collides the proton bunches under the clock of 40 MHz. It is impossible to record
all the events from the bunch crossing since that requires tremendous amount of storage
space. The solution is to just trigger the events of interest with a lower frequency, then they
can be easily handled by the data acquisition system. With the two-level trigger system [53,
54] deployed in the ATLAS detector, the event rate can be greatly reduced to about 1 kHz.
In addition, a trigger and data acquisition (TDAQ) system is designed to process the event

stream offline.
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The two-level trigger system is consisted of the hardware-based Level-1 (L1) trigger
and software-based High-Level Trigger (HLT). The former can reduce the events rate from
40 MHz to 100 kHz while the latter can further reduce the events from 100 kHz to 1 kHz.

In terms of the L1 trigger, it includes the L1 calorimeter trigger and L1 muon trigger.
The information from calorimeters is fed to the L1 calorimeter trigger composed of the
Cluster Processor (CP) for the selection of tau-lepton, electron and photon candidates, and
the Jet/Energy-sum Processor (JEP) for the selection of jet candidates and calculation of
total transverse energy. The information from the triggering chambers of muon spectrometer
goes to the LL1 muon trigger for the selection of muon candidates. Then the outputs of the
L1 calorimeter trigger and L1 muon trigger are further handled by the Central Trigger
Processor (CTP). By combining the CTP, L1 topological processor (L1Topo) [55] and some
other systems, the final decision of the L1 trigger is made. It’s worth mentioning that, the
L1Topo can be taken as a collection of dedicated algorithms that process the information
of the candidate objects, such as angular distribution and kinematic characteristics, then
select the events of interest.

In terms of the HLT trigger, it aims to handle the event stream after the L1 trigger.
The dedicated softwares are developed to be more accurate and directional and installed on
the computers for making the final trigger decision. The process of the HLT trigger can be
regarded as the primary physics analysis but works online. Usually, a higher threshold on
the object transverse momentum is set to reduce the event rate. At the end of the HLT
trigger, the events are stored on disks at the rate of 1 kHz. Finally, the stored events are

analyzed for different physics programs.

2.3 Definition of physics objects

2.3.1 Track and vertex

In the inner detector, the charged particles leave hits in its sensitive cells when passing
through. Therefore, the tracks of those charged particles can be restored by fitting the hits
with dedicated algorithms. Based on the reconstructed tracks, particle identification and
object calibration can be carried out. Vertex is the original point of the collision (primary
vertex) or decay (secondary vertex) and quite important in the physics analysis, for example,
the b-jet tagging, and it can be reconstructed by connecting the tracks backwards to the
collision area.

The ATLAS track reconstruction is performed by mainly using the information from
SCT and pixel detector. The procedure is presented as follows [56]. The hit clusters are
firstly built based on the recorded electrical signals from sensitive cells (pixels and strips).

Then the seeds are created from those clusters to serve as the input of a track finder, which
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aims to reconstruct tracks in an iterative way. Afterwards, with a combinatorial method [57],
many tracks can be built up from each seed. Finally, an algorithm called ambiguity solver
is used to evaluate each track and label a score on it.

The track candidates are selected based on the scores that represent the probability of
the track being correctly reconstructed. Then they are further filtered by the loose selection
criteria defined in [58]. The only exception is the requirement on the minimum pp, which
is increased to 500 MeV in Run-2 for adjusting to the higher collision rate. To be used
in physics analysis, the events must have at least one primary vertex with at least two
associated tracks. It’s worth mentioning that, the sum of squared pr of all the associated
tracks of the vertex is used as the criteria for primary vertex selection, which requires the

largest sum.

2.3.2 Electron and Muon

Electron interact with both the inner detector and ECal. Tracks are measured in the former
where a Gaussiansum Fitter [59] is used to fit the tracks in the n - ¢ space while energy
is determined in the latter where the electron candidate can be reconstructed from a seed
that is actually an energy deposition cluster matching the fitted tracks in the inner detector.
Then a likelihood approach is implemented by combining the information of the clusters and
tracks. Finally, electron can be identified by applying selection on the likelihood result.

With the good penetrating ability through matters, muon can go through all the way
from the innermost region to the outermost region of the ATLAS detector, and its trajectory
is left in both the inner detector and muon spectrometer while a small portion of its energy is
deposited in the calorimeter. There are in total four types of muon objects [60] defined and
used in physics analysis, which are respectively segmenttagged, combined, calorimetertagged
and extrapolated muons. The definition of the muon objects is based on how the muon-
related information from different sub-detectors is combined.

Isolation is one of the most conspicuous feature of the electrons and muons that are
originated from the events of interest while those from background processes are not isolated
with other particles in the n-¢ space. Therefore, it will be efficient for background rejection
if the isolation of the electrons and muons can be used as an event selection criteria, which
is usually defined based on the information from either inner detector track or calorimeter.
More specifically, the variable used as the figure of merit of being isolation is defined as the
sum of energy or momentum of the objects within the electron- or muon-centred cone.

The working points are defined as different threshold applied on the identification or
isolation of electron and muons, thus different working points can result in different signal
efficiencies. They are usually selected according to actual requirements of physics analysis.
For the electron, the requirements on its transverse momentum and pseudorapidity are larger

than 7 GeV and less than 2.5 (excluding 1.37-1.52), while for the muon, they are respectively
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larger than 7 GeV and less than 2.7.

2.3.3 Jet

Jet is actually the trace of hadronization process in the calorimeter, taking the shape of
a cone with many kinds of hadrons contained, including mainly pions, and also neutrons,
protons, kaons and other hadrons. Compared with the electron and muon, the measurement
on hadron is lack of accuracy in the ATLAS detector. The dedicated algorithm called anti-
k; [61] is used to reconstruct jet and its key parameter is the radius of the jet cone. There
are two methods that are commonly-used in jet reconstruction and calibration, one is called
topo-clusters method [62] while the other is the PFlow method [63].

In terms of the topo-clusters method, it aims to find the prominent signal cells against
the noises induced by pile-up in the calorimeter, then generate the hadronic topo-clusters,
which are calibrated at the EM scale. This kind of calibration can make it have the same
response with the electromagnetic showers. Then a weighting scheme called local cluster
(LC) is implemented to further correct the hadronic clusters to the right scale.

In terms of the PFlow method, it takes the information from both the inner detector
and calorimeter into account. More specifically, it finds the charged particles of the specific
topocluster that can match the tracks in the inner detector, then deducts their energy from
the topocluster energy. After that, the two parts, tracks of the matched charged hadrons and
the residual topocluster after subtraction, are considered as the particle flow objects (PFO).
Compared with the topo-clusters method, the PFlow method has better energy resolution.

In the physics analysis of Higgs boson pair search, there are three types of jets used,
which are small-radius(R) jets, large-radius(R) and variable-radius(R) track jets. In the
analysis where the jets originated from H — bb decay can be separately reconstructed,
small-R jets are defined as the PFlow jets with the radius of 0.4 [63]. To reject the jets
originated from the backgrounds caused by non-collision process and the noises raised in the
calorimeters, the jet cleaning algorithms are used [64] while the jetvertextagger (JVT) is
used to reduce the pile-up jets.

The b-jets are the jets initiated from b-quarks and they are the decay products of our
signal. Due to the long lifetime of b-hadron, there is an obvious secondary vertex that can
be used to tag the b-jets. They should be distinguished from the jets that are initiated
from other sources. To do that, the b-tagging algorithm is designed based on a deep neural
network (DNN) called DL1r [65, 66], which takes low-level information as its inputs, such
as the information extracted from the reconstructed jet, primary vertex, secondary vertex,
associated tracks and etc. To further correct the b-tagged jets momentum and improve the
invariant mass resolution of two b-jets, the methods p-in-jet and PtReco [67] are applied on
the b-tagged jets.

In the analysis where the Higgs boson is boosted enough so that the jets originated from
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H — bb decay can not be separately reconstructed, instead a fat jet should be considered and
it can be reconstructed into a large-R jet [68] from the LCTopo jet with the radius parameter
set as 1.0. There exist underlying and pile-up events whose products may contaminate the
LCTopo jet, so a trimming procedure [69] is then applied on those large-R jet candidates.
The idea is to apply the k; algorithm [70, 71] on the large-R jet again to re-cluster it into
several sub-jets with the radius parameter of Ry,;. Then for each sub-jet, a fraction f.,;
is defined as the ratio of the sub-jet pr to the large-R jet pr. If the f.,; of a sub-jet is
less than a specific value, the sub-jet is removed. The selection of the parameters Ry, and
feur 18 studied in the Ref. [72] where it’s pointed out that Ry, = 0.2 and f.,; = 5% has the
best performance. A combined mass approach [73] is used to perform the large-R jet mass
calculation. Before talking about b-tagging of large-R jets, the variable-R track jet must be
introduced. Again the anti-k; algorithm is used to reconstruct this kind of jet in the inner
detector, but instead of a fixed radius parameter, the pr-dependent radius parameter defined
as R(pr) = p/pr is set for the algorithm. Here p is a constant (30 GeV), which leads to the
varying radius parameter from 0.02 to 0.4 [74]. After the reconstruction of the variable-R
track jets, a method called ghost association [75, 76] is used to allocate the track jets to
large-R jets. Then b-tagging should be firstly applied on those associated variable-R track
jets of the large-R jet, and order the b-tagged ones by pr. Finally the large-R jet b-tagging
is performed by requiring at least two leading b-tagged variable-R track jets based on the
MV2c10 method [77].

In the search for Higgs boson pair production, the three types of jets are selected with
different requirements. For the small-R jet, the cuts pp > 20 GeV and n< 2.5 are applied
and usually the DL1r 77% working point is used. For the large-R jet, the requirement on
pr is quite large pr > 300 GeV while the requirement on 7 is still n< 2.5. For the variable-R
track jet, the pr is required to be low pp > 10 GeV and still n< 2.5 is applied, the MV2c10

70% working point is usually used.

2.3.4 Overlap removal

There exist the chances that the reconstructed objects may geometrically overlap with each
other, which causes ambiguity in the physics analysis. To avoid that, an overlap removal
procedure is applied on the candidate objects. The following steps are from the standard

overlap removal tool with recommended working point.

* Reject the electron with smaller py if two electrons share the same track.

e Reject 7,9 against electron if AR < 0.2.

o Reject 1,4 against muon if AR < 0.2.

» Reject muon against electron if the muon is calorimeter-tagged and shares the inner

detector track with the electron.
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e Reject electron against muon if they share inner detector track.

e Reject jet against electron if AR < 0.2.

e Reject electron against jet if AR < 0.4.

* Reject jet against muon if Nipack < 3 (PT track > 500 MeV), and the muon inner detector
track is ghost-associated to the jet or AR < 0.2.

e Reject muon against jet if AR < 0.4.

2.3.5 Missing transverse energy

The missing transverse momentum p}migs is defined as the negative vectorial sum of the
transverse momenta of other reconstructed objects [78], such as electrons, muons, jets, pho-
tons, Thed—vis- In addition, soft terms from tracks that are matched to the primary vertex
but not associated with the higher-pr reconstructed objects, are handled by the track-based
soft term (TST) algorithm.

The p}mlss is calculated as the following equation:

- mi - - - - Thad—vis - jet - soft
=Y =T - - Y Y =Y e, (2)

The missing transverse energy (ErTniSS) is defined as the magnitude of missing transverse

momentum vector. In the search for double-Higgs decaying to bbr*z~, the neutrinos from

miss

the 7-leptons decays contribute to the majority of Ey



Chapter 3

Search for Higgs Boson Pair

Production

This chapter summarizes the legacy search for the non-resonant Higgs boson pair production
in the HH — bbr*r~ channel. The search is performed on a proton-proton collision dataset
with an integrated luminosity of 140 fb™! at /s = 13 TeV collected by the ATLAS detector
at the LHC. It is actually an updated search based on previous ATLAS result in the same
channel [79]. The general identification of objects, strategy for triggering, event selection
and background estimation in the signal-enriched regions remains the same. However, an
optimized classification of the selected events has been introduced to improve the sensitivity
to the modifier k; of the Higgs boson self-coupling and also the modifier k,, of the quartic
HHVV (V =W, Z) coupling.

The classification is implemented as follows. Just like previous analysis, this search is also
divided into two sub-channels: the bb 7,,qThaq and the bb TlepThad, With the latter further split
into two categories based on the trigger choice: single-lepton triggers (SLT) and lepton-plus-
Thad-vis triggers (LTT). For this round of the analysis, events in each sub-channel are then
categorized into dedicated ggF and VBF signal regions (SRs) using multivariate techniques
to separate the signal contributions from the ggF and VBF production modes. Additionally,
the ggF regions are split into low- and high-mass SRs depending on the invariant mass of
the HH system in each event. For the fit discriminant, optimized multivariate scores are
used in each SRs.

In addition to the updated classification strategy, there are also other improvements to
this analysis compared to previous publication. Monte Carlo predictions are updated to
better describe main backgrounds of top-quark pair production (¢) and Z boson production
in association with heavy flavor quarks, which lead to a more accurate modeling of these
processes and enhance the statistical power of the simulation. The event selection for the
measurement of the background from Z boson production in association with heavy flavor
quarks is adapted to improve the consistency of the kinematic properties of this process with

the signal-enriched regions. The binning strategy of the fit discriminant is updated. Finally,

33
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the 95% confidence-level upper limit on the Higgs-boson pair production cross-section, and

the 95% confidence interval of both k) and ky are presented as the final results.

3.1 Data and Monte Carlo samples

3.1.1 Data samples

The results presented here are based on the full Run-2 proton-proton collision data at a
centre-of-mass energy of /s =13 TeV, collected by the ATLAS detector at the LHC between
2015 and 2018, corresponding to an integrated luminosity of & = 140.1 + 1.2 fb™! [80], where
the selected data events are required to have all relevant components of the ATLAS detector
in good working condition according to the ATLAS Good-Run-List (GRL).

3.1.2 Monte Carlo samples

Monte Carlo (MC) simulated events are used to model SM background production, SM
HH signal production, and BSM HH signal production. The events were passed through
the full ATLAS detector simulation [81] based on GEANT4 [82]. The effects of pile-up in
the same and neighbouring bunch crossings were modelled by overlaying each hard-scatter
event with minimum-bias events, simulated using the soft quantum chromodynamics (QCD)
processes of PYTHIA 8.186 [83] with a set of tuned parameters called the A3 tune [84] and
the NNPDF2.3L0 [85] parton distribution functions (PDFs). The EVTGEN program [86]
was used to model the decays of bottom and charm hadrons in all samples of simulated
events, except those generated using SHERPA [87]. The samples generated with SHERPA
used the bottom- and charm-hadron decay model implemented within the generator. The
simulated events were processed through the same reconstruction algorithms as the data.
For all samples containing a SM Higgs boson, its mass was fixed to 125 GeV. The same
mass value is used in the calculation of the Higgs boson decay branching fractions and in
the calculation of the single-Higgs-boson and SM HH production cross-sections. Unless
otherwise specified, the order of the cross-section calculation refers to the expansion in the

strong coupling constant (o).

3.1.2.1 Signal samples

There are two types of HH signal samples simulated, which are respectively from ggF and
VBF processes.

Nominal ggF signal samples (for k; = 1.0, 10.0) were simulated with the POWHEG BOX v2
generator [23] at next-to-leading order (NLO) with finite top-quark mass, and using the
PDF4LHC15_nNLO__30_ PDFAS (code 90400 in the LHAPDF database [88]) PDF set [89].
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Parton showers and hadronization were simulated using PYTHIA 8.244 [83] with the Al4
tune [90, 91] and the NNPDF2.3L0 PDF set. ggF HH events with different k) values
(in the interval k; € [-20,20]) can be provided by reweighting either of the two available
samples using a reweighting approach, which provides per-event weights, depending on the
targeted k; value and on the truth mgy. The normalization of the SM process is set to the
SM ggl" di-Higgs cross-section, ogep = 31.05fb, calculated at NNLO FTApprox [92], times
the bbr*r” branching ratio, ogep x ZB(bbr*r™) = 31.05 fb x 0.0730562561 = 2.268 396 7 fb. The
normalization of the BSM process is derived from a 2°¢ order Polynomial function of «; [93].
Alternative ggF signal samples (for k3 = 1.0, 10.0) to assess the parton showering uncertainty
were simulated using POWHEG BoX v2 generator [23] at NLO, interfaced to HERWIG 7 [94,
95].

The MADGRAPH5__aMC@NLO 2.7.3 [26] generator with the NNPDF3.0NLO [96] PDF
set is used to generate the nominal VBF signal samples at LO. Parton showering and
hadronization were performed using PYTHIA 8.244 with the A14 tune and the NNPDF2.3L0
PDF set. VBF samples have been produced for different values of the coupling modifiers k;,
Koy, and ky, where the SM scenario corresponds to k) = ky = kg = 1. A linear combination
of six (ky, Koy, Ky) basis samples is used to derive distributions for a finer granularity of
Koy values. These six basis samples were chosen to lie in the region where the analysis is
expected to be sensitive, in order to avoid large statistical uncertainties in the interpolation
resulting from the reweighting. Given the large pseudo-rapidity gap between the two VBF
jets is a distinct feature for VBF jets, this variable provides a good handle for the separa-
tion of ggF and VBF HH processes. The normalization of the SM process is set to the SM
VBF HH cross-section, oygp = 1.726 fb calculated at next-to-next-to-next-to-leading order
(N3LO) in QCD in the limit of no partonic exchange between the two protons [97], times
the bbr*r~ branching ratio, oypp x B(bbr*rt™) = 1.726 b x 0.0730562561 = 0.126 095 098 fb.

224 order polynomial function

The normalization of the BSM processes is derived from a
of kyy [93]. This was done by using the generator cross-sections at LO with kyy, variations
scaled to N3LO with the SM k-factor, followed by a 2" order polynomial fit to these values.
For the parton shower variations, alternative VBF signal samples were generated at three
sets of coupling values (k;, xoy, k) = (1, 1, 1), (1, 0, 1), (10, 1, 1). The alternative samples
were generated at LO using the MADGRAPH5__aMC@QNLO 2.7.3 [26] generator with the

NNPDF3.0NLO [96] PDF set and interfaced to HERwIG 7 [94, 95].

3.1.2.2 Background samples

The tt production and single top-quarks production in the Wt | s and t-channels are simu-
lated using the POWHEG BOX v2 generator [98-100]. The NNPDF30NLO [101] PDF set is
used. The events are interfaced to PYTHIA 8 version 8.230 [102] for the parton shower and
hadronization with the A14 set of tuned parameters [91, 103] and the NNPDF23LO [104]
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PDF set. The EvtGen v1.6.0 program [105] is used to model the properties of the bottom
and charm hadron decays. For all top processes, top-quark spin correlations are preserved
(for t-channel production, top quarks are decayed using MadSpin [106]). The top-quark mass
is set to 172.5 GeV. The NLO tt production cross section is corrected to the theory pre-
diction calculated at NNLO+NNLL. For single top-quark processes, the cross sections were
corrected to the theory predictions calculated at NLO. The t#-Wt interference is handled
using the diagram removal scheme. Moreover, an additional tf dilepton sample is used in
this round of the analysis to increase the overall ¢ statistics. More specifically, a dedicated
dilepton #f sample (DSID 410472) produced with POWHEG + PYTHIA 8 was combined with
the non-all-hadronic tf sample (DSID 410470), provided the dilepton events are removed

from the latter.

Events containing W or Z bosons produced in association with jets are simulated using
the SHERPA 2.2.11 [87] generator using NLO matrix elements for up to two partons, and LO
matrix elements for up to five partons calculated with the Comix [107] and OPENLOOPS [108-
110] libraries. They are matched with SHERPA parton shower using the MEPS@QNLO pre-
scription [111-114] in conjunction with a set of tuned parameters developed by the SHERPA
authors. The NNPDF3.0NNLO set of PDFs [96] is used. The choice of SHERPA 2.2.11 con-
figuration (instead of SHERPA 2.2.1 which was adopted in the previous analysis round and
known to underestimate the heavy-flavor hadron production fractions) is based on Ref. [115].
SHERPA 2.2.11 shows a significant MC statistical uncertainty improvement for b-, ¢- and

light-flavor and overall, a gain with a factor of ~ 2 in the number of events.

Diboson processes with one of the bosons decaying hadronically and the other leptonically
are simulated using the SHERPA version 2.2.1 [87] generator. The NNPDF3.0NNLO set of
PDFs [96] is used in conjunction with dedicated parton shower tuning developed by the
SHERPA authors. The generator NLO cross-sections are used. Production of W and Z
bosons in association with a top-quark pair, ttV, is simulated using SHERPA version 2.2.1
with multi-leg NLO merging for the ttZ production and using SHERPA version 2.2.8 at NLO
for the #W production. The NNPDF3.0NNLO set of PDFs [96] is used in conjunction with
dedicated parton shower tuning developed by the SHERPA authors. The most accurate NLO

generator cross-sections are used.

SM single Higgs boson production is included in the analysis as part of the background

processes, and is described as follows.

SM Higgs production in association with a top-quark pair, ttH, is simulated using the
PowHEG Box generator [98-100]. The NNPDF30NLO PDF set is used. The events are
interfaced to PYTHIA 8 version 8.230 [102] for the parton shower and hadronization with the
A14 set of tuned parameters [91, 103] and the NNPDF23LO PDF set [104]. The EvtGen
program [105] is also used. The cross-section is set to ttH production NLO calculations [116].

The Higgs boson production in association with a Z boson, ZH, with the Higgs boson



3.2 EVENT SELECTIONS 37

decaying to bb or 77, is included in the analysis using four samples. The qqZH(Z — I, H —
bb), ggZH(Z — U, H — bb) (where "I" includes all leptons e, y,7) and qqZH(Z — all,H —
17), ggZH(Z — all, H — t7) are simulated using POWHEG BOX v2. The NNPDF3.0NNLO
set of PDFs [96] is used. The events are interfaced with PYTHIA 8 version 8.212 using the
AZNLO tune [117] and the CTEQ6L1 PDF set [118]. The EvtGen program [105] is also used.
The cross section is set to the NNLO(QCD)+NLO(EW) calculations for ggZH and to the
NLO+NLL in QCD for ggZH. The Higgs boson production in association with a W boson,
WH, with the Higgs boson decaying to bb or 77, is included in the analysis using four samples
(separate samples for W* and W~). The W*H(W — Iv,H — bb), W*HW — all,H — 17)
are simulated using POWHEG BoOX v2. The NNPDF3.0NNLO set of PDFs [96] is used. The
events are interfaced with PYTHIA 8 version 8.212 using the AZNLO tune [117] and the
CTEQG6L1 PDF set [118]. The EvtGen program [105] is also used. The cross-section is set
to the NNLO(QCD)+NLO(EW) calculations.

The ggF Higgs boson production with the Higgs boson decaying to zz is simulated
using POWHEG Box v2. The NNPDF3.0NNLO set of PDFs [96] is used. The events are
interfaced with PyTHIA 8 version 8.212 using the AZNLO tune [117] and the CTEQ6L1
PDF set [118]. The EvtGen program [105] is also used. The cross section is set to the
N3LO(QCD)+NLO(EW) calculations [116]. The VBF Higgs boson production with the
Higgs boson decaying to 7 is simulated using POWHEG BoxX v2. The NNPDF3.0NNLO
set of PDFs [96]. The events are interfaced with PYTHIA 8 version 8.212 using the AZNLO
tune [117] and the CTEQ6L1 PDF set [118]. The EvtGen program [105] is also used. The
cross section is set to the NNLO(QCD)+NLO(EW) calculations [116].

All MC samples are passed through the full GEANT4 [119, 120] simulation of the AT-
LAS detector and are reconstructed with the same software as used for data. Additional
samples produced with alternative generators and settings are used to estimate systematic

uncertainties in the event modelling.

3.2 Event selections

3.2.1 Overview

The analysis is divided into two sub-channels depending on the di-r decay mode as depicted
in Figure 3.1. The bb 7,,qThaq Sub-channel targets events with two oppositely charged
Thadovis and two b-jets, whereas the bb TlepThad Sub-channel, which gets further split into
two categories based on the trigger choice, targets events with an electron or muon, an
oppositely charged 7j,,4.vis and two b-jets. In both sub-channels, the two b-jets are requested
to pass the 77% efficiency working point. The description of the trigger configuration for
the bb TiepThad Sub-channel, with single-lepton triggers (SLT) and lepton-plus-z,54.vis triggers
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(LTT), and for the bb 1j,,47,,q Sub-channel, with combination of single-7j,,4.vis triggers (STT)
and di-1,,4-yis triggers (DTT) are presented in Section 3.2.2.

Further, events in each sub-channel are categorized into ggF and VBF signal regions
(SRs) by using dedicated BDTs, and the ggF regions are in turn split into low- and high-
mass SRs depending on the invariant mass of the HH system in each event, by using a mass
cut of 350 GeV, as shown in Figure 3.1. A control region (Z+HF CR) is also defined in
order to determine the normalization of the background in which a Z boson is produced in
association with one or more jets initiated by heavy-flavor quarks (Z+HF background), by
using single-lepton and di-lepton triggers and specific event selection to finally extract the
my, shape as parameter of interest. This trigger strategy has been adopted from the bbet

analysis [121].

event

Ve events ————— > SLT + DLT ———> . ——> Z+HF CR
selection
STT + DTT SLT LTT
event event event
selection selection selection
= 4 jets N = 4 jets N = 4 jets N
ggF/VBF ggF/VBF ggF/VBF
-— — —
mHH BDT mHH BDT mHH BDT
low mHH SR h'gr;':HH VBF SR | ' low mHH SR h'ghs':""" VBFSR  low mHH SR h'g';;‘HH VBF SR

Figure 3.1: Sketch depicting the analysis strategy starting with the triggers and event selec-
tion for the bb 17,,47,q and bb TlepThad Sub-channels, followed by a BDT approach defining the
orthogonality between ggF' and VBF signal regions. The ggF signal region is subsequently
split based on a mygg cut of 350 GeV to improve the sensitivity of enhanced k;. Furthermore,
a control region (Z+ hf) is defined based on various single- and di-lepton triggers and event
selection with the my shape used as parameter of interest. STT: single 7,4.vis triggers;
DTT: di-maq-vis triggers; SLT: single lepton triggers; LTT: lepton+1y,,4.vis triggers; DLT:
di-lepton triggers.

In the following, we give a brief description of the triggers used in each sub-channel
and focus more on the updated event categorization (Section 3.2.4) besides the redefinition
of the (Z+HF CR) phase space (Section 3.2.5) with respect to the previous round of the
analysis [79].
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3.2.2 Trigger selection

The description of the trigger selection hasn’t changed since the previous round of the
analysis.

For the 7,4 sub-channel, events are recorded using a combination of single-lepton
triggers (SLTS) and lepton-plus-,,4.vis triggers (LTTs). The SLTs require an electron or
muon to be reconstructed at the HLT with an Ep threshold that ranges from 24 GeV to
26 GeV for electrons and a pr threshold that ranges from 20 GeV to 26 GeV for muons,
depending on the data-taking period. The LTTs require that an electron with pr > 17 GeV
or a muon with pr > 14 GeV in addition to a t,4.vis With pr > 25 GeV is reconstructed
at the HLT. The LTTs used to collect lepton-plus-m,,4-vis events with o,,4.vis pT < 35 GeV
had additional requirements at the L1 trigger, requiring the presence of either an additional
jet with Ep > 25 GeV or two additional jets with Ep > 12 GeV. The electron-plus-,,4.vis
triggers that require an additional jet with E1 > 25 GeV was only used to select an event if
the electron-plus-,4_yis triggers that require two additional jets with Ep > 12 GeV did not
select the event. For any trigger to select an event, based on the presence of a muon, the
muon must have |g| < 2.5. In order to select events near the trigger efficiency plateaus where
the trigger efficiencies are well modelled, the offline electrons, muons and 7,4.yis Objects
are required to be within AR = 0.07, AR = 0.1 and AR = 0.2 of the corresponding objects
at the HLT, respectively. Minimum pr requirements are applied to the offline objects, and
these are 1 GeV above the thresholds for electrons and muons at the HLT, 5 GeV above
the thresholds for 7j,,4.yis at the HLT, and 80 GeV (45 GeV) for jets with an L1-trigger Ep
threshold of 25 GeV (12 GeV). Events which pass the offline SLT lepton pr requirements
are not considered for the LTT. This ensures that there is no overlap between the SLT and
LTT categories. These two categories are analyzed separately.

For the 7,,qthaq Sub-channel, events are recorded using a combination of single-7j,4-vis
triggers (STTs) and di-tpaq.vis triggers (DTTs). The STTs accept events with at least a
single 1j44-vis at the HLT with a minimum pp between 80 GeV and 160 GeV, depending on
the data-taking period. The DTTs select events with at least a pair of 73,,4.vis reconstructed
at the HLT, with minimum pp of 35 GeV (25 GeV) for the (sub-)leading 7j,,q.vis, Where the
(sub-)leading 7j,4-vis is defined as the 7y,,4_vis With the (second-)highest pp in the event. From
the 2016 data-taking period onward, additional requirements were applied in the L1 trigger
to reduce the DTT rates. During 2016 data-taking, an additional jet with Ep > 25 GeV was
required. For 2017 (2018) data-taking, if two offline jets with pp > 45 GeV are found, then
a trigger is used that requires two additional jets with Ep > 12 GeV (and |g| < 2.3) at L1,
otherwise another trigger is used that requires one additional jet with Ep > 25 GeV and the

Thadovis 10 be reconstructed within AR = 2.8 of each other!. In order to select events near

!This dependence of the online selection on the offline requirements ensures that both triggers will not be used
for the same events, which avoids the need to study their combined efficiency.
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the trigger efficiency plateaus where the efficiencies are well modelled, the offline 7j),4_yis are
required to be within AR = 0.2 of the corresponding HLT 7,,4.is Objects and a minimum
offline pr requirement is applied to 7,,4.vis and to the jets. The offline pp thresholds for
the Thad-vis Tange between 100 GeVand 180 GeVfor the STTs, and are 40 GeV(30 GeV) for
the (sub-)leading 7},,4.vis for the DTTs. Additional offline requirements for the DTTs are
either that two additional jets with pp > 45 GeV are present in the event, or that a jet with
pr > 80 GeV is present in the event and the 73,4.vis are reconstructed within AR = 2.5 of
each other. For events that pass both the STTs and DT'Ts, the offline requirements used for
the ST'Ts are applied. Events passing the 1j,,qm,,q €vent selection are analyzed together.

3.2.3 Event selection

In the 7jepThaq channel, after the trigger-based selection described in Section 3.2.2, exactly
one ‘loose’ electron or ‘loose’ muon, an oppositely charged 7,,4.vis, and exactly two b-tagged

jets are required. The selected electron (muon) must also pass a tight (medium) identification

requirement with an efficiency of around 80% (97%). Events are required to have m%[MC >

60 GeV [122], where mMMC is calculated using the four-momenta of the electron or muon, the

miss
T

150 GeV to reject tt background events and to allow for the definition of a tf-enriched region

Thad-vis and the pf'™s. The b-tagged jet pair invariant mass (myy) is required to be less than
which is used in the estimation of t backgrounds. A 7,4.vis With pr > 20 GeV and || < 2.3
is required in the SLT category, and a 1j,,4-vis With pp > 30 GeV, or higher if required by the
trigger, and || < 2.3 is required in the LTT category. In both categories, the (sub-)leading
b-tagged jet must have pr > 45 (20) GeV, in addition to any trigger-dependent requirements.

The event selection leading to the 7e,m,4q signal region categories is summarized in Table 3.1.

In the 7,,qmaq channel, on top of the trigger selection described in Section 3.2.2, further
selection requirements are applied to form the signal region. Events are required to contain
exactly two r-leptons passing the ‘loose’ identification criteria and having opposite-sign
charges and at least two jets, exactly two of which should be b-tagged (passing the DL1r
77% working point). Events with any additional leptons (electrons or muons) are vetoed,
and the (sub)-leading b-tagged jet is required to have pp > 45(20) GeV. The invariant mass

MMC

of the z-lepton pair, mMMC s estimated from the four-momenta of the 7,54 vis and the priss

T

using the Missing Mass Calculator (MMC) [122], which assumes that the p%iss is exclusively
from the neutrinos produced in the z-lepton decays. To reject background from low-mass
Drell-Yan events, mMMC is required to be above 60 GeV. The event selection leading to the

ThadThad Signal region category is also summarized in Table 3.1.
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Table 3.1: Summary of the event selections, shown separately for events that are selected
by different triggers. In cases where pairs of reconstructed objects of the same type are
required, thresholds for the (sub-)leading pp object are given outside (within) parentheses
where different event selection thresholds are applied. When the selection depends on the
year of data-taking, the possible values of the requirements are separated by commas, except
for the jet selection in the LTT and DTT triggers, which use multiple selection criteria. The
trigger pr thresholds shown are applied to the offline physics objects that are matched to
the corresponding trigger objects.

ThadThad Category TlepThad Categories
STT DTT SLT LTT
e/u selection
No loose e/u No loose e/p Exactly one loose e/p
e () must be tight (medium and have |5 < 2.5)
P5 > 25,27 GeV 18 GeV < p% < SLT cut
Pr > 21,27 GeV 15 GeV < p/ < SLT cut
Thad-vis Selection
Two loose Thad-vis Two loose Thad-vis One loose Thad-vis
|]7| <23
pT > pr > 40 (30) GeV pr > 30 GeV

100, 140, 180 (25) GeV

Jet selection
> 2 jets with || < 2.5
Leading jet pr > 45 GeV Trigger dependent Leading jet pr > 45 GeV Trigger dependent

Event-level selection
Trigger requirements passed
Collision vertex reconstructed
mMMC - 60 GeV
Opposite-sign electric charges of e/p/mhad-vis and Thad-vis
Exactly two b-tagged jets
mpp, < 150 GeV
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3.2.4 Event categorization

In contrast to the previous full Run-2 analysis, here the events passing all the selection
criteria described above are further divided into three mutually exclusive categories, as shown
in the sketch of Figure 3.1, resulting in three signal regions per sub-channel. The events
forming these signal regions are then used for the fit of the MVA discriminant distributions.

If an event has at least four jets, it goes through a ggF /VBF BDT classifier which aims
to optimally separate events originating from ggF and VBF production modes. Then, if the
event passes a certain ggF' /VBF BDT working point, it is considered VBF-like and falls into
the dedicated VBF signal region. On the other hand, if an event has less than four jets or
fails the ggF/VBF BDT cut, it is considered ggF-like and is further categorized based on
the invariant mass of the di-Higgs system, mygy. A low-mass ggF signal region is defined by
mypy < 350 GeVand targets BSM signals with ) # 1 values that are enhanced in that region.
Finally, events with mypy > 350 GeVare categorized in a high-mass ggF region targeting SM-
like scenarios. The ggF /VBF BDT is trained to discriminate between the SM ggF HH and
the SM VBF HH signal processes, with the former as signal and the latter as background.
For the ggF/VBF BDT working point, the cut value that gives the best performance is
selected. The threshold of 350 GeVis chosen as such to target tight constraints on x; while
having large enough sample sizes in the low-mass region and retaining the SM-like HH signal
sensitivity. Also, the destructive interference between the two ggF LO Feynman diagrams
becomes maximal at that value.

Another BDT classifier is trained in each signal region using different HH signal hypothe-
ses each time to separate HH signal events from background processes. It is used as the
final discriminant of this analysis. In the VBF region, a BDT is trained using the SM VBF
HH signal. While SM ggF HH signal is used in the high-mass BDT training, the low-mass
region BDT is trained on the ggF x; =10 signal which is enhanced there.

3.2.5 Z+HF control region

The cross-section of Z boson production in association with heavy flavor (b,¢c) jets is known
to be not well predicted by the SHERPA MC and so these processes are normalized to data
in a control region. Since the production of jets is independent of the decay mode of the Z
boson, Z — pup/ee + heavy flavor jets are selected as this provides a high purity sample that
is orthogonal to the signal regions selection and can be included in the final fit to determine
the Z+HF normalization from data. For this round of the analysis, the Z+HF control region
phase space was redefined with respect to the previous round.

The Z + HF control region phase space differs significantly from the signal region phase
spaces. For example, the SRs select 7-leptons with higher pr and have in addition a leading

b-jet pr cut of at least 45 GeV. This results in a generally harder V' pr spectrum of the SRs
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with respect to the Z + HF control regions. In the previous round of the analysis, this did
not matter too much, because the data/MC modelling was flat over V pp. However, the new
SHERPA 2.2.11 samples show a significant slope in the data/MC modelling as a function of
V pr.

To not rely too much on the phase-space extrapolation uncertainties between SR and
CR it was decided to adjust the CR cuts to match closer the SR cuts. For this round of the

analysis, the events falling in the redefined control region are selected as follows:

o Events selected with bb#f trigger selection using single-lepton and di-lepton triggers
(see Section 3.1 of Ref. [121]);

o Exactly two muons or two electrons with opposite-sign charges;

« Exactly two b-tagged jets (using DL1r tagger and 77% working point);

o 75 GeV < my < 110 GeV (select Z mass peak);

o myy, < 40 GeV or my, > 210 GeV (to veto Higgs mass peak and to ensure orthogonality
to bbet signal region);

o leading b-jet pp > 45 GeV;

o lepton pr > 40 GeV.

When compared to the previous round, the lepton pr cut was raised to 40 GeVand
a leading b-jet pp cut of at least 45 GeV was introduced. It has been checked that the
reconstructed V' pr in the case of the di-r system after the Missing Mass Calculator aligns
with the true di-r pp, which motivates the choice of the same cuts for electrons and muons,
where this is the case. This re-definition brings the V' pp shapes of the SR and CR closer,
as shown in the direct comparison in Figure 3.2. In addition, this tighter cut also reduces
the overlap of the CR with the bbtt CR and might facilitate combinations given the usage
of different samples and different b-tagging strategies.
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Figure 3.2: Comparison of V pr shapes between the various SRs and the Z CR in the
ThadThad channel (left) and the 7¢7,,q channel (right).
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Using the new Z CR and updated Sherpa 2.2.11 prediction, the normalization factor for
Z+hf rises to around 1.26, similar to the factor 1.3 from the previous round of the analysis.
It has been studied that the tighter cuts in the Z CR and the resulting lower statistics have
no impact on the performance of the analysis. The constraining powers on Z+hf and ¢ do
get lower when moving to the tighter cuts, as expected but without any impact on the signal

strength or k limits.

3.3 Background estimation and validation

3.3.1 Background estimation strategy

The background estimation follows the same methods used in the previous analysis round
for both channels [79].

The simulated event samples summarized in Section 3.1.2 are used to model all back-
ground processes, except for processes with fake-rj,,q which are estimated using data-driven
techniques, as discussed below. In the 7jo,m,,q channel, all fake-r;,,4 backgrounds from ¢
and multi-jet processes are estimated using an inclusive fake-factor method. In the 7,744
channel, the multi-jet background is estimated using a data-driven fake-factor method and
the tt background with fake-z,,q is estimated using a scale-factor method with scale-factors
derived from data to correct the MC prediction. Separate estimation techniques are used
for fake 1j,,q from multi-jet and tf processes, since a combined approach is difficult in the
ThadThad-channel where multi-jet features two fake-ry,,q while typically only a single fake-73,,q
is present in tf. Moreover, the presence of HLT 7,4 identification due to the 7y,qmhaq trigger
selection and the requirement of at least one loose 73,4 in the derivation skim introduces
difficulties in combined estimation procedures. The larger uncertainties, as compared to a
combined approach, are not causing any degradation of the results due to the statistical lim-
itation of Run-2 analysis. Also, the fake-1j,,4 background is not a dominant process limiting
the sensitivity, given that the contribution is small in most sensitive bins of the analysis,
this can be seen as a more conservative approach of the fake estimation.

The tt with true-r,,q and Z+HF templates are taken from the MC prediction but their
normalizations are derived from data as included as freely floating parameters in the final fit.
Events with electrons or muons that are misidentified as 7,,q objects, dominantly coming
from the tt production, represent a minor background in the analysis and they are estimated
from simulation. This background is treated together with the tf events containing true-r,,q
objects.

In the 716 7haq channel, a combined fake-factor method is used to estimate multi-jet and ¢
backgrounds with fake-73,,4.vis- A schematic depiction of this method is shown in Figure 3.3.

In the 7,,qmhaq channel, the multi-jet and ttf backgrounds with fake-rj,,4 are estimated
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TiepThad Channel

mpy < 150 GeV MJ CR: Anti-Iso tt CR: mpp > 150 GeV
1D SR A f * ID
Anti-ID SR Template A * FFumg * FF,z Anti-ID

FFcomb = ™™J X FFMJ + (1 — ’I“MJ) X FFtt_

True-mhad-vis subtracted

MJ Fraction of multi-jet
events in the template

Figure 3.3: Schematic depiction of the combined fake-factor method used to estimate multi-
jet and tt backgrounds with fake-7j,q.yis in the 7ep7haq channel. Backgrounds which are
not from events with fake-7y,4.vis originating from jets are estimated from simulation and
are subtracted from data in all control regions. Events in which an electron or a muon is
misidentified as a 7,4.yis are also subtracted, but their contribution is very small. Both
sources are indicated by ‘True-y,4.yis Subtracted’ in the legend.

separately. The former is measured with a fake-factor method as depicted in Figure 3.4(a)

while the latter is measured with a scale-factor method as depicted in Figure 3.4(b).

3.3.2 Strategy validation

Since the fake-1j,4.vis background estimation strategy is inherited from previous round of
the analysis for both 7jep7haq and ThaqThaq channels, it should be validated, especially the
background estimation for 7j,,q7,q channel where the previously-derived fake factors and
scale factors are re-used in this round of the analysis. For the 7,7,q channel, new fake
factors are re-derived and the strategy is validated in the dedicated 0-b-tag region. In
the following, the validation of the background estimation strategy for 7j,,qmaq channel is
presented. It’s found that the strategy is still feasible and the background estimation can
be accurately performed even with the modification of the Monte Carlo configuration used
to model the V+4jets samples from SHERPA 2.2.1 to SHERPA 2.2.11, and the inclusion of ¢t
dilepton samples.

The validation of fake-1j,4.yis background estimation in 7j,,q7,q channel includes two
parts, one is to validate the estimation of multi-jet with fake-1,,4.,is While the other is to
validate the estimation of #f with fake-7j,,4.vis- The idea is to check the data/mc consistency
in dedicated validation regions. For example, in terms of the multi-jet with fake-7j,,4.vis,
it’s checked in the validation regions like 1-tag SS region, 1-tag OS region; in terms of
the tt with fake-1y,4.vis, it’s checked in the dedicated Top validation region where the true
tt estimation is also validated; there is also a dedicated validation region called 2-tag SS

region where the fake-7,4.yis originating from jets in multi-jet and tf is validated.
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ThadThad Channel

OS, 2 b-tagged jets SS, 1 b-tagged jet SS, 2 b-tagged jets
ID SR A ID
* < >
* - TFI~>2 b-tags
Anti-ID SR Template A FE1 b-tag Anti-ID

FF = FFI b-tag X TF1—>2 b-tags

Non-multi-jet subtracted

(a) The fake-factor method to estimate the multi-jet background with fake-7,,4 is- Backgrounds that are
not from multi-jet events are simulated and subtracted from data in all the control regions. This is indicated
by ‘Non-multi-jet subtracted’ in the legend

Thad Thad Channel ThadThad SR

tt with fake-Thad-vis
(corrected simulation)

TlepThad, tt CR

(from template fits to the m}" distribution)

tt with fake-Thad-vis
(simulation)

ThadThad SR

(b) The scale-factor method to estimate the tf background with fake-7,,4.;s. The scale factor is
firstly calculated in the 7.,7,,4 t# CR, then applied to the simulated tf with fake-7,,q yis in the
ThadThad SR

Figure 3.4: Schematic depiction of the background estimation strategy for both the multi-jet
and tt backgrounds with fake-7j,4 in the 7,,qmhaq channel.



3.3 BACKGROUND ESTIMATION AND VALIDATION 47

From the following validation plots, it’s concluded that the fake-zj,,4.vis background

estimation strategy is still valid and has good performance.

3.3.2.1 Fake factor method validation : 1-tag SS

If the reversal of the Tau-ID would affect the shape of event variables other than variables
that the fake factors are binned in, then this would be visible as non-closure in the 1-tag SS
ID-region (the numerator of the fake factor calculation). In Figures 3.5 to 3.7 this closure
check is shown in the distributions of a representative set of variables. This closure test is
updated concerning the previous round of the analysis as it is performed with the V+jets
SHERPA 2.2.11 and tt dilepton samples. Previously, a significant non-closure was observed
between fake 7,4 in the barrel and endcap. This was largely resolved by introducing an
endcap bin in 7,,q 7 for the fake factor estimation. However, some residual shape within
the endcap is observed (this can only be resolved by even finer 7,4 n binning of the fake

factors) but will have a negligible effect on the 2-tag SR.

This region is used to estimate the fake factors and can therefore only contribute as a

closure check.

3.3.2.2 Fake factor method validation : 1-tag OS

The validation of the multi-jet fake 7,4 estimate is shown in Figures 3.8 to 3.10. The OS

multi-jet validation region is defined as follows:

MET

OMET

<3

Np-tag = 1, OS 15q charge, myvic > 110GeV,

This region is not used in the development of the method and therefore constitutes an

independent validation region.

3.3.2.3 Top validation region

The top validation region is defined as:
Np-tag = 2, OS 1,9 charge, myivic + My > 300 GeV, myivic > 110 GeV

and therefore overlaps partially with the signal region. However, due to the mypc +mypp-cut
the signal contamination in this region is negligible. Pre-fit plots of this region are shown
in Figures 3.11 to 3.13 and the same tf mis-modelling observed in the previous round of the

analysis [79] is found.
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Figure 3.5: Closure check of the fake factor method in 1-tag SS ID-region for the low-mgy
ggF category in the 7y,,qmhag channel. Shown are the leading and sub-leading ,,q4 pr (a,d),
n (b,e), Nirack (¢, f), and b-jet candidate pr after energy correction (g,h).
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Figure 3.6: Closure check of the fake factor method in 1-tag SS ID-region for the high-mgy
ggF category in the 1,qhaq channel. Shown are the leading and sub-leading 7,4 pr (a,d),
n (b.e), Nirack (¢, f), and b-jet candidate pr after energy correction (g,h).
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Figure 3.7: Closure check of the fake factor method in 1-tag SS ID-region for the VBF
category in the 7,q7haq channel. Shown are the leading and sub-leading t,,q pr (a,d),
(b,e), Nirack (¢, f), and b-jet candidate pp after energy correction (g,h).
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Figure 3.8: Validation of the multi-jet estimate in the 1-tag OS multi-jet validation region
for the low-myy ggF category of the 7,,qmaq channel. Uncertainties are from statistical
sources only. Shown are the leading and sub-leading ,,q pr (8,d), 1 (b,e), Niack (¢, ), and
b-jet candidate pr after energy correction (g,h).
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Figure 3.9: Validation of the multi-jet estimate in the 1-tag OS multi-jet validation region
for the high-mpypy ggF category of the 7,q7h.q channel. Uncertainties are from statistical
sources only. Shown are the leading and sub-leading ,,q pr (2,d), 1 (b,e), Nirack (¢, ), and
b-jet candidate pr after energy correction (g,h).
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Figure 3.10: Validation of the multi-jet estimate in the 1-tag OS multi-jet validation region
for the VBF category of the 7y,qmhaq channel. Uncertainties are from statistical sources
only. Shown are the leading and sub-leading 7,4 pr (a,d), 7 (b,e), Nirack (¢, f), and b-jet
candidate p after energy correction (gh).
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Figure 3.11: Validation of the tt estimate in the 2-tag OS top validation region for the low-
myy ggF category in the 7y,9mhaq channel. Shown are the leading and sub-leading 7,,q pr
(a,d), n (b,e), Nipack (¢, ), and b-jet candidate pp after energy correction (g,h).
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Figure 3.12: Validation of the tf estimate in the 2-tag OS top validation region for the high-
myy ggF category in the 7y,97haq channel. Shown are the leading and sub-leading 7,9 pr
(a,d), n (b,e), Nipack (¢, ), and b-jet candidate pr after energy correction (g,h).
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Figure 3.13: Validation of the tf estimate in the 2-tag OS top validation region for the VBF
category in the 7,q7haq channel. Shown are the leading and sub-leading t,,q pr (a,d),
(b,e), Nirack (¢, f), and b-jet candidate pp after energy correction (g,h).
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3.3.2.4 Fake validation region

The 2-tag SS region after preselection is enhanced in 7,4 originating from jets in multi-jet

and tt. Prefit plots of this region are shown in Figures 3.14 to 3.16.

3.4 Multivariate signal extraction

The output of a multivariate algorithm is used as a final discriminant for the signal ex-
traction. In contrast to the previous full Run-2 analysis round, BDTs are used in both
sub-channels across all categories. A larger number of input variables have been explored,
and training hyper-parameters chosen to maximize the model performance. The same train-
ing approach is used across both 7j,qThaq and 7jepThaq channels, and a common training

framework built on TMVA [123], is employed in all cases.

3.4.1 General MVA and optimization strategy
3.4.1.1 Folding strategy

The design of the MVA strategy is driven by the requirement of ensuring a reliable and
unbiased estimate of the expected analysis sensitivity. This implies that simulated events
may not simultaneously be used in the definition of the BDT (including its hyper-parameters
and input variables) and in the generation of the histogram templates for the BDT output
score distributions.

The simplest strategy compatible with this requirement, implemented here, is to partition
the available set of simulated events into three partitions of equal size. In our concrete
implementation, the partitioning is performed based on the event number.

Then, three separate BDT models are trained, each using a separate partition of the avail-
able simulated events (“training folds”) as shown in Table 3.2. The same hyper-parameters
and input variables are used for each training. They are selected by optimizing the perfor-

mance of the BDT achieved on the “validation folds”, not seen during training.

Table 3.2: Partitioning of the available sets of simulated events for the training, optimization,
and evaluation of the BDT models.

Model Fold 0 Fold 1 Fold 2
0% | event number %3 = 0 (event_number %3 =1) (event_number %3 = 2)
BDT 0 Training Validation Testing
BDT 1 Testing Training Validation
BDT 2 Validation Testing Training

The simulated events contained in the “testing folds” are used in the creation of the

histogram fit templates. By construction, these events do not enter the BDT optimization
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Figure 3.14: Validation of the tt estimate in the 2-tag SS fake validation region for the
low-myy ggF category in the 7,97,,q channel. Shown are the leading and sub-leading 7,4
pr (a,d), 5 (b,e), Nipack (¢, ), and b-jet candidate p after energy correction (g,h).
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Figure 3.15: Validation of the tt estimate in the 2-tag SS fake validation region for the
high-myy ggF category in the 7,q7haq channel. Shown are the leading and sub-leading 7j,,q
pr (a,d), n (b,e), Nipack (¢, ), and b-jet candidate pr after energy correction (g,h).
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Figure 3.16: Validation of the tt estimate in the 2-tag SS fake validation region for the VBF
category in the 7,q7haq channel. Shown are the leading and sub-leading ty,,q pr (a,d),
(b,e), Nirack (¢, f), and b-jet candidate pp after energy correction (g,h).
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procedure, ensuring an unbiased estimate of the expected analysis significance.

3.4.1.2 Optimization of hyper-parameters

Certain TMVA training hyper-parameters may significantly impact the classification accu-
racy of the BDT. Of particular importance are the number of trees (NTrees) in the ensemble,
as well as the depth of each decision tree (MaxDepth).

A joint optimization is performed over these two hyper-parameters. For a particular set of
hyperparameter values, a set of BDTs is trained according to the folding procedure outlined
in Section 3.4.1.1. The binned distribution of the BDT output score is then computed
separately for signal and the sum of all backgrounds, using the simulated events contained
in the validation folds. (The binning is computed by the same algorithm that also defines the
binning used in the likelihood fit, as described in Section 3.6.) The binned signal significance

is used as a performance metric,

Z = Z 2 <(3i +b;) 10g<1 + ;) - sl->, (3.1)

i€bins 1

where s; and b; are the expected numbers of signal and background events in bin i, respec-
tively.

Hyperparameter values are investigated within a predefined range, depending on the
analysis region and type of BDT. Bayesian optimization is used to preferentially select
hyperparameter settings resulting in higher values for the binned significance.

The final set of hyper-parameters is selected from the list of parameter points seen during

optimization.

3.4.1.3 Selection of input variables

Many kinematic variables with discriminating power may be defined for the bbrr system.
However, it is desirable to select a “minimal” set of inputs by removing highly correlated
or redundant observables, which nevertheless is “complete” and enables near-maximal dis-
crimination power. (Note that this selection of variables is not strictly necessary—provided
that all variables used as inputs to the BDT are well-modelled—but rather viewed as a
simplification.)

Starting from the list of all available variables, a reasonably minimal set is constructed

iteratively:

o A small set of “baseline” input variables is always used. (The particular variables in
the baseline set depends on the BDT, and is explained below.)
« Additional variables are selected from the remaining list in a greedy fashion: at each

step, the observable leading to the greatest improvement of the binned signal signifi-
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cance (computed according to Eq. 3.1 on the validation folds) is selected.

o If no additional variable leads to an improvement in the validation significance, the
variable leading to the smallest loss is added instead.

o If no improvement is seen during N, consecutive steps, the optimization procedure is

stopped.

Such greedy optimization procedures are highly susceptible to the presence of statistical
noise in the performance measure used to steer the algorithm. To reduce the level of statis-
tical fluctuations in the significance measure Z to a level smaller than the performance gain
expected from the selection of input variables, the binned significance is typically computed

on a coarser binning than the one used in the fit, as explained below.

3.4.2 gegF/VBF BDT

The ggF /VBF classification BDT is trained to discriminate between the SM gluon-fusion
HH and the SM VBF HH signal processes (see Section 3.2.4). The aim of this classification
is to improve the k,y, constraint by creating a dedicated category for VBF events. The BDT
is only applied to VBF candidate events, and only such events are used in the training.
(VBF candidate events are defined as events that have at least two jets in addition to the
H — bb ones. Nearly half of the ggF HH events pass the VBF candidate requirement and
the other half fail, while around 80% of the VBF HH events pass.) The BDT is trained so
that ggk-like events are assigned with the scores near 1.0 while VBF-like events are assigned
with the scores near -1.0. Accordingly, events with the scores below a chosen cut value
(working point) fall into the VBF category.

The ggF /VBF classification BDT adopts the strategy described in Section 3.4.1 to per-
form the 3-fold training, input variable selection and hyperparameter optimization. For the
working point selection, it is defined as the optimal cut value on the output of the ggF/VBF

classification BDT that gives the best analysis sensitivity.

3.4.3 SR BDT

In each of the nine SRs as shown in Figure 3.1, a dedicated set of BDTs is trained to
discriminate the HH signal against the sum of all SM backgrounds.

In terms of the 7y,qmaq channel, the low-mygg region BDT is trained on the ggF x) = 10
signal events, while the ggF SM signal sample is used in the high-mgyg region. In both
cases, the training is performed on events falling into the respective SR, i.e. the full event
selection, including the cut on the ggF/VBF BDT, is applied. The signal-vs-background
BDT in the VBF region is trained on SM VBF HH signal events. In this case, events in
both the VBF and the ggF SRs are used in the training to maximize the available statistics.
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This was found to result in a significant improvement in the VBF sensitivity compared to

the situation where only events in the VBF SR are used in the training.

In terms of the 7epmag SLT and LTT channels, the low-mgy region BDT is trained on
the ggF k) = 10 signal events, while the ggF SM signal sample is used in the high-mypy
region. The VBF BDT classifier, on the other hand, was trained specifically to distinguish
VBF HH events from combined background events in the VBF region.

The hyper-parameters for the BDTs as well as their input variables are chosen separately
for each region, as explained below. The obtained BDT scores are then fitted using the profile

likelihood fit to obtain the final results, which are discussed in Section 3.7.

3.5 Systematic uncertainties

Systematic uncertainties related to the background and signal estimation in the 7jopmaq
and 7,,q%had Signal regions and Z-+HF control region are evaluated and propagated to the
final statistical analysis fit. These include both experimental and theoretical modelling
uncertainties, as summarized below. They are expressed as uncertainties in the overall
yield and in the shape of the final observable, i.e. the MVA score distributions for each
analysis category. Given the new categorization and MVAs in this analysis round, theoretical

modelling uncertainties have to be re-derived.

3.5.1 Experimental uncertainties

Experimental uncertainties? include those stemming from the measured integrated luminos-
ity, the modelling of the pileup, as well as those related to the physics object reconstruction
and identification. They are estimated by tools provided by the ATLAS combined perfor-

mance (CP) groups. These uncertainties are applied to all MC-based processes.

Different reduction schemes are available for the systematic uncertainties related to the
jet energy resolution (JER) and jet energy scale (JES), b-tagging and e-gamma energy scale.
The CategoryReduction and FullJER scheme are used to derive uncertainties affecting JES
and JER. This is the recommended set of systematic uncertainties for analyses meant to
be combined with other searches, and it is therefore adopted by all HH analyses. For the
b-tagging uncertainties, the medium reduction scheme is used by all HH analyses. It contains
13 NPs; 3 NPs for b-jets, 4 NPs for c-jets, 4 NPs for light-jets and 2 NPs for extrapolations.
The simplified correlation model is used for the e-gamma uncertainties, as suggested for

analyses which are very weakly sensitive to the energy scale of electrons and photons.

2This part hasn’t changed with respect to the previous full Run-2 analysis.
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3.5.2 Modelling uncertainties on MC-based background

The background modelling uncertainties on MC-based processes are comprised of theoretical
cross-section and acceptance uncertainties. Cross-section uncertainties only affect normaliza-
tions and are applied to all backgrounds® estimated using simulation, following the Physics
Modelling Group (PMG) recommendations. Acceptance uncertainties can affect both nor-
malizations and shapes. Their contribution is usually split into a normalization acceptance
uncertainty affecting the signal region event yields and a shape uncertainty affecting the
shape of the final discriminant distributions.

The acceptance uncertainties applied on minor backgrounds (Z+ light-flavor jets, W+ jets
and Diboson) are taken from the SM VHbb analysis. Acceptance uncertainties for tf, Z+HF
jets, single-top (Wt channel), tfH and ZH processes are estimated in the signal regions —
and control regions for tt, Z+HF jets — of this analysis from comparisons between nominal
and alternative MC simulated samples or samples with varied event weights.

The normalization acceptance uncertainties are derived by comparing the acceptance,
A, obtained for each alternative sample 7 to the nominal sample acceptance. Equivalently,
we compare the number of expected events, N, for each variation 7 to the nominal expected
events in the signal regions for all samples that are normalized to the same cross-section:

Ai/ariation = Anominal _ N\i/ariation = Niominal

ol = = : (3.2)

Anominal Nnominal

If one of the regions included in the final fit is better than the others at constraining some
normalization factor (NF), a relative normalization acceptance uncertainty is assigned. It is
estimated from the comparison of the relative amount of events predicted by the alternative

model in one region R with respect to another region R’ and the same fraction in the nominal

model:
Avariation,R _ Anominal,R Nvariation,R _ Nnominal,R
o _ Avariation,R’ Anominal,R’ _ Nvariation,R’ Nnominal,R’ (3 3)
AR/AR, AnominaI,R Nnominal,R ) )
Anominal,R’ Nnominal,R’

Acceptance uncertainties on the normalization of backgrounds are applied in all regions
and treated as correlated across regions, except for the tt and Z+HF backgrounds, whose
normalizations are left unconstrained (floated) in the global likelihood fit. For those two
processes, relative acceptance uncertainties between regions with a common underlying nor-
malization are applied.

Shape acceptance uncertainties are applied when differences are identified in the final
discriminant distributions of the nominal and alternative samples. The comparison is done

by taking the normalized distributions of the BDT scores, and calculating the ratio of the

3Except for tf and Z+HF processes which have freely floating normalization factors (NFs) in the fit.
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alternative and nominal number of events per bin.

The parameterization of shape uncertainties given in terms of the BDT score distribution
is not tied to the binning used in the statistical analysis. A dedicated re-binning algorithm,
summarized below, is used to ensure that only statistically significant shape effects are
retained. The algorithm depends on three parameters ty, t; and ¢ which are used to define
two requirements on the merged bins. The first condition is that the relative MC statistical
uncertainty on the merged bin content is below t; for each of the two compared distributions,
and it is applied for bins in the signal-like BDT score regime. The second condition is for
the fraction of total events in the merged bin to exceed fy for each of the two compared
distributions. This condition is applied in the background-like regime. The algorithm starts
merging pre-bins from the most signal-like BDT scores, and once the BDT score value t is
reached, the deciding merging criterion is changed from the first to the second.

The values of t¢, t;, and t depend on the variation and the analysis region. They are
manually chosen to ensure a healthy and smooth parameterization for each uncertainty
component.

In the following, the uncertainties on single-top for 7je,m,,q SLT channel is presented
as an example. For the other uncertainties, they are treated in a similar manner thus not
described.

3.5.2.1 Uncertainties on single-top in lephad SLT channel

Single-top acceptance (normalization + shape) uncertainties are derived by MC-to-MC com-
parisons, following the Top Modelling Group recommendations. The PS, ME and ¢t inter-
ference (Wt-channel) uncertainties are estimated by the differences between the nominal
and corresponding alternative samples listed in Table 3.3. Only the contribution from
the Wt-channel is considered since it dominates over the s- and t-channel contributions.
For PS uncertainties, AF2 nominal samples showered with Pythia8 are compared against
alternative AF2 samples showered with Herwig7, while the ME uncertainty is evaluated
by comparing the AF2 nominal Powheg+Pythia8 samples to the alternative AF2 Mad-
Graph5_aMC@NLO+Pythia8 samples. The detector acceptance uncertainty of single-top
production related to the interference between the Wt and tt processes is estimated via com-
parison of the full-simulation nominal Powheg+Pythia8 samples with the diagram removal
(DR) scheme to the alternative full-simulation Powheg+Pythia8 samples with the diagram
subtraction (DS) scheme. Uncertainties due to PDF, ISR and FSR are evaluated using
internal alternative weights present in the single-top nominal samples.

Furthermore cross section uncertainties are applied following the recommended NNLO
calculations; the values are reported in Table 3.4 for the three production modes.

The normalization acceptance uncertainties obtained from the described MC-to-MC com-

parisons in the 7je, 7,09 SLT channel are summarized in Table 3.5.
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Table 3.3: List of alternative single-top (Wt) samples.

Source DSID Name
ME 412002 aMcAtNloPythia8EvtGen_ HThalfscale_ tW__inclusive
PS 411036, 411037  PowhegHerwig7EvtGen_ HTUE__Wt_ DR, inclusive

tt interference 410654, 410655 PowhegPythia8EvtGen_A14_Wt_ DS _ inclusive

Table 3.4: Single-top modelling cross section uncertainties.

Process XS uncertainty

Wt 5.3%
t-channel 4.2%
s-channel 3.9%

Table 3.5: Relative acceptance uncertainties obtained for the single top Wt in each 7epTyaq-
SLT SR and inclusively.

Region low-myy ggF SR high-myy, ggF SR VBF SR Inclusive SR
PS up: -4.5% up: -4.6% up: 1.7% up: -4.2%
ME up: 6.2% up: 3.0% up: 20.3% up: 5.3%
Interference up: 6.7% up: - 22.9% up: - 14.0% up: -9.8%
PDF up: 1.1% up: 1.4% up: 0.4% up: 0.9%
ISR up: 1.2%,do: -1.2% up: 4.0%,do: -3.1% up: 12.0%,do: -10.5% up: 3.2%,do: -2.6%

FSR up: 5.1%,do: -4.9% up: 2.7%,do: -57% up: 12.7%,do: -7.8% up: 4.3%,do: -5.4%

Shape acceptance uncertainties are obtained based on the BDT score distribution, using
the above-mentioned binning approach. The binning parameter values t¢ = 0.05 and ¢ = 0.0
are used in all cases for the Wt uncertainties. Due to statistical limitations, the value of ¢
had to be adapted in order to obtain a reasonable binning in all cases. The used values are

summarized in Table 3.6.

Table 3.6: Value of the shape parameterization binning parameter ¢, depending on the SR
and the considered variation for SLT.

Region ISR & PS FSR Interference ME

Low-myg SR~ 0.08  0.15 0.08 0.08
High-myg SR 0.05  0.08 0.15 0.12
VBF SR 008  0.15 0.08 0.08

All BDT score comparisons for the nominal and varied predictions for the Wt process,

including the derived parameterizations, are shown in Figures 3.17 and 3.18.

3.5.3 Modelling uncertainties on data-driven background

Data-driven processes contributing to the analysis selection are estimated with the tech-

niques described in Section 3.3.1. We consider in particular background from processes
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Figure 3.17: Single top Wt BDT score distribution comparisons for weight-based variations
in the TlepThad SLT SRs.

containing objects mimicking the signature of hadronic 7 leptons: these processes are named
Fake (regardless of the background source of misidentification) in the 7jep,q channel, while
in the 7,,4Thaq channel they are divided in Fake (for multi-jet processes mimicking hadronic
T signatures) and ttbarFake (for #f processes). The background estimate techniques are
strongly inherited from the previous round of analysis [79]: the r fake factors are derived as
a function of fundamental properties of the taus, such as their transverse momentum and

their prong-ness. Given that our new regions represent a sub-categorization of the signal
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Figure 3.18: Single top Wt BDT score distribution comparisons for variations based on
alternative samples in the 7jo, 7,24 SLT SRs.

regions used in the previous analysis, we considered the same fake factors as in the previous
round and validated that the modelling in the Fake-enriched Control Regions and Validation
Regions with the new analysis categorization still provides a good description of the data
distributions.

Based on this key assumption, we consider that we can rely on the same model of
systematic uncertainties adopted in the previous analysis for Fake-1;,4 backgrounds, both

in the 70724 and 7,3qThad channels.
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3.5.4 Modelling uncertainties on signal processes

Cross section, acceptance uncertainties (normalization and shape) for the non-resonant sig-
nal prediction closely follow the approach of the previous analysis. They are evaluated by
comparing the nominal signal samples to alternative MC samples for parton shower while
the effect of PDF and scale variations is assessed through internal weights in the nominal
sample. The uncertainties related to the parameterization of the signal as a function of the

anomalous coupling parameters are also considered.

3.6 Statistical analysis

The results of the HH — bbr*r~ analysis are obtained through a simultaneous binned
maximum-likelihood fit to the MVA output distributions over all 7j,,q7haq and 7epThaq event
categories as described in Section 3.2.4 and Section 3.4, and to the my; distribution in the
Z+HF CR.

3.6.1 Statistical model

The likelihood function of the analysis can be written as:

Ncats
Z(p.6;data) = | | Lo(p.6:data) I £(6) (3.4)
c=1 k€constraint NPs

where g and 0 are the vectors of parameters of interest (POIs) and nuisance parameters
(NPs) respectively, Ng,s is the number of analysis categories, &, is the likelihood function
for category c. Some classes of NPs are subject to external constraints fp. More details
about the used likelihood template can be found in [124].

The POIs are the parameters we would like to measure, e.g. the signal strength, denoted
also as py, or coupling modifiers like k; and kyy. The fit model includes NPs, some of which
are determined only from data and are referred to as unconstrained. Other parameters are
constrained using information from auxiliary measurements in addition to the data. These
parameters are referred to as constrained and quantify the effect of systematic uncertainties
in the measurement.

In each category c, the likelihood is expressed in binned form as the product of Poisson

distributions P, one for each analysis bin:

Mhins . .
Zo(n.6:data) = [ T PQY, N (w) + 3 Niam) (3.5)
i=1 s b

where n; is the observed number of data events in bin i, N;ISZ is the yield in bin i of signal
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sample s, and Ng’bi is the yield in bin i of background sample b. The expression appearing

in the argument of the Poisson distribution, ), Ng (i) + ), Ngb, consequently is the predicted
N s b

total event yield for bin i.
The measurement of the POIs is performed using a statistical test based on the profile

likelihood ratio:

A = == (3.6)

where p and 60 represent the PQIS and the NPs respectively. In the numerator, the
NPs are set to their profiled values é, which conditionally maximize the likelihood function
of fixed values of POIs p. In the denominator, both the POIs and NPs are set to their
best-fit values g and 6 respectively, which maximize the likelihood unconditionally. In the
asymptotic regime, in which the likelihood is approximately Gaussian, the value of -2InA(y)
follows a y? distribution with a number of degrees of freedom (d.o.f) equal to the dimension
of the vector p.

In the absence of signal, upper limits on the HH signal strength, ugy, and on the di-
Higgs production cross-section at 95% CL are set following the CLg prescription [125] and

using the asymptotic formula. The considered test statistic g, is defined as:

ol 20 s g
Z(0,6(0))
5 = L) . (3.7)
q -2In ——== <[l<p,
g 260 o=
0 a> .

3.6.2 Fit setup

The binned profile likelihood fit is performed simultaneously on the MVA scores in all analy-
sis regions, together with the my distribution in the Z+HF CR, as summarized in Table 3.7.

Table 3.7: Regions entering the fit and fitted observable in each analysis region and channel.

low-myy SR high-mygy SR VBF SR Inclusive

ThadThad BDT score BDT score  BDT score -
TlepThad SLT ~ BDT score BDT score  BDT score -
TlepThad LTT ~ BDT score BDT score  BDT score -

Z+HF CR - - - my

The POI for the SM fits is the HH signal strength, pgg, which is relative to the ggF'+VBF
input signal cross-section of 31.05 + 1.726 fb times the BR. Fits are also performed with two
POIs, pgor and pypr, for the ggF and VBF HH signal strength respectively, each of them

having its own normalization factor. The normalization of the tf and Z+HF jets backgrounds
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are freely floating in the fit and are determined from data. Relative acceptance uncertainties
between the SRs and CR are applied to these normalizations in the SRs included in the fit.

For the k) and kyy likelihood scans, the signal MVA score distributions are parameterized
in terms of k; and xyy respectively, by producing 3 ggF and 6 VBF signal templates, as
described in Section 1.2.4. The workspaces are modified to correlate the signal samples
through the new POIs x; and kyy. The signals are combined to obtain signal distributions
for arbitrary x) and kyy values respectively using the linear combination method introduced
in Section 1.2.4. The single-Higgs production cross-sections and BRs are also varied with «;
in the fit.

Templates corresponding to similar physical processes are merged into a single template
in the fit. All sources of systematic uncertainties are considered as NPs in the profile
likelihood fit. The effect of each NP is split into normalization and shape components,
corresponding to the normalization and shape uncertainties respectively as discussed in the
previous section. The shape uncertainties are included in the form of alternative histograms
for the fit templates. Normalization uncertainties are implemented as either flat (for "float-
ing” templates) or Gaussian priors.

Below are listed the correlations of NPs across all fit regions in a general perspective:

o All experimental uncertainties are correlated across all fit regions

e Cross-section and acceptance uncertainties on the MC estimated backgrounds and on
signal are also correlated

o Floating tf and Z+HF normalizations are correlated across all fit regions

« Relative acceptance uncertainties on the normalization of tf and Z+HF, which are
determined from data in the fit, are correlated with the shape variations from the same
source of uncertainty between the 7,34 and 7epThaq channels. The main exception
from the rule is the shape uncertainties due to generator comparison for Z-+hf in the
CR which is kept uncorrelated to extrapolation and shape uncertainties in the SR in
order to avoid propagating the observed constrain likely due to a fluctuation in the
alternative sample distribution.

o Uncertainties on the data-driven backgrounds are not correlated

The NPs undergo a series of treatments before being added to the fit model. These

include symmetrization, smoothing and pruning. Symmetrization:

e One-sided experimental and modelling systematics are symmetrized
o Experimental systematics resulting in same-sided variations are also symmetrized,
using the average of up and down variations. This is done to fix under-constraints

from same-sided variations

The systematic variations can also be smoothed in order to avoid the instabilities in

the likelihood minimization which arise from the statistical fluctuations in the templates.
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Smoothing is applied on 4-vector-based CP variations, but not on weight CP variations.
Several algorithms can be used for smoothing. The algorithm that is used by default is based
on an iterative re-binning of the systematic variations until a certain number of local extrema
is attained. By default, two extrema are used, corresponding to systematic variations which
are monotonic in the fitted variable.

For the shape variations arising from theory uncertainties, this smoothing algorithm is
not used. This is because they have already been derived using a dedicated smoothing
algorithm that ensures e.g. that a minimum number of background event is present in each
bin to derive the variation. The details of this algorithm are explained in Section 3.5.2.

Finally, the pruning is applied to all systematics for the purpose of speeding up the
fitting process and also reducing instabilities that arise from small systematics that are
only introducing noise and have a negligible impact on the analysis sensitivity. Pruning is
applied separately on the normalization and the shape effects of a systematic uncertainty.

The pruning criteria applied are as follows:

o the normalization effect of a systematic uncertainty is pruned away if the difference
between the nominal and systematic yield is less than 0.5%

o the shape effect of a systematic uncertainty is pruned away if the variation between
the nominal and the systematic templates is less than 0.5% in all bins

o the shape systematics having up and down variations on the same side are pruned
away based on a y? test; if the y? value between up and down variation is smaller
than the y? between nominal and up/down variation (only applied to the smoothed

systematics)

Additionally, MC statistical uncertainties are also included as NPs with Poissonian priors.

3.6.3 Binning

The MVA output score distributions are first built with a very fine binning and are then
re-binned to build the fit templates. The goal is to minimize the number of bins, while
also maximizing the retained expected sensitivity, and ensuring the stability of the fit and
validity of the asymptotic approximation. The same re-binning algorithm (so-called Trafo60)
is adopted by both 7729 and 7,3qThad channels and is described below.

All BDT score histograms are built with 2090 bins following a non-uniform binning.
The scores are filled from -1 till 0.990 with a 107 bin width (1990 bins), while an even
finer width of 107* is used from 0.990 to 1 (100 bins), corresponding to the most signal-like
scores. The re-binning procedure starts from these finely binned histograms, and bins are
then iteratively merged, beginning from the most signal-like MVA bins until certain criteria
are fulfilled.
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The following general function can be used to transform the BDT output histograms:
Z(I[k,1]) = Z(z5,ns(I[k, 1]), N5, zp, np(1[k, 1), Np) , (3.8)

where

e I[k,I] is an interval of histograms, containing the bins between bin k and bin [
e N; is the total number of signal events in the histogram

e N; is the total number of background events in the histogram

o ny(I[k,1]) is the total number of signal events in the interval I[k,[]

o m(I[k,1]) is the total number of background events in the interval I[k,!]

e z, and z, are parameters used to tune the algorithm.
In our analysis, the above function takes the following form:

Z= zsE + z;,ﬂ , (3.9)
N N,

where (z,2p) = (10,5) is chosen for the BDT in all the analysis regions. The value for z is
higher than z, to achieve finer binning in the high BDT output score regime which has a
very high signal-to-background ratio. Starting from the last bin on the right of the original
histogram (high-BDT score), we increase the range of the interval I[k,last] by adding one
bin after the other, from right to left. The value of Z is calculated at each step. Once
Z(I[ky,last]) > 1, all bins in the interval I[ky,last] are merged into a single bin, where "last”
here refers to the rightmost bin of the original hist in the first iteration. After each iteration,
the last bin is the rightmost one excluding the newly formed bins from previous iterations.
Furthermore two additional requirements are applied after each iteration and the above

steps are repeated until these are fulfilled:

o the MC statistical uncertainty on the sum of backgrounds of each bin to be lower than
20%.

o the number of expected background events in each bin is required to be greater than
3.4

The requirement of at least three expected background event per bin is more aggressive
than the suggestion in the HDBS group to have at least five expected background events per
bin in order to trust the asymptotic approximation in the inference procedure. Therefore,
dedicated checks have been performed in the 7,,37,,q channel to compare limits obtained
with toys with the values obtained when using the asymptotic approximation. These checks
were done at an earlier stage of the analysis and only included floating normalizations and

MC statistical uncertainties in the fit. In all cases, the difference between the asymptotic

4With respect to previous studies, the requirement has been increased from 1 to 3 to ensure that the major
backgrounds are sufficiently populated in the most discriminant BDT bins.
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approximation and the limit obtained from toys was smaller than 1.5% and similar to the
difference obtained when using the previous analysis workspace. The team plans to redo

these studies once the systematics model is finalized.

3.7 Results

The simultaneous fit is performed including all the 7,,qThaq and 7iepThaq SRS, and the Z+HF
CR as shown in Table 3.7. The CLg method [125] is employed to determine the upper limits
of signal strength. Upper limits are calculated for the overall ugy and for the individual
signal strength parameters pgep and pygp. The constraints on the coupling modifiers are
established by utilizing a profile likelihood ratio A(e, 0) as the test statistic, calculated from
the likelihood function in the asymptotic approximation, with the coupling modifiers k;
and kyy being the parameter of interest (POI) @. The expected results are achieved by
utilizing Asimov datasets produced from the likelihood function after assigning the maximum
likelihood estimate to all nuisance parameters in the fit to data, while also fixing the values of
the POIs to correspond to the hypothesis being tested. Figure 3.19 displays the distribution
of BDT scores across the nine orthogonal categories after the maximum likelihood fit to the
data.

The combined fit to data gives the total HH production signal strength of fiyy = 2.2+ 1.7
and the tf and Z+HF normalisation factors of respectively 0.96 + 0.03 and 1.34 + 0.08. The
observed 95% confidence level upper limit on pgg is 5.9 while the expected one is 3.3 under
the background-only assumption. In the simultaneous fit of pger and pygr, the observed
(expected) 95% confidence level upper limits are respectively 5.8 (3.4) and 91 (73) for each
production mode. In the one-dimensional fit of pgep where pygr is set to its SM prediction,
the the observed (expected) 95% confidence level upper limit is 5.9 (3.4). Likewise, In the one-
dimensional fit of pypp where pgor is set to its SM prediction, the observed (expected) 95%
confidence level upper limit is 93 (72). It’s worth mentioning that, the expected upper limits
on the separate production mode signal strengths are determined under the background-only
assumption.

The upper limits on signal strength are shown in 3.8 and 3.20. The results for the indi-
vidual SRs are acquired through the combined likelihood fit of the BDT score distributions
in the categories of a single SR, along with the my, distribution from the dedicated CR. The
observed limit on pypy from the combined fit is looser than the expected one because of
an excess in the high-myy category, in the 7o, .4 SLT SR. From the individual fit of the
TlepThad SLT SR, this excess corresponds to a local significance of 2.3 o with respect to the
SM hypothesis (pgg = 1).

Figure 3.21 shows the expected and observed scans of the negative log-likelihoods (NLL)

as a function of k) and kyy, assuming that all the other coupling modifiers are fixed to SM
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Figure 3.19: Post-fit BDT score distributions in the low-mypy (left), high-myy (middle
column) and VBF (right) categories of the 7,,qmhad (t0P); TiepThaa SLT (middle row) and
TiepThad LTT (bottom) SRs. The contribution of the SM HH signal is adjusted based on
the fitted signal strength pgy obtained from the combined likelihood fit multiplied by the
SM expectation. The ggF and VBF HH signal distributions are superimposed and adjusted
according to the scaling factor specified in the legend multiplied by the SM expectation. The
dashed histograms represent the total pre-fit background. The lower panels display the ratio
of data to the total post-fit sum of signal and background, with the hatched bands indicating
the statistical and systematic uncertainties of this estimate. The BDT score distributions
are presented using the same binning as in the likelihood fit. Each bin is visualized with a
consistent width for better visualization, and the x-axis denotes the bin number.
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Table 3.8: The observed and expected 95% confidence level upper limits on pyp, HggF
and pygp were determined by performing the likelihood fits of the individual SRs, as well
as the combined likelihood fits. The limits for peer and pypp were derived from both
the simultaneous fit of both signal strengths and separate fits for each production mode,
assuming the other to be SM-like. The uncertainties associated with the combined expected
upper limits relate to the 1o uncertainty band.

par | Megr BB | fger (mvBF=1)  pvBF (Hegr=1)

observed 3.4 3.6 87 3.5 80
Thadhad
expected 3.8 3.9 102 3.9 99
observed 17 17 136 17 158
TlepThad SLT
expected 7.2 7.4 129 7.4 127
observed 23 18 765 22 733
TlepThad LTT
expected 20 21 359 20 350
Combined observed 5.9 5.8 91 5.9 93
expected 3.3737 | 3.4718 73732 3.4%}8 72135
ATL;IAS I R I ° (I)bslervleé O +1o I
(s=13TeV, 140 fo" C Expeciequ=) rix2o
HH — bbrt*t
B : Obs. (Exp.)
TiopThaa LTT de 23 (20)
TopThag SLT o o 17 (7.2)
ThadThad e 34 (3.8)
Combined o . 59 (3.3)
1 1 IE 1 1 111 I 1 1 1 1 1 11 1 I 1
1 10 102

95% CL upper limit on My

Figure 3.20: Summary of observed (filled circles) and expected (open circles) 95% confidence
level upper limits on pgy from the fit of each individual channel and the combined fit in
the background-only (ugg = 0) hypothesis. The dashed lines indicate the expected 95%
confidence level upper limits on pypy in the SM hypothesis (pgg = 1). The cyan and
yellow bands indicate the 1o and +2¢ variations on the expected limit with respect to the
background-only hypothesis due to statistical and systematic uncertainties, respectively.

values. The observed (expected) 95% confidence intervals of k; and kyy are respectively
-31<ky <9.0 (-25 <Ky <9.3) and -0.5 < kyy < 2.7 (-0.2 < kyy < 2.4). Additionally, x; and
Koy are constrained simultaneously while assuming other coupling modifiers are set to one.

Figure 3.22 shows the observed and expected two-dimensional 68% and 95% contours.
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Figure 3.21: NLL scans for k; (a) and xyy (b) acquired from the fits to data (orange) and an
Asimov dataset (dashed blue) built from the SM assumption. For both cases, all coupling
modifiers except for the scanned parameters are set to the SM predictions.
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Figure 3.22: The 68% (solid line) and 95% (dashed line) confidence level likelihood contours
in the (k), koy) plane, while setting the other coupling modifiers to one. The cyan and yellow
shaded regions display the expected contours. The star represents the SM prediction, while
the black cross represents the best-fit value.

As mentioned in the previous round of analysis [79], the sensitivity of the analysis is
primarily limited by the statistical uncertainty of the data. The main systematic uncertainty
affecting the measurement of pgy is the uncertainty in the ggF' HH production cross-section
due to variations in the QCD scales and the top-quark mass scheme. Following this, the
next significant sources of uncertainty include the statistical precision of the background
MC samples and the uncertainty associated with the interference between the Wt and tt
processes. The collective impact of all systematic uncertainties results in a 23% increase in
the expected upper limits on the signal strength pgy and the 9% and 2% widening of the

expected 95% confidence interval respectively for k; and xyy .



78 CHAPTER 3 SEARCH FOR HIGGS BOSON PAIR PRODUCTION

Table 3.9: Comparison between expected and observed quantities for the current and previ-
ous analysis round in the combined analysis.

analysis 95% CL upper limit on pgyg | 95% CI for ) | 95% CI for kyy
current analysis (Obs.) 5.9 -3.1, 9.0] [-0.5, 2.7]
previous analysis (Obs.) 4.7 -2.7, 9.5] [-0.6, 2.7]
diff. +25% -1% -2%
current analysis (Exp.) 3.3 -2.5, 9.3] 0.2, 2.4]
previous analysis (Exp.) 3.9 [-3.07, 10.20] [-0.54, 2.67]
diff. -15% -11% -19%

Due to the usage of a consistent statistical procedure, a comparison can be made between
these results and the ones in the previous round of analysis [79]. Table 3.9 shows a compar-
ison between expected and observed quantities for the current and previous analysis round
in the combined analysis. As can be seen, the strategy adpoted in this analysis results in a
25% (15%) increase (reduction) in the observed (expected) upper limit on the signal strength
prH; The observed (expected) confidence intervals for k) and Ky, are respectively reduced
by 1% (11%) and 2% (19%).



Chapter 4

The ATLAS Phase-2 Upgrade

This chapter starts with a general introduction of the physics motivation about proceeding
to the HL-LHC, followed by an overview of the HL-LHC project. Then, the ATLAS Phase-2
upgrade is briefly described, focusing on how each sub-detector is upgraded based on the
new requirements. Finally, the new detector HGTD is introduced from the aspects of hybrid

module, peripheral electronics, DAQ, DCS and luminosity.

4.1 Physics motivation

The Higgs boson self-coupling is one of the most important Higgs properties in the Standard
Model. It can help us to have a better understanding of the structure of the Higgs potential,
which is the key to the Higgs mechanism. The Higgs mechanism then opens the door to
masses for other Standard Model particles. Further, the electroweak spontaneous symmetry
breaking is introduced by the Higgs mechanism. Both ATLAS and CMS experiments have
already made a big effort on the measurement of the Higgs boson self-coupling through the
processes of single- and double-Higgs production. Due to the limited amount of dataset
recorded so far, only a rather loose constraint on the Higgs boson self-coupling can be
set, which is pretty far away from having a direct measurement of it. For example, the
result in Chapter 3 shows the latest constraint on the Higgs boson self-coupling with the
ATLAS Run-2 dataset through one of the most sensitive final states of the double-Higgs
decay, bbr*r™. As can be seen, although the expected constraint with 95% confidence level
(2.5 < k3 < 9.2) is improved by about 11% compared with previous analysis, it is still far
from enough. There are even some efforts on combining the three most sensitive final states
of double-Higgs decay (bbr*r~, bbbb and bbyy) [7], and also the efforts on combining not
only the three most sensitive final states but also some important final states of single-Higgs
decay [126]. Those combination results indeed get improved, but they are still at the level
where the Higgs boson self-coupling can only be constrained within a large range. Even
with the Run-3 data considered, the results on Higgs boson self-coupling wouldn’t change

significantly and we would still be in the same situation.

79
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At the current stage of the LHC, the lack of dataset is the main limiting factor that
stops us from performing a more decent measurement on the Higgs boson self-coupling.
If more data is collected, it will certainly improve the measurement. In fact, the dataset
expected at the end of LHC Phase-1 is just a small fraction (< 10%) of the dataset planned
for the whole LHC lifetime, and another more than 90% of dataset will be collected during
the HL-LHC (LHC Phase-2). The HL-LHC will produce approximately 170 million Higgs
bosons and 120,000 Higgs-boson pairs on each of the ATLAS and CMS experiments over a
period of about 10 years. With the tenfold Higgs boson events of HL-LHC, the Higgs boson
self-coupling will be significantly constrained. A HL-LHC projection study [127] shows that,
the 95% confidence level constraint can be narrowed down to -0.1 < k3 < 2.7u 5.5 < k) < 6.9
by combining the three most sensitive final states of double-Higgs decay (bbr*r~, bbbb and
bbyy) at ATLAS experiment. There is also another HL-LHC projection study [128], showing
that the Higgs boson self-coupling strength will be further constrained to -0.1 < k) < 2.3
with 95% confidence level by combining the major final states of double-Higgs decay from
both the ATLAS and CMS experiments, and a significance of 4 times standard deviation
can be achieved with all systematics uncertainties included, see Figure 4.1 for more details.
As can be seen, the significantly improved measurement on the Higgs boson self-coupling

can be one of the strong motivations of HL-LHC.

In addition to the measurement on the Higgs boson self-coupling, there is another mea-
surement that must be mentioned, which also benefits to a great extend from the increased
dataset of HL-LHC. It is the precision measurement of Higgs boson properties, such as
cross sections, branching ratios, coupling parameters and mass. According to the projection
study [129] from ATLAS Run-2 dataset, 2.4 - 7.7% precision on the measurement of Higgs
boson production cross sections can be reached and 1.8 — 4.3% precision on the couplings to

W, 7 and third-generation fermions can also be reached, see Figure 4.2 for more details.

With the dataset accumulated up to 3000 fb_l, each analysis group might be able to
push boundary to a higher limit where the SM can be further consolidated, a new theory
like the SUperSYmmetry (SUSY) [130] can be confirmed, particle properties are measured
with high precision, or there might be some breakthroughs on some unanswered questions,
such as dark matter, naturalness [131] and baryogenesis. Therefore, there are more other
physics programs that draw great attention from physicists and can be performed at the
HL-LHC, which can be generally summarized into different topics, such as Standard Model
measurements, studies of the properties of the Higgs boson, searches for phenomena beyond
the Standard Model, flavor physics of heavy quarks and leptons, and studies of QCD matter
at high density and temperature. With all those physics motivations, the HL-LHC is already
on the spotlight and scientists at CERN have been already working hard on the schedule of
making it happen.



4.1 PHYSICS MOTIVATION

ATLAS and CMS HL-LHC prospects
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Figure 4.1: Negative-log-likelihood scan as a function of x, calculated by performing a
conditional signal+background fit to the background and SM signal. The colored dashed

lines correspond to the combined ATLAS and CMS results by channel, and the black line
their combination. [128].
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Figure 4.2: Expected result (a) for the measurement of each Higgs boson coupling modifier
per particle type, and expected result (b) for the measured cross sections for the ggF, VBF,

WH, ZH and tTH production modes normalised to their SM predictions. The systematic
uncertainties are assumed to be half of the current Run-2 uncertainties [129].
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4.2 HL-LHC

In order to fully exploit the physics potential of the LHC, CERN established the HL-LHC
project at the end of 2010. With major technical upgrades, the HL-LHC aims for the
extension of operability and an increase of the collision rate, which means the ability of
producing more events of interest for the physics analyzers. Figure 4.3 shows the schedule
of the LHC and HL-LHC. The HL-LHC is expected to deliver beam collisions at the start

2571 five times the

of 2029 with the peak levelled instantaneous luminosity of 5 x 103*em™
LHC nominal luminosity. If operated in this level of luminosity, it can produce an integrated
luminosity of 250 fh! per year, and realize the goal of 3000 fb™! over the course of twelve
years or so after the upgrade. By further using the engineering margins reserved in the
equipment design for resisting the instantaneous heat deposition and the integrated radiation
dose [132], the HL-LHC is able to reach an ultimate performance of instantaneous luminosity
7.5 x 103%em™2s71. If operated in this level of luminosity, it is able to produce an integrated
luminosity of 300 to 400 fbh! per year, thus yielding about 4000 fb~! dataset. The more
intense and concentrated beam makes the pile-up (the number of collisions that happen in
one bunch crossing) reach to a higher level. The average pile-up will be around 200, and it

is around 50 for the Run-3 data taking.

Due to the higher requirement on the beam of the accelerator, some equipments of the
LHC have to be upgraded. The main updates and layout modifications for HL-LHC will be
carried out in the 600-meter long insertion regions of Point 1 (P1, near ATLAS experiment)
and Point 5 (P5, near CMS experiment). Other parts that require modifications sum up
to about 2.2km. In the insertion regions of P1 and P5, almost a complete renewal will be
performed by using the Q4 quadrupole and new low-f inner triplet quadrupoles, also there
will be an installation of one large 1.9K refrigerator, installation of new collimators and
insertion of crab cavities in the matching sections. A new equipment for beam monitoring,
such as beam position monitoring and beam gas vertex profile monitoring, will also be
installed. Additionally, the major civil engineering works of both underground and surface
will happen at P1 and P5, and some dedicated underground caverns and galleries with the
total length of one kilometer will be made accessible even during the LHC operation with

beam.

Several new key technologies [133] have been developed to support the upgrade of the
HL-LHC equipments. A novel superconducting compound based on niobium and tin will be
used to make more powerful quadrupole magnets, which can achieve way higher magnetic
fields than the niobium-titanium alloy used by the current LHC magnets (12 Tesla as op-
posed to 8 Tesla). The beam optics has gone through a significant development such that the
instantaneous luminosity can be levelled at a constant value throughout the lifespan of the

beam. The crab cavities is an innovative superconducting equipment that will be installed
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to give the head and tail of the particle bunches a transverse deflection while leaving the
center of the bunch undeflected, and this will enlarge the overlap of two bunches and thus
increase the collision rate. New collimators are being developed based on a material that
brings less electromagnetic interference to the beam, and it also has the purpose of absorbing
stray particles from the beam trajectory and thus provide protection for the machine. An
innovative superconducting transmission line made of magnesium diboride is able to carry
currents of record intensities (up to 100000 Amperes) and work at a much higher tempera-
ture, and it will be used to connect the power converters to the new accelerator magnets. In
addition, new crystal collimators has been developed to boost the cleaning efficiency during
ion beam operation.

In addition to the upgrades on the LHC itself, the detectors also need to be upgraded to
cope with the significantly-increased pile-up. For the CMS detector, there are several parts
that require upgrades [134]. The whole trigger and data acquisition (DAQ) system will be
replaced to achieve a L1 trigger rate of 750 kHz and a HLT trigger rate of 7.5 kHz. In terms
of the muon detector, the electronics for the drift tube and the cathode strip chamber sys-
tems will be upgraded while new detectors will also be installed in the very forward region.
In terms of the calorimeter, the barrel calorimeter detectors will be remained unchanged
but most of its electronics will be replaced, and the endcap calorimeter will be completely
replaced by a new one called high granularity calorimeter (HGCAL). Another new detector
is the MIP timing detector (MTD) precisely measuring the time of minimum ionizing par-
ticles (MIP) to improve pile-up rejection. The ATLAS Phase-2 upgrade is described in the

following section.
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4.3 Overview of the ATLAS Phase-2 upgrade

In order to deal with the challenges posed by the HL-LHC, the ATLAS detector has to go
through a corresponding upgrade, called ATLAS Phase-2 upgrade [136]. There are two main
aspects that need to be considered. One is the flood of incoming data delivered by the more
powerful HL-LHC, and the ATLAS should be able to recognize and record the events of
interest from the messy collisions. Another one is the increased irradiation level, which has
to be taken into account throughout the development of the detector systems. That doesn’t
mean the ATLAS detector should be completely renewed. For example, those sub-detectors
that are far away from the collision point and will not suffering from the irradiation damage
during the HL-LHC operation, such as the LAr calorimeter, tile calorimeter and the muon
spectrometer, will remain unchanged, but their electronics have to be upgraded more or
less. Other upgrades include installations of the new inner tracking detector (ITk), high
granularity timing detector (HGTD) and new muon chambers. In addition, the trigger and

data acquisition (DAQ) systems will be fully upgraded.

There will be more events that need to be picked up by the detector within a certain
amount of time than that of Phase-1 data taking, so the trigger system has to be updated
accordingly to be able to tell the detector to record those more events [137]. The hardware-
based Level-0 (L0O) trigger collects the data from the calorimeters and muon spectrometer
at the rate of 40 MHz, and make the first decision by outputting a trigger signal at the rate
1 MHz (as opposed to 100 kHz in the LHC period) with the latency of 10 us, then the trigger
signal will be fed back to sub-detectors. With the use of the new global trigger component,
the granularity of the detector can be fully exploited. Another important layer of the trigger
system is the high level trigger (HLT), which can be taken as a software-based event filter.
It gets the 1 MHz data flow from the sub-detectors that are just got triggered by the LO
output signal, and make a further decision by outputting another trigger signal at the rate
10 kHz (as opposed to 3 kHz in the LHC period). It’s already decided that commercial
hardware will be used for implementing the HLT. Obviously, the high trigger directly leads
to a huge data throughput, which requires the upgrade of the ATLAS DAQ system. The
main update of the system is its backend electronics, which will be based on a custom PCle
FPGA card (FELIX) instead of the previously used VME-based readout board.

The on-detector and off-detector electronics of both the LAr and tile calorimeters will
be upgraded, and they will provide full digital input to the ATLAS trigger system and have
continuous readout at the rate of 40 MHz without on-detector buffering. Some highlights
of them are mentioned as follows. In terms of the LAr calorimeter [138], a new high preci-
sion frontend electronics are being developed for the on-detector electronics to achieve the
dynamic range of 16 bits and a linearity of better than 0.1%, which actually benefit from the

newly-developed ASICs for this purpose. Also a dedicated advanced telecommunications
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computing architecture (ATCA) board are being developed for the off-detector electronics
to do the waveform feature extraction. In terms of the tile calorimeter [139], those photo-
multiplier tubes (PMTs) that are mostly exposed to irradiation will be replaced, and they
are accounting for 10% of all PMTs. In order to improve the response stability, the passive
PMT high-voltage dividers will be replaced by the active ones. In addition, a new modular
mechanical design for the electronics system is performed to achieve better accessibility and

maintenance, and increase redundancy.

There will be a complete replacement of the current inner detector by a new all-silicon
inner tracker system (i.e. ITk) [140] with a large angular coverage of || < 4 (2.5 for inner
detector). The ITk is generally consisted of three compartments, the pixel inner system, the
outer barrel and the outer endcap. The pixel inner system will be replaced at half lifetime
due to the performance degradation caused by high irradiation dose. From inside to outside,
the outer barrel can be further divided into pixel part and strip part, and similarly the outer
endcap can also be divided into pixel part and strip part. For all the pixel parts, they cover
up to |y| < 4 with 5 barrel layers and several EC disks. There are up to 5 billions active pixels
for responding the particle hits, and the pixel sizes are 25 x 100 pm? for the innermost barrel
and 50 x 50 ym? for the pixels everywhere else. It is interesting to mention that all those
pixels sum up to 13 m? of silicon, which is almost 10 times larger than the current one. The
smaller size of the pixels improves the resolutions of the tracking. For all the strip parts,
they cover up to || < 2.7 with 4 barrel layers and 6 EC disks. All the active strips sum up to
168 m? of silicon, which is almost 3 times larger than the current one. The ITk has smaller
interference on the particles that pass through it due to the reduced material budget. The
optimized layout of the pixels and strips can make sure that a track can leave at least 9
silicon hits, which can improve the tracking and vertexing efficiency. Located in the place
nearest to the collision point, the detector is designed to be extremely irradiation-tolerant,
for example, the pixel inner system is required to withstand the 1 MeV neutron equivalent

flux of up to 1 x 106 neqcm_z.

The upgraded parts of the muon spectrometer are as follows [141]. The readout and
trigger electronics will be renewed such that it can provide continuous readout at the rate
of 40 MHz and the MDT will also be able to join the L0 trigger inputs together with its
other trigger logics. Additional barrel layers of sMDT, RPC and TGC will be installed in
the inner part of the muon spectrometer, and by working together, they can significantly
improve the coverage, trigger uniformity, momentum resolution, etc. The upgrade of the

HGTD is presented in more details in Section 4.4.
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4.4 HGTD

4.4.1 Overview

The large increase of pile-up is one of the biggest experimental challenges that the Phase-2
upgrades of all the experiments have to cope with. In order to mitigate the adverse effects
of pile-up, a high granularity timing detector (HGTD) is therefore proposed for the ATLAS
Phase-2 upgrade [142]. Based on the low gain avalanche detector (LGAD) technology, it can
precisely measure the timing information of the track hits and finally distinguish collisions
that are closely in space but well-separated in time. After the optimization of the number
of hits per track by adjusting the module layout, its average time resolution per track (for
minimum ionizing particles) can reach to 30 ps at the start of the HL-HLC operation and
degrade to 50 ps at the end of that. It will be installed in the very forward region that
covers the pseudorapidity of from 2.4 to 4, further augmenting the capabilities of the 1Tk
in that region. With such high precision timing information used to reduce pile-up, the
forward objects can be reconstructed with a much higher efficiency, which will certainly
improve the physics analyses that are sensitive to the forward region. For example, in
the VBF production mode of either single- or double-Higgs boson, one main signature is
the outgoing forward jets, whose reconstruction performance can be further translated into
sensitivity gains of the physics analysis. In addition, the HGTD is also designed to work as
a luminometer. It will provide both online and offline luminosity measurement, aiming to
reduce the total uncertainty on the integrated luminosity of HL-LHC compared to Run 2
even with much harsher experimental conditions.

The physics programs of HL-LHC are diverse and vast, see Section 4.1 for more details.
Together with other upgraded detectors of the ATLAS, the installation of the HGTD will
certainly benefit those physics programs. For example, many SM precision measurements
and Higgs properties measurements are already suffering from systematic uncertainties dur-
ing Run 1 and Run 2 periods, so reduction on systematic uncertainties about the physics
objects reconstruction as well as the background modelling will definitely improve the exper-
imental measurements. The HGTD plays an important role in improving the performance
of the forward objects reconstruction to the level similar to that in the central region of the
ATLAS, which will lead to a reduction on the corresponding systematic uncertainties in the
forward region, a new phase space that can not been largely explored during LHC operation.
Since the centre-of-mass energy of the HL-LHC collisions is not expected to change much,
the focus of many searches for new physics will shift from bump-hunting to looking for dis-
crepancies in the tails of different distributions and other new strategies, such as looking
for displaced vertices in long-lived particles searches. Those searches are targeting for new
physics just beyond the reach of the collision energy, therefore a more precise understanding

of all reconstructed objects in the forward region is required, which can be achieved with the
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help of the HGTD. In precision measurements, the precise determination of the luminosity
is also crucial. During the first two runs of the LHC, the luminosity uncertainty is already
one of the leading uncertainties in the measurements of Higgs couplings. With the precise
luminosity information provided by the HGTD, the Higgs properties measurements in the
ATLAS will be further improved.

The HGTD will be located in the gap region between the end of the ITK and the end-
cap calorimeter, which is currently occupied by the Minimum-Bias Trigger Scintillators.
Sealed in hermetic vessel, the detector has the shape of a plate, which will be inserted on
both sides at the distance in z of £3.5 from the interaction point. The vessel thickness in
z is 125 mm (including 50 mm moderator), and it extends from 110 mm to 1000 mm in the
radius direction. Unfolded in z direction (see Figure 4.4), it consists of the front cover, two
instrumented double-sided layers of disks, inner moderator and back cover, in addition, there
are also the outer ring and inner ring for achieving the complete hermeticity. Outside the
hermetic vessel, there is also another moderator with the thickness of 50 mm placed behind
the HGTD to reduce the back-scattered neutrons created by the end-cap calorimeters and
thus protect both the ITk and the HGTD. The instrumented double-sided layers of disk is
the main part of the detector and it is consisted of the cooling plate and two working layers
that are attached to the plate. The cooling plate is covered with smaller-diameter capillary
pipes, aiming to keep the temperature of the vessel at a low level (around -30°C). The CO,
is chosen as the coolant due to its high latent heat, low viscosity, capability of mixed states
(liquid and vapor) cooling, radiation hardness and low activation. In the working layer,
there are the active area extending from 120 mm to 640 mm in the radius direction and the
peripheral area extending from 640 mm to 1000 mm in the radius direction, the former is
the sensitive part of the detector and directly responds to the particle hits while the latter
is the front-end electronics of the detector and handle the large data throughput. From
inside to outside, the active area densely covered with 2 x 4 cm? modules is divided into
three annular regions based on the hit rates, which are inner ring (extending from 120 mm
to 230 mm), middle ring (extending from 230 mm to 470 mm) and outer ring (extending from
470 mm to 640 mm). The average number of hits per track for the three annular regions are
respectively 2.6, 2.4, and 2.0. The peripheral area is covered with rather large peripheral
electronics boards (PEB), which are actually printed circuit board (PCB) mounted with

ASICs, connectors and other components.

4.4.2 Hybrid HGTD module

There will be more than eight thousands modules mounted on the active areas of the HGTD.
The HGTD module is designed with the structure of sandwich, where two LGAD sensors are
located in the middle, and two ALTIROC ASICs are attached to one side while a module
FLEX is attached to the other side, see Figure 4.5. With the small size of 2 x 4 cm?, a
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Figure 4.4: A global view of the HGTD, unfolded in z direction [142].

single module has up to 2 x 225 pixels, and each of those pixels has the size of 1.3 x 1.3 mm?.
When a particle hits the HGTD module, the pad of the LGAD sensor will firstly respond
and send out a corresponding analog signal to the ALTIROC ASIC, which will then digitize
the analog pulse and process it for further transmission, finally the decoded and serialized
data stream gets sent out through the connectors on the module FLEX. There is also being
developed a kind of FLEX tail, which is a flexible and flat cable used for attaching to the

connectors and transmitting the data out to the PEBs.

4.4.2.1 LGAD sensor

The sensor is based on the novel low gain avalanche detector technology, which was pio-
neered by the Centro Nacional de Microelectrénica (CNM) Barcelona [143]. Actually this
technology is still based on the basic silicon PN junction but with special doping strategy
on certain region.

Specifically, the sensor can be viewed as a n-on-p silicon junction with an extra highly-
doped p-layer right below the n-p contact region. The doping layer can create a high
electric field and trigger the avalanche effect of the charge carriers, thus cause the internal
amplification of the current. When the electrons generated by the passing charged track in
the depletion layer reach the doping layer (amplification region), new electron-hole pairs will
be largely created and thus give rise to a boost of the current. The amplification happening
in the doping layer is referred as the gain of the LGAD, which is much larger than that of
a standard diode. This large gain is the key factor for LGAD sensor to achieve an excellent

time resolution for the minimum ionizing particles. Certainly, the LGAD sensor is sensitive
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Figure 4.5: View of an HGTD hybrid module equipped with its read-out flex cable tail [142].

to the irradiation and its performance can deteriorate with increasing irradiation dose. For
example, a simulation of the signal current in the LGAD sensor shows that [142], before
irradiation, the signal can last for about 1 ns with the rise time of about 500 ps and the
collected charge can reach up to 12fC, while after the irradiation of the 1 MeV neutron
equivalent flux of 2.5 x 101 Neqcm'z, the both the rise time and the signal duration become
shorter so that the collected charge decreases to just 4 fC. In order to mitigate the adverse
effect of the irradiation like the decrease of the charge yield, the bias voltage of the LGAD
will be increased accordingly with the gradually accumulated irradiation dose, and it can be
set up to 750V at the end of the lifetime, in addition, the detector will be operated at low

temperature (around -30°C).

In order to make the performance as high as possible, the LGAD has been extensively
designed and tested to determine some key parameters. By tuning the doping levels of
the gain layer, the inter-pad gaps, the pad size and the active thickness, many different
kinds of LGADs have been produced by different companies from across the world, and
the characterization of those LGADs are being intensively performed after the exposure
to different irradiation sources (protons, neutrons and X-rays) to the expected maximum
radiation levels. For the determination of the active thickness of the LGAD, on one hand, the
thinner it is, the smaller the electronics jitter will be, since the jitter is in inverse proportion
to the rising rate of the output voltage (dV/dt), which is also inversely proportional to the

thickness of the sensor, on the other hand, the jitter has a positive linear correlation with the
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detector pad capacitance, which means the thicker it is, the smaller the electronics jitter will
be. Therefore the final selection of the active thickness is a compromise of the two effects.
The active thickness of 50 um gives a rather optimal performance, so it has been chosen to
be as the baseline active thickness while the total thickness is 250 ym. For the determination
of the pad size, it is also a compromise of smaller pads and larger pads. Smaller pads give
smaller detector pad capacitance, which lead to low electronics jitter, and also smaller pads
can give a lower occupancy of the detector. If adopting larger pads, there will be a better
geometric coverage with large fill factors and less power consumption required for the ASIC.
Finally, a rather optimal pad size of 1.3 x 1.3 mm? has been chosen as the baseline.

The time resolution is the key indicator that evaluates the performance of the HGTD
LGAD sensor. There are three main effects that determine the time resolution, and they are
respectively the time walk effect, the jitter from electronics noise and the Landau fluctuations
effect. Firstly, for the time walk effect, it describes the fact that the determination on the
arrival time of several signal pulses with different amplitudes by threshold setting may be
different even through all those signal pulses arrive at the same time. The time resolution

contributed from the time walk effect can be written as

OTimeWalk = [Vth/_]RMSa (4'1)

rise

where the Vjy, is the threshold voltage set for the discriminator of the ALTIROC ASIC, S
is the signal that is proportional to the gain, and ¢, is the rise time. As can be seen, a
smaller rise time can mitigate the time effect. To achieve a smaller rise time, the active
thickness of the sensor should be thin. However, this can not totally solve the adverse
impact from the time walk effect, usually the time walk can be corrected by using some
time reconstruction algorithms like constant-fraction discrimination (CFD) and time-over-
threshold (TOT) corrections. For the electronics noise jitter, its contribution to the time

resolution can be written as

o _ N » trise
Jitter = qvidt) ~ (SIN)

(4.2)

where N is the noise, dV/dt is the voltage rising rate at the output of amplifier. As can be
seen, a higher signal-to-noise ratio (SNR) can reduce the time resolution contribution from
electronics jitter, which requires a larger gain of the detector. Clearly both the time walk
and the electronics noise jitter are caused by the imperfection of the front-end electronics,
so the selection of the readout electronics is extremely important for achieving a good time
resolution. For the Landau fluctuations effect, it describes the fact that the responses to dif-
ferent particles that hit the sensor at the same time varies because of the non-uniform charge
deposition when the particles pass through the depletion layer of the LGAD. Therefore the
time-of-arrival (TOA) that will be immediately determined by the ALTIROC ASIC will also
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fluctuate. To mitigate this effect, the thickness of the sensor should be made thinner and a
threshold value of the ALTTROC discriminator should be carefully selected.

4.4.2.2 ALTIROC ASICs

The ALTIROC ASIC is the dedicated chip that is being developed for the front-end elec-
tronics of the HGTD. It will be bump-bonded to the LGAD sensor for processing the analog
pulses created by the particles hits and sending them out to the peripheral electronics of the
HGTD, described in Section 4.4.3. In order to better handle the total ionizing irradiation
and satisfy the quite lower jitter requirement, the complementary metal-oxide-semiconductor
(CMOS) 130 nm technology from Taiwan semiconductor manufacturing company (TSMC)
has been chosen to produce this ASIC. Concerning the geometrical parameters of the AL-
TIROC, it will be designed with a total area of 19.9 mm x 21.7 mm, where there will be a
15 x 15 pixel matrix area with the size of 19.5 mm = 19.5 mm and an additional area for holding
the peripheral logics of the chip. In general, the ALTIROC is structured in this way, the
on-pixel logics are repeated by 225 times on the pixel matrix area, and on the peripheral
area, there are the end-of-column (EOC) logics dealing with each column of 15 pixels, the
control unit configuring the working parameters of the chip, the analog part for monitoring
temperature and leakage current and providing clean clocks with low jitter. the trigger data
processing unit (TDPU) handling the timing data from the buffers of the pixels, and the
luminosity processing unit (LPU) handling the luminosity data also from the corresponding
luminosity logics of the pixels.

In terms of the on-pixel logic, it starts from the analog electronics that have direct
ohmic contact with the LGAD pixel. More specifically, the analog signal from the LGAD
sensor firstly goes to the preamplifier of the ALTIROC pixel and then gets amplified. The
bandwidth of the preamplifier is designed to about 1 GHz after considering the fact that the
LGAD pulse duration is approximately 1 ns. Then the amplified signal will be fed into the
discriminator, which is used to shape the analog pulse to square pulse in a certain way that
can be set by adjusting parameters of the discriminator. The leading edge of the square
pulse is referred as the TOA of the signal while the duration of the square pulse is referred
as the TOT of the signal. Those are exactly the timing information that we are targeting at.
For the measurement of the TOA, the time interval between the leading edge of the square
pulse and the next LHC clock edge will be recorded, with this time interval, the TOA is
actually known to us by just going back by this certain amount of time from the LHC clock
edge. The time interval will be measured with the first time-to-digital converter (TDC) by
using the leading edge of the square pulse as the start signal and the the next LHC clock
edge as the stop signal. The TDC adopts the Vernier delay line structure that is accurate
to a quantization step of 20 ps. This kind of structure can significantly reduce the power

consumption since it doesn’t need to be in the full operation mode when no hits happen.
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In addition, due to the fact that all the hits of the collisions are centered on the bunch
crossing with the time dispersion of about 300 ps, the measurement window for TOA is set
to be 2.5 ns centered on the bunch crossing. For the measurement of the TOT, similarly
the leading edge and the falling edge of the discriminator output square pulse are fed into
the second TDC respectively as the start and stop signals. Compared with the first one,
the second TDC has a rather coarse quantization step (40 ps) because the resolution on the
TOT measurement can be a bit larger than that on the TOA measurement. The purpose
of measuring TOT is to have an estimation of the signal amplitude, which can be used
offline to correct the TOA affected by the time walk effect. Finally, both the TOA and TOT
information will flow into the digital frontend of the pixel and be temporarily stored in the
buffer until the reception of the LO/L1 trigger.

In terms of the logics on the peripheral area, it has to be able to handle the data flow
processing, configuration and monitoring between the pixel matrix area and its peripheral
area and also between the chip itself and the electronics outside the module. The EOC
logic will firstly handle the timing information of the triggered hits from all the 15 pixels of
this specific column, at the meantime, it will also do the summation of the luminosity hits
that happened in this column. Actually, the luminosity hits are summed in two different
time windows that are all centered on the bunch crossing, one has a fixed width of 3.125 ns,
the other one has a larger width that can be configured through the control unit in the
steps of 3.125 ns. After the EOC logic, the timing data will go to the TDPU for data
formatting and then get serialized by its serializer, which can be configured to work at the
speed of 320 Mbit/s, 640 Mbit/s, 1.28 Gbit/s through the control unit to maximize the use of the
bandwidth. The serialized data will be further transmitted to e-link of the IpGBT through
the FLEX cable that connects the module and the PEBs. In a similar way, the luminosity
data after summation will go to the LPU for data formatting and then get serialized by its
serializer, which in this case can only be working at the speed of 640 Mbit/s. For the control
logic, it is consisted of three parts, the register array for storing the configuration values for
the chip and also key parameters reflecting the working status of the chip, the slow control
logic for receiving slow control parameters from other chips through the I?C bus, and the
fast command unit for receiving the fast commands (such as clock, L1 trigger, BCID, etc)

from the IpGBT. In addition, there are also some analog logics

4.4.2.3 Module assembly and loading

As shown in Figure 4.5, the hybrid HGTD module is consisted of three parts, the module
FLEX, the two ALTTROCs and the two LGAD sensors, which have to be put together to
be able to get the final functioning module. The idea is to firstly bond the ALTIROCs and
LGAD sensors together to make the bare module, then connect the bare module and the

module FLEX together. The process of making the bare module is called flip-chip bump
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bonding, which generally contains two steps. The first step is to make sure that the under
bump metallization (UBM) is properly deposited on the sensor wafer before dicing, and also
both the UBM and the solder bumps are deposited on the ALTIROC wafer. The second
step is to do the flip-chipping, which aims to create the robust electrical contact between the
LGAD pads and the ALTTROC pixels after being aligned, heated and compressed. A crucial
point that has to be mentioned in flip-chipping process is the alignment of the sensors and
ASICs. Only with the well-aligned sensors and ASICs, can a reliable and operative module
be guaranteed. With the bare module well produced, it’s time to make the full HGTD
module by gluing the bare module and the module FLEX together. This gluing process is
certainly not as easy as how we glue things in daily life, and it requires investigations and
tests, such as the selection of the glue types, the amount of glues used on the contact surface,
the gluing patterns, the procedures of the gluing process, etc. In addition to the gluing that
attaches the bare module to the module FLEX, there are also wire bonding connectivities

between them, which are actually the wire bondings for ASIC signals and the high voltage.

There are many passive components mounted on the module FLEX, among which two
mini-connectors are very important. One connector is used for the signal transmission
between the module and the PEBs while the other one is used for the high voltage power
supply. Dedicated FLEX cables are being designed for the two mini-connectors, and they
will be attached to the connectors on the module FLEX and the same connectors used on the
PEBs. For the design of the FLEX cables, some key points have to be taken into account.
Due to the very limited space of the HGTD vessel in the z direction and also the fact that
there will up to 19 modules in one readout row, the thickness of the FLEX cable must be less
than 220 pm. Since distances from the module to the PEBs differs, the FLEX cables have
to be designed with various length, which certainly brings more complexities to the design.
Either the serialized data stream with the high speed of up to 1.28 Gbit/s, the fast commands
from IpGBTs with the speed of 320 Mbit/s, or the clocks distributed to the ALTIROCs all
require efficient and robust transmission, so the FLEX cables have to be designed with
high-performance transmission line of properly-adjusted impedance. There should be high
voltage delivered to the frontend as the bias voltage of the sensor (up to 750 V), therefore
the high voltage FLEX cables require excellent insulation. Another requirement is about
the resistance of the transmission line of the FLEX cables, to make the voltage drop of the
ALTIROC power supplies and the power dissipation as low as possible, the resistance is

required to be less than 300 mQ for the longest power supply line of the FLEX cable.

At the end, the hybrid HGTD modules have to be loaded on the support structure to
make the detector instrumented. The dedicated support units are designed for holding the
HGTD modules and ensuring the exact position of each module. The support units will be
screw on the cooling plate, and the modules are then inserted in those slots of the support

units, to make them more firmly attached, the modules will be further glued on each side
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of the slots. The baseline material of the support units is chosen to be carbon fiber. The
module layouts in the inner ring, middle ring and outer ring are different due to the hit
rates in different rings, the more inner the module is located, the denser the layout will
be. In the inner ring, the modules are aligned in a step of 25.5 mm in a given row, and the
corresponding overlap between top side and bottom side modules is up to 70%. The step
is 28.4 mm and the overlap is 54% in the middle ring, while the step is 34.5 mm and the
overlap is 20% in the outer ring. To guarantee good thermal contact between the modules
and the cooling plate, a conductive grease will be used to efficiently conduct the heat from
the modules to the cooling plate. A rather comprehensive thermal simulation of the system
has been performed by taking into account many key factors, such as the best understanding
of the thermal contact of all the materials, the expected power dissipation of the sensors,
the working temperature and the accumulated irradiation dose received by the system. The
simulation results show that, even with the highest power dissipation and large temperature
variation of up to 25°C, there is no thermal runaway observed, which reassures us that the

system can have safe operation under all challenging thermal conditions.

4.4.3 Peripheral electronics of the HGTD
4.4.3.1 Overview

The peripheral electronics of the HGTD serves as a bridge that connects the HGTD modules
and the off-detector systems like the data acquisition (DAQ) system, the luminosity system
and the detector control system (DCS). Figure 4.6 shows how those components of the
peripheral electronics are connected with each other and how the signals flow upwards and
downwards. As can be seen from the diagram, the peripheral electronics can handle the
diverse connectivities with huge complexities, including the timing data stream with the
speed of 320 — 1280 Mbit/s, the luminosity data stream with the fixed speed of 640 Mbit/s,
the fast commands and trigger stream in with speed of 320 Mbit/s, the clocks distributed
to the front-end electronics, the monitoring of the temperature and current in the frontend,
the slow control, the low voltage and high voltage distributions. There are four main ASICs
that will be used for peripheral electronics, which are the IpGBT for the data processing,
the bPOL12V for the low voltage regulation, the MUXG64 for picking up different monitoring
signals and the VITRx+ for the electro-optical conversions. Those ASICs have to be put
together on the PEB in a specific and optimal way such that the peripheral electronics can
function correctly and reliably in the harsh environment during its lifetime. In addition to
those ASICs, of course, there will be also some passive components mounted on the PEB,
among which the connectors take rather large space on the the surface of the board.

There are two main data streams that the peripheral electronics should handle, one is

the uplink timing data and the other one is the uplink luminosity data. For the timing data,
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starting from the frontend, each serialized timing data from each ALTIROC of the module
flow through the differential transmission lines of the FLEX cable, and gathers at the IpGBT
electrical ports that have the bandwidth of up to 1.28 Gbit/s. Depending on the data rate,
one single electrical port of the IpGBT can handle from 1 to 4 serialized timing data links.
There are 7 such electrical ports on one IpGBT chip, which means many modules can be
attached to one IpGBT. After collecting the serialized timing data at the electrical ports,
the IpGBT working in the transceiver mode (DAQ IpGBT) will further pack the incoming
data streams into an even larger dataframe, which will be successively scrambled, encoded,
interleaved and finally serialized to a high-speed link with the data rate of 10.24 Gbit/s.
Then the serialized data will be converted to the optical signal by the VI'Rx+, which will
be transmitted out to the DAQ system through optical fiber. For the luminosity data, it
goes through a similar data path to the timing data except that a dedicated IpGBT working

in the simplex transmitter mode (lumi IpGBT) will be used.

In terms of the power supplies, there are basically two kinds of powers delivered to
the peripheral electronics of the HGTD. One is the high voltage power supply, which will
be further delivered to the modules as the bias voltage of the LGAD sensors. The high
voltage can be increased up to 750V at the end of the HL-LHC operation. Actually, the high
voltage just passes through the peripheral electronics, more specifically, there will be some
dedicated wires on the PEBs where high voltage power can flow and it doesn’t get changed.
The other one is the low voltage power supply, which is about 10 V when it arrives at the
peripheral electronics. Then it will get regulated by the DC-DC converter called bPOL12V
to lower voltages, 1.2 V for the power supplies of the IpGBTs, VITRx+ and the front-end
ASICs, 2.5 V for the power supplies of the IpGBTs, VITRx+ and MUX64. Since those
DC-DC converters will be designed to be enabled by the IpGBT, a converter should avoid
providing power supplies to the IpGBT that enables this specific converter. In terms of the
monitoring, it aims to monitor five voltages of each module, including the two voltages from
the temperature sensors of two ALTIROCS, the analog and digital power supply voltages
received at the ALTIROCS, and the voltage related to the current return of the module. The
number of modules that one PEB can handle is up to 55, it is not reasonable to route all
the voltages out through the PEB to the DAQ system. Therefore, the 64-to-1 multiplexer
is used on the PEB to circularly read out each of them by using strobe signal coming from
the IpGBT.

In terms of the control of the front-end modules, there are also two types. One is the
slow control performed by the I2C bus from the IpGBT to the ALTIROC, and it is used to
talk with the configuration register array of the ALTIROC and thus change or acquire the
status of the ASIC. The original configuration information comes from the DCS side, and it
gets embedded in the high-speed downlink data stream, which can be transmitted through
the optical fiber from the FELIX card to the VI Rx+ mounted on the PEB and then gets
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processed by the IpGBT, finally the control information gets extracted out and distributed
to the ALTIROCs. The other one is the fast command performed by the IpGBT electrical
downlinks at the speed of 320 Mbit/s, and it aims to deliver those fast signals like clock,
L0/L1 trigger, bunch crossing identification (BCID) and other configuration parameters that
require rapid adjustment. Similar to the slow control, the original fast control information

also comes from the DCS system, and finally delivered to the ALTIROCSs in the same way.
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Figure 4.6: Block diagram of the peripheral electronics of the HGTD [142].

4.4.3.2 1pGBT

The IpGBT ASIC (Low Power GigaBit Transceiver) [144] is a 65nm CMOS radiation-tolerant
serializer /deserializer device developed by CERN for the HL-LHC detectors. It is a very
powerful ASIC with diverse functionalities, such as data aggregating and serialization, clock
distribution, configuration of other devices via many ways (I2C, 320 Mbit/s electrical down-
link, and even GPIO). In practice, the IpGBT is used together with the electro-optical
converter VI'Rx+. Figure 4.7 shows the schematic of the IpGBT architecture.

Two important parts of IpGBT would be the uplink logic and downlink logic [145].
For the uplink logic, starting from the seven electrical ports with the bandwidth of up to
1.28 Gbit/s, one single port can receive 32 bits from one 1.28 Gbit/s serialized link, or two

640 Mbit/s serialized links, or four 320 Mbit/s serialized links at the rate of 40 MHz, therefore
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Figure 4.7: Schematic of the IpGBT architecture [145].

seven ports together can receive 224 bits at the rate of 40 MHz. Then those 224 data
bits together with header bits, forward error correction (FEC) bits and other bits, will be
packed into a 256-bit dataframe, which will be successively scrambled, encoded, interleaved
and finally serialized to a high-speed data stream with the rate of 10.24 Gbit/s. Another
thing that needs to mention is that, actually before the electrical port receive the 32-bit
data, there is a process of deserialization, which just simply samples the serialized data and
fill it into the 32-bit frame. The phase aligner circuit can make sure that the serialized data
can always be sampled at the optimal phase, which allows the different data streams from
FLEX cables to be connected to the same IpGBT even the length of the FLEX cables are
different. For the downlink logic, starting from the 2.56 Gbit/s high-speed data stream, it will
be firstly deserialized to a 64-bit dataframe (also including data bits, header bits, FEC bits
and other bits) at the rate of 40 MHz, which will be successively deinterleaved, decoded,
and finally descrambled. The 32 data bits from the descrambled dataframe will be further
split into four groups of 8 bits, which are then pushed into four electrical ports where each
8-bit frame is serialized into 320 Mbit/s data stream. Those 320 Mbit/s data streams are
sent to the front-end electronics for delivering fast commands. On each electrical port, the
320 Mbit/s data stream can be mirrored to 3 another exactly same ones, which sums up to
16 electrical links for fast commands. Therefore, it gives the limitation of not more than 16
ALTIROCSs connected to the same IpGBT, which defines the minimum number of IpGBTs
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required by the peripheral electronics.

In addition to uplink and downlink logics, there are also many other important logics
that extend the functionality of the IpGBT to a even higher level. Those logics are briefly
described as follows, including the phase shifter for providing four programmable and high-
resolution differential clocks, the clock generator for generating up to 29 differential clocks
with configurable frequencies, the general purpose I/O (GPIO) block for providing 16 highly-
configurable GPIO pins, the I?C master block of 3 I2C buses for controlling other devices as
I2C slaves, the I2C slave block with just one IC bus for receiving configuration from other IC
master devices, the high-speed line driver for further driving the uplink high-speed serialized
data stream that is about to leave the IpGBT, the high-speed equalizer for equalizing the
incoming high-speed 2.56 Gbit/s downlink data stream before it’s further processed by the
IpGBT, the power-up state machine (PUSM) for handling the operation of the IpGBT in a
general, the configuration block of e-fuses and registers array, and the analog peripherals of
8 analog-to-digital converter (ADC) pins and 1 digital-to-analog converter (DAC).

It’s very important to configure such a complex chip in a robust and smooth way. Actu-
ally, there are several ways to configure the IpGBT partially or completely. Firstly, through
the I2C slave port, the IpGBT can be configured by other IC master ASICs, such as an-
other IpGBT with one of its three I?C master ports as the master. Another way is using
the e-fuses array of the IpGBT, which should be programmed in advance and can be loaded
automatically after powering up. However, due to very limited data capacity of the e-fuses
array, only the information of some key parameters can be burned over there, also this
kind of programming is unerasable and can be done just once. Last but not least, the very
commonly-used IpGBT configuration strategy is the cascade configuration, where the mas-
ter IpGBT firstly gets configured by the internal bits embedded in its downlink stream and
then broadcast the external bits also embedded in the same downlink stream to the slave
IpGBT through the dedicated external pins, finally the slave IpGBT will be also properly
configured. Actually, from the point view of the IpGBT, all the three ways of configuration
are essentially the same, since at the end the procedures will all boil down to the update
of the register array, from where the IpGBT adjusts its parameters and thus the changes of

working status.

4.4.3.3 DC-DC converter bPOL12V

The bPOL12V is one of the ASICs developed for the CERN DCDC converter project [146],
aiming to efficiently regulate the voltage of about 10 V to lower voltages under the irradi-
ation environment. It will supply the 1.2 V voltage required by the power supplies of the
ALTIROCs and IpGBTs, and 2.5 V voltage required by the laser driver of the VI Rx+, the
e-fusing of the IpGBT and the MUX64 power supply. On the peripheral electronics, the low
voltage power supply will be performed by this ASIC with a single stage conversion (i.e.
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from the 10 V input voltage directly to all the target voltages) instead of the dual stage con-
version that potentially has higher efficiency. The motivation of adopting the single stage

conversion is entirely due to the extremely-limited surface on the PEBs.

The input voltage of the bPOL12V can varies from 5.5 V to 12 V, and its output current
can reach up to 4 A. Its output voltage can be also precisely set by adjusting the values of
the related resistors. It’s found that, in order to reduce the possible switching transients,
the input voltage should not be over 10 V when working near the maximum current. Also
some measurements show that, under the temperature of =30 - C and the output current of
3 A, the highest efficiency of up to 72% can be achieved. The requirement on its irradiation
tolerance is being able to withstand up to 2 MGy TID dose and 2.5 x 10%° neqcm_2 neutron
equivalent dose. There is already a PCB layout based on the ASIC by the bPOL12V design
group, but it has a quite large profile of not only big footprint but also big height due to
the usage of the large size inductor. Therefore, the large PCB layout can not fulfill the
requirement of the PEB where we there is very limited space available, especially along the
z direction. A customized PCB layout is being developed to minimize the profile of the
device, where several types of inductors with smaller size and also shielding cages are being
tested.

The power-on sequence is briefly presented as follows. The bPOL12Vs will not only
supply the ASICs on the PEB itself but also the front-end ASICs. At the very beginning of
powering up, all the bPOL12Vs are firstly turned on by an external 1 -V enable signal from
the DCS system, then all the other kinds of ASICs on the PEB are turned on. The status
of the bPOL12Vs will be fed back to the DCS system via external electric cables and the
GPIO of the DAQ IpGBTs that they don’t supply. This can help us to recognize where the
possible failures come from, the IpGBTs or the bPOL12Vs themselves. Once the IpGBTs
and VITRX+ are powered on, those bPOL12Vs supplying the ALTTROCs will be activated
by the enable signals coming from the GPIO pins of the IpGBTs, and also the status of
those bPOL12Vs will be sent to the IpGBTs. Those enable signals from the IpGBTs are
interpreted from the DCS bits embedded in the IpGBT downlink high-speed data stream.
For the power supplies of the ALTIROCs, they are divided into two groups, the analog
power supply conducted by some bPOL12Vs, and the digital power supply conducted by
different bPOL12Vs. The analog power supply of up to 6 ALTTROCs (that is, 3 modules)
will be handled by one bPOL12V, while digital power supply is handled in the exact same
way. For the power consumption of the ALTIROCs, each ALTIROC can at most consume
1.2 W, including 0.5 W for analog part and 0.7 W for digital part. In practice, the power
consumption will really depend on the location of the ALTIROC that represents the average
number of hits, the more inner it is, the larger power it will consume. In addition, it’s also
estimated that the power consumption of the DAQ IpGBT will not exceed 0.55 W while it’s
0.45 W for lumi IpGBT due to its downlink path being closed.
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4.4.3.4 VTRx+, MUX64 and connectors

The VTRx+ is the output of the versatile-link-plus project [147] targeting at the Phase-2
upgrade of the HL-LHC experiments. It is designed to be a bi-directional electro-optical
converter with good irradiation-hard performance, and it’s expected to withstand up to
1 MGy TID dose and 1 x 101 rzeqcm_2 neutron equivalent dose, which are larger than the
doses received at its installation location (beyond 85 ¢m in the radius direction). Its uplink is
able to handle the data transmission between the on-detector electronics and the off-detector
electronics at the rate of up to 10.24 Gbit/s while its downlink can deal with the configuration
data stream from the DCS system to the on-detector electronics at the rate of 2.56 Gbit/s. For
each VI'Rx+, There are four channels for the uplink transmission and just one channel for
receiving downlink DCS data stream. The asymmetrical design of the uplink and downlink
data rate is based on the fact that the bandwidth required by the DCS system is always way
lower than the bandwidth of the upstream data from the frontend across all the HL-LHC
detectors. Each DAQ IpGBT needs to take one uplink channel and one downlink channel
of the VTRx+ while each lumi IpGBT just needs to take one uplink channel. The VTRx+
is also designed to be low power consumption, low material contribution, small profile and
easy deployment. The VTRx+ is packaged as a module with a footprint of 20 mm x 10 mm,
which is pluggable through electrical connectors. In addition, a optical fiber pigtail extends
out of module and terminated with 12-core MT type optical connector.

The MUX64 is a fully-customized 64-to-1 multiplexer ASIC designed with CMOS 130 nm
technology, and it has been produced in December 2019 and characterized since then by a
variety of ways like neutron beam test, x-ray irradiation test and high-low temperature
cycling test. So far, the results from those tests are very promising. The MUX64 will be
used on the PEB to handle the signals to be monitored from the front-end modules. There
are five signals to be monitored for each module, which are the operating temperatures of
the two LGAD, the leakage current of the whole module, the received analog and digital
voltages received by the module. A monitoring structure based on the MUX64, the GPIOs
and ADC of the DAQ IpGBTs has been proposed. With this structure, one IpGBT is able to
monitor up to 7 modules, which means 7 groups of 12 modules are respectively connected to
7 MUX64 on the PEB through FLEX cables. The 7 outputs of the 7 MUX64 are attached
to 7 ADC input pins of the IpGBT and processed by the corresponding ADC. The 6 channel
selection pins of each MUX64 share the 6 GPIO pins of the IpGBT, which are controlled
by the DCS downlink bits and collectively select a certain channel every time for all the 7
MUX64. In practice, how the modules are grouped can be adjusted according to the actual
situation during the design of the PEB. The ADC of the IpGBT is of great importance
in the entire monitoring chain. It is a differential 10-bit ADC with a large input dynamic
range of from -VREF to VREF, where VREF is the reference voltage for the ADC circuit

and can be provided either internally or externally. In addition, the ADC has a gain circuit
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implemented and a gain value (2x, 8x, 16x and 32x) can be configured to amplify smaller
input voltages.

Different kinds of connectors are used on the PEBs to interface with both on-detector
and off-detector electronics for diverse connectivities. One of the main considerations on the
connectors selection is the size of them because of the strict space constraint on the PEBs.
Therefore, both the height and footprint of the candidate connectors should be taken into
account. To handle the FLEX cables of a readout row from the modules to PEB, two
types of high-density mini-connectors has been chosen as the baseline connectors, one is a
71-pin connector with the footprint of 22.8 mm.5 mm and the height 1.0 mm for the signals
transmission and low voltage power supply while the other one is a 13-pin connector with the
footprint of 5.4 mm.5 mm and the height 1.0 mm for the high voltage power supply. They also
have good voltage insulation between two adjacent connector pins, which allows the high
voltage connector to hold large bias voltages for the LGAD. The high voltages delivered to
the HGTD vessel pass through the high voltage feed-through connectors on the out ring,
and a commercial 56-pin connector has been selected as the baseline. Similarly, there will
need the feed-through connectors for the 10 V low voltage power supply, and its number of
pins is way smaller than that of the high voltage feed-through connector since the DCDC
converters on PEB can share the low voltage power supply while each HGTD module has to
be supplied with individual high voltage. In addition, there are also feed-through connectors
for the optical links, to match with the 12-core MT connector of the VI'Rx+ pigtail, the
same type of connector will be used. The pigtails can be extended with optical patch cables

to be able to reach the feed-through connectors on the out ring.

4.4.3.5 Peripheral electronics boards

The peripheral electronics is implemented at the peripheral area, which will be covered with
peripheral electronics boards (PEB) mounted with a large amount of components. The
physical space that can be used by the peripheral electronics is extremely limited. The total
thickness of the HGTD vessel is only allowed to be 75 mm, so the space available for the
four layers of PEBs along the z direction is just 9 mm with a margin of 1 mm. In the radial
direction, it is constrained within the range of 660 mm to 920 mm. Within such narrow and
restricted space, all those ASICs, connectors and mechanical supports have to be properly
arranged to construct a operative and reliable peripheral electronics system, which poses
great challenges to the design of the PEBs.

The peripheral electronics is split up into five types of PEBs per quadrant, and a similar
number of modules is connected to each PEB. In principle, due to the location difference
between the modules on the front and on the back, the five PEBs on the front is also different
from the five PEBs on the back. After some optimization of the module location, the total
number of the PEB types for both the front and back is reduced to be 6, meanwhile the
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number of the FLEX cable length is also significantly decreased. To make the IpGBTs
connected with similar amount of modules, the 21 readout rows have to be combined in this
specific way, 1-3, 4-7, 8- 14, 15-18, and 19 - 21, see Figure 4.8. This kind of combination
can lead to the reduction in the number of ASICs used on the PEBs and thus give more
room to the mini-connectors that are as many as the modules. After the determination of
the connection strategy between modules and PEBs, many key points are thus clear, such as
the exact number of modules connected to each type of PEBs and rather precise numbers of
the key ASICs (DAQ IpGBT, lumi IpGBT, VTRx+, DCDC converters and MUX64) used on
each type of PEBs, which helps the designer to have a better understanding of the PEB and
think some key points (like testing some parameter settings and validating technologies that
will be used in the production stage) even ahead of the PEB design. Taking the most complex
PEBI1 (PEB 1F) as an example, there will be up to 55 modules attached to it, which means
110 mini-connectors are required. Therefore, the distance between two adjacent connectors
should be as small as possible to make more room to other components. This distance is
being investigated through the modular PEB and the prototype. The crowded surface of
the PEB1 will also make the wire-routing become very challenging.

In the actual PEB design, there are several considerations that need to be taken into
account. To reduce the consequences of possible failure components on the PEBs, the
exact electrical connectivities between modules and the components have to be carefully
designed in such a way that the number of modules affected is as small as possible. To
achieve that, firstly, the modules that share the same DAQ IpGBT should be spread as
far as possible, and it should also be the same IpGBT that distribute their clocks and fast
commands, control their DCDC converters, deliver their DCS configuration and handle their
monitorings. For the same reason, those modules sharing the same DAQ IpGBT should also
share lumi IpGBT, and the lumi IpGBT should be as a cascading IpGBT controlled by that
DAQ IpGBT. Another point is that, the DCDC converters and IpGBTs are required to have
a proper radial layout so that their power dissipation can preheat the CO, cooling plate in

a more efficient way.

4.4.4 DAQ, DCS and luminosity

The HGTD DAQ system will be embedded into the the ATLAS DAQ common readout. It
can be divided in two parts, the on-detector electronics located in the experimental hall,
and the off-detector part located in the USA15 counting room. The interface between the
on-detector and off-detector electronics is implemented via the versatile link (based on the
IpGBT and VTRx+), where the luminosity data stream and the main data stream (including
the timing data and DCS data) are passed through. For the off-detector electronics, it can
be taken as a system based on the FELIX board [148], which receives timing and luminosity

data from the on-detector electronics and sends them to the data handler through the multi
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Figure 4.8: One quadrant of the HGTD front and back disk is shown [142].
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gigabit network. In addition to that, the FELIX also interacts with the timing, trigger and
control (TTC) system through the local trigger interface (LTT), and with the DCS system
for control and monitoring. After receiving the event data, the data handler will decode
them for further event building within the ATLAS TDAQ infrastructure. Then the decoded
data will be sent to the data flow for event filter. The average event size is expected to
be 250 kB with a range of 150 — 350 kB. An application HGTD controller is developed
to handle the configuration of the modules and lpGBTs, and the HGTD calibration. By
scanning and fine-tuning different parameters, the calibration can push the detector to work
in a optimal condition where the measurements are experimentally correct. During the
calibration procedure, up to 3.4 millions of ALTIROC channels have to be read, which gives
rise to an about 11 MB event. The mask step is used to reduce the event size to the level
of 250 kB by masking the readout channels with specific patterns. The calibration time for
entire HGTD is required to be less than five minutes. An estimation based on the required
number of optical links shows that, the HGTD will need 48 FELIX I/O cards and 48 Data
Handlers for the main data stream, and 32 FELIX I/O cards for the luminosity data stream.

For the on-detector electronics, see other parts of the Section 4.4.

A detector control system (DCS) is being designed for the HGTD to ensure a coherent
and safe operation. In general, it has two main tasks, monitor and control. In terms of
the monitor, it can monitor the HGTD operational parameters such as the high and low
voltage power supplies, the temperatures of the modules, peripheral electronics and cooling
plate, the humidity and pressure of the hermetic volume, also detect any abnormal behaviors
such as reaching critical conditions and detachment of hardware connections. In case of the
abnormal behaviors, the DCS system should allow manual or automatic corrective actions.
All the relevant monitoring parameters will be used for debugging, performance tuning and
offline studies. In terms of the control, the DCS system can deliver control data stream
through the high speed downlink to the entire on-detector electronics, thus set the detector
to be in any desired operational state. The DCS elements are dispersively distributed all the
way from the front-end electronics to the off-detector part. To implement the DCS system
in the HGTD, the idea is to use the standard ATLAS DCS components everywhere as much
as possible. For some special cases, dedicated strategy might be adopted. For example, due
to the very limited physical space available, instead of using the standard DCS components,
the DCS data stream share the same infrastructure with the on-detector electronics of the
DAQ system, which is based on the IpGBT ASIC followed by the electro-optical module
VTRx+ and the FELIX system. In addition, a dedicated finite state machine (FSM) for
HGTD is being designed and will be integrated in the ATLAS FSM tree during data taking.
The FSM can also be operated in stand-alone mode during the stage of commissioning and

possible maintenance.

During the LHC period, most of the physics analyses are already suffering from the
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systematic uncertainties on the measurement of the integrated luminosity delivered by the
LHC, therefore a more precise measurement of the integrated luminosity is essential for
achieving the physics goals of the HL-LHC. The mechanism of luminosity measurement
is straightforward, which is to measure an indirect observable that is proportional to the
instantaneous luminosity, or equivalently, to the pile-up number (u) (i.e. the average number
of interactions per bunch crossing). The observables can be the average number of charged-
particle tracks reconstructed in the inner tracker, the average number of the clusters in the
pixel detector, the fraction of the bunch crossings without any interactions (event-counting
method [149]), the average number of fired hits per bunch crossing (hit-counting method). A
calibration technique called van der Meer (vdM) scans employed to determine the absolute
delivered luminosity from the measured instantaneous luminosity of the bunch crossing
reported the luminometer. The idea is to compute a scale factor by comparing the true
luminosity value set by the accelerator operation group and the uncalibrated collision rate
from the luminometer at the peak of the beam-separation scans. During the vdM scans,
the pile-up number (u) of the beam is about 0.5 at the peak of the scans and 2 x 107
at the tail of the scans, so that there are only several tens of widely-separated bunched
circulating in the LHC pipeline. During the HL-LHC operation, it’s planned to use the
same luminosity calibration method, which means that the luminometer should still be able
to linearly response across seven orders of magnitude in (u), from the vdM regime to the

high luminosity regime of (u) = 200.






Chapter 5

Modular Peripheral Electronics

Board Design

Prior to the PEB prototype, a PEB emulator system has been designed to help us verify
some concerns in advance. The development of such a system is a crucial part of the whole
PEB design chain. In addition, it can also greatly benefit other tasks of the HGTD, even

become an important step on their own schedules.

5.1 Requirement analysis

As described in the Section 4.4.3, the design of the PEBs is extremely complicated and must
have a comprehensive research and preparation before the initiation of the design. There
will be several tens of ASICs and connectors mounted on each type of PEB, which has very
limited areas available. With such a congested layout of components, the wire-routing of
the printed circuit board (PCB) must be very challenging. A single I]pGBT ASIC has up
to 289 pins with the ball grid array (BGA) package and the pin pitch of just 0.5 mm. The
mini-connector (FH26W flexible printed circuit (FPC) connector) for signal transmission
and low voltage power supply has 71 pins with the pin pitch of 0.6 mm. The bPOL12V
ASIC is integrated together with a piece of PCB as a DCDC converter with the footprint of
19 mm=26 mm. On the PEB 1F, approximately, 11 IpGBTs, 55 71-pin FH26W connectors and
42 DCDC converters will be used, which certainly gives rise to a large electrical complexity
of the PEB design. At the end, six types of PEBs with rather similar complexities have to
be designed. As can be seen in the Section 4.4.3.2, the IpGBT ASIC is very complicated
and with a lot of functionalities that are all critical to support the peripheral electronics.
Making all the IpGBTs efficiently collaborate with each other and all the other components
is already a demanding task, not to mention the unified design of the PEBs. As a pivotal
part of the HGTD electronics, the PEBs interact with many other systems, such as the
cooling plate, front-end electronics, DAQ and DCS system, which bring more complications
to the PEB design.
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Aside from the challenges coming from the complexity of the PEB, there are also some
other concerns that may bring uncertainties and difficulties to the PEB research and de-
velopment (R&D) and lead to possible delays on the agenda. The key ASIC IpGBT is
completely a new chip not only to us but also to other users from CERN, therefore how it
can be used on the PCB board, how it’s configured to be capable of working in an optimal
state and how it can work together with other ASICs need to be investigated, only a good
understanding of the IpGBT is gained, can more confidence on a successful PEB design be
achieved. Those key ASICs are still under the stage of development or characterization and
heavily demanded by other LHC Phase-2 upgrade projects, so it is very likely that only a
few ASICs or even nothing can be delivered to our hands. For example, at the beginning,
we got no ASICs held in our hands even though they are urgently needed by this program,
and it was expected that those key ASICs would gradually come to us over a long period
of time with very insufficient quantities. Furthermore, the progresses of those ASICs are
different, the MUX64 was a bit left behind and got delivered to us afterwards in the form
of bare dies, which require many subsequent processes like packaging, irradiation test, tem-
perature cycling test, etc, a few bPOL12Vs were also distributed to us later just in the form
of packaged ASICs requiring further integration into DCDC converter modules. Another
uncertainty came from the COVID-19 pandemic, which causes unexpected delays of the
delivery business across the world and unpredictable lead time of products (PCBs, ASICs,
electrical components, etc) from the manufacturers.

Due to the above-mentioned challenges facing the PEB design, the design of an emulator
board (modular PEB) is proposed for the verification of the future PEB design even under
the unfavorable situation at the stage of the PEB R&D. The modular PEB is expected
to be a simplified version of the final PEB, resembling PEB as much as possible in many
aspects such that as many concerns about the design as possible can be settled and as many
related programs as possible can be assisted. With this intermediate board, it’s foreseen
that the PEB R&D will not be affected by those challenges and still moves forward with
strong momentum. In order to fulfill the stated objectives, the following requirements have

to be carefully taken into account for the design of the modular PEB:

o The data transmission of the versatile link (IpGBT + VTRx+) should be able to be
exercised with the modular PEB. The data transmission of the HGTD from the on-
detector side to the off-detector side is based on the versatile link, consisting of the
two high-speed electrical uplink and downlink of the IpGBT, and the optical uplink
and downlink fibers of the VI'Rx+. The performance of the versatile link is the key
to the high-quality data communication and determines the success of the peripheral
electronics. Therefore, the versatile link has to be integrated on the board, serving as
the interface with the optical fibers of the DAQ system;

o It should reserve the interfaces with the front-end modules; The 71-pin and 13-pin
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FH26W connectors can serve as the interfaces, which can not only support the modules
as the signal sources of the system but also practice the procedure of attaching the
HGTD modules to the PEBs. Considering the terribly-possible absence of the HGTD
modules, the HGTD module emulators have to be designed to mimic the real modules
both in dimension and in electrical functionality. So the interfaces should be designed

to support both the module emulators and the real HGTD modules;

o Multiple IpGBT configuration methods should be supported and thus exercised since
all of them are indispensable all the way from the PEB R&D to the PEB commissioning
and maintenance; It would be highly profitable to have a better understanding of the
IpGBT configuration with the help of this modular PEB, which will definitely make
the future activities related to the PEB easier and more efficient. The IpGBT can
be configured via either its I?C slave port or its high-speed downlink with the two
internal control (IC) bits and two external control (EC) bits embedded, where the IC
bits are used for configuring the current IpGBT while the EC bits are used for the
configuration of the slave IpGBT connected to the current IpGBT. In particular, for
the configuration with the I?C slave port, a dedicated IpGBT configuration board has
to be designed based on the I2C protocol so that it’s guaranteed that the ]pGBT can be
configured properly even without a working high-speed downlink during the debugging
stage. Instead of using the existing IpGBT programmer piGBT [150], another IpGBT
programmer is newly designed to provide the electrical isolation, which can avoid
possible damages to the scarce IpGBTs caused by the surging current of the host

computer;

o The IpGBT cascade mode with one DAQ IpGBT as master and with one lumi IpGBT
as slave should be implemented. The slave IpGBT is controlled by the master I[pGBT
either through its EC port or through its I2C port, also the reference clock of the
slave IpGBT comes from the master IpGBT. This kind of I[pGBT combination is actu-
ally the basic structure of the IlpGBT-based peripheral electronics, and its feasibility,
performance and reliability is vital to the design of the PEB,;

o All the three transmission rates supported by the IpGBT electrical ports (E-port)
(320 Mbit/s, 640 Mbit/s and 1.28 Gbit/s) should be easily set and tested. The serialized
data streams with different transmission rates flow through the FLEX cables from
the timing and luminosity data pins of the front-end ASICs to the channels of the
IpGBT E-ports, then the IpGBT E-ports process the data streams at the set rate.
Each E-port has a bandwidth of 1.28 Gbit/s and four channels (E-links) for receiving
serialized data streams. Depending on the set rate of the E-port, the number of
available channels can be different. At the rate of 320 Mbit/s, all four channels are
available; At the rate of 640 Mbit/s, just the channel 1 and 3 are available; At the rate
of 1.28 Gbit/s, only the channel 1 is available; To test all three data rates of the E-ports
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in a thorough way, a special connection strategy has to be used to carefully handle
the confusing connectivities between the modules and IpGBT ports. The three data
rates are targeting at the HGTD modules located in the three radial regions (inner,
middle and outer regions) of the HGTD active area, and they will be extensively used
in various combinations in the PEB design, therefore those combination cases of data

rates are required to be considered in the modular PEB design;

The key ASICs (IpGBT, DCDC converter, VTRx+ and MUX64) should be replaceable
from the board surface in case of failure. Since each of the key ASICs is crucial to keep
the board in a functioning state, any failure of the ASIC will make the entire board
wasted, which means even those other still-working ASICs can not be reused. In that
case, we would lost all the components mounted on the board surface, which makes
the terrible situation of lacking ASICs even worse. It is unwise to adopt a strategy
like that for the verification board. If the ASICs can be replaced easily from the board
when not working, the only loss we have will be just that broken ASIC. To achieve
such a replaceable design, the ASIC should be wrapped into a pluggable daughter

board that interfaces with the carrier board via connectors;

The modular PEB should be compatible with commercial ASICs in case of the key
ASICs shortage; There are already some commercial ASICs in the market that can
mimic the functions of the key ASICs. In the worst scenario that all the key ASICs
are absent at the very early stage, those corresponding commercial ASICs can be used
on the modular PEB to realize most of the functions, which makes the development
still progress forward. Thanks to the replaceable design, those commercial ASICs can
also be designed in the form of daughter board and effortlessly integrated into the
carrier board via connectors. Hence, to carry out the compatible design, in addition
to the daughter boards design of the key AISCs, the daughter boards design of the

commercial ASICs should also be required.

The technologies used in the PCB production and key mechanical parameters should
be adopted on the modular PEB as much as possible, so that their feasibilities can
be validated in advance. One of the main technologies is called plated over filled via
(POFV) structure, which allows the use of vias right under the BGA pads and thus
alleviate the burden caused by the high routing density of the PCB. The feasibility
of the POFV structure can further reassure and help us to build more confidence on
the future high-density PEB design. The distance between two neighboring FH26W
connectors is of great important in the module installation. A proper distance can
not only make the installation easier to operate but also give more room to other

components on the PEB.
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5.2 Design strategy

5.2.1 General hardware structure

In order to fulfill the above-mentioned requirements, the modular PEB is designed as a
modularized board, where its main body serves as a carrier board while its components
are enclosed in the shape of daughter boards and can be easily attached to the carrier
board through connectors. It is a lightweight version of the PEB but with all the necessary
functionalities. As the bridge connecting the front-end modules and DAQ system, the
modular PEB is designed to interface with both of them, and their implementations are
also considered together with the design of the modular PEB. Figure 5.1 shows the block
diagram of the modular PEB system. As can be seen, modular PEB system is consisted of

three parts, including the frontend, the carrier board in the middle and the backend.
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Figure 5.1: Block diagram of the modular PEB system [151]. Due to the limited number of
the E-links of the IpGBT, the number of module emulators attached to the modular PEB
is 14 rather than 15.

The carrier board part is actually our main dish, the modular PEB. Compared with
the PEB, there will be a rather smaller quantity of components used on the modular PEB,
including two IpGBTs, one VIRx+, one MUX64, 15 bPOL12Vs, 15 71-pin FH26W connec-
tors and 15 13-pin FH26W connectors. As can be seen, all the components appear on the
carrier board as daughter boards, and the ways they are connected with the carrier board
are either through the FPGA Mezzanine Card (FMC) connectors or through the pin header

connectors. For example, the three FH26W connector daughter boards (each mounted with
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5 FH26W connectors) located on the left side of the carrier board, the two IpGBT daughter
boards and one VTRx+ daughter board located on the right side of the carrier board are
mounted with FMC connectors; The 15 bPOL12V daughter boards and one MUX64 daugh-
ter board located on the middle area of the carrier board are mounted with pin header
connectors. Accordingly, on the carrier board side, there will be mounted corresponding
connectors to match with those connectors on daughter boards. Those connector slots on
the carrier board are not only for the daughter boards of key ASICs but also for the daugh-
ter boards of their commercial substitute ASICs. In this design, the substitute ASICs of
the key ASICs IpGBT, VTRx+ and bPOL12V are respectively selected to be their commer-
cial counterparts FPGA, SFP+ optical transceiver module (use SFP+ for simplicity) and
TPS56428 to achieve the similar functionalities.

In the frontend part, there should be real HGTD modules or module emulators as the
data sources of the system, and they are connected to the three FH26W daughter boards of
the modular PEB through the FLEX cables. It’s not expected that the real HGTD modules
will be ready during the test of the modular PEB system, so the module emulators have to
be designed to perform as the real modules. In terms of size, it is exactly as large as the
real module, which is about 4 ¢m x 2 em. In terms of function, it is built upon FPGA where
corresponding logics can be implemented to be able to achieve what real modules can do.
Also the dedicated FLEX cables designed by Johannes Gutenberg Universitaet Mainz are
not expected to be in place during the joint test, so the commercial FPC cables matching
the FH26W connectors will be used instead.

In the backend part, a DAQ board should be used to handle the data streams coming
from the optical fibers of the modular PEB. The optical fibers are from the electro-optical
converters, which can be either VITRx+ or SFP+ daughter board. Therefore, on the DAQ
board side, to be able to receive the optical signals from the modular PEB, it should also
support the electro-optical converters, which can be based on VI'Rx+, SFP+, or other types
of devices. Since the requirement for the DAQ board is quite general, an existing MicroTCA

fast control board is considered to be used instead of designing a new board.

5.2.2 Control and configuration strategy

Generally speaking, all the ASICs in the modular PEB system get controlled by configuring
their registers, so the control and configuration are usually performed together. The control
of the modular PEB system is built upon the DAQ IpGBT. The idea is that the DAQ IpGBT
firstly gets configured either through its I°C slave port or through its high-speed downlink,
then broadcasts configuration messages to other devices (lumi IpGBT, VTRx+ and modules)
either through its three I2C master ports or through its specific E-ports. Figure 5.2 shows
an overview of the control and configuration strategy of the system.

When received by the DAQ IpGBT, the serialized 2.56 Gbit/s high-speed downlink DCS
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FastCMD x 4 (M0-M3)
FastCMD x 4 (M4-M7)

Figure 5.2: Block diagram of the control and configuration strategy of the modular PEB
system.

data will be processed by the downlink logics and recover the configuration messages to be
in the form of 64-bit data frames. The 64-bit data frame is comprised of 4-bit header for
delimiting the start of the frame, two IC bits with a bandwidth of 80 Mbit/s for controlling
the IpGBT itself, two EC bits also with a bandwidth of 80 Mbit/s for controlling the slave
IpGBT connected with the current IpGBT, 32 data bits with a bandwidth of 1.28 Gbit/s
carrying control information for the front-end modules, and the 24 forward error correction
(FEC) for detecting and correcting transmission errors due to noise or single event upsets
(SEU). Similarly, the uplink logics pack the serialized timing data from E-links into 256-bit
data frames. The 256-bit data frame is also consisted of 2-bit header, two IC bits, two EC
bits, 224 data bits, 20 FEC5 bit and six latency measurement (LM) bits for providing a

rough estimation of the round-trip latency of the transceiver link (excluding E-links).

In terms of the fast control of front-end modules, the 32-bit configuration data embedded
in the downlink frame of the DAQ IpGBT is split into four pieces (eight bits for each piece),
which respectively go to the four downlink E-ports. Each E-port has the bandwidth of
320 Mbit/s, which precisely matches the eight bits also with the bandwidth of 320 Mbit/s.
Given each E-port has four E-links, all four E-links are available when the data rate is set
to be 80 Mbit/s, just the first and the third E-links are available when it’s 160 Mbit/s, and
only the first E-link is available when it’s 320 Mbit/s. A mirror function is provided for the
downlink E-ports. Once activated, in the same E-port, the second, third and fourth E-links
repeat the data of the first E-link in the case of 320 Mbit/s; Also in the case of 160 Mbit/s, the
fourth E-link repeats the data of the third E-link while the second E-link repeats the data
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of the first E-link. In the case of 80 Mbit/s, the mirror function is not supported because
all four E-links are already occupied. In the scenario of modular PEB design, the mirror
function will be activated and the data rate will be set to be 320 Mbit/s, therefore, there
will be 16 320 Mbit/s downlink E-links, the first 14 of them are connected with the 14 front-
end modules for delivering the fast commands. Because of using the mirror function, the
modules connected to the same E-port will receive exactly the same fast command. The fast
command is embedded into the 320 Mbit/s serialized data stream, and it will be recovered and
interpreted as actual operations by the electronics of the modules. Since the lumi IpGBT
will be working in the simplex transmitter mode, the high-speed downlink is closed and the

fast control is not supported by this IpGBT, thus its downlink E-ports will be all disabled.

In terms of the slow control of the modular PEB system, there are generally three control
paths all starting from the DAQ IpGBT. The first one is the IC path. The two downlink IC
bits with the bandwidth of 80 Mbit/s flow into the serial control logic of the DAQ IpGBT,
which extracts the configuration messages and implement corresponding operations either
to the E-fuses or to the registers. For the E-fuses, they can be permanently programmed
and will be loaded into the registers in the future powering up. For the registers, their values
firstly get modified, then related signals are propagated to other parts of the ASIC, thus
actions are taken and ASIC status is changed. Actually, after the change of the registers,
the three I2C master blocks can also be affected since they are controlled by some specific
registers. The three blocks correspond to three ports, which are used to control other devices.
For example, the modules 10-13 share the bus lines of the port 0; The modules 5-9 and the
lumi IpGBT share the bus lines of the port 1; The modules 0-4 and the VT Rx+ share the bus
lines of the port 2. There are also corresponding IC feedback information going backwards
and being wrapped as two bits into the high-speed uplink data frame of the DAQ IpGBT.
The second one is the EC path. The two downlink EC bits with the bandwidth of 80 Mbit/s
successively goes through the EC ports of the DAQ and lumi IpGBTs, and finally flow into
the serial control logic of the lumi IpGBT as well. The procedure after this is exactly the
same with that of the first control path. The only difference is that the three master ports of
the lumi IpGBTs are not used at all. The third one is the I?C path. An external I?C master
device, which can be the IpGBT programmers like UPL and piGBT, is connected to the I*C
slave port of the DAQ IpGBT and communicate with the related slave logic. Like the serial
control logic, the slave logic can also be able to handle both the E-fuses and registers in the
same way, of course, the three master ports can also be reached and well controlled by the

external master device.

In addition, the enable signal of the 12 bPOL12Vs serving for the modules are controlled
by the general purpose input/output (GPIOs) of the DAQ IpGBT. There are 16 GPIOs
in total, but just five of them (from 7th to 11th pins) are used for this purpose, which
means several bPOL12Vs share one enable signal coming from a single GPIO. The GPIO
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logic is controlled by the registers, which can be configured by the three above-mentioned
slow control paths. Another five of them (from 12th to 16th pins) are connected to the 14
modules for generating their global reset signals. Similarly, several modules will also share

one reset signal because of the limited number of GPIOs.

5.2.3 Connectivity of timing and luminosity data streams

The connectivity of timing and luminosity data streams is certainly one of the most complex
parts of the modular PEB design. FEach module has two timing data streams and two
luminosity data streams. In this design, all the luminosity data streams are routed to the
IpGBT no matter what timing data rate the module will be possibly working with. The
timing data streams are routed to the DAQ IpGBT while the luminosity data streams are
routed to the lumi IpGBT. It’s required that all the serialized data streams of the 14 modules
should be strategically routed to the E-ports of the two IpGBTs such that we can fully exploit
the test ability of this design to validate the data transmission related concerns as much
as possible, such as the tests of the data rate settings and different connectivity patterns.
Figure 5.3 shows the connectivity strategy of timing data streams. Since the connectivity
of the luminosity data streams is following the exactly same strategy with the that of the

timing data streams, it will be not be repeated.
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Figure 5.3: Connectivity strategy of timing data streams.

E-link[0]

Each 1IpGBT has seven configurable uplink E-ports, and each E-port has four E-links.
In total, there are up to 28 E-links, which can exactly match the 28 timing data streams of

the 14 modules. Like the downlink E-ports, each uplink E-port also has a fixed bandwidth
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(1.28 Gbit/s) and priority level across its four E-links, which should be carefully taken into
account when doing the connectivity. The E-port can support three data rates, 320 Mbit/s,
640 Mbit/s and 1.28 Gbit/s, once a certain data rate is set, all the E-links of this E-port can
only work in that data rate. Mixed data rates within one E-port are not supported, but
they can be used across different E-ports. All the four E-links are available when the E-port
is set to be 320 Mbit/s, just the first and third E-links are available when the E-port is set
to be 640 Mbit/s, only the first E-link is available when the E-port is set to be 1.28 Gbit/s.
Specifically speaking, the first 12 modules are averagely divided into three groups, and
each group is handled by two E-ports in the same way. As shown in Figure 5.3, in one
group, the two timing data streams of each module go to two E-links belonging to different
E-ports, also the two E-links have the same priority level (or ranking) in their own E-ports.
Therefore, the two E-ports should be set at the same data rate, thus the four modules
should also be working at the same data rate. This kind of connection can guarantee that,
no matter what data rate the two E-ports is set to be, their bandwidths (1.28 Gbit/s x 2) can
be always fully used thus they can be able to support the maximum number of modules.
For example, when working in the data rate of 1.28 Gbit/s, they can support one module,
which actually already uses up all the bandwidths of them; When working in the data rate of
320 Mbit/s or 640 Mbit/s, they can support all the four modules in this group. The 12 modules
already take 6 E-ports of the IpGBT, Therefore, the last two modules (the thirteenth and
fourteenth) have to be connected with the 7th E-port. The timing data streams of the 13th
module are attached to the 1st and 3rd E-links while the timing data streams of the 14th
module are attached to the 2nd and 4th E-links. Similarly, this kind of connection can also
make sure that, in whatever data rate the E-port is running at, the bandwidth of the 7th
E-port is completely used. For example, in case of 640 Mbit/s, the E-port can support the
13th module, while in case of 320 Mbit/s, the E-port can support both of the modules.
With the connectivity strategy, plenty of data rate patterns for the data streams can be
performed on the modular PEB. Table 5.1 lists some typical patterns, which are applicable

for both the the timing and luminosity data streams.

5.2.4 Power supply

The modular PEB system should be supplied with low voltages (LV) and high voltages (HV).
The former is for supplying all the electronics of the system while the latter is for providing
bias voltages of the LGAD sensors. The HV power supply design is straightforward. It
will firstly get the working voltages from external HV power supply crates then directly
feed them to the front-end LGAD sensors without any conversion. The LV power supply
design is comparatively complex. After getting the external LV input ( 10 V), the DCDC
converters, either bPOL12V or its commercial substitute TPS56428, will convert it to the
targeting voltages, including 1.2V, 2.5 V and 3.3 V, which will be further distributed to all the
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Table 5.1: Typical data rate patterns for the timing or luminosity data streams. The values

are the data rates of the modules;

pattern.

”

7

Module Number | Pattern I Pattern II | Pattern III | Pattern IV
MO 320 Mbit/s | 640 Mbit/s | 1.28 Gbit/s | 1.28 Gbit/s
M1 320 Mbit/s | e | |
M2 320 Mbit/s | 640 Mbit/s | oo |
M3 320 Mbit/s | e | |
M4 320 Mbit/s | 640 Mbit/s | 1.28 Gbit/s | 640 Mbit/s
M5 320 Mbit/s | o | o |
M6 320 Mbit/s | 640 Mbit/s |  .......... 640 Mbit /s
M7 320 Mbit/s | e | |
M8 320 Mbit/s | 640 Mbit/s | 1.28 Gbit/s | 320 Mbit/s
M9 320 Mbit/s | e | 320 Mbit/s
M10 320 Mbit/s | 640 Mbit/s |  .......... 320 Mbit/s
M11 320 Mbit/s .................... 320 Mbit/s
M12 320 Mbit/s | 640 Mbit/s | 320 Mbit/s | 640 Mbit/s
M13 320 Mbit/s .......... 320 Mbit/s ..........

means the module is not supported in that

other ASICs in a certain way. As described in Section 4.4.3.3, the bPOL12V is a step-down
buck DCDC converter, which has the advantages of high efficiency and low power dissipation

compared with the other kind of voltage conversion technique, low-dropout regulator (LDO).
Therefore, its substitute ASIC TPS56428 is also selected to be a step-down DCDC converter
with a good performance. Figure 5.4 shows the block diagram of the power supply design

for the modular PEB system.
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Figure 5.4: Block diagram of the power supply design for the modular PEB system.
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A single LV power Molex connector called 39-30-1040, followed by an electro-magnetic

interference (EMI) suppression filter, is mounted on the carrier board receiving the input volt-

age of 11 V. The idea is to firstly convert the input voltage to different voltages with DCDC

converters then distribute the converted voltages to the connectors of daughter boards. The

input voltage is shared by all the 15 DCDC converters. Three of them are used for serving
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the ASICs on modular PEB. Their converted voltages are respectively 1.2V, 2.5V and 3.3V,
which further go to the one pin header connector and three FMC connectors respectively
for the MUX64, two IpGBTs and VIT'Rx+ daughter boards for their power supplies. The re-
maining 12 of them are used for serving the HGTD modules (or emulators). Their converted
voltages are just 1.2 V, which all go to the three FMC connectors for the FH26W daughter
boards. Each of the FMC connectors is connected with four DCDC converters for supplying
five modules that are attached to this FH26W daughter board, two DCDC converters are
for the analog power supply of the five modules while the other two are for the digital power
supply of them. Specifically, for the analog power supply, the first two modules share one
DCDC converter while the other three modules share another one DCDC converter, the
same sharing strategies are also used for the digital power supply. Hence, such two-module
and three-module sharing strategies can be evaluated on the modular PEB board, and the
performance of them will help us to determine how the power supply is carried out for the
PEB board.

Each module requires one HV channel, so 15 HV channels have to be provided for the 15
modules that are attached to the three FH26W daughter boards. To do that, each FH26W
daughter board is mounted with five SubMiniature version A (SMA) connectors for the HV
power supply input. Then each HV input will be routed to its corresponding 13-pin FH26W
connector on the FH26W daughter board. Finally, the HV will be further delivered to the
same 13-pin FH26W connector on the module through the FLEX cable.

It’s worth mentioning that the power supply strategy described here is just a general
overview for the whole modular PEB. How the power supply of each daughter board and

module emulator is handled will be described in Section 5.3.

5.2.5 Monitoring

The monitoring part of the modular PEB system is build on the multiplexer MUX64, the
ADCs and GPIOs of the two IpGBTs. The idea is that all the signals to be monitored in this
system are firstly directly or indirectly routed to the ADCs and GPIOs of the two IpGBTs,
then the values of the corresponding registers are refreshed accordingly and read out by the
DCS system. shows an overview of the monitoring strategy.

The signals being monitored include the five voltages (related to analog current return
voltage, delivered analog and digital voltages, two voltages from the ALTIROC temperature
sensors) of each module, the temperature and received signal strength indicator (RSSI)
of the VI'Rx+, the power good signals of all the 15 DCDC converters, two temperatures
on the carrier board, the input LV to the system, the voltage supply for the ASICs on
modular PEB, the temperature of the first module, and the temperatures of the first two
DCDC converters. Because the MUX64 input pins are not enough, one of the 13th module

temperatures is not able to be monitored, also the five voltages of the 14th module are
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Figure 5.5: Block diagram of the monitoring strategy.

routed to the last ADC pins of the lumi IpGBT. The six selection pins of the MUX64 are
connected with the first six GPIO pins of the DAQ IpGBT, so that the strobe signal to input
channel can be controlled by DCS system. There are two kinds of temperature monitorings
in the system. One is monitoring the ASIC internal temperature, which can be done by
directly reading out the voltages of temperature sensors embedded in the ASICs, such as
the temperature monitoring of the ALTIROCs, bPOL12Vs and VTRx+. The other one is
monitoring the board temperature, which can be carried out based on external thermistor
sensors mounted on the board surface, such as the temperature monitoring of the carrier
board and module flex. The chosen thermistor sensor is a surface mounting technology
(SMT) type component with high accuracy and large operating temperature range (-40°C
to 120°C). It is used together with a resistor in series, and the 1.2 V voltage is applied on
them. Finally, the voltage drop on the thermistor sensor will be fed to the IpGBT ADC.

The ADC and GPIO are the critical parts of the monitoring chain. The GPIO is used
for generating or receiving digital pulse, such as generating selection pulses for MUX64
and sensing the power status of DCDC converters, and it is also controlled by the IpGBT
registers. Figure 5.6(a) shows the block diagram of one GPIO structure. As can be seen, it
is high configurable. Each GPIO pin can be set as input or output with configurable CMOS
driver and pull settings. In addition, all pins operations are synchronous with the internal
system clock (40 MHz).

The ADC is used for converting all the monitored voltages into digital values, so it
determines the performance of the entire monitoring system. Figure 5.6(b) shows the block

diagram of the ADC logic. It is a differential 10-bit successive approximation register (SAR)
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ADC with the input dynamic range of from -VREF to VREF, where VREF can be either
generated by the built-in reference voltage generator or externally provided by the VREF
pin. More specifically, the logics that need reference voltage are the two input MUXes,
ADC converter and the additional DAC converter. The inputs of the ADC can be divided
into two types, external inputs and internal inputs. The eight ADC pins belong to the
former while the built-in temperature sensor and voltage monitors belong to the latter. All
channels, including all the inputs and the reference voltage, are connected to the positive
and negative input MUXes. By configuring the two related registers respectively for the two
input MUXes, both the ADC positive input and negative input can be selected from the
channels. Then they are amplified by the amplifier with configurable gain settings of 2x,
8x, 16x, 32x, after which the voltage difference between them is converted to binary value
the ADC logic. In addition, the ADC pins (ADC[7:0]) feature a configurable current source,
whose output current intensity can be programmed by the 8-bit current DAC. The output
current can also be attached to any of the ADC pins by setting a dedicated register. This
feature can be used to measure external resistance connected to the ADC pin, given the
fact that the voltage drop on the resistor is provided by the ADC and the current flowing

through the resistor is also known.

CURDACSelect[7:0] =+ 8-bit
—d CURDACEnable
PIOin[n] CURDACChn e
Enable(7:0] >
. TN ADCInPSelect[3:0]
PIODriveStrength[n] )
D ADCGainSel[1:0] ADCEnable
b i ADCValue[9:0]
PIOout[n] . GPIOn > Sensor ~ pri
E — ADCConvert
! j’N TEMPSensReset
PIODir[n] Voltage
PIOPullEna[n] —{ o M°‘°" ADCInNSelect[3:0]
VD! ( vrer )
E ? | o VREFEnable VoLDAC
PIOUpDown[n] e vaenro IR
— generator VYT voltage DAC

(a) GPIO (b) ADC

Figure 5.6: Block diagram of the IpGBT GPIO (a) and ADC (b) [145].

5.2.6 Clock network

All the clocks used in the modular PEB system are originated from the DAQ IpGBT. The
primary clock of the IpGBT can either be recovered from the 2.56 Gbit/s downlink high-
speed data stream or directly come from an external 40 MHz reference clock. After it’s
further processed by the clock generator, clocks with the frequency of from 5.12 GHz down
to 40 MHz are generated for the use of the full chip. Figure 5.7(a) shows the clock generator
of IpGBT. As can be seen, the clock generator consists of a phase locked loop (PLL), a 1/2
clock divider and a 1/64 clock divider, and the PLL is comprised of phase detector (PD),
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frequency detector (FD), phase and frequency detector (PFD), low-pass filter (LF) and LC-
tank voltage controlled oscillator (VCO). When recovering clock from data, the PD and FD
blocks are used and the 2.56 GHz clock right after the 1/2 clock divider will be fed back to
the PD and FD as in-phase quadrature (I/Q) signal. When using 40 MHz reference clock,
the PFD is used and the PLL acts as a frequency multiplier, and the 40 MHz clock after the
1/64 clock divider will be fed back to PFD. Finally, the IpGBT can output up to 29 electrical
clocks (E-clock), whose frequency, drive strength and pre-emphasis are configurable.

In addition to the clock generator, there is also a phase shifter circuit, Figure 5.7(b)
shows its block diagram. Firstly a 7-to-1 MUX can strobe one of the seven input clocks,
including one logical zero voltage and six different clocks of 40, 80, 160, 320, 640, and1280 MHz,
and the strobing pulse can be configured by users. After the MUX, two delay units are used
in series, the first one is with a coarse delay cell of 800 ps while another one is with a fine
delay cell of 50 ps, which can be configured to be enabled or not. The number of delay
cells activated in both of the delay units can also be configured. Finally, the IpGBT can
also provide four phase shifter clocks, which are programmable in phase, frequency, drive
strength and pre-emphasis.

Figure 5.8 shows the clock network of the modular PEB system. The E-clocks are used
to provide clocks for the front-end modules (or emulators), each of which just requires one
E-clock with the frequency of 40 MHz or 320 MHz. They are delivered all the way from the
DAQ IpGBT on the modular PEB to the frontend successively through the wires on PCB,
FH26W connectors on daughter boards, FLEX cables and again FH26W connectors on
modules. The PEB will also adopt such kind of clock path, so it will be largely beneficial to
the PEB design if the clock path can be evaluated with the modular PEB. The parameters
of those E-clocks can be adjusted accordingly during the joint test based on the actual
demands of the front-end electronics. One of the phase shifter clocks of the DAQ IpGBT
will be programmed to be 40 MHz as the external reference clock of the lumi IpGBT, whose
E-clocks and phase shifter outputs will not be enabled.

5.2.7 Other considerations

The above-mentioned design strategies are basically described based on the key ASICs. In
the case of using substitute ASICs, either fully or partially, the strategies are still applicable.
In the aspect of hardware connection, both the key ASIC and its substitute are integrated in
daughter boards and adopt the common FMC connectors, therefore, now matter what kind
of chip packagings the substitutes use, to the carrier board, it’s the same. In the aspect of
functionality, the substitutes are carefully chosen such that they have the similar electrical
functions and performance or can mimic the functions of the key ASICs.

The substitute ASIC for IpGBT is a Xilinx KINTEX-7 FPGA. It has about 480,000
logic cells and up to 32 high-speed transceivers with the bandwidth of 12.5 Gbit/s, which
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Figure 5.7: Block diagram of the clock generator (a) and phase shifter (b) [145].
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Figure 5.8: Block diagram of the clock network of the modular PEB system.

can easily fulfill the requirements on the IpGBT logics implementation and the data rates
of high-speed uplink and downlink. The substitute component for VI'Rx+ is the SFP+
optical transceiver module, which can do the eletro-optical conversion at the data rate of up
to 10.5 Gbit/s.

As described in Section 5.2.4, the substitute ASIC for bPOL12V is the commercial
DCDC converter TPS56428, which can provide the target voltages by adjusting those resis-
tors mounted on the daughter board. The TPS56428 daughter board is described in Ap-
pendix B.1. As mentioned in Section 5.2.1, the substitute of the real HGTD module is
a dedicated module emulator, which should be designed to behave as the module before
they are well produced and delivered to us. Section 5.3.3.1 presents the module emulator in
details.

5.3 Hardware design

5.3.1 Carrier board

The carrier board is the pivot of the modular PEB since it handles the connectivities between
all those components. The wire routing of this board can be taken as an implementation
of the design strategy, and it is not only high-density but also with very large complexity.
Figure 5.9 is a top view of the carrier board. For a more clear view of the carrier board, the
picture was taken when most of the connector were not mounted.

The carrier board is a rather large rectangle board with the size of 23 cm x12.2 cm. There
is no any ASIC mounted on the board and just the slots for different types of connectors.
Those slots include the right three for the FMC connectors of the FH26W daughter boards,
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the left three respectively for the FMC connectors of the DAQ IpGBT, VITRx+ and lumi
IpGBT daughter boards from top to bottom, the central one for pin header connector of
MUX64 daughter board, the fifteen in the middle region for the pin header connectors of
bPOL12V daughter boards, and other minor slots for the connectors of testing, debugging
and LV power supply. In addition, there will be six green LEDs indicating the attachments
to the six FMC connectors. Those fifteen shiny pads around the bPOL12V daughter boards
slots are actually the exposed copper layer of the PCB, and they are not only serving as the
ground of the board but also helping the heat dissipation of the DCDC converters. There
are two drilling holes on each side of a FMC connector, which are used to mechanically
fasten the daughter board to the carrier board. In addition, another four mechanical holes

are drilled on the corners for installing support pillars to the board.

Figure 5.9: Top view of the carrier board.

The FMC connector plays an important role on the carrier board. The FMC is actually
a VITA (VMEbus International Trade Association) 57.1 standard [152] that defines the
daughter board (I/O mezzanine module) with connection to an FPGA or other device. This
standard specifies the so-called FMC connector, which has a low profile and high pin density.
It has ten rows (labelled as A, B, C, D, E, F, G, H, J, K) with 40 pins each, and pins are
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specified for handling different signals, such as gigabit data and clocks, user data and clocks,
I2C, JTAG, power supply, and etc. In terms of the pin assignment of the FMC connectors,
the carrier board design as well as the related daughter boards design follows the standard
as much as possible. In addition, the standard also includes a methodology where FMC
mezzanine modules (i.e. daughter boards) must provide its hardware information that can
be read by an external controller (like FPGA for most of the time) on the FMC carrier
platform (i.e. carrier board). The hardware information should be stored in a memory chip
of the FMC mezzanine module in a specific format defined by the FRU (field replaceable
unit) information storage definition, as described in [153].

In the carrier board design, there are two most challenging parts. One is the connectivity
strategy of all the components. It has to be carefully considered that how the connections
in different aspects are handled, and those aspects include power supply, clock, control,
monitoring, timing and luminosity data, which are already discussed in Section 5.2. The
other one is the high-density wire routing. In order to carry out the connectivity strategy,
the board is designed with 14-layer stack-up, 6 layers for wire routing, 4 layers for power
and 4 layers for ground. There are more than 1800 connections and 32 power shapes, which
mean the large complexity and heavy workload of the board design. From this point of view,
the design can be a good practice of the PEB design, which will adopt the similar design

strategy and might be several times replications of this design.

5.3.2 Daughter boards
5.3.2.1 IpGBT daughter board

The lpGBT daughter board holds the IpGBT and serves as a FMC mezzanine module
for convenient integration of IpGBT to the carrier board. The design idea is that all the
IpGBT pins are routed to the FMC connector such that the carrier board can have full
communication with the IpGBT once the IpGBT daughter board is plugged.During the
design of this board, it’s not guaranteed that which version of the IpGBT (v0 or v1) might
be mounted on the board at the end, so the board is designed to be compatible with both v0
and v1 thanks to the unchanged pinout structure of the IpGBT. Considering its individual
test before integration to the carrier board, it is also designed to be compatible with the
Xilinx evaluation board so that it can be readily tested right after its production. The design
can support the IpGBT to work as both DAQ and lumi modes, therefore just one type of
the IpGBT daughter board is needed.

Figure 5.10 shows the top and bottom views of the board. On the bottom side, the
IpGBT is mounted right in the middle while the FMC connector is on the side. On the
top side, there are other minor components, such as the reset button, the dip switches

for the settings of IpGBT address, working mode, boot flow and PLL lock mechanism, 14-
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pin through-hole header connector for IpGBT configuration via the dedicated programmer
UPL, and an electrically erasable programmable read-only memory (EEPROM) for storing
the "inventory” information of this board. The header connector is selected to be the same
type with the CERN embedded monitoring and control interface (EMCI) board, and the
pin assignment is also the same, so the facilities developed for EMCI board can be used by
the IpGBT daughter board as well.

Figure 5.10: Top (left) and bottom (right) views of the IpGBT daughter board.

As described in Section 4.4.3.2, the IpGBT is the most complicated ASIC in the HGTD
electronics, and it has up to 289 (17 x 17) pins with the ball grid array (BGA) package and
the pin pitch of just 0.5 mm, which poses great challenge on the wire routing of the PEB
design that may hold up to 12 IpGBTs. As discussed in Section 5.1, the PEB will adopt
the POFV structure, which allows application of vias right under the IpGBT BGA pads.
Therefore, this IpGBT daughter board is designed with this technology for validating its
feasibility even though the space on the board is quite adequate. By using POFV on IpGBT
pads, the fanout becomes more flexible. With traditional way, all the 289 pads have to be
firstly fanned out to a nearby location on the surface then use vias to connect with other
layers if needed. But with the POFV, the pads can be directly connected with any layer
through the vias right under themselves, which avoids the annoying fanout of the pads thus
simplify the wire routing.

The way the IpGBT pins are routed to the FMC connector pins should adopt the VITA
57 standard as much as possible. Especially the IpGBT pins of power supply, high-speed
data transmission, I?C, phase shifter clocks and reference clock should be connected to
the corresponding pins of the FMC connector, since the board should be compatible with
Xilinx evaluation board, whose FMC connector also adopts the same standard. For the
other pins, such as pins of E-links (uplink, downlink and clock), EC-ports, GPIO, ADC and
configuration are connected with those connector pins dedicated for user data in a more
flexible way, for example, the connections can be adjusted anytime during the design for
easier wire routing. In order to solve the possible 1/O standard mismatch between the

IpGBT and FPGA pins, 0.01 uF AC coupling capacitors are used in series with the pins
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of reference clock, high-speed uplink and downlink data transmissions. The READY pin
is cascaded with a 220 Q resistor and a green LED to the ground, so that it’s clear when
IpGBT is in the ready state. The 2.5 V power supply pins for E-fuses programming are just
connected to the header connector. The pin assignment of this connector is presented in
details in Section 5.3.3.2. The reset pin is connected to not only an external manual reset
circuit with a button but also the header connector. On the board, there is also a thermistor
sensor whose voltage output is connected to the last ADC pin, which is already taken by
the voltage output of the thermistor sensor on carrier board, therefore, a 0 Q resistor is used
in series in between for helping select which temperature to monitor.

There are another twelve pins connected to three dip switches for setting some general
parameters in a hard-wired way. Figure 5.11 shows a close-up of the dip switches. Among
them, four address pins are used to set the four least significant bits (LSBs) of IpGBT
chip address used in I2C or serial control (IC and EC) configuration while the three most
significant bits (MSBs) are set by the register called ChipAddressBar. Four mode pins are
used to set the working mode of IpGBT, and each of the sixteen combinations correspond to a
working mode characterized by the data rate and encoding method of the high-speed uplink
data transmission, and the transmit-receive type. Table 5.2 lists all the sixteen working
modes and their corresponding mode pins settings. The remaining four pins include the
LOCKMODE pin for determining PLL lock mechanism (40 MHz reference clock locking or
reference-less locking), the EDINECTERM pin for enabling the 100 Q termination resistor
of the EC-port receiver, the BOOTCNF0 and BOOTCNF1 pins for determining where and
how the register values are loaded at the beginning of the IpGBT booting-up. In addition
to the EDINECTERM pin, the termination of the EC-port receiver can also be activated by
the ASIC register configuration. It’s worth mentioning that, on the modular PEB, the DAQ
IpGBT should work as a master at the MODE[3:0]=4’b1011 (transceiver, 10.24 Gbit/s and
FEC5) while the lumi IpGBT should work as a slave at the MODE[3:0]=4'b1001 (simplex
transmitter, 10.24 Gbit/s and FEC5).

5.3.2.2 VTRx+ daughter board

The VTRx+ daughter board is designed to hold the VI'Rx+ module and route its pins to
the FMC connector. The design should also consider the scenario that the board is tested
by a Xilinx evaluation board before it gets integrated into the carrier board. Figure 5.12(a)
shows a picture of this daughter board. As can be seen, the connector on the left side is
the specified connector for holding the VI'Rx+ module and it has 40 pins with the pitch
of 0.4 mm and exactly the same pin assignment with the VIRx+4. The FMC connector
is located on the right side. In the area close to the FMC connector, there are slots for
pin header connectors, LDO and level translation ASICs. The two metallic pads beside

the VI'Rx+ module connector are used for installing the heat dissipation structure of the
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Figure 5.11: Close-up of the three dip switches.

Table 5.2: Correspondence between the mode pins settings and the IpGBT working modes.

MODE [3:0] | Tx Data Rate | Tx Encoding | ]pGBT Mode
4’0000 5.12 Gbps FEC5 Off
4’b0001 5.12 Gbps FEC5H Simplex Tx
4’0010 5.12 Gbps FEC5H Simplex Rx
4'b0011 5.12 Gbps FEC5 Transceiver
4’0100 5.12 Gbps FEC12 Off
4’0101 5.12 Gbps FEC12 Simplex Tx
4’0110 5.12 Gbps FEC12 Simplex Rx
4'h0111 5.12 Gbps FEC12 Transceiver
4’1000 10.24 Gbps FEC5H oft
4’1001 10.24 Gbps FEC5H Simplex Tx
4’1010 10.24 Gbps FEC5H Simplex Rx
4'b1011 10.24 Gbps FEC5H Transceiver
4’b1100 10.24 Gbps FEC12 Off
4'h1101 10.24 Gbps FEC12 Simplex Tx
4'b1110 10.24 Gbps FEC12 Simplex Rx
4'b1111 10.24 Gbps FEC12 Transceiver
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VTRx+ module. For more details about VTRx+, see Section 4.4.3.4.
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Figure 5.12: Picture of the VITRx+ daughter board.

The connection of the VIRx+ 40 pins to the FMC connector also follows the VITA
57 standard. For example, the four high-speed uplinks and one high-speed downlink are
connected to the pins specified for multi-gigabit transceiver data transmission, which allows
the VITRx+ to interact with the high-speed transceivers of FPGA. The 1.2 V and 2.5 V
power supply pins are connected to the pins specified for power supply, which can assure
the correct voltages are delivered to the board when it’s inserted into the carrier board.
However, when it’s inserted into a Xilinx evaluation board, the pins that should deliver
1.2 V and 2.5 V voltages may possess different voltages provided by the evaluation board.
To solve the issue, two LDO are used to regulate the possibly-mismatched voltages to the
target voltages (1.2 V and 2.5 V). In addition to the power pins, signal pins like VTRx_DIS,
VTRx_ RSTN, VITRx SCL and VTRx_ SDA are also connected with FPGA pins, since
the 10O voltage level on the VITRx+ side may mismatch the IO voltage level on the FPGA
side, two level translation ASICs are used for respectively handling the I?C signals and the
other two signals. The RSSI pin outputs current that is proportional to the received signal
strength of the VTRx+ transimpedance amplifier (TTA). Therefore the pin is pulled up by a
resistor to 2.5 V and pulled down by two resistors, and the voltage between the two resistors
is routed to the FMC connector and finally goes to the ADC[1] of the DAQ IpGBT. Finally,
there are two thermistor sensor pins, one is pulled up by a resistor to 1.2 V and routed to
the FMC connector, at last reaches the ADC[2] of the DAQ IpGBT, the other is not used
and just grounded.

It’s found that the VTRx+ RSSI got drifted down with time (the famous VTRx+ failure)
in some LHC experiments. After years of investigation, it’s concluded the main cause of
this issue is the poor heat dissipation of the device. With good thermal design, that failure

is expected to be avoided. For our case, we adopt the VI'Rx+ retaining clip design from
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CERN and a custom-made metallic heat sink. To install those components, the VT Rx+
module is firstly assembled with the clip, then it’s inserted into the electrical connector,
finally the heat sink covers the entire VI'Rx+ module from above and gets fixed to the
board by M2 screws. Figure 5.12(b) is a picture of the board with fully-equipped VTRx+
mounted.

The substitute board of the VI'Rx+ daughter board is a SFP+ mezzanine card, which

is described in Section 5.2.7.

5.3.2.3 bPOL12V daughter boards

The bPOL12V daughter board for modular PEB uses the bPOL12V version 4 as the main
working device, and it aims to route all the important pins of the ASIC out for easily
interfacing with the carrier board. Considering the fact that this board is also targeting
for the PEB, it has to be designed with as small profile as possible both in board area
and thickness. The design of the bPOL12V ASIC is being actively iterated by the CERN
DCDC project group, and the bPOL12V version 6 was released soon after the version 4, so
the daughter board has also been updated accordingly. For more details about bPOL12V,
see Section 4.4.3.3.

Figure 5.13(a) shows the top view of the daughter board. It is a rather small board with
the size of 26 cm x 19 mm. The only ASIC is mounted on the middle area and surrounded
by some auxiliary components like resistors, capacitors and inductors. Hence, its design is
quite straightforward, and it is a four-layer PCB with top and bottom layers used for wire
routing and middle two layers used for the grounds. To avoid thickness contribution from
the height of connectors, the board adopts stamp hole design. As shown on the picture,
the upper and right edges of the board are taken by those electrical semicircles (so-called
stamp hole), which allow the board to have a direct physical and electrical contact with the
carrier board by just soldering the semicircles on both boards together. For a convenient
and efficient operation, during the test of the modular PEB system, pin header connectors

are soldered to the semicircles for handy installation and disassembly to/from the carrier
board.

(a) Top view (b) With air-core inductor (c) With shielding case

Figure 5.13: Pictures about the bPOL12V daughter board.
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The pins are managed based on the recommendations from the ASIC data sheet and
PCB design guidelines [146]. An air-core inductor with the inductance of 500 nH is used
in series between the Vout and Phase pins, which allows an optimal switching frequency
of about 1.5 MHz. This frequency value is set by placing a 15 kQ resistor between the
frequency selection pin Rf and the board ground. A capacitor of 200 nF is used between
the bootstrap and Phase pins to provide the transient current to the high side (HS) drivers
during switching, and it has to be positioned as close as possible to the ASIC footprint. The
Vi pin is provided with a feedback voltage of 629 mV, which is originated from the Vout pin
with a two-resistor voltage divider, and it’s required that the resistor between the Vi and
Vout pins should be 500 kQ, thus the value of another resistor is determined and should
be 523 kQ. The pins Bitl Vout and Bit2_Vout are used to fine-tune the output voltage
based on the nominal output value by +6.67%, —6.67% and —13.3%, which may help solve the
module power supply issue caused by the voltage drops on the FLEX cables with diverse
lengths. All the ground pins are connected to a large power plane. The thermal pad of
the ASIC is soldered to the board and also connected to ground by a large number of vias.
Most importantly, the pins for input and output voltages should be connected with filter
elements like air-core inductors and capacitors. Finally, all the key pins are routed to the
semicircles, including the pins of input voltage, output voltage, temperature sensor, power

enable, power good, and the two pin for output voltage fine-tuning.

As we know, the larger inductance the inductor has, the bigger size it will be. With such
an inductance of 500 nH, the air-core inductor is expected to be very space-occupying. As can
be seen in Figure 5.13(a), the two large golden pads on both sides of the ASIC are reserved
for the air-core inductor, which even straddles the entire ASIC and other components. Two
types of air-core conductors are successively used, one is the 2929SQ-501 from the Coilcraft
company and it has the height 7.24 mm, the other one is the S15100075 from Wurth company
and its height is 3.3 mm. The latter is a better choice since it can keep the board with a
small thickness. In addition to these two, other types of inductors are also been investigated
in parallel. Figure 5.13(b) shows a picture of the bPOL12V daughter board with the higher
air-core inductor mounted. The board is sensitive to external magnetic field, plus the HGTD
will be working under the magnetic field environment, therefore a shielding design has to
be considered for this board. A shielding case with the profile of 18 mm x 15 mm x 8 mm is
designed to cover the board, and it uses the 200 ym copper-zinc alloy for the consideration
of cost at the moment, and in the future it can be changed to other materials with low
material budget such as the 100 pm gold-plated aluminum adopted by the ITK EoS DCDC
converter, but the ferro magnetic materials like iron, cobalt, nickel and manganese should
be avoided. As can be seen from Figure 5.13(a), three SMT shield clips are mounted on the
three sides of the board for holding the shielding case. This kind of design can facilitate
possible repairs of the board during tests. Figure 5.13(c) shows a picture of the bPOL12V
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daughter board covered by the shielding case.

5.3.2.4 MUX64 daughter board

Similarly, the MUX64 daughter board is also designed to route all the pins of MUX64 to
the pin header connectors for easily interfacing with the carrier board. Figure 5.14 shows
the top and bottom views of the board. As shown in the pictures, this is a pretty simple

board with just one components on the top and pin header connectors on the bottom.
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(a) Top view (b) Bottom view

Figure 5.14: Pictures of the MUX64 daughter board.

This component on the top is actually a test socket with the QFN88 (quad flat no-lead)
package and houses the MUX64 die. The motivation of using the test socket is that, at the
time of this board design, the bare dies of MUX64 were just delivered to us and a lot of
tests are required to be done before they get packaged with QFNS8S8. Inside the test socket,
there is one slot dedicated for the MUX64 bare die and the slot is wire-bonded with 25 um
gold wires to its QFN88 pins. By just placing the bare die into the slot and closing the
lid, each pin of the ASIC can have a good electrical contact with the socket. With the help
of the socket, those bare dies can be easily mounted and unmounted to/from the daughter
board without soldering and desoldering work, therefore they can be tested even with just
one such kind of daughter board. Afterwards, with the progress of the MUX64 die tests,
those passing the tests are qualified to be packaged. Hence, a new version of the MUXG64
daughter board is designed by using the QFN88-packaged MUX64, but still adopting the
same pin header connectors and pin assignment. No matter which version of the board is
used on the modular PEB, it should be properly working in the same way with the other
version.

The connectivity from the MUX64 to the pin header connectors is quite straightforward.

The 64 signal input pins, six channel selection pins and one output pin are directly connected
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to the connectors, and several capacitors with different capacitances are used in parallel with

the 1.2 V voltage supply pins for the purpose of power filtering.

5.3.2.5 FH26W daughter board

The FH26W daughter board is an interface board used for re-routing the signals from the
module connectors (FH26W series from Hirose company) to FMC connector. On one side,
five modules are attached to the FH26W connectors of the board through FLEX cables.
On the other side, the board can be easily integrated into the carrier board through the
FMC connector, thus the modules are connected to the carrier board in such an indirect
way. Figure 5.15 shows a top view of the board. All the components used on the board
are connectors and they are all placed on the top side. Those connectors include five 71-pin
FH26W connectors respectively for the signals and LV supply of five modules, five 13-pin
FH26W connectors respectively for the five modules HV supply, five SMA connectors on
the upper side for the five modules HV inputs, one FMC connector on the right side for
interfacing with the carrier board, 15 pin header connectors on the bottom side for setting
the three LSBs of each module.

Figure 5.15: Top view of the FH26W daughter board.

The FH26W series connectors are selected as the baseline connectors for the PEB design,
and their feasibility and reliability can be evaluated through this board. In addition, as men-
tioned in Section 5.1, the distance between two adjacent connectors can also be evaluated,
a tentative value of 10 mm is used in this design. The connectors are actually high-density
FPC connectors with 0.3 mm pitch and 1.0 mm height. They have two rows of pins with
staggered arrangement such that one row has even number of pins while the other row has
odd number of pins. The 13-pin connector has a profile of just 5.4 mm x 3.5 mm while the
71-pin connector has a profile of 22.8 mm x 3.5 mm. They have to be handled with care due
to its thin and small design. In terms of FPC insertion, the flip lock mechanism is easier

to operate and works with a light force. A clear tactile click of the actuator confirms the
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completion of the mating process. In terms of FPC removal, just slightly pull it out after
releasing the lock by lifting up the actuator. The HV isolation performance of two neigh-
bouring HV connector pins are extremely crucial for the HV supply. It’s already tested
that the breakdown voltage (also called dielectric withstanding voltage) can reach up to
2400 V with the leakage current less than 1 pA under both the room temperature and the
low temperature of —=30°C. The breakdown voltage exactly satisfies the requirement, which
is three times the maximum working voltage (800 V).

In terms of the connectivity among those connectors, the 71-pin connectors are just
considered to be routed to the FMC connector while the 13-pin HV connectors are routed to
their corresponding SMA connectors. The signals on each 71-pin connector include timing
and luminosity data, clock, fast command, slow control, analog and digital LV supply,
grounds, etc. All of them from the five connectors should be properly connected to the
FMC connector, which brings complexities to the wire routing of the board. For the pin
assignment of the FMC connector, like the other types of daughter board, it follows exactly
the same pin assignment with that of its counterpart FMC connector on the carrier board.
More specifically, it also adopts the VITA 57 standard to the largest extent to be able to
compatible with the Xilinx evaluation board. For example, the analog and digital power
supply of the first and second modules are connected to the pins for power supply, therefore
the connector slots for them can be used for module test when the board is integrated into
Xilinx evaluation board. When it comes to module emulator, all the five slots can be used
since the module emulator can also be powered up through a dedicated connector on its
board. Other signals are just connected to the pins for user data with quite large freedom,
and those user data pins are associated with the FPGA configurable I1/Os thus can satisfy
the requirement of those signals.

For the pin assignment of the FH26W connectors, it should match with that of the
connectors on the module side. Those pin assignments are already determined in the early
days right after the FH26W series connectors are selected as the baseline connectors, since
they significantly affect the designs of not only this board but also the module FLEX and
FLEX cable(or tail). In addition, the center-to-center distance between the 13-pin and 71-
pin connectors is chosen to be 15.6 mm. Figure 5.16 shows the pin assignments of the FH26W
connectors on both the module and interface board sides. It’s worth mentioning that the

FLEX cable should be inserted to the connectors with its contacts facing downwards.

5.3.3 Auxiliary boards
5.3.3.1 Module emulator board

The module emulator board is designed to mimic the real HGTD module both in dimension

and functionality since the module is not expected to be ready at the stage of the modular
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Figure 5.16: Pin assignments of the FH26W connectors on both the module and FH26
daughter board sides.

PEB.

5.3.3.1.1 Hardware structure The idea is that the board uses FPGA to realize the
ALTIROC logic and interfaces with the FH26 daughter board by using the same FH26W
connectors with the real module. This board goes through two versions. Compared to
the first version, the second version is designed with the latest mechanical parameters (in-
cluding board size, center-to-center distance between FH26W connectors, connector-to-edge
distance), the new power supply of the FPGA bank for signal, the updated pin assignment
and shielding case mounting method. Figure 5.17 shows some pictures of the module emu-
lator board. Like the module, the board has a small profile of 40 mm x 19.8 mm, where the
center-to-center distance between FH26W connectors is 15.6 mm while the distance between

the connector center and the board edge is 3 mm.
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(a) Top view (b) Bottom view (c) With shielding case

Figure 5.17: Pictures of the module emulator board.

As can be seen from the pictures, both the top and bottom are almost occupied by

components. To mimic the glue dots area of the module, 4 mm width on left and right sides



136 CHAPTER 5 MODULAR PERIPHERAL ELECTRONICS BOARD DESIGN

of the top should not be placed with any components, which makes the board surface even
more crowded. Therefore, the wire-routing of the board is one of the most challenging parts
of the design. In order to have a proper wire-routing, the board adopts the eight-layer stack-
ups, among which up to four layers are used for wire routing, two layers for power planes
and two layers for ground planes. Another way of mitigating the congested situation is to
select the components with smaller footprints, for example, instead of using the bigger 0603
package (1.55 mm x 0.85 mm x 0.45 mm) that is beneficial to maintenance and replacement,
the smaller 0402 package (1.0 mm x 0.5 mm = 0.35 mm) is used as much as possible for resistors
and capacitors to save space.

On the top side (Figure 5.17(a)), there are just those auxiliary components, such as
the two FH26W connectors on the upper side, the two micro-miniature coaxial (MMCX)
connectors on the left side for the time domain reflectometer (TDR) measurement of the
FLEX cable transmission lines, the pin header connectors on the lower side for FPGA
programming, power supply and testing purposes, the dip switch on the right side for reset
and other external settings, the shiny crystal oscillator in the middle area for providing
external clock of the FPGA, and some other resistors and capacitors. On the bottom
side (figrmodularpeb:hwdesign:hwmev2:bottom), there are all the main ASICs, including the
biggest ASIC (FPGA) in the middle, the FLASH memory ASIC on the right of the FPGA
for storing the bitstream file of the FPGA, the LDO regulator and two DCDC switching
regulators on the left of the FPGA for the voltage conversions of the module emulator,
also some resistors, capacitors and inductors distributed around those ASICs. Taking into
account the test of the module emulator, a shielding case is also designed to cover the entire
bottom side of the board, aiming to serve as support structure of the board and provide a
flat and stable pedestal and proper heat dissipation (with the help of thermal conductive
silicone used in the gap between the shielding case and the FPGA) when the board gets
tested individually or in a stack-up way. The shielding case, made of 0.2 mm copper-nickel
alloy, has a slightly smaller size of 38.3 mm x 17.5 mm compare with the board size and a
height of 4 mm. The mounting strategy is exactly the same with that of bPOL12V daughter
board described in Section 5.3.2.3. As can be seen on the bottom side, there are three golden
pads on the edges, which are used for soldering the shield clips that hold the shielding case.
Figure 5.17(c) shows a picture of the module emulator with the shielding case mounted on
the bottom side.

5.3.3.1.2 FPGA selection The FPGA for the module emulator is selected among all
the Xilinx 7-series FPGAs, including Spartan-7, Artix-7, Kintex-7 and Virtex-7. There are
three main points considered during the selection. Firstly, the size of the FPGA package
should be as small as possible given the very limited space on the board. Secondly, the FPGA

resources, such as the number of logic cells, I/O pins, RAM (random access memory) blocks
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and DSP (digital signal processor) slices, should be adequate for the implementation of the
ALTIROC?2 digital functions. Thirdly, the FPGA should have a low cost since there will
be a large amount of module emulators needed by several modular PEB setups distributed
on different sites. After careful consideration, the Spartan-7 FPGA XC7515-2CPGA196C
is finally chosen. It uses BGA package with the size of 8 mm x 8 mm, and it has 14 x 14 pins
with the pitch of 0.5 mm and up to 100 user I/O pins.

The I/Os in 7 series FPGAs are classified into high range (HR) and high performance
(HP) banks [154], where the HR I/Os offer the widest range of voltage support, from 1.2 V
to 3.3 V, while the HP 1/Os are optimized for highest performance operation, from 1.2 V
to 1.8 V. The selected FPGA has two HR banks [155], bank 34 and bank 14, which can
be supplied with two different voltages for supporting different 1/O standards of the signals
connected to the banks. Each bank has up to 50 user I/O pins that can be used in either
single-ended or differential way, and also some dedicated pins for the power supply of the
I/0O pins. The separate power supply for 1/O pins allows multiple I/O standards used in the
same FPGA and flexible I/O standard selection for a single bank. There are several tens
of I/O standards supported by the FPGA [156], such as the LVDS (low voltage differential
signaling), LVCMOS (low voltage CMOS), HSTL (high-speed transceiver logic), SSTL (stub-
series terminated logic), etc. In addition to the user I/O banks, there is also a bank 0 where
dedicated configuration pins are located. Furthermore, the 1/O pins of the bank 14 can
also be working as configuration pins [157]. Therefore, the FLASH memory, programming
interface and configuration mode selection can be managed within the bank 0 and bank 14
of the FPGA. Also other types of power supply pins, such as VCCAUX pins for auxiliary
circuits (1.8 V), VCCAUX_IO pins for auxiliary I/O circuits (1.8 V or 2.0 V), VCCINT pins
for the internal core logic (0.9 V or 1.0 V), VCCBRAM pins for the FPGA logic block RAM
(1.0 V), must be properly handled.

5.3.3.1.3 1I/0 standard selection The I/O standard match between the module emu-
lator side and the modular PEB side is crucial for a robust and reliable data transmission.
On the modular PEB side, if FPGA would be used as the substitute of the IpGBT, the
match can be easily achievable by configuring the FPGA pins with proper I/O standard on
both sides; If the IpGBT would be used, an appropriate I/O standard has to be chosen for
the FPGA pins of the module emulator to be able to match the specific I/O standard called
CERN low power signaling (CLPS) adopted by the IpGBT. Therefore, the idea is to find an
optimal one among all the I/O standards supported by the FPGA.

Figure 5.18 shows a general overview of the CLPS standard. As can be seen, the digital
signal is transmitted in the form of square wave, and its voltage level swings around the
common mode voltage. When the signal is fed into the IpGBT as input, it’s required

that, the high level voltage is larger than 0.9 V and the low level voltage is less than 0.3 V
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in case of single-ended transmission, the common mode voltage should be within 0.07 -
1.13 V and the differential voltage can vary from 0.14 V to 0.45 V in case of differential
transmission. When the signal is driven out of the IpGBT, the high level voltage is 1.07 V
or 1.18 V and the low level voltage is 0.13 V or 0.02 V in case of single-ended transmission,
the common mode voltage is 0.6 V and the differential voltage can vary from 0.1 V to 04 V
(under the condition of a 100 Ohm differential termination impedance) in case of differential
transmission. Therefore, the FPGA pins of the module emulator that receive the signals
from the IpGBT should be set with proper I/O standard such that they can match the
electrical characteristics of the CLPS output signal, similarly, the FPGA pins of the module
emulator that send signals to the IpGBT should also be set with proper 1/O standard such
that they can generate suitable signals that satisfy the requirements demanded by the CLPS

input.
Input single-ended or differential signal to [pGBT

VIH (high level input voltage) Min 0.9v
VICM (input common mode voltage) 0.07-1.13V

VIL (low level input voltage) Max 0.3V

VID (input differential voltage) = VIH - VIL, and its value varies from 0.14 to 0.45V
Output single-ended or differential signal from I[pGBT

VOH (high level output voltage) / """"""" 1.07 or 1.18V
VOCM (output common mode voltage) 0.6V

VOL (low level output voltage) ~——m/ @ V—-""""T7T-—797—"——"7" | S~ " 0.13 or 0.02V

VOD (output differential voltage) = VOH - VOL, and its value varies from 0.1 to
0.4V under the condition of a 100 Ohm differential termination impedance.

Figure 5.18: CLPS standard introduction in the cases of single-ended and differential signals
as input and output.

In terms of the I/O standard selection for single-ended signal, it is quite straightforward.
The idea is to find the suitable I/O standards from the user guide [158] that describes the DC
input and output levels of the FPGA standard with the single-ended CLPS signal features
in mind. Especially, those parameters (VIL, VIH, VOL and VOH) are the key indicators
for selecting the satisfactory standards. The good news is that there are several standards
that can fulfill the requirements, such as the LVCMOS12 and HSUL_ 12.

In terms of the the I/O standard selection for differential signal, there are more aspects
that need to be considered. In addition to the electrical parameters of VICM, VID, VOCM

and VOD, the transmission performance based on the certain 1/O standard should be also
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taken into account. As we know, the most commonly-used I/O standard in the FPGA is
the LVDS, also called LVDS_25. The pins with this standard can receive CLPS output
signals, but the VOCM of this standard (1.25 V) is beyond the common mode voltage range
of the CLPS input (0.07-1.13 V). Actually, there is a workaround for the mismatch between
the LVDS_ 25 output and the CLPS input. It is called AC-coupled and DC-biased method,
which requires two capacitors in series with the differential pins on the module emulator and
two-resistor voltage divider for providing proper bias voltages that CLPS input can accept
to the differential pins of the IpGBT. However, with this method, there must be extra
capacitors and resistors used on both module emulator and modular PEB, which makes the
crowded layout and challenging wire routing issues even worse. Therefore, it’s decided that

we drop this method and pick up new candidates from other I/O standards.

There are about fifteen differential I/O standards supported by the HR bank, such as the
DIFF_HSTL_I,DIFF_HSUL 12, DIFF MOBILE DDR, DIFF SSTL15, DIFF SSTL18 1,
etc. As input, all of them can support the CLPS output signal based on the VICM and
VID provided by the user guide, but as output, VOCM and VOD of most standards are
not specified clearly in the document. An experiment was setup to measure the VOCM
and VOD of those standards. The idea is that, two FPGA differential pins are firstly set
with a specific I/O standard, then the output of one of the two pins is observed with os-
cilloscope, finally the VOCM and VOD can be determined from the waveform. It’s worth
mentioning that the FPGA used in the test board is also a 7-series Xilinx FPGA XC7K325T
and the two differential pins of the FPGA are terminated with a 100 Q resistor for the pur-
pose of impedance match. Figure 5.19 shows an example of the waveform measured from
the differential pins with the LVDS_ 25 standard, where the horizontal arrow indicates its
VOCM (1.27 V) while the vertical arrow indicates its VOD (0.43 V). Clearly, the VOCM is
beyond the range of the CLPS VICM, so LVDS 25 is not chosen as the candidates. Other
I/O standards are also measured using the same test strategy. Table 5.3 summarizes the
measurement results of those I/O standards. By looking at the values of VOCM, most of
them are within the range of the CLPS VICM. Further considering the swings (i.e. VOD)
around the VOCM, those VOCM values that are close to the range edge may have a worse
performance than those in the middle of the range. Therefore, more 1/O standards get ruled
out based on the consideration, at the end, there are just a few standards left, including
PPDS_ 25, DIFF_SSTL135, DIFF_SSTL135_R and DIFF_HSUL_ 12.

Among the few candidates, the one with the best transmission performance should be
further picked out. To do that, another experiment is set up to measure the bit error rate
(BER) of the data transmission under the use of a certain I/O standard. Figure 5.20 shows
the block diagram of the test setup. Starting from the pseudo random bit sequence (PRBS)
generator, the random data is firstly generated and fed into the serializer, which serializes
the data to the speed of 1.28 Gbit/s. Through the differential pins set with a specific I/O
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The waveform measured from the differential pins with the LVDS_ 25 standard.

Table 5.3: The measured VOCM and VOD of different I/O standards.

I/0O standards VOCM | VOD
LVDS_ 25 127V | 043V
PPDS_ 25 0.66 V | 021V

DIFF HSTL 1 18 093V | 1.3V
DIFF_HSTL_ II 18 | 090V | 14V
DIFF _SSTL 18 1 093V | 1.2V
DIFF SSTL_ 18 1II 096 V | 14V
DIFF_MOBILE DDR | 085V | 1.2V
DIFF _SSTL15 0.76 V.| 1.1V
DIFF_SSTL15 R 0.72V | 1.0V
DIFF HSTL 1 0.70V | 1.0V
DIFF HSTL_1I 0.73V | 1.1V
DIFF SSTL135 065V | 1.0V
DIFF SSTL135 R 0.64V | 094V
DIFF_HSUL_ 12 059V | 0.87TV
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standard such as DIFF__HSUL 12, the data stream is sent out from the transmitter FPGA
to the receiver FPGA where a deserializer based on the Xilinx IP core XAPP1017 [159] is
used to decode the data stream into original PRBS values. Following the deserializer, the
error checker and error counter are used to check the correctness of the recovered PRBS
values and count the number of wrong bits that will be displayed to the user with the help
of the FPGA integrated logic analyzer (ILA). Finally, the BER can be calculated as the ratio
of the number of wrong bits to the total number of bits received by the FPGA. It’s found
that the I/O standard DIFF_HSUL_ 12 gives the lowest BER among all the candidates.
Therefore, the DIFF__HSUL_ 12 should be the first choice in terms of 1/O standard selection

for the signals on the module emulator side.

PRBS R - | | DIFF_HSUL_12 i | Deserializer Error «| Error
Generator > Serializer L L L ¥ APP1017) [ 2| Checker [ 2| Counter
¥
Transmitter logic Receiver logic
ILA
FPGA FPGA

Figure 5.20: Block diagram of the setup for the BER measurement of different 1/O standard
candidates.

5.3.3.1.4 Clock The module emulator has two clock sources, which are the on-board
oscillator clock and the IpGBT clock. Both of them will go to the dedicated MRCC (multi-
region clock capable) pins of the FPGA so that the clocks can be routed to multiple clock
regions. Once the clocks are delivered to the FPGA, they will be processed with the clock
IP core MMCM (mixed-mode clock manager) [160], and many different types of customized
clocks can be simultaneously regulated according to the clock parameters set by users thus
support all the other logics implemented on the FPGA. For the on-board oscillator clock,
it has a differential output with the frequency of 200 MHz and the differential pins adopt
the LVDS_ 25 standard, then they are connected to the MRCC pins of the bank 14 whose
power supply should be 2.5 V so that the MRCC pins can also be configured with the same
I/O standard with the input clock. For the IpGBT clock, it is also a differential clock but
from the IpGBT E-ports, and it adopts the CLPS standard. Hence, the IpGBT clock is
connected to the MRCC pins of another bank (bank 34) supplied with the voltage of 1.2 V,
and the MRCC pins are configured with the I/O standard DIFF_HSUL_12. In addition,
the IpGBT clock is highly-configurable and a suitable frequency (40 MHz or 320 MHz) can
be set based on the requirements of the future test. For example, the ALTTROC version
2 requires a 40 MHz clock from IpGBT while the ALTTROC version 3 requires a 320 MHz
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clock from IpGBT. Depending on which ALTTROC version will be emulated, the frequency
of the clock should be set accordingly.

Figure 5.21 shows a the schematic of the clock design on the module emulator. As can
be seen, the MMCM is the crucial part for the clock generation and distribution inside the
FPGA. It can be instantiated through the dedicated graphical user interface (GUI) called
clocking wizard from the host computer. There are many clock parameters that can be set
through the GUI in a customized way, which makes the clock generation more adjustable.
For example, the way the clock is regulated can be chosen from the MMCM and PLL, and
both of them serve as frequency synthesizers for a wide range of frequencies, jitter filters for
either external or internal clocks and the resources for deskewing clocks, but the PLL is just
a subset of the MMCM functionality. Also the number of output clocks and the parameters
for each of them can be easily set, and the configurable parameters include the requested
output frequency, phase and duty cycle. It’s worth mentioning that several MMCMs can be
instantiated in one FPGA, and the number of MMCMs that can be instantiated depends
on the available MMCM resources.

MRCC_P

=f /LT

\ 200 MHz clock MRCC_N

MRCC_P

JU UL

clock from IpGBT (40 MHz or 320 MHz) MRCC_N

Module emulator board

Figure 5.21: Schematic of the clock design on the module emulator.

5.3.3.1.5 Power supply The power supply of the module emulator is mainly about LV
power supply since the HV power supply is just delivered to the board but not applied
on any components. The HV is supplied through the 13-pin FH26W connector and its
return ground (HV_ gnd) is connected to the dedicated pins of the 71-pin FH26W connector.
Between the HV and HV__gnd, a large resistor with the resistance of 1 MQ and the maximum

working voltage of 800 V is used in series. The LV is used for supplying all the components.
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Figure 5.22 shows the block diagram of the LV power supply design.

digital 1.2V

Y

0 Ohm
analog 1.2V,

AN/

h '

Figure 5.22: Block diagram of the LV power supply design on the module emulator.

On the module emulator board, the digital and analog power supply channels are con-
nected together with one 0 Q resistor since there is no need to supply the FPGA with separate
digital and analog voltages like the ALTTROC does. Correspondingly, the HV__gnd, analog
and digital grounds are also connected together with two 0 Q resistors. They can be easily
separated by just desoldering the 0 Q resistors when there is new requirement of dealing them
independently. The LV has two sources, either from the on-board pin header connector or
from the 71-pin FH26W connector. Both of the sources should provide the voltage of 1.2 V,
for the former that is used for the debugging in the early stage, an external voltage is just
used to supply the digital channel, while for the latter, both the digital and analog channels
are delivered from the modular PEB side via the FLEX cables. No matter which source the
LV originally comes from, it will be handled in the same way with the same sets of ASICs.
The idea is that, by using two boost DCDC switching regulators, the 1.2 V voltage is firstly
boosted to 1.8 V and 2.5 V voltages, then it is bucked down to 1.0 V by a LDO regulator
that uses the already-regulated 2.5 V as its bias and enable voltage. Hence, all the other

components on board can be supplied properly by those regulated voltages.

It’s worth mentioning that, during the debugging of the module emulator, the pin header
connector will be temporarily used. For the sake of convenience, instead of soldering pin
header connector on the board, a customized clip will be attached to the dedicated slots for
providing external LV supply, and the clip can be easily removed after the debugging. The
interface power clip can be seen from the Figure 5.25(b), where it is used on the right side
together with the interface JTAG clip for the configuration of the FPGA on the module

emulator.
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5.3.3.1.6 Configuration The configuration refers to two aspects, one is how the config-
uration pins in the bank 0 and bank 14 are handled, the other one is the programming of the
FPGA thus the implementation of specific functionality. For the former, the most important
point is the setting of the three mode pins M[2:0]. In this design, they are set to be 001,
which configures the FPGA to work as a SPI (serial peripheral interface) master. For the
latter, a 8 Mbit FLASH memory ASIC (part number MX25V8035FM1I) with the interface
of SPI is connected to the FPGA for the storage of its configuration file. Figure 5.23 shows
the flow chart of the FPGA configuration. Every time the module emulator is powered up,
in the case of the JTAG (joint test action group) interface not being occupied, the FPGA
will try to load the configuration file from the memory to program the logic cells. If there is
no information that was burned before on the memory or there is an update on the FPGA
logic implementation, the FPGA will wait for further configuration from the JTAG inter-
face. Then the data stream from the JTAG goes to the FPGA, and it can be configured
that either the bitstream file is directly used for programming the FPGA logic cells or the
configuration file is sent to the FLASH and get burned over there. The JTAG operation has
higher priority over the FLASH memory loading, which means when the JTAG interface is

occupied during powering up, the FPGA will not load the information from the memory.

Memory
config file

Bitstream file

J

Figure 5.23: Configuration flow of the module emulator.

Figure 5.24 shows the connectivity about the FPGA configuration in the hardware as-
pect. As can be seen, the FLASH memory is associated with the FPGA through the SPI
interface, which can support three types of communication modes (standard, dual and quad
SPI modes). The SPI connection on the figure uses the quad SPI mode, where the four
serial data lines can be used for data transmission. Of course, other two SPI modes can
also be used during the FLASH memory burning. Apart from the four serial lines, the SPI
interface also has the clock line through which the SPI master provide clock to the FLASH
memory, and the chip selection line that sends the enable signal to the FLASH memory.
For the JTAG interface, there are four lines dedicated for communication, including the
clock line through which the JTAG programmer provide clock to the FPGA, the TMS (test
mode selection) line for setting a specific test mode of JTAG, the TDI (test data input) and
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TDO (test data output) lines respectively for data input and output. There is also a LED
connected to the FPGA pin DONE;, indicating the successful completion of configuration.

3b001
2.5V

4.7k
4.7k
330

Host computer

Standard/Dual/Quad SPI modes

Module emulator board

Figure 5.24: Connectivity about the FPGA configuration in the hardware aspect.

As described in 5.3.3.1.1, on the top side of the module emulator, there are slots of
pin header connectors used as the JTAG interface. Due to the constraint on the emulator
height, it’s decided that a special interface clip is used for bridging the FPGA and the JTAG
programmer instead of soldering pin header connectors to the slots. The clip can be easily
removed right after the FPGA configuration. Figure 5.25(a) shows a picture of the FPGA
configuration with the help of the custom-made clip. On one side, the probes of the clip
should be firmly pressed down to the JTAG slots/pads on the board to make sure ohmic
contact between them. On the other side, the Xilinx JTAG programmer are attached to the
top of the clip.

5.3.3.2 1pGBT configuration board

In order to configure the IpGBT, a dedicated isolated USB programmer board for IpGBT
(UPL) [161] was developed based on an USB-protocol converter. Compared with the already
existed IpGBT programmer piGBT [150], the UPL has three main advantages, including the

compact profile, cross-platform compatibility and electrical isolation.

5.3.3.2.1 Overview There will be a lot of tasks related to HGTD peripheral electronics
that require IpGBT configuration all the way from the research and development stage to the
installation of the PEB. Therefore, the UPL is designed to be reliable, efficient and handy

so that a robust and convenient IpGBT configuration can always be achieved. In contrast,
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(a) With the help of special interface JTAG (b) With the help of interface clips for JTAG and
clip power supply

Figure 5.25: Pictures of the FPGA configuration.

the piGBT toolkit is consisted of two parts, a customized Raspberry Pi 4 for running the
specific software, and a translator board for translating the 3.3 V 1/0 voltage to 1.2 V 1/O
voltage to match the IpGBT I/0O standard, so it has a rather hefty size of 9 cm x 6 cm x 4 cm.
It doesn’t provide the electrical isolation during IpGBT configuration, which may possibly
damage the IpGBT due to the surging current from the host computer.

The UPL uses a 14-pin header connector as the interface to [pGBT. Among the 14 pins,
the 12C port and GPIO pins are available for the IpGBT configuration. The former is used to
communicate with the ]pGBT I?C logic for updating its registers while the latter can be used
to handle other IpGBT features like setting the working modes, initiating reset signal and
monitoring the ready signal of IpGBT. Since the USB-protocol converter adopts the USB
protocol to interface with the host side, it can be easily accessed from any computer with a
specific USB driver installed, which greatly expands the platform compatibility of the UPL
since basically most of the operating systems can support the USB driver, such as Windows,
Linux and Mac OS. In particular, its isolation performance is completely determined by its
[2C isolator and power isolator, both of which have the high isolation voltages of more than
1000 V- AC RMS and 2000 V DC thus guarantees a thorough electrical isolation between the
host side and IpGBT side in the aspects of power supply and data transmission. In addition,

a dedicated GUI is also developed to facilitate the operation of the IpGBT configuration.

5.3.3.2.2 Hardware The UPL board is housed inside a custom-made and transparent
plastic box with the dimension of 5.6 cm x 3.6 ¢cm x 2 ¢cm, which is way more compact than
the currently-used piGBT toolkit. Figure 5.26 shows three pictures of the UPL, respectively
presenting the top view, bottom view and the final product.

On the top side (Figure 5.26(a)), it can be clearly seen that there is a boundary in
the middle of the board, and the boundary can also be viewed on the bottom side. This

boundary is actually indicating the electrical isolation of the board. As shown from the
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(b) Bottom view (¢) Final product

Figure 5.26: Pictures of the UPL.

top, on the left side of the boundary, there are the USB-protocol converter, oscillator and
EEPROM connected to the host side via a micro B USB (universal serial bus) connector.
On the right side of the boundary, there are also several ASICs like GPIO expander, voltage
regulator and voltage level shifters, which are associated to the IpGBT side through the
14-pin header connector. Right above the boundary, the two isolation ASICs, I2C isolator
and power isolator, are the components that make the board achieve excellent isolation
performance. The power isolator placed on the upper side has the highest height among all
the components, thus determining the thickness of the housing box. On the lower side, there
are slots for two pin header connectors located on two sides of the boundary, one is used for
debugging the I?C signal before the power isolation while the other is used for debugging
the I?C signal after the power isolation.

On the bottom side (Figure 5.26(b)), there are just those smaller components, like filter-
ing capacitors, pull-up resistors, ESD (electro-static discharge) suppressors and LDO regu-
lators. From the picture of the final product (Figure 5.26(c)), there are two LEDs sticking
out via the specially-reserved holes for a better view of their lights. The red one indicates
ongoing communication in the USB-protocol converter while the green one indicates the
readiness of the IpGBT under configuration.

Figure 5.27 shows the block diagram of the UPL in hardware aspect, using two colors
to display the power supply networks before and after electrical isolation. For the power
supply of the board, several LDO regulators are successively used to convert higher voltage
to lower voltage. The power source comes from the host computer and gets delivered to the
board through the power line of the micro B USB, and it can provide a 5 V voltage with the
drive current of from 100 mA to 500 mA, which means a power of from 0.5 W to 2.5 W can
be guaranteed for the UPL board. Then it branches out into three rails, which respectively
go to the converter ASIC FT232H for its power supply, the LDO with its output voltage of
3.3 V to supply the I?C isolator, and the power isolator as its primary voltage. The isolated
5 V voltage from the power isolator directly goes to the LDO, whose 3.3 V output voltage
is used not only to supply the GPIO expander and the high voltage side of the three level
shifters, but also to support another LDO with an output voltage of 2.5 V' to supply the
IpGBT E-fusing operation. In addition, voltage side of the three level shifters is supplied by
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the 1.2 V from the IpGBT side.
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Figure 5.27: Block diagram of the UPL in the hardware aspect.

For the data transmission and communication, the host computer initiates configuration
information, which is transmitted to the UPL through the micro B USB connector in the
form of USB protocol. Then the FT232H converts the information of USB protocol to the
data stream of I’C protocol, which goes to the I?C isolator and gets isolated. After the
isolation, on one hand, the isolated I?C bus, including SCL and SDA lines, goes to the level
shifter to be translated to the 1.2 V voltage that IpGBT can accept; On the other hand, it
is used to control the GPIO expander that has eight GPIOs, among which, seven of them
are connected to another two level shifters and finally routed to the 14-pin header connector
for interfacing with IpGBT while one of them is used to provide enable signal to the LDO
that supplies the IpGBT E-fusing operation. In addition, an oscillator and one EEPROM
are associated with the FT232H. The former provides clock to the ASIC while the latter is
used to store the configuration data of it.

For the interface of UPL, there are two connectors, the micro B USB and 14-pin header
connectors respectively connecting to the host side and the I]pGBT side. Figure 5.28 shows a
typical cable connections to this board. On one side, the custom-made flat cable is produced
with the corresponding male 14-pin header connectors on both ends. On the other side, it
uses the USB cable that has the micro B USB connector on one end and type A USB
connector on the other end.

The pin assignment of the 14-pin header connector is shown in Table 5.4. As can be seen,
it is fully dedicated to IpGBT configuration. Apart from the two I*C pins, there are another
eight pins, two of them are power pins respectively for IpGBT E-fusing power supply and
IpGBT power monitoring while another six of them are GPIO pins for IpGBT I?C control,

mode setting, external reset and ready signal monitoring. Even though it’s designed for
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Figure 5.28: Picture of the UPL typical cable connections.

Table 5.4: Pin assignment of the 14-pin header connector of UPL.

Pin number Name Description
2,4 SCL, SDA 12C port to 12C slave of IpGBT
1,3,5 9 | MODEO, MODE1, MODE2, MODE3 IpGBT mode setting
8 1V2MON IpGBT power monitoring
10 RSTB Reset IpGBT, active low
11 EFUSE E-fuse IpGBT
12 READY IpGBT ready signal monitoring
6, 14 GND Ground
7,13 NC Not connected

IpGBT configuration, it can also be used in other scenarios, such as configuring other I?C
slave devices with its I?C bus and controlling other ASICs with its six GPIOs.

5.3.3.2.3 Software With about 300 configurable registers that determine the properties
of its different parts, the configuration of IpGBT is quite complicated. After powering on,
the IpGBT keeps looping over the states of its built-in power-up Finite State Machine
(FSM). Only when those crucial registers are well configured, the FSM will jump to the last
state indicating the completion of IpGBT initialization and configuration, thus the IpGBT
is ready and operational. Therefore, it is of great importance to set those configuration
registers properly based on the experiment requirement. In order to facilitate the IpGBT
configuration, a dedicated GUI is developed based on the specific USB driver provided
by the FTDI company. Figure 5.29 shows the architecture of the software design. It is
consisted of two parts, the underlying blocks for directly interacting with the hardware
layer and the high-level blocks for interfacing with the user side. More specifically, the high-
level blocks divided into two blocks, the IpGBT configuration GUI block aims to realize
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the graphic interface while the I?C communication function block is used to implement the
communication protocol. The underlying blocks are provided by the supplier of the USB-
protocol converter. In order to better handle the IpGBT registers, the GUI development
also refers to the IpGBT control code from the IpGBT design group.

Underlying blocks High level blocks
FTD2XX. DLL GUI for 1pGBT
configuration
FTDIBUS. SYS
12C
communication
USB Driver function

Figure 5.29: Architecture of the UPL software design.

Figure 5.30 shows a screenshot of the GUI for setting the IpGBT register values. As
can be seen, each IpGBT register has a corresponding row in the GUI where both read
and write operations of the register can be realized by just simply clicking on the buttons,
and the operations on registers can be done either individually or collectively. In terms of
register writing, apart from manually setting their values, the GUI can also support the

value assignment by loading a pre-prepared configuration file.
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Figure 5.30: GUI for setting the IpGBT register values.
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In addition to the register configuration, other kinds of configurations can also be sup-
ported by the GUI. Figure 5.31 shows a screenshot of the GUI for the IpGBT mode setting,
reset and monitoring.

It’s worth mentioning that equivalent python scripts are also developed to realize the

same functions with the GUI in case users prefer to use computer terminal.

# UsB programmer for IpGBT

Register GPIO Others
Mode pins setting

™ Mode pin 1
™ Mode pin 2
™ Mode pin 3 Set
" Mode pin 4

Reset 1pGBT section

Reset 1pGBT

Monitoring section
Ready status: NOT
1.2 V status: NOT
UPL status: NOT detached

Figure 5.31: GUI for other IpGBT settings.

5.4 Firmware design

At the stage of either individual test or joint test, the firmware implementations on the
FPGAs of different boards are indispensable. For example, for the individual test of the
IpGBT daughter board, a FPGA-based board is planned to be used as a carrier board to hold
and communicate with the daughter board under test, therefore the dedicated firmware has
to be developed and implemented on the FPGA to decode/encode the data streams from/to
the IpGBT; For the individual tests of the VITRx+ and SFP+ daughter boards, the Xilinx
evaluation board or other custom-made FPGA-based boards can be used, it’s also required
that the dedicated firmware for the FPGA implementation should contain two parts, one
is used to emulate the IpGBT functionality, the other works as the back-end counterpart
of IpGBT to interact with IpGBT logic, such decoding and encoding the data streams. For
the joint test of modular PEB system, as mentioned in Section 5.2.1, an existing MicroTCA
fast control board will be used as the DAQ board of the system, hence the firmware that
can serve as the back-end counterpart of IpGBT has also to be implemented on the FPGA
of the DAQ board. In case of using the substitute board of the IpGBT daughter board, the
firmware that can realize IpGBT functions is needed. In case of using module emulators,
specific firmware has also to be developed for its FPGA to mimic the digital functions of
the ALTIROC, and corresponding firmware that needs to be deployed on the DAQ side to
decode/encode the data from/to module emulator, is demanded as well.

Actually, all the above-mentioned firmware developments in different scenarios boil down

to building up four types of firmwares. The first one is the firmware for the module emulator,
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aiming to mimic the digital function of ALTIROC. The second one is the firmware that
works as the back-end (or DAQ) counterpart of ALTIROC function, aiming to decode the
ALTIROC timing data stream. The third one is the firmware that can realize the function
of IpGBT. The fourth one is the firmware that works as the back-end (or DAQ) counterpart
of IpGBT, aiming to decode the IpGBT uplink data stream and encode its downlink data
stream. The first and second ones are presented in Section 5.4.1 while the third one fourth

one are respectively presented in Section 5.4.2 and Section 5.4.3.

5.4.1 Firmware design for module emulator and its DAQ coun-

terpart
5.4.1.1 Firmware design for module emulator

The firmware for module emulator aims to imitate the ALTTROC functions. The idea is to
develop the firmware based on the ALTIROC HDL (hardware description language) code
from the ASIC design group. According to the test requirements of different stages, the
logics of different ALTIROC functions can be integrated into the firmware, such as the
timing data path, luminosity data path, slow control and fast command. Of course, the
most important and basic function is to transmit timing data of particle hits, which was
firstly implemented into the module emulator at the early stage of the modular PEB test.
Figure 5.32 shows the block diagram of the logic handling the ALTIROC timing data.

DIFF_HSUL_12

40 MHz clock

40 MHz clock 2] XC7S15 FPGA

from lpGBT @_

160 MHz 640 MHz

o
o2bx1s ..
Fixed Pattern -

Figure 5.32: Block diagram of the logic handling the ALTIROC timing data.
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As shown in the block diagram, a MMCM IP core is instantiated to regulate the 40 MHz
input clock from IpGBT to three different clocks (80 MHz, 160 MHz and 640 MHz) for the
other logics. The input differential clock is firstly processed by the input buffer IBUFDS
with the I/O standard DIFF_HSUL_ 12 and becomes a single-ended clock as the input of
the MMCM. There are two sources of timing data, one is from the dedicated event generator

while the other one can be a fixed data pattern. One of them is selected and goes to the
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TDPU (trigger data processing unit) as input. Since the TDPU requires fifteen inputs
representing fifteen columns of the ALTIROC pixel matrix, the one input data is replicated
by fifteen times to feed into the fifteen inputs, which will be wrapped into the special header-
events-trailer data frame by circularly triggering the columns. Then the formatted data will
be encoded and sent out to serializer, which can serialize the data with the width of sixteen
bits to the data stream with the speed of 320 Mbit/s, 640 Mbit/s and 1280 Mbit/s and sent it
to the output buffer OBUFDS. Finally the OBUFDS converts the single-ended data stream
into differential data stream that goes to IpGBT at the end.

The block TDPU is mainly developed by transplanting the HDL code from ALTIROC
design group. Figure 5.33 shows a block diagram of the TDPU logic. It is consisted of
two parts, the first part is the hitDataFormatting logic used for packaging data frame in
the format of header-events-trailer (or SOF-events-EOF), where the SOF (start of frame)
records the data type (timing data or test pattern) that will be filled into the frame, the
bunch crossing ID and trigger ID while the EOF (end of frame) records the number of
events that are already filled into the frame, and the 8-bit CRC (cyclic redundancy check)
calculated from the 24-bit input data event that was lastly filled into the frame. At the end
of the logic, the frame is send out with the data width of 16 bits under the clock of 80 MHz.
The other part of the TDPU is the dataEncode logic, which firstly splits the 16-bit data
from last logic into two bytes. Then each of them is processed by a 8b10b encoder. The
gear box is followed to adjust the bandwidth difference before and after the encoding, and
it will send out the data again with the width of 16 bits under the clock of 80 MHz and
feed back a ready signal to the previous logic for the acknowledgement of its availability of
processing new data stream. At the end of the logic, there is a 2-to-1 MUX for deciding if
the original data or encoded data is sent out to the next block, and its strobe signal is the

enable pulse of the 8b10b encoding.

hitDataFormatting dataEncode

J en8b10b

Figure 5.33: Block diagram of the TDPU logic.

80 MHz
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In terms of the event generator, there are also two configurable ways of generating
random timing data, one is to use the PRBS logic to generate pseudo data while the other
is to circularly load the value entries stored in a block RAM (random access memory) of
the FPGA. The block RAM is actually instantiated with the help of an IP core called block
memory generator, where many parameters of the memory can be customized, such as the
number of ports for memory access, the width and depth of the memory, and the data file
used for initializing the memory. In terms of the last block of the timing data processing,
the serializer will firstly sample the incoming data according to the transmission rate setting
then get serialized by the Xilinx I/O resource OSERDESE2, which requires the high-speed
clock of 640 MHz and the divided clock of 160 MHz.

5.4.1.2 Firmware design for DAQ counterpart

The corresponding ALTIROC firmware on the DAQ side aims to decode the data stream
from the front-end module emulator. Is is designed to implement the inverse process of the
treatment that the data gets at the frontend by the ALTIROC logics. It should be used in
the FPGA together with other DAQ logics in the backend of the modular PEB system. The
main clock of the logic is 160 MHz, which benefits the handling of the data in byte mode,
such as the 8b10b decoded data and the 8-bit CRC data. The clocks required by the logic
are provided by the clock distribution solution on the DAQ side.

en8b10b

hitDataDeFormatting

640 MHz

160 MHz

Figure 5.34: Block diagram of the DAQ counterpart logic of the module emulator.

Figure 5.34 shows the block diagram of the DAQ counterpart logic of the module emu-
lator. The data flows from right side to left side. It can be divided into two parts, the first
part, hitDataDecoding logic, is on the right side while the other part, hitDataDeFormatting

logic, is on the left side of the block diagram. The serialized data stream is firstly processed
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by the deserializer into the data with the width of eight bits. In the case of using the 8b10b
encoding on the module emulator, the deserialized data byte is fed into the gearbox that can
convert the byte into 10-bit width data, which then goes to the 8b10 decoder whose output
is data byte again. Then the decoded byte as the input of the bit slip FSM, which can
detect if the current byte delimitation of the deserializer is correct or not and keep feeding
bit slip signal back to the deserializer until the correct byte delimitation is detected. Finally
the decoded byte is sent to the next logic. In the case of not using the 8b10b encoding, the
deserialized data byte directly goes to the bit slip FSM, which will do the same operation
with previous case until the correct byte delimitation is detected. At the end the deserialized
data byte is also sent to the next logic hitDataDeFormatting. In the hitDataDeFormatting
logic, the header-events-trailer data frame is recovered and the 8-bit CRC is compared with
the newly-calculated CRC based on the received event. Finally, if the CRC check is fine,

the timing data events will be sent out.

5.4.2 Firmware design for IpGBT emulator
5.4.2.1 Overview

The firmware for IpGBT emulator aims to realize the digital functions of the IpGBT, espe-
cially the uplink and downlink datapaths. It is developed based on the HDL code from the
IpGBT design group. In the case of IpGBT shortage or some special testing scenarios, the
firmware can be implemented in the FPGA of the IpGBT emulator, such as the substitute
of the IpGBT daughter board or Xilinx evaluation board.

Figure 5.35 shows an overview of the firmware for I]pGBT emulator. The firmware can
be generally divided into two parts, the first part on the upper side is used for handling
the downlink data stream while the second part on the lower side is used for handling the
downlink data stream. The emulated IpGBT should work in the transceiver mode, and
support 10.24 Gbit/s uplink bandwidth and FEC5 encoding strategy. The high-speed data
streams are handled by the Gigabit transceiver (GTX) embedded in the FPGA, whose uplink
and downlink data rates should be the same and set to be 10.24 Gbit/s. Since the downlink
data stream of IpGBT is just 2.56 Gbit/s, it is quadrupled to be able to match the GTX
downlink data rate.

In terms of the uplink data path, starting from the left side of the block diagram, just like
the real IpGBT there are seven E-ports followed by seven SerDes (serializer/deserializer).
Since each E-port has the bandwidth of 1.28 Gbit/s, the SerDes sends out the 32-bit data
under the drive of the 40 MHz clock. Then the data goes to the 32-bit buffer register.
Together with the 2-bit EC data, the seven 32-bit data are packaged into an intermediate
234-bit data frame containing 2-bit IC, 2-bit EC, 6-bit LM and 224-bit data. After further
processed by the uplink logic, the final 256-bit data frame (including 2-bit header, 234-bit
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Figure 5.35: Block diagram of the firmware for IpGBT emulator.

data and 20-bit FEC) are sent out to the transmitter gearbox, which can convert the 256-bit
data frame at the clock of 40 MHz to the 32-bit data segment at the clock of 320 MHz.
Finally the 32-bit data is fed into the GTX and serialized into the data stream with the
speed of 10.24 Gbit/s.

In terms of the downlink data path, starting from the right side of the block diagram,
the serialized downlink high-speed data stream (10.24 Gbit/s) with just 2.56 Gbit/s valid
information embedded, is firstly processed by the GTX and deserialized into the 32-bit data
that is driven out by the 320 MHz clock. Then the data goes to both the frame aligner
block and receiver gearbox block. The frame aligner is used to find the header of the frame
by feeding the bit slip pulse back to the GTX until the data frame is aligned. After being
sampled by the receiver gearbox every four 320 MHz clock cycles, the valid information is
extracted out and further sent out in the form of the 64-bit data frame, including 24-bit
FEC, 36-bit data and 4-bit header. Then the data frame is processed by the downlink logic
and an 36-bit intermediate data frame (including 32-bit data, 2-bit EC and 2-bit IC) is
popped out. The 2-bit EC is deserialized and goes to the EC-port while the 32-bit data is
evenly split into four pieces, which are deserialized and go to the four E-ports. About the
exact data rate of each E-link, it is completely dependent on the data rate settings of the

E-ports.

5.4.2.2 Uplink and downlink logics

The uplink and downlink logics are the key parts of processing the uplink and downlink data
streams. The main clock of them is the 40 MHz clock. Figure 5.36 shows the more detailed
block diagrams of the two logics.

The uplink logic is consisted of three main blocks, the scrambler, FEC5 encoder and
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Figure 5.36: Block diagram of the uplink and downlink logics.

interleaver. The 234-bit intermediate data frame is firstly pushed into the scrambler and
transposed in a certain way, and the output from the scrambler is a scrambled 234-bit data
frame, which goes to the FEC5 encoder for the computation of a 20-bit error correction code
using the FEC5 method and also the interleaver. Then together with the 20-bit FECH code
and the 2-bit header, the 234-bit data frame is interleaved by the the interleaver. Finally,
the 256-bit full data stream is popped out.

The downlink logic is also consisted of three main blocks, the deinterleaver, decoder and
descrambler. The 64-bit full data frame is pushed into the deinterleaver and an inverse
process of the interleaving performed at the DAQ side is carried out, then the deinterleaved
data frame is divided into three segments, the 4-bit header, 36-bit data and 24-bit FEC.
The last two data segments are feed into the decoder, where the data is not only decoded in
an inverse way of the encoding on DAQ side but also checked in correctness by comparing
the newly-calculated FEC from the data to the received FEC. Then the decoded and correct
36-bit data is sent to the descrambler and descrambled in an inverse way of the scrambling

performed in the DAQ side. Finally the 36-bit intermediate data frame is sent out.

5.4.2.3 High-speed interface

As shown in Figure 5.35, the high-speed interface includes GTX resource, receiver gearbox
and transmitter gearbox. The GTX is the customized 7-series FPGA IP core, which can
be instantiated by the dedicated transceiver wizard provided by the Xilinx software Vivado.
With the help of the wizard, many key parameters can be easily adjusted. For example, the
type of the transceiver can be selected from several options, such as the GTP (6.6 Gbit/s),
GTX (12,5 Gbit/s), GTH (13.1 Gbit/s) and GTZ (28.05 Gbit/s). In our case, the GTX is
selected since its maximum line rate can reach up to 12.5 Gbit/s that is adequate for the

IpGBT high-speed uplink and downlink data transmission. The transceiver resource that is
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used for the IP core implementation can be specified among those ones located on both the
left and right side of the FPGA die, also line rates of the transmitter and receiver can be
set and the clock source of this transceiver comes from the on-board clock that is specially
used for the FPGA transceiver quad. For this design, the line rates of the GTX transmitter
and receiver are both set to be 10.24 Gbit/s while the external data widths of them are set
to be 32 bits.

The receiver gearbox receives the 32-bit external data popped out of the GTX under the
clock of 320 MHz, and samples the data also with a 320 MHz clock. A 256-bit register will
be filled up every eight sample clock cycles and the 64-bit valid data is directly extracted
out of the register by evenly taking a quarter of the bits. Then the 64-bit full data frame is
sent to the downlink logic at the clock of 40 MHz. Of course, the correct data delimitation is
determined by the frame aligner. The mechanism of the frame aligner is to keep generating
bit slip pulse to GTX until the correct delimitation is detected. In the frame aligner, there
are eight 32-bit buffer registers in a row used as the sample data storage. It checks every bit
of the first register, and generates bit slip pulse if the correct bit is not found. Then it will
do the same operation to other seven registers until the header of the data frame is found.
After the frame alignment, the frame aligner will keep monitoring the data stream, once the
misalignment is detected, it will start to work until a new alignment is achieved.

The transmitter gearbox receives the 256-bit full data frame from the uplink logic and
samples them with the clock of 40 MHz, then the frame is evenly divided into eight 32-bit
data segments that are driven out of the gearbox with the clock of 320 MHz. All the eight
data segments can be sent out by eight 320 MHz clock cycles, which is exactly the duration
of one 40 MHz clock cycle. Finally the 32-bit data segment is fed into the GTX as its

external data input and serialized into the data stream of 10.24 Gbit/s.

5.4.3 Firmware design for IpGBT DAQ counterpart
5.4.3.1 Overview

The firmware of the IpGBT DAQ counterpart aims to implement the inverse processes of
the IpGBT logics, especially processing the downlink data stream before sending it to the
IpGBT downlink logic and the uplink data stream from the IpGBT uplink logic. It is also
developed based on the HDL code from the IpGBT design group. The firmware is expected
to be used on the FPGA of DAQ board, such as the MicroTCA fast control board chosen as
the DAQ board of the modular PEB system, and Xilinx evaluation board used for testing
IpGBT daughter board and other types of daughter boards.

Figure 5.37 shows an overview of the firmware for IpGBT DAQ counterpart. Generally
speaking, the firmware can be split into two main parts, the first part on the upper side

is used to pre-process the downlink configuration data before it’s distributed to the IpGBT
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logic while the other part on the lower side is used to recover the timing and luminosity data
frames that was built by the IpGBT logic. The high-speed data streams are also handled by
the FPGA Gigabit transceiver (GTX), whose line rates of transmitter and receiver are all
set to be 10.24 Gbit/s. Since the configuration downlink bandwidth required by the detector
system is just 2.56 Gbit/s, it is quadrupled to be able to match the GTX transmitter line rate.
The quadruple method is a good solution to the asymmetry of the uplink and downlink data
rates, and its feasibility has been validated. In the case of real IpGBT ASIC that receives
the quadrupled downlink, the data bits can still be correctly sampled. The data stream is
actually still the required 2.56 Gbit/s from the perspective of the IpGBT, because every bit
is repeated by four times in a row with the quadruple method. In the case of the I[pGBT
emulator firmware that receives the quadrupled downlink, only a quarter of the data bits
are evenly sampled in its logic so the required 2.56 Gbit/s configuration information can also

be recovered.
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Figure 5.37: Block diagram of the firmware for [IpGBT DAQ counterpart.

In terms of the uplink data path, starting from the left side of the block diagram,
the serialized high-speed data stream at the speed of 10.24 Gbit/s goes to the GTX and
gets deserialized into the 32-bit data segment, which further goes to the frame aligner and
receiver gearbox. The former aims to probe the correct bit delimitation by feeding the bit
slip pulse back to the GTX until the frame is correctly aligned while the latter aims to
convert the data width from 32 bits to 256 bits with the bandwidth unchanged. The 256
bits are exactly one data frame of the uplink stream, which is consisted of 2-bit header,
234-bit data and 20-bit FEC. Then the entire data frame is sent to the uplink logic, whose
output will be an intermediate data frame consisting of 2-bit IC, 2-bit EC, 2-bit LM and
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224-bit data. Finally, those pieces of bits are pushed into their corresponding buffer registers
waiting for further operation of the other DAQ logics. For example, the 224-bit data are
evenly split into seven parts, each of which is temporarily stored in a 32-bit register.

In terms of the downlink data path, starting from the right side of the block diagram,
other DAQ logics firstly push data bits into several buffer registers including four 8-bit
registers and two 2-bit registers, then those bits are further loaded to build an intermediate
36-bit data frame, which is composed of 2-bit IC, 2-bit EC and 32-bit data. After being
processed by the downlink logic, the data frame becomes a 64-bit full data frame consisting
of 4-bit header, 36-bit data and 24-bit FEC, and it is fed into the transmitter gearbox where
the quadruple method is implemented and a 32-bit data segment will be sent out to the
GTX. Finally, the GTX serialize the data into 10.24 Gbit/s data stream.

5.4.3.2 Uplink and downlink logics

The uplink and downlink logics are the key parts of handling the uplink and downlink data
streams. The main clock of them is the 40 MHz clock. Figure 5.38 shows more detailed

block diagrams of the two logics.
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Figure 5.38: Block diagram of the uplink and downlink logics.

The uplink logic is composed of three main blocks, the deinterleaver, decoder and de-
scrambler. The 256-bit full data frame is firstly fed into the deinterleaver, which is used to
recover the data frame before the interleaving performed by the IpGBT uplink logic. After
the processing of the deinterleaver, there are three data segments that are sent out, including
the 2-bit header, 20-bit FEC and 234-bit data. The last two segments are further processed
by the decoder, where the 234-bit data is firstly checked in correctness by comparing the
newly-calculated FEC to the received 20-bit FEC and decoded to the data before the encod-
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ing performed by the IpGBT uplink logic once the check is fine. Then the 234-bit decoded
data goes to the descrambler and gets recovered to the original data before the scrambling
of the IpGBT uplink logic. Finally, the 234-bit intermediate data frame is sent out of the
uplink logic.

The downlink logic is also composed of three main blocks, the scrambler, encoder and
interleaver. Starting from the right side of the downlink logic, the 36-bit intermediate data
goes to both the scrambler and encoder. The former aims to transpose the bits of the data in
a certain way and output the data with the same width while the latter is used to compute
the 24-bit error correction code of FEC type from the 36-bit input data. Then together
with the 4-bit header, the 36-bit scrambled data and the 24-bit FEC code are fed into the
interleaver where all the input bits are interleaved in a special way. Finally, the 64-bit full

data stream is sent out of the downlink logic.

5.4.3.3 High-speed interface

As shown in Figure 5.37, just like the high-speed interface of the firmware for IpGBT emula-
tor, the high-speed interface of this firmware also includes GTX resource, receiver gearbox
and transmitter gearbox. For the GTX resource, its characteristics are already presented
in Section 5.4.2.3, so it’s not described in this section.

Under the clock of 320 MHz, the receiver gearbox picks up the 32-bit external data
coming from the GTX receiver and sends it to the 256-bit buffer register. Every eight
320 MHz clock cycles, the buffer register is filled up and immediately sent out with the
frequency of 40 MHz. To make sure that the 256 bits that are stored in the buffer register
exactly form a full data frame, the header of the data has to be correctly detected, which
is carried out by the frame aligner. Just like the one used in the logic for IpGBT emulator,
this frame aligner works in the exactly same way, which is to inform the GTX receiver of
doing bit-slipping until the data frame header is found.

The quadruple method, that is used to solve the issue of implementing the asymmetrical
uplink and downlink data rates of the IpGBT into FPGA, is used in the transmitter gearbox.
The 64-bit data frame goes to the gearbox with the frequency of 40 MHz and gets sampled by
the clock with the same frequency. Then 64-bit data is evenly divided into eight pieces, each
of which is quadrupled in the way that each bit is repeated four times in a row. Therefore,
each piece is expanded to 32 bits after the quadruple. The each 32-bit data is driven out
under the clock of 320 MHz. Within one 40 MHz clock cycle, all the eight expanded pieces
can exactly be sent out by eight 320 MHz clock cycles. At the end, the 32-bit data goes to

the GTX transmitter as its external input data.






Chapter 6
System Tests

This chapter firstly presents the test strategy of the modular PEB, followed by the individual
tests of its components. After making sure all the individual components can function well,
a joint test system is set up, targeting the tests of the five key aspects, which are system
configuration, data transmission, power supply, monitoring network, clock and fast command
distribution. Finally, a summary is given and a prospect of how the modular PEB can be

used is also presented.

6.1 Test strategy

As described in Chapter 5, the design of the modular PEB system is a large project and
it is challenging and quite complicated. There are not only a large number of daughter
boards that need to be designed or prepared, but also some firmwares required by the
system during the test and debugging stage. It takes more than two years to finish the
development of both the hardwares and firmwares and also other necessary preparations,
such as the investigations of possible test strategies of the system in both the collective and
individual ways, the preparations of some paramount equipments required by the future
tests, and the accumulation of corresponding expertise and experience. For the test of such
a complex system, it has to be carefully carried out in a systematic and progressive approach.
The main idea of the test strategy is to firstly test all the pieces of the system individually
including the daughter boards and the firmware implementations before the final integration
of all single components, which can help us to easily pin down the sources of possible bugs.
This strategy will definitely make our lives easier even through some of the individual tests
seem tedious and unnecessary. At the stage of joint test, the individual pieces should be
integrated into the system step by step instead of assembling the complete modular PEB
system in one go.

In terms of the individual tests, the specific strategy for each of them really depends on
the component itself under the test, but the general idea should be always to make sure

the ability of realizing its requested functions reliably and accurately. There are plenty of
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ingredients that require thorough tests before the joint test of the system. Those ingredients
can be divided into two parts, the hardwares and firmwares. The former includes the IpGBT
daughter board, VITRx+ daughter board, FH26W daughter board, the daughter boards of
bPOL12V and TPS56428, SFP+ daughter board, the module emulator and the dedicated
IpGBT programmer UPL. The latter includes several types of FPGA logics, which are
respectively for the module emulator, IpGBT emulator, and their DAQ counterparts. Since
some of those ingredients are related to each other, their tests can be performed with just
one experiment setup, which can significantly reduce the workload of the hefty individual
tests. For example, in the setup used for VTRx+ daughter board test, the SFP+ daughter
board, together with the firmwares for both the IpGBT emulator and its DAQ counterpart,

can also be tested efficiently. The individual tests are presented in Section 6.2.

In terms of the joint test, the idea is to assemble all the components together and check
the performances of many different key parts with the monolithic modular PEB system.
For example, those points raised up in the requirement analysis Section 5.1 can have final
conclusions or crucial enlightenments that can guide the following plan of the PEB research
and development. Along the test of the modular PEB system, there are different versions
of system setups, which are generally evolving from being simple to becoming fully-fledged.
At the very beginning of the integration, just one single module emulator is attached to
the carrier board and the SFP+ daughter board is used to mimic the VIRx+ daughter
board. Gradually, an increasing number of components are integrated into the setup, and
the system becomes more and more complete. After each intermediate setup, some more
tests are performed. In such a way, intractable issues can be easily spotted and solved
when the system is still simple, and we gain valuable experiences and better understandings
about the system along the journey from simple to complex. The joint test is performed
based on the complete system, but it’s worth mentioning that the successful operation of
the complete system is not accomplished overnight. There are also plenty of items that need
to be tested during the joint test, such as system configuration, data transmission, power
supply distribution, monitoring, clock and fast command distribution, and other kind of

performance tests.

The MicroTCA fast control board (uFC) [162] is largely used as the DAQ board in both
the individual tests and joint test. It is a Xilinx Kintex-7 FPGA-based system with a lot
of expansion interfaces for diverse requirements of users. The uFC can provide users with
the data memory, trigger, reference clocks and SFP+ connectors that are commonly-used in
general experiments. Most importantly, it has two FMC connectors each with a large array
of configurable 1/Os and high-speed links with the data rates of up to 10 Gbit/s, therefore
most of our daughter boards can be tested with the help of this board. For example, the
firmwares for IpGBT emulator and its DAQ counterpart can be implemented in the FPGA
while the VITRx+ or SFP+ daughter boards are connected to the two FMC connector,
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so that all of them can be tested with uFC. Of course, there are more tests that can be
performed by this board, and they will be presented in the following sections. Figure 6.1
shows a picture of the board where its two FMC connectors on the right side are occupied
by two IpGBT daughter boards, the FPGA in the middle area is equipped with cooling fin
for a proper heat dissipation caused by the possibly-large amount of implemented logics,
and also the two SFP+ connectors on the upper-right corner can be attached by Ethernet
cables or optical fibers to interact with the host computer for future data storage and further

analysis.

Figure 6.1: Picture of the uFC with its two FMC slots occupied by two IpGBT daughter
boards.

6.2 Individual test

6.2.1 Test of hardware components

This section describes the tests of the main hardware components of the modular PEB
system, including the IpGBT daughter board, VI'Rx+ daughter board, bPOL12V daughter
board. The test of other components can be found in Appendix B.



166 CHAPTER 6 SYSTEM TESTS

6.2.1.1 IpGBT daughter board test

The IpGBT daughter board holds only one main ASIC, which is the IpGBT. The test of
the board can be divided in to two parts, the IpGBT configuration test and the FMC
connectivity test. The former is the prerequisite of all the other operations to this board
since the IpGBT is operational only when it’s properly configured. The latter can make sure
that the IpGBT daughter board has the complete and reliable connections to the carrier
board. The important signals during the FMC connectivity test include the 28 uplink E-
links, 16 downlink E-links, one high-speed uplink and one high-speed downlink.

Figure 6.2 shows the setup for IpGBT daughter board test. The uFC board is used as the
carrier board of the IpGBT daughter board. There are two IpGBT daughter boards that are
inserted into the uFC, but only the upper one is tested. The uFC board is powered by the
power supply unit that has a 12 V voltage output. Since the IpGBT ASIC is connected, the
firmware implemented in the FPGA of uFC should include the logics for the IpGBT DAQ
counterpart to be able to handle the communication with the real IpGBT logic. Therefore,
the complexity of the firmware is quite large, which leads to a sizable FPGA resource
utilization ratio thus a hefty power consumption of the FPGA. A cooling fan is used towards
the FPGA to accelerate the heat dissipation of it. The firmware from the host computer
is programmed into the FPGA through the JTAG communication, which is carried out by
the USB cable with one end connected to the host computer and another end connected
to a Xilinx JTAG programmer that is further attached to the JTAG connector on the uFC
board. The IpGBT configuration is performed by the UPL that is connected to the IpGBT
daughter board through the flat cable. On its other side, the UPL is further connected to
the host computer.

Figure 6.3 shows the architecture of the firmware developed for the uFC FPGA. As can
be seen, a large portion of the FPGA logics is the firmware for the [pGBT DAQ counterpart,
which is already described in Section 5.4.3. Generally speaking, together the IpGBT logic,
the FPGA logics handle two loop paths, the uplink loop path and downlink loop path. For
the uplink loop path, starting from the upper side of the block diagram, there are 28 FPGA
OSERDES?2 resources that are used to serialize 28 8-bit fixed patterns into serialized data
streams with the speed of 320 Mbit/s, 640 Mbit/s or 1.28 Gbit/s and send them to the eight
IpGBT uplink E-ports, where its 28 E-links are exactly connected to the 28 serialized data
streams. After the processing of the IpGBT uplink logics, all of those input data are wrapped
into data frames and finally serialized into a 10.24 Gbit/s high-speed data stream that is sent
back to the FPGA. Inside the FPGA, the IpGBT DAQ counterpart logic handles the input
high-speed data stream and finally recover it to the original fixed patterns stored in those
32-bit buffer registers, which can be easily checked with ILA logic and displayed on the host
computer. For the downlink loop path, starting from the lower side of the block diagram, a
36-bit fixed pattern is as the input of the [pGBT DAQ counterpart logic, which first splits
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Figure 6.2: Picture of the setup for the IpGBT daughter board test.

the pattern into segments and temporarily stores them in the buffer registers. After the
processing of the downlink logic, the data will be sent out of the FPGA in the form of
10.24 Gbit/s serialized data stream with just 2.56 Gbit/s valid information contained, and go
to the IpGBT. Then the IpGBT downlink logic will recover it to the original fixed patterns,
which are further serialized into 16 downlink E-links with the data rate of 320 Mbit/s by the
four IpGBT downlink E-ports. The 16 E-links are connected to exact 16 FPGA ISERDES2
resources that are used to deserialize the input data streams into 8-bit fixed patterns, which

can also be easily checked with ILA logic and displayed on the host computer.
To be able to handle both the uplink and downlink data paths, the IpGBT should be

configured as a transceiver. The baseline encoding strategy and high-speed uplink rate for
the transceiver IpGBT used for the HGTD is the FEC5 and 10.24 Gbit/s. Therefore, the four
mode pins MODE[3:0] are set to be 4’b1011 through the dedicated dip switch on the IpGBT
daughter board. The IpGBT initialization and configuration after power on are controlled
by a FSM (finite state machine) logic called power-up state machine (PUSM). Only when
the PUSM goes through all the states, the IpGBT is ready and operational. It jumps to
the next state only if the specific condition is satisfied. Only the power supply of the ASIC
is stable and larger than 0.9 V, it goes to the following states for configuration information
loading. There are two pins (BOOTCNF0 and BOOTCNF1) that determines where the
configuration information is loaded from, for example, it can come from the E-fuse array,
ROM memory or register array. Another dedicated dip switch on the IpGBT daughter board
can set the two pins, whose values are configured to be 2b’11 in our case to be able to load

the configuration information from the IpGBT register array. Then the PUSM will stay at
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Figure 6.3: Architecture of the firmware developed for the uFC FPGA. 2.56 Gbit/s* : the
data stream is running at 10.24 Gbit/s but only 2.56 Gbit/s valid information is embedded.

the state called PauseForPllConfig until the IpGBT register configuration is completed by
flipping the bits dllConfigDone and pllConfigDone of the register POWERUP2 to high as
its end. With the same dip switch, the LOCKMODE pin is set to be 1'bl to recover the
primary clock from the downlink high-speed data stream. There is also another dip switch
connected to four address pins ADDR][3:0] that can be used to set the four LSBs of IpGBT
chip address used in I?C or serial control while the three MSBs are set by the register called
ChipAddressBar.

In terms of the IpGBT register configuration, not all the registers are required to be con-
figured. In general, there are three types of registers, including read/write/E-fuse registers,
read /write registers and read-only registers. The first type of registers can not only be read
and written but also initiated by the E-fuse array, and the second type of registers can be
read and written while the last type of registers can only be read. For the register configura-
tion, only those important registers from the first and second types need to be written with
proper values based on the experiment requirements. For example, the registers about the
clock generator have to be set carefully since the clocks of the entire ASIC are originated
from it. In this setup, all the uplink E-ports are used, so the data rates, activated E-links,
termination strategies and DLL (delay locked loop) parameters of them should be config-
ured by writing the corresponding registers. Similarly, since all the downlink E-ports are
used, the data rates and activated E-links should also be configured in the same way. The
registers about the line driver of the high-speed transmitter are set since they can adjust

the pre-emphasis parameters which significantly determine the transmission quality of the
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high-speed signal. The registers about the equalizer and frame aligner of the high-speed
receiver are also set since they are of great importance on the signal reception efficiency. In
addition, the registers about the 29 E-clocks and the phase shifter clocks can also be set.
Finally, the two bits dllConfigDone and pllConfigDone of the register POWERUP2 have to
be set to high as the end of the IpGBT register configuration.

Right after detecting the high level of the pllConfigDone, the PUSM continues going
forward to do the PLL initialization. When then PLL is locked, it will go through several
states for the execution of the I?C master transaction, which aims to configure a laser
driver chip or any other component in the system. After this, it directly goes to the state
called PauseForDIlIConfig. Since the bit dllConfigDone is already set to be high, it will go
through the states for DLL initialization. When the DLL is locked, it will check if the
uplink and downlink E-links are locked or not. If locked, it goes to the last state called
READY indicating the readiness of the IpGBT. Otherwise, it will go back to the first state
to repeat the same procedure. It can also be configured that the PUSM goes directly to the
READY state without checking the lock status of the uplink and downlink E-links. Finally,
the READY signal pulse is sent out through the IpGBT READY pin, which is routed to the
14-pin header connector on the IpGBT daughter board. Thus, the signal pulse goes to the
READY pin of the UPL and the status can be displayed on the GUI, at the meantime, the
green LED of UPL gives out light as a more intuitive display. In this setup, the green LED
can always be lit up after the IpGBT register configuration with the use of the UPL toolkit.

In terms of the FMC connectivity test, the idea is to check all the connectivity of the
IpGBT pins that are routed to the FMC connector. With the setup and the above firmware,
the pins of high-speed links, uplink and downlink E-ports can be easily checked by simply
sending fixed patterns from FPGA side to the IpGBT then checking the the loop-back data
again on the FPGA side. The correctness of the data that are looped back from IpGBT
indicates the situation of the pin connectivity. For the connectivity test of other pins,
different strategies are used but still based on the same setup and firmware implementation.
For example, about the pins of E-clocks, the activated channels and their frequencies are
firstly configured, then probe of the oscilloscope is attached to the corresponding test points
of those pins right on the back side of the IpGBT daughter board. As shown in Figure 6.2,
when the IpGBT daughter board is inserted into the uFC, its back side faces upwards and
the test points can be easily accessed by the probe. From the measure waveform, the

connectivity of those pins can be deduced.

6.2.1.2 Test of VI'Rx+ daughter board

The VTRx+ daughter board is mounted with the VTRx+ optical transceiver, which has four
uplinks and one downlinks. The test of the VI'Rx+ daughter board is mainly to evaluate
the transmission performance those high-speed links. To do that, the BERT (bit error rate
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test) will be performed for those links.

Figure 6.4 shows the setup of the BERT test for the VTRx+ high-speed links. As can
be seen, again the uFC board is used as the carrier board holding one SFP+ daughter
board and one VIRx+ daughter board. The pig tail fiber bunch of the VITRx+ module is
terminated with a MT connector, which can be mated with the MPO connector. Therefore,
the pig tail is connected to the MPO-to-LLC adapter, whose other side is inserted by five
optical fibers with the LC connectors at the corresponding slots. Then five optical fibers are
connected to the four SFP+ optical transceivers that are mounted on the SFP+ daughter
board. Among the five fibers, three of them go to the receiver side of the three SFP+ optical
transceivers on the right while another two of them go to the first SFP+ optical transceiver.
In addition, the uFC board is supplied by a 12 V input voltage through the write power
supply connector, and also its JTAG connector is occupied by a Xilinx JTAG programmer

for downloading the firmware into its FPGA.

Lenovo

MPO to LC adapter

Figure 6.4: The setup of the BERT test for the VI Rx+ high-speed links.

For a clearer view of the test strategy, Figure 6.5 shows a block diagram of the setup
more from the perspective of logical connectivity. In the FPGA, the GTX resources are
used to perform the loop-back BERT test of the external optical fiber links between GTXs
from all the FPGA quads. The resources can be invoked by instantiating IP core called
IBERT 7 Series GTX from the Vivado IP catalog, which allows users to define and gener-
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ate a customized IBERT core to validate the transceivers of the FPGA and other external
transceivers. The users can customize the test protocol (a combination of line rate, data
width, reference clock, quad count and PLL type), and activated quads by assigning a pro-
tocol to each of them. The times that a protocol can be assigned to quads should be exactly
the number of the quad count set in the protocol definition. After FPGA implementation,
in the case of the protocol defined with just one quad, the IBERT core will try to find all
the hardwired data links from the transmitter of one GTX to the receiver of the same GTX
just in the current quad that is assigned with the protocol, therefore the maximum number
of links that can be found should be four respectively from the four GTXs in this quad. In
the case of the protocol defined with more than one quad, hardwired data links can only
be found across the quads that are assigned with the protocol and they should go from the
transmitter of one GTX to the receiver of its corresponding GTX in another quad. As an
example, if the the protocol is defined with two quads, the maximum number of links that
can be found should be eight, including the four from one quad to another quad and other
four going the other way around. To be more precisely, the IBERT core checks if the com-
munication is successfully established in each of the eight links by looking at the correctness
of the received data patterns (usually PRBS) on the receiver side of the link, then just show
those links that are checked right. Finally, the IBERT core will perform BERT test on each

of the discovered links under the assigned protocols.
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Quad 118
TX——>
GTX ol
TX——>
e RX VTRx+
TX———> daughter board
125 RX g MT/MPO
GTX U o
RX MPO-to-LC adapter
!:PGA 76 5 4 3
Kintex-7 LC
GTX LX, SFP+
X
GTX B¢ SFP+
™
GTX . SFP+
X
GTX Ry« SFP+
Quad 116 SFP+ daughter board
160MHz clock

Figure 6.5: Block diagram of the setup from the perspective of logical connectivity.

As can be seen from the diagram, the quad 118 and 116 are used to conduct the BERT
test, and each of them has four GTXs. The quad 118 is connected to the four uplinks and one
downlink of the VTRx+ while the quad 116 is connected to the four downlinks and one uplink
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of the SFP+ daughter board with four SFP+ optical transceivers inserted. The reference
clocks for the GTXs from both the quads all have the frequency of 160 MHz. In this test,
there are two protocols defined with the line rates of 2.56 Gbit/s and 10.24 Gbit/s respectively
for the test of the four VI'Rx+ uplinks and one VI'Rx+ downlink. The IBERT core will
find five hardwired loop-back links (four uplinks and one downlink) then perform 2.56 Gbit/s
BERT test on the downlink loop-back link and 10.24 Gbit/s BERT test on the uplink loop-
back links. It’s worth mentioning that, on the LC connector side of the MPO-to-LC adapter,
there are LC connectors labelled with numbers which has one-to-one corresponding relations
with the optical fiber inputs on the MT/MPO side, therefore, the fibers on the LC connector

side have to be inserted into the correct LC connector slots.

After performing the BERT test on VI'Rx+ uplinks and downlink, the corresponding
bit error rates are calculated and also eye diagrams are made to visualize the transmission
performance of those lines. For the 10.24 Gbit/s uplinks, their BERs are all less than 10713,
which can be even better if the BERT test would be conducted for a longer time. Fig-
ure 6.6(a) shows an eye diagram of one of the uplinks, which shows a good eye opening. For
the 2.56 Gbit/s downlink, its BER is less than 10712, which may also be better if the BERT
test lasts longer. Figure 6.6(b) shows an eye diagram of the downlink, which also shows a
good eye opening. It should be pointed out that, during the BERT test, the pre-emphasis
and equalization of the GTXs are optimized by using the dedicated Vivado GUI.

Unit Interval BER

-0.5 -0.375 -0.256 -0.126 0 0.125 025 0.37% 05 I1 9E-1

Voltage (Codes)

(a) Eye diagram of the 10.24 Gbit/s uplink
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-0.312 0 0.312 l‘ 9€-1
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(b) Eye diagram of the 2.56 Gbit/s downlink

Figure 6.6: Eye diagrams of the VTRx+ uplink and downlink.
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6.2.1.3 Test of bPOL12V daughter board

To make sure the power supply of the modular PEB is properly handled, the basic functions
of the bPOL12V daughter boards have to be tested, such as the regulated voltage, the
efficiency and also the response to temperature variation, especially the high temperature
since the DCDC ASIC usually dissipates more heat that greatly increases its temperature.

In order to facilitate the test of the bPOL12V daughter boards with a quite sizable
number, a dedicated carrier board is developed for this purpose and it is able to test ten
boards at the same time. The design of the carrier board is straightforward. On the board,
there are ten pin header connectors that exactly match the connectors on the daughter
board. Figure 6.7 shows a picture of the carrier board, where four connectors in the first
row are occupied by the bPOL12V daughter boards with shielding cases mounted and other
six connectors (one in the first row and five in the second row) are empty. Around each
connector slot, there is a dip switch used for setting the 2 control bits and enable signal
of each inserted daughter board. There are also ten chassis-mounted wirewound resistors
mounted right under the ten connector slots on the other side of the carrier board, and
they serve as the variable loads of the bPOL12V daughter boards. For the output voltages,
power good signals and temperature signals of the ten daughter boards, they are all routed
to the monitoring connectors on the upper-left corner of the carrier board. In addition, on
the bottom-left corner, a pair of banana connectors are used for the power supply of the

carrier board.

Figure 6.7: Picture of the carrier board for bPOL12V daughter board batch test.

In terms of the efficiency test, the idea is to measure the input and output voltages, also
the input and output currents of the bPOL12V daughter board working under the load of
a certain resistance. The efficiency is calculated as the ratio of the output power to the

input power. Then repeat the procedure by switching the load to another resistance until
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the interested range is all scanned. It’s found that the efficiency is dependent on the output
current. It reaches to the maximum value (about 71%) when the output current is around
2 A. It increases with the output current before 2 A while it decreases with the output
current after 2 A. When the output current increases up to 4 A, the efficiency is still above
62%. When the output current is set to be 1 A, the efficiency is about 69%. The result is very
similar to the result of ITk DCDC converter, which also uses the bPOL12V power ASIC.
In terms of the thermal test, the idea is to put the carrier board into climate chamber
whose temperature varies with time and monitor the response of the bPOL12V daughter
boards that are inserted into the carrier board. There are many parameters monitored
and sent out of the climate chamber to a multi-channel monitor (GRAPHTEC GL840).
The parameters include the output voltages, power good signals and temperature signals
from the bPOL12V daughter boards, and also the temperature signals from some measuring
temperature probes (thermocouples) mounted on different locations of the setup, such as the
surface of the carrier board, the thermal pad and shielding case of the bPOL12V daughter
boards, and the wirewound resistors. Figure 6.8(a) shows a picture of the climate chamber
where the monitoring wires are routed out and attached to the multi-channel monitor placed
on the top of the climate chamber. As can be seen, the power supply unit is also placed on
on the top for supplying the carrier board inside the chamber. Figure 6.8(b) shows a picture
of the inside view of the climate chamber where the carrier board is placed sideways. The
green wires are used to read the temperature probes, the two gray custom-made wires are
connected to the monitoring connectors of the carrier board, and the black and yellow wires

are used for the voltage input of the carrier board.

(a) Global view of the setup (b) Inside view of the climate chamber

Figure 6.8: Pictures of the thermal test of the bPOL12V daughter boards.

Concerning the test results, firstly it’s found that the output voltage of the bPOL12V
ASIC decreases as the temperature goes up, but the voltage variation is at the percent

level. Figure 6.9 shows a plot about the output voltage as a function of the bPOL12V
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thermal pad temperature. As can be seen, the four curves represent the results of four
daughter boards, and the values of the output voltages are all very close to the desired
voltage (1.2 V). Figure 6.10 shows the relation between the bPOL12V temperature sensor
output, also called PTAT (Proportional To Absolute Temperature) voltage, and the its
thermal pad temperature. The red curve shows the result from the bPOL12V design group
while the other four curves represent the results from four daughter boards. As can be seen,
the bPOL12V temperature sensor has a very good linearity. The slopes of the four curves are
consistent with the red curve. The variations between the red curve and other four curves
are caused by different ways of ASIC temperature measurement while the variations between
the four curves are due to the different attachments/fits of the temperature probes and the
thermal pads. The reason why the temperature in the Figure 6.10 is less than 100°C is to
avoid possible damage to the ASICs because of high temperature. However, one bPOL12V
daughter board is chosen to continue the thermal test by increasing the temperature beyond
100°C. Figure 6.11 also shows the curve of PTAT voltage as a function of the bPOL12V
thermal pad temperature but for the chosen daughter board. When temperature reaches
up to 120°C, the over-temperature protection of bPOL12V is triggered and the ASIC is
immediately shutdown. When the temperature is cool enough (at around 105°C), the ASIC
will automatically start to work. If the cooling condition of the system is not improved, the
ASIC will probably get stuck in the shutdown-restart cycle, which may cause irreversible
damage to the ASIC. Therefore, the lesson learned from this is that a proper cooling for the

power supply modules is extremely important.
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Figure 6.9: Curves of the output voltage as a function of the bPOL12V thermal pad tem-
perature.
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Figure 6.10: Curves of the bPOL12V temperature sensor output as a function of the
bPOL12V thermal pad temperature.
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Figure 6.11: The curve of PTAT voltage as a function of the bPOL12V thermal pad tem-
perature with the temperature beyond 100°C.
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In addition, there are also other types of tests that the bPOL12V daughter board has to
go through, targeting for the usage on the PEB board. Those tests include reliability test,
irradiation test, high-intensity magnetic field test and etc. However, for serving as power
supply modules of the modular PEB board, the above-mentioned tests are already adequate.
We can say that those bPOL12V daughter boards work as expected from the measurement

results.

6.2.2 Test of firmware components
6.2.2.1 Test of the firmware for IpGBT emulator and its DAQ counterpart

The firmware for both IpGBT emulator and its DAQ counterpart has to be tested by im-
plementing it into FPGA before it can be used in the joint test system. Its complexity is
quite large so that the resource utilization ratio and power consumption should be evalu-
ated when it’s implemented into the FPGA. Even through the feasibility of the firmware
has been validated through Vivado simulation, that can not guarantee the real performance
of it. Therefore, a special setup is built for this purpose. Figure 6.12 shows a picture of this

setup.

Xilinx JTAG programmer

Host computer

Figure 6.12: Picture of the setup for testing the firmware for [pGBT emulator and its DAQ
counterpart.

As shown in the picture, the uFC board is used as the carrier board of this setup.
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The FPGA of this board is expected to hold the firmware under the test while the JTAG
connector on its upper side is occupied by a Xilinx JTAG programmer that is connected
to the host computer through a USB cable. There are two SFP+ daughter boards inserted
into the two FMC connectors of the uFC board. Each SFP+ daughter board has four
SE'P+ connectors, but only of the four connectors is occupied by a SFP+ optical transceiver
module that has one optical fiber for data stream input and another one optical fiber for
data stream output. Therefore, two optical fibers are used to connect the two transceiver
modules, which can be used to establish two data path loops for the IpGBT uplink and
downlink. In addition, the uFC board is supplied by a 12 V input voltage through the power

input connector on the left side of the board.

Figure 6.13 shows the block diagram of the firmware used for implementing into the
uFC FPGA, and the electrical and optical high-speed links. On the left side of the block
diagram shows the architecture of FPGA implementation, which is mainly composed of the
two pieces of firmwares that require tests. Apart from them, there are also two ILAs used
for monitoring the recovered data at the end of the data path. Of course, there are also
two data paths (uplink and downlink), both of which start from the FPGA and finally loop
back to the FPGA. For the uplink data path, at the beginning, the fixed pattern is fed
into the uplink part of the firmware for IpGBT emulator and sent out of the FPGA in the
form of 10.24 Gbit/s electrical data stream after the processing of it. Then the electrical data
stream goes to the SFP+ optical transceiver and gets converted to the 10.24 Gbit/s optical
data stream, which further goes to another SFP+ optical transceiver and gets converted
back to the 10.24 Gbit/s electrical data stream. Then it loops back to the FPGA again and
gets processed by the uplink part of the firmware for IpGBT DAQ counterpart. Finally,
the original fixed pattern is recovered and monitored by the ILA logic, which can display
the value of the fixed pattern on the host computer. For the downlink path, data flows in
the same way with the uplink data path, so it’s not described in details. It’s worth noting
that the high-speed links between the FPGA and the SFP+ transceiver are electrical while
the high-speed links between the two SFP+ transceivers are optical. As can be seen, the
data that flows in both the two loop back data paths goes through a quite long journey,
including encoding, decoding, serialization, deserialization, elctro-optical conversion, optical-

elctro conversion, data width conversion and etc.

After the implementation of the firmware on the Kintex-7 FPGA (XC7K325T) of the
uF'C, the utilization ratio of the FPGA resources is estimated by the dedicated Xilinx soft-
ware Vivado. It’s found that less than 10% of resources are used. It should be noted that
both the two types of firmware are already implemented in the FPGA, and there is still a
quite low utilization ratio, which is a very good news for the firmware implementation on
the DAQ board (still the uFC board) of the joint test system where just the firmware for
IpGBT DAQ counterpart needs to be implemented. Also the total power is also estimated,
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Figure 6.13: Block diagram of the firmware that is used to be implemented into the uFC
FPGA, and the electrical and optical high-speed links.

and it’s about 1.3 W, which is definitely acceptable. A cooling fan is planned to be used
for the uFC board during the joint test, which will accelerate the heat dissipation from the
FPGA. Most importantly, the correctness and reliability of the firmwares are verified after
performing the loop-back test of the data paths for so many times and always getting the

correct recovered fixed patterns at the end of the data path.

6.3 Joint test system setup

So far, all the individual components of the modular PEB are tested and everything is ready.
It’s time to perform the joint test of the modular PEB system by putting the pieces together
into a monolithic whole. The primary goal of the joint test is to verify the hardware design
of the modular PEB, so that we are reassured that it can be used for more complicated
tests and advanced tasks in the future. To guarantee the correctness and rationality of the
hardware design, the joint test has to be performed from the following aspects including
system configuration, data transmission, power supply distribution, monitoring, clock and
fast command distribution. Among them, the test of data transmission is more complicated
and needs to consider versatile link (IpGBT + VTRx+) communication, full data path
communication, E-port data rate setting, etc. At the end, we also expect to have answers
to our concerns about PEB board design raised up in the Section 5.1.

The joint test system is shown in Figure 6.14. On the left side, there is the fully-equipped
carrier board with three FH26W daughter boards inserted on its left three FMC slots, one
IpGBT daughter board inserted on the upper-right FMC slot for processing timing data, one
IpGBT daughter board on the lower-right FMC slot for processing luminosity data, and one
VTRx+ daughter board inserted on the middle-right FMC slot. There are fourteen module
emulators connected to the three FH26W daughter boards, among which the upper two
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hold five module emulators each while the lower one holds four module emulators due to the
limited E-ports of IpGBT. each of the IpGBT daughter board has one UPL board connected
for its IpGBT configuration. The pigtail of the VITRx+ is attached to the MPO-to-LC
optical fiber adapter through its MPO connector while on the other side of the adapter
three optical fibers corresponding to the two uplinks of the two IpGBT and one downlink
of the timing (also called DAQ) IpGBT, are routed out and fed into two SFP+ transceivers
that are inserted into two slots of the SFP+ daughter board, which are inserted into the
upper FMC slot of the uFC board. As can be seen, like in other individual tests, the uFC
board is also used as the DAQ board for the modular PEB joint test system. A Xilinx JTAG
programmer is connected to the uFC through the JTAG connector located on its lower edge
and still it is used for downloading the firmware to the uFC from the host computer. On
the upper-left corner of the setup, the power supply unit is used to supply the modular PEB
board with a 11 V voltage and the uFC board with a 12 V voltage. In addition, a cooling
fan is used to accelerate the heat dissipation of the FPGA on the uFC.

Power sy ply unit Cooling fan
‘ ) / : \n

Carrier

Module emulator X 14 A

Figure 6.14: Picture of the joint test setup.

It’s worth mentioning that the Figure 6.14 shows the final complete setup of the joint
test, but there are many simpler versions of setup before the final version, which helps us to
have more and more confidence about successfully operating the final version of the modular
PEB. For example, the simpler versions may be with just a few module emulators attached

or SFP+ daughter board used instead of the VI'Rx+ daughter board for gradually increas-
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ing the complexity of the system and easily debugging possible problems before the system
becomes complicated. Therefore, it should be beared in mind that the successful operation
of the complete setup is not achieved overnight but from the accumulated experience and
lessons learnt from those intermediate versions of setup. In this section, the tests are per-
formed mainly based on the final version of the joint test system, but tests based on the

intermediate versions of setup may also be presented.

For the power supply of the module emulators, they are completely from the DCDC
converters on the carrier board and delivered by the commercial flat cables once the module
emulators are integrated into the system. However, there is also a case when the module
emulator should be supplied by other source through the dedicated power supply slots on
its board. It happens when the module emulator FLASH memory is programmed, which
has to be done before the integration otherwise it will be extremely hard to carry out when
they are already attached to the FH26W daughter boards. Once the FLASH memory is
programmed, the module emulator will automatically load the firmware from it right after
power on. The FLASH memory programming of the module emulator is described in detail
in 5.3.3.1.6.

In terms of the IpGBT configuration of the system, two UPLs are used to respectively
configure the one timing IpGBT and one luminosity IpGBT. The IpGBT configuration is
already described at length in Section 6.2.1.1. The only difference between different IpGBT
configurations is just the configuration files used by them. The configuration file stores the
desired values of the IpGBT registers that need to be configured, then it gets loaded by the
UPL GUI or corresponding script, which will further transfer the file to IpGBT with the
help of the UPL board. Finally the IpGBT register values will be updated accordingly thus
the working status of the IpGBT changes. Therefore, configuration files should be written
based the requirement of the specific testing task. For example, when the data rate setting
of the E-ports is required to be changed, in the configuration file, the values of the registers

related to that should be modified correspondingly.

In terms of the firmware development for the module emulator and uFC, it varies based
on the requirement of the specific testing task, but the main logics should be the same.
For example, about the module emulator firmware, two copies of the firmware for module
emulator are usually used to respectively serve as the timing data and luminosity data
sources. Even though the firmware itself can just generate the timing data, the luminosity
IpGBT can of course handle that because technically speaking both the luminosity and
timing IpGBTs are the same kind of ASIC but used in different places of the modular
PEB. In terms of the firmware development for the uFC, two copies of the firmware for
IpGBT DAQ counterpart are usually used to respectively handle the data streams of the
two IpGBTs. Since the luminosity IpGBT has just one uplink, for its dedicated firmware
copy, only the uplink logic is activated.
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For some tests, the FELIX system is also set up to serve as the DAQ system instead of
using the uFC board. The FELIX system is the dedicated read-out system developed for
the ATLAS experiment and it will be used in the DAQ system of the HGTD. The FELIX
setup at our side successively goes through two versions so far. The first version is based on
a commercial VC709 board as the carrier board and a server that can support FHFL(Full
Height / Full Length) PCle card. The specified operating system of the server is CentOS 7.9
while the corresponding firmware, software and driver are provided by the ATLAS FELIX
Project. The second version is based on the dedicated FELIX card FLX-712-24Ch Nr131
and the same server with the first version. Still the operating system CentOS 7.9 is used but
the firmware, software and driver are updated to the latest releases. In addition, different
optical fiber adapters are also required based on the version of the FELIX setup. Aided by
the FELIX system and its dedicated software, the DAQ of the modular PEB system can be

carried out even more easier and efficient.

6.4 Test of system configuration

Generally speaking, the modular PEB configuration is composed of two consecutive steps.
The first step is to configure the timing IpGBT while the second step is to configure other
components of the system such as the luminosity IpGBT, VI'Rx+, MUX64, bPOL12V and
front-end module emulators. Further, the IpGBT cascade is specifically referring to the
control and configuration of the luminosity IpGBT by the timing IpGBT. The primary goal
of the modular PEB configuration test is to check the connectivity of the configuration paths
from the hardware perspective. Therefore, the test strategy is straightforward, which is to
check if the configuration signals can reach their destination along those configuration paths.
To carry out this test, the fully-equipped modular PEB joint test system is used. In terms
of firmware for this test setup, since there is no data path tested, it just reuses the firmware
for the full data path test system. In this case, the only mandatory logic is actually the
downlink logic of the firmware for IpGBT DAQ counterpart that provides 2.56 Gbit/s data
stream to timing IpGBT for its clock recovery. In terms of the IpGBT configuration, the
same configuration files with the full data path test system can still be used.

Figure 6.15 shows the block diagram of the configuration paths in the modular PEB
system. The timing IpGBT can be configured either through its I?C slave port or its built-in
serial control logic. In this test, it is configured by UPL through the slave port. At the
beginning of its configuration when its PUSM is at the state of ARESET, it will issue a
reset pulse RSTOUTB to reset the luminosity IpGBT. After its configuration, the luminosity
IpGBT receives the 40 MHz reference clock from it and gets ready to be configured through
its slave port that can be accessed by either UPL or the timing IpGBT second I?C master
port, besides it can also be configured by its serial control logic through its EC E-port, which
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gets configuration data stream from the timing IpGBT at the data rate of 80 Mbit/s. In this
test, it is also configured by UPL. Apart from the luminosity IpGBT, other components are
also connected to the timing IpGBT. The first I2C master is used to control the 11th to
14th module emulators; The second one is used to control the 6th to 10th module emulators
and the luminosity IpGBT as just mentioned; The third one is used to control the first to
5th module emulators and the VTRx+. The five pins GPIO[15:11] of the timing IpGBT are
routed to the fourteen module emulators to provide reset signals for them, so there are cases
that several module emulators share one GPIO due to limited number of GPIOs. Another
five pins GPIO[10:6] are used to enable the twelve DCDC converters dedicated for module
emulator power supply, also there are cases that several DCDC converters share one GPIO.
The last six pins GP10[5:0] are used to select the MUX64 input channels.

SCL & SDA

SCL & SDA

GPIO[12:11]

GPIO[14:13]
——

GPIO[15]

PEN

\__Reset signals for modules (or s)

GPIO[10]

- -

Figure 6.15: Block diagram of the configuration paths in the modular PEB system.

All the above-mentioned configuration paths all go through connectivity test by checking
either the configuration of the target components or the arrival of the configuration signal at
the end of the path. For example, the configuration paths about DCDC converters are tested
by checking if the target DCDC converter is properly enabled. For the I?C configuration
paths about module emulators, the SCL and SDA signals are measured with oscilloscope and
checked based the waveforms. The four connections related to the IpGBT cascade including
I2C and EC configuration paths, the 40 MHz reference clock and reset pulse RSTOUTB
lines, are also tested with oscilloscope. Finally, it’s found that all the configuration paths

have good connectivity.
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6.5 Test of data transmission

6.5.1 Versatile links test

The versatile links refer to the high-speed uplink and downlink between IpGBT and DAQ
board. More specifically, the high-speed uplink starts from the IpGBT and flows out at the
data rate of 10.24 Gbit/s. Then it’s fed into the VI'Rx+ and transferred to optical signal
with the same data rate taking the VI'Rx+ pigtail’s optical fiber as its carrier. Finally, the
fiber is routed to the DAQ board for further data processing. The high-speed downlink goes
the other way around. It starts from the GTX transceiver of the uFC FPGA and directly
converted into optical signal by the SFP+ optical transceiver mounted on the uFC board,
then flows out at the data rate of 2.56 Gbit/s also taking the optical fiber as its carrier. Then
the fiber is routed to the VI Rx+ where the optical signal is transferred back into electrical
data stream with the same data rate. Finally, the data stream goes to IpGBT where it will

be further processed. The versatile uplink and downlink are tested separately.

6.5.1.1 Test of versatile uplink

The test of versatile uplink is to measure the performance of its data transmission. The most
commonly-used figure of merit is the eye diagram of the data stream that flows through the
uplink. The eye diagram measurement is expected to be performed with the help of the
Xilinx IBERT IP core and its corresponding graphical interface embedded in Vivado. There
are two versatile uplinks in the system, one is related to the timing IpGBT while the other
is related to the luminosity IpGBT. For the experiment setup, the fully-equipped modular
PEB joint test system is used.

In terms of the data source of the versatile uplink, there are in total four sources that
can be used. One of them is the aggregated data streams coming from the front-end module
emulators. Another three of them are from the IpGBT built-in data generators. The three
generators are different. The first one is called PRBS7 generator that generates random
serialized data streams for all the 28 E-links. The second one is a fixed pattern generator
for all the seven E-ports while the third one is also a fixed pattern generator but for the
high-speed serializer whose output directly goes to the line driver that can finally drive the
serialized data stream out of the IpGBT. Figure 6.16 shows a block diagram of the I[pGBT
data path pattern generators. On the lower part of the diagram, the pattern generators for
the uplink are presented. In this test, each of the last three data sources is selected as the
input of the uplink. As a matter of fact, they are actually equivalent to each other regarding
the eye diagram measurement since the measurement can always be performed as long as
the data source is fed into the uplink.

To configure which data source is used, the related registers like ULDataSource should
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Figure 6.16: Block diagram of the I]pGBT data path pattern generators.

be set with certain values. For example, the four LSBs of the register ULDataSource0
control the data input that goes to the high-speed serializer, and it can be either the uplink
timing (or luminosity) data or the data patterns from the generator. Actually, there are
more than ten kinds of data patterns that the generator can produce, such as PRBS7,
PRBS15, constant pattern, clock patterns and etc. The registers related to the line driver
pre-emphasis, including LDConfigH and LDConfigl., should be firstly set with proper values,
then find optimal ones by scanning the whole parameter ranges. The parameters include
the modulation current, duration of the pre-emphasis pulse and pre-emphasis current. Once
the data source is set to be timing (or luminosity) data from the frontend, the registers that
control the data rates and activated channels of the uplink E-ports should also be set. Those
registers include seven control registers for configuring the E-links enabling and data rate of
the seven E-ports, 28 registers for configuring the phase selection, level inversion, AC bias,
termination and equalization of the 28 uplink E-links. More specifically, for the equalization
configuration, four equalization control registers have also to be set. In this test, there is no
special requirement on the E-port data rates, therefore, from the perspective of performing
test, all the 28 E-links are activated and running at the speed of 320 Mbit/s.

For the timing IpGBT, the LOCKMODE pin is set to be 1’b1 to enable reference-less
locking and the MODE pins are set to be 4’b1011 to set the IpGBT working as a transceiver
with FEC5 and 10.24 Gbit/s high-speed uplink. For the luminosity IpGBT, the LOCKMODE
pin is set to be 1'b0 to use the external 40 MHz clock as reference clock and the MODE
pins are set to be 4’b1001 to set the IpGBT working as a transmitter also with FEC5 and
10.24 Gbit/s high-speed uplink. Since the second one of the timing IpGBT phase shifter clocks
is routed to the luminosity IpGBT as its reference clock, the register PS1Config of the timing
IpGBT has to be properly set to configure the frequency, drive strength, fine deskewing and
phase shifter delay of the reference clock. It should be noted that the realization of phase
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shifter delay configuration also need to set the register PS1Delay, and the output driver
of the clock should be set by configure the register PS10utDriver. For both IpGBTs, the
BOOTCNFO0 and BOOTCNEF1 pins are set to be high to load the configuration information

from register array.

In terms of the firmware development for this test, it is quite simple. Figure 6.17 shows
its block diagram. The firmware for the module emulator are simply consisted of four
OSERDES?2 logics that serialize fixed data patterns into four data streams mimicking the
two timing data outputs and two luminosity data outputs. On the DAQ side, the two
versatile uplinks of the two IpGBTs go to the uFC Kintex-7 FPGA and processed by the
IBERT logic instantiated for the quad 116 since the uplinks are routed to the first and second
GTXs of this FPGA quad. Finally, the eye diagram measurement of the two uplinks can
be performed with the help of the software Vivado. It should be noted that, as described
in Section 6.2.1.2, in principle there should be external loop-back wires that connect the
receiver and transmitter of each GTX together, but our setup can also work properly as long
as the fixed pattern types of the chosen versatile uplink data source is the same with that of
the pattern checker used in the IBERT logic since the IBERT pattern checker doesn’t care
about where the input comes from but do the data pattern check. In this case, we can say
that the IBERT pattern checker is somehow deceived by a loop-back link that doesn’t come
from the corresponding GTX transmitter but from somewhere else. Most importantly, the
2.56 Gbit/s versatile downlink has to be provided to the timing IpGBT high-speed downlink
since it is the data source used for recovering primary clock of the IpGBT. To do that, the
firmware for IpGBT DAQ counterpart is implemented in the FPGA and only its downlink

logic is used to generate the downlink stream from the fixed pattern.

Finally, the transmission performance of the versatile uplinks is evaluated with the setup.
Figure 6.18 shows the eye diagram measurement of the versatile uplink related to the timing
IpGBT. As can be seen, it already shows a good performance even without performing
a thorough parameter scan of the IpGBT high-speed line driver pre-emphasis, which is
currently set with some relatively suitable values. The eye diagram of the other link has
the similar performance and it’s not presented here. In addition, the bit error rates are also

measured for the two links and both of them are less than 1 x 10714,

The pre-emphasis parameter scan of the VI Rx+ uplink is carried out by measuring the
eye diagram of the VI Rx+ output optical signal through an optical probe and oscilloscope.
The idea is to fine-tune corresponding parameters until the best eye diagram opening is
achieved. There are two indicating factors that can evaluate the eye diagram opening,
the eye height and eye width. The parameters include bias current varying from 0 to
127, modulation enable, modulation current varying from 0 to 127, pre-emphasis amplitude
varying from 0 to 7, rising edge pre-emphasis enable and falling edge pre-emphasis enable.

The modification of those parameters is conducted by I?C communication that is issued from
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Figure 6.17: Block diagram of the firmware for versatile uplink test.
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Figure 6.18: Eye diagram of the versatile uplink related to the timing IpGBT.
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FELIX side and further broadcasted to the VTRx+ through the I°C bus. Finally, a set of
optimal parameters is selected and the eye height and eye width are respectively larger than
90 uW and 55 ps. The optimal parameters will be adopted for initial configuration in the
future experiments. It’s worth mentioning that, in this setup, the transmission line between
IpGBT and VTRx+ already has a large length of about 21 cm due to the modular design of
the modular PEB.

6.5.1.2 Test of versatile downlink

The test of versatile downlink is to measure the performance of its data transmission. Just
like the versatile uplink, it also uses the eye diagram as the figure of merit. However, instead
of using the Xilinx IBERT IP core to carry out the eye diagram measurement, the IpGBT
built-in logic called EOM (eye opening monitor) is used cooperatively with UPL toolkit for
that purpose. There is just one versatile downlink in the system and it is related to the
timing IpGBT. For the experiment setup, the fully-equipped modular PEB joint test system
is used.

The EOM circuit allows the user to perform an on-chip eye diagram measurement of the
incoming 2.56 Gbit/s high-speed downlink data. The circuit is used right after the equalizer of
the high-speed downlink as depicted in Figure 6.16. The 2.56 Gbit/s data is firstly compared
with a static voltage using a differential comparator whose output is sampled with a phase
interpolated clock and stored in a 16-bit counter. The value of the counter can be acquired
by reading the corresponding IpGBT registers called EOMCouterValueH and EOMCouter-
ValueL for storing eight MSBs and eight LSBs of the counter value. Concerning the output
of the comparator, if the static voltage is within the high-speed downlink voltage limits, it
will toggle (eye opening), which leads to increment of the counter. Otherwise, it will be
either static 0 or 1, which will not change the counter value. The x-axis is the time, which
can be scanned by adjusting the phase interpolated clock whose sampling phase is controlled
by the register EOMConfigl.. The y-axis is voltage, which can be scanned by adjusting the
static voltage of the comparator whose value is controlled by the register EOMvofSel. For
every (x,y) point, the measurement is performed within a certain amount of time whose
duration is controlled by the register EOMConfigH, and during the time, the count of the
eye opening is recorded by the counter.

In terms of the firmware of this test system, the same firmware developed for the versatile
uplink test system as shown in Figure 6.17 is reused. The only difference is that the IBERT
logic is not required any more then deactivated in this test. As can be seen, the data source
of the versatile downlink is the fixed pattern then fed into the dowlink logic of the firmware
for IpGBT DAQ counterpart. In terms of the IpGBT configuration, it is basically using
the same configuration files with the versatile uplink test system except that the registers

related to the eye opening monitor have to be handled with a specific procedure to be able to
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fulfill the eye diagram measurement flow. Generally speaking, the eye diagram is measured
by repeatedly setting the EOM parameters (i.e. setting the scan point on the voltage-time
plane) and reading the 16-bit counter (i.e. acquiring the eye opening times at the certain
point) with the help of the UPL toolkit. To do this, a dedicated button is developed for
the GUI to automatically handle the complex measurement flow. After the execution of the
operations behind the button, an eye diagram of the 2.56 Gbit/s high-speed downlink will be
created, and it is shown in Figure 6.19. As can be seen, it already shows a very good eye
opening even without performing a thorough parameter scan of the high-speed downlink
equalizer yet in this test. The currently-used parameters of the equalizer are just set with

relatively suitable values.
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Figure 6.19: Eye diagram of the versatile downlink related to the timing IpGBT.

The full data path test includes the test of both the uplink data path and downlink data
path. For the uplink data path, it starts all the way from the module emulators to the
FPGA of the DAQ board. For the downlink path, it goes in the opposite way, which is from
the FPGA of the DAQ board to the module emulators. The idea is to test the performance
of the two paths by checking the correctness of the received data at the end of each path.
For the experiment setup, the fully-equipped modular PEB joint test system is used. The
firmware for the test system is described in Figure 6.21. There are actually two uplink data
paths (timing and luminosity) and one downlink data path in the system.

For the timing data path, the data source is from the ALTIROC logics for timing data
that is implemented in the module emulator FPGA, then the data is serialized by the
OSERDES?2 logic. Each module emulator sends out two serialized timing data streams,
which means that 28 timing data streams of the 14 module emulators go to the timing
IpGBT and get aggregated into a 10.24 Gbit/s high-speed data stream. Then the high-speed
data stream is processed by the uplink part of the IpGBT DAQ logic and recovered to the
intermediate format before the IpGBT processing. Finally, the intermediate format is totally
recovered to the original data format before the ALTIROC processing and goes to the ILA
logic with which the received data can be displayed on the host computer. Also the received
data is checked by a pattern checker whose output is fed into the ILA as well.

For the luminosity data path, the data is generated in a simple way in the module
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Figure 6.20: Block diagram of the firmware for the test system.

emulator FPGA. As can be seen, the fixed patterns are serialized by the OSERDES2 logic
and sent out of the emulator as pseudo luminosity data streams. Just like the timing data
stream, there are also two luminosity data streams going out for each module emulator, but
they are routed to the luminosity IpGBT. After the processing of the IpGBT, all the 28
serialized luminosity data streams from the 14 module emulators are also aggregated into a
10.24 Gbit/s high-speed data stream, which is further handled by the uplink part of another
copy of IpGBT DAQ logic. Finally the original fixed patterns are recovered and go to the
ILA logic for user to monitor. Also the received fixed patterns are checked by the pattern
checker result is sent to the ILA as well. It should be noted that the downlink part of this
copy of IpGBT DAQ logic is not activated since it interacts with the luminosity IpGBT that

works in the simplex transmitter mode.

For the downlink data path, it goes the other way around. For simplicity, its data
source is from the fixed data pattern, which is then sent to the downlink part of the IpGBT
DAQ logic and gets out of the FPGA in the form of a 2.56 Gbit/s serialized high-speed
data stream. After the processing of the timing IpGBT, it is distributed to the sixteen
downlink E-links of the four downlink E-ports, then fourteen of them are routed to the
fourteen module emulators. Finally, the fourteen downlink data streams are deserialized by
the ISERDES2 logics into original fixed pattern, which is monitored by the ILA logic. In
addition, the received fixed pattern is checked by the pattern checker whose output also goes
to the ILA logic for the user to monitor. It’s worth mentioning that the block diagram of
the firmware mainly describes the test system from the aspect of FPGA logic, some details
about hardware may be omitted. For example, between the IpGBT and the uFC FPGA,



6.5 TEST OF DATA TRANSMISSION 191

there are VITRx+ and SFP+ optical transceivers; There are also three FH26W daughter
boards as the interface boards between module emulators and the modular PEB carrier
board. Besides, inside the uplink logic and downlink logic of the firmware for IpGBT DAQ
counterpart, the GTX logic is already included for handling the high-speed data streams,
therefore, it is not explicitly presented in the block diagram.

In terms of the IpGBT configuration, both of the timing and luminosity IpGBTs are
basically configured in the same way with the test system for versatile uplink described
in Section 6.5.1.1. The main difference is the configuration on the IpGBT uplink E-ports
and downlink E-ports. From the perspective of performing test, all the IpGBT uplink and
downlink E-links should be used for data transmission with this test system. Therefore, for
the uplink E-links of the two IpGBTs, they are configured to work in the Pattern I shown
in Table 5.1, which means that all the E-ports are set to be 320 Mbit/s and all the E-links of
each E-port will be working at the data rate of 320 Mbit/s. For the downlink E-links of the
timing [pGBT, in order to enable all of them, the mirror function described in Section 5.2.2
is activated. The register EPTXControl is used to enable the mirror function of the four
E-ports. The first E-link of each E-port is only activated and set to work at the data rate of
320 Mbit/s by configuring the registers EPTX10Enable, EPTX32Enable and EPTXChnCntr
where the other parameters like output driver and pre-emphasis can also be adjusted. With
the activation of the mirror function for the four E-ports, all the downlink E-links will be
working at the speed of 320 Mbit/s and the E-links from the same E-port hold the same data
streams.

With the experiment setup, firmware implementation and IpGBT configuration all done,
the correctness of all the data paths are checked. It’s found that, the communications on
the downlink data path and two uplink data paths are successfully established and all work
as expected. Thanks to pattern check and ILA logic used at the end of each data path, the
bit error rate of each path is also calculated as the ratio of the correctly-received data bits to
all the received data bits at the end of the data path. The value is always less than 1x 10713,
which is already good for data transmission even without performing a thorough parameter
scans of the pre-emphasis and equalizer along the paths. The currently-used values for those

parameters are just relatively suitable.

6.5.2 Full data path test

The full data path test includes the test of both the uplink data path and downlink data
path. For the uplink data path, it starts all the way from the module emulators to the
FPGA of the DAQ board. For the downlink path, it goes in the opposite way, which is from
the FPGA of the DAQ board to the module emulators. The idea is to test the performance
of the two paths by checking the correctness of the received data at the end of each path.
For the experiment setup, the fully-equipped modular PEB joint test system is used. The
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firmware for the test system is described in Figure 6.21. There are actually two uplink data

paths (timing and luminosity) and one downlink data path in the system.
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Figure 6.21: Block diagram of the firmware for the test system.

For the timing data path, the data source is from the ALTIROC logics for timing data
that is implemented in the module emulator FPGA, then the data is serialized by the
OSERDES?2 logic. Each module emulator sends out two serialized timing data streams,
which means that 28 timing data streams of the 14 module emulators go to the timing
IpGBT and get aggregated into a 10.24 Gbit/s high-speed data stream. Then the high-speed
data stream is processed by the uplink part of the IpGBT DAQ logic and recovered to the
intermediate format before the IpGBT processing. Finally, the intermediate format is totally
recovered to the original data format before the ALTIROC processing and goes to the ILA
logic with which the received data can be displayed on the host computer. Also the received
data is checked by a pattern checker whose output is fed into the ILA as well.

For the luminosity data path, the data is generated in a simple way in the module
emulator FPGA. As can be seen, the fixed patterns are serialized by the OSERDES2 logic
and sent out of the emulator as pseudo luminosity data streams. Just like the timing data
stream, there are also two luminosity data streams going out for each module emulator, but
they are routed to the luminosity IpGBT. After the processing of the IpGBT, all the 28
serialized luminosity data streams from the 14 module emulators are also aggregated into a
10.24 Gbit/s high-speed data stream, which is further handled by the uplink part of another
copy of IpGBT DAQ logic. Finally the original fixed patterns are recovered and go to the
ILA logic for user to monitor. Also the received fixed patterns are checked by the pattern
checker result is sent to the ILA as well. It should be noted that the downlink part of this
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copy of IpGBT DAQ logic is not activated since it interacts with the luminosity IpGBT that

works in the simplex transmitter mode.

For the downlink data path, it goes the other way around. For simplicity, its data
source is from the fixed data pattern, which is then sent to the downlink part of the IpGBT
DAQ logic and gets out of the FPGA in the form of a 2.56 Gbit/s serialized high-speed
data stream. After the processing of the luminosity IpGBT, it is distributed to the sixteen
downlink E-links of the four downlink E-ports, then fourteen of them are routed to the
fourteen module emulators. Finally, the fourteen downlink data streams are deserialized by
the ISERDES2 logics into original fixed pattern, which is monitored by the ILA logic. In
addition, the received fixed pattern is checked by the pattern checker whose output also goes
to the ILA logic for the user to monitor. It’s worth mentioning that the block diagram of
the firmware mainly describes the test system from the aspect of FPGA logic, some details
about hardware may be omitted. For example, between the IpGBT and the uFC FPGA,
there are VTRx+ and SFP+ optical transceivers; There are also three FH26W daughter
boards as the interface boards between module emulators and the modular PEB carrier
board. Besides, inside the uplink logic and downlink logic of the firmware for IpGBT DAQ
counterpart, the GTX logic is already included for handling the high-speed data streams,

therefore, it is not explicitly presented in the block diagram.

In terms of the IpGBT configuration, both of the timing and luminosity IpGBTs are
basically configured in the same way with the test system for versatile uplink described
in Section 6.5.1.1. The main difference is the configuration on the IpGBT uplink E-ports
and downlink E-ports. From the perspective of performing test, all the IpGBT uplink and
downlink E-links should be used for data transmission with this test system. Therefore, for
the uplink E-links of the two IpGBTs, they are configured to work in the Pattern I shown
in Table 5.1, which means that all the E-ports are set to be 320 Mbit/s and all the E-links of
each E-port will be working at the data rate of 320 Mbit/s. For the downlink E-links of the
timing I[pGBT, in order to enable all of them, the mirror function described in Section 5.2.2
is activated. The register EPTXControl is used to enable the mirror function of the four
E-ports. The first E-link of each E-port is only activated and set to work at the data rate of
320 Mbit/s by configuring the registers EPTX10Enable, EPTX32Enable and EPTXChnCntr
where the other parameters like output driver and pre-emphasis can also be adjusted. With
the activation of the mirror function for the four E-ports, all the downlink E-links will be
working at the speed of 320 Mbit/s and the E-links from the same E-port hold the same data

streams.

With the experiment setup, firmware implementation and lpGBT configuration all done,
the correctness of all the data paths are checked. It’s found that, the communications on
the downlink data path and two uplink data paths are successfully established and all work
as expected. Thanks to pattern check and ILA logic used at the end of each data path, the



194 CHAPTER 6 SYSTEM TESTS

bit error rate of each path is also calculated as the ratio of the correctly-received data bits to
all the received data bits at the end of the data path. The value is always less than 1x 10713,
which is already good for data transmission even without performing a thorough parameter
scans of the pre-emphasis and equalizer along the paths. The currently-used values for those
parameters are just relatively suitable.

The bit error rate tests of the uplink and downlink E-links are also performed. For the
uplink E-link, the fixed data pattern (PRBS7) is firstly generated by the FPGA logic of
module emulator and sent out to the IpGBT uplink E-port through the 70 em FLEX tail
and wires on the modular PEB board, finally it gets checked by the IpGBT built-in pattern
checker. From the correctness of those received data patterns, the bit error rate of the data
transmission in the uplink E-link can be calculated. The maximum data rate 1.28 Gbit/s
is tested, and its related bit error rate is less than 5 x 10713, For the downlink E-link, the
data flows in the opposite direction, which is starting from the IpGBT built-in downlink
pattern generator (PRBS7), going through the wires on the modular PEB board and the
70 cm FLEX tail and arriving at the pattern checker implemented in the FPGA logic of the
module emulator. The working data rate (320 Mbit/s) of downlink E-link is tested and the

bit error rate is less than 1 x 10712,

6.5.3 Test of IpGBT uplink E-port data rate setting

The IpGBT uplink E-port can support three kinds of data rates, 320 Mbit/s, 640 Mbit/s and
1280 Mbit/s. Taking into account the fact that there are up to seven uplink E-ports, many
data rate setting patterns can be set for those E-ports as described at length in Section 5.2.3,
and the typical data rate patterns are listed in Table 5.1. The idea of the test is to check
the feasibility of each data rate pattern. More specifically, the correctness of the received
data at the end of the uplink data path will be checked with the uplink E-ports configured
with the selected data rate pattern. In terms of the experiment setup, the fully-equipped
modular PEB joint test system is used. In terms of the firmware, it is exactly the same with
that of the full data path test system.

In terms of the IpGBT configuration, basically, it uses the same configuration files with
that of the full data path test system except the registers about uplink E-ports configuration.
Every time the data rate patterns like I, II, III, IV and others are successively tested, the
registers should be adjusted accordingly. There are seven dedicated EPRXControl registers
for configuring the E-links enabling and data rate of the seven E-ports. In addition, there
are also 28 EPRXChnCntr registers corresponding to the 28 uplink E-links for configuring
their phase selection, level inversion, AC bias, termination and equalization. In order to
perform a complete equalization configuration, the four EPRXEqControl registers should
also be set. For the pattern I, seven E-ports are set to be 320 Mbit/s and all the E-links

of each E-port are enabled, so the two timing or luminosity data streams of each module
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emulator work at the data rate of 320 Mbit/s. For the pattern II, seven E-ports are set to be
640 Mbit/s and just the first and second E-links of each E-port are enabled, so the two timing
or luminosity data streams of seven module emulators work at the data rate of 640 Mbit/s
and the other seven module emulators are deactivated. For the pattern III, the first six
E-ports are set to be 1.28 Gbit/s and just the first E-link of each E-port is enabled, so the
two timing or luminosity data streams of just three module emulators work at the data rate
of 1.28 Gbit/s; the last E-port is set to be 320 Mbit/s and all the E-links of it are enabled,
so the two timing or luminosity data streams of the last two module emulators work at the
data rate of 320 Mbit/s; other module emulators are deactivated. For the other data rate

patterns, they are not depicted here.

The data rate patterns are tested one by one on the timing and luminosity IpGBTs. The
results show that the received data at the end of the uplink data path are always correct
no matter which data rate pattern is set, which means all the data rate pattern show good

performance and can be used in the future test.

6.6 Test of power supply

The output ripple of the bPOL12V output is an important parameter for the ALTIROC
ASIC, which requires its value as small as possible. With the latest bPOL12V daughter
board design, the output ripple can be less than 10mV with the output voltage of 1.2V, the
output current of 3A and the working temperature of 20°C.In terms of the efficiency test,
it’s found that the efficiency is dependent on the output current. It reaches to the maximum
value when the output current is around 1.5 A. It increases with the output current before
1.5 A while it decreases with the output current after 1.5 A. The efficiency can reach to
around 55% with the output voltage of 1.2V, the output current of 3A and the working

temperature of 20°C.

The power consumptions for both IpGBT and VTRx+ are measured based on the full-
equipped joint test system with fourteen module emulators attached. The setup is placed
into climate chamber to measure the power consumption variations with temperature. The
working temperature of the climate chamber gradually goes up from -40°C to 60°C. It’s
found that, across the whole working temperature range, the power consumptions of both
IpGBT and VTRx+ increase slightly (by percent level) as temperature goes up. The power
consumption of the timing IpGBT is larger than that of the luminosity IpGBT, the former
has the maximum value of around 0.4 W while the latter has the maximum value of around

0.3 W. For the VI'Rx+, the total power consumption can reach up to 0.18 W.
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6.7 Test of monitoring network

The monitoring network of the modular PEB system has been already depicted at length
in Section 5.2.5. Figure 5.5 shows an overview of the monitoring strategy. The main purpose
of the monitoring network is to monitor important voltages, currents, temperatures and
other key signals of the modular PEB components including the five signals of each module
emulator, power status and temperatures of DCDC converters, temperature and RSSI of the
VTRx+, power supply and temperature of the carrier board. For this test, the experiment
setup and firmware are also the same with the full data path test. The IpGBT configuration
is also the same with that of the full data path test except the registers related to ADCs
and GPIOs, which will be used during the test.

The monitoring network test is to check the connectivity and functionality of each moni-
toring path in this network. The idea is to read the signals to be monitored at the end of the
monitoring paths, which are the ADCs and GPIOs of the timing and luminosity 1pGBTs.
More specifically, to read the signal that reaches a GPIO pin, the pin has to be set as an
input and its state stored in a dedicated register can be read by the UPL; to read the signal
that is connected to an ADC pin, this pin has to be selected as the input of the MUX
of ADC logic and the converted values are stored in dedicated registers whose value can
also be accessed by the UPL. Based on the correctness of the values read by the UPL, we
can deduce the connectivity and functionality of each monitoring path. For the monitoring
paths that monitor the temperatures of the front-end modules, the module emulators use

static voltages to mimic the voltage outputs from ALTIROC temperature sensors.

Concerning the registers related to the ADCs, the register ADCConlfig is used to activate
the ADC logic and set the gain for the ADC differential amplifier while the register ADCS-
elect is used to select the input channels of the ADC’s positive and negative input MUXes.
The input channels can be selected from not only the eight ADC pins but also internal
sources like the DAC output, some core voltages and temperature sensor output. The two
read-only registers ADCStatusH and ADCStatusL are used to record the status of the ADC
and the result of last conversion. Concerning the registers related to the GPIOs, there are
the PIODirH and PIODirL for controlling the direction of the 16 GPIOs, PIOOutH and PI-
OOutL for setting the pin output when the pin is configured as output, PIOUpDownH and
PIOUpDownlL for selecting the pull-up or pull-down resistor of each pin, PIODriveStrengthH
and PIODriveStrengthL for configuring the driving strength of the pin that is configured as
an output. In addition, the two read-only registers PIOInH and PIOInL record the status
of the 16 GPIOs, and they can be read back by the UPL.

In the test, the GPIO pins used for monitoring should be configured as inputs while the
six GPIO pins used for the MUX64 input channel selection should be configured as outputs.

By precisely configuring the corresponding registers, all the monitoring paths are read one
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by one and their values are checked. Still there is no issue found during the test, the whole
monitoring network has a very good connectivity and sufficient ability to play its role in the
modular PEB system.

The gain and offset of the IpGBT ADC circuit are also tested under various ambient
temperatures. The ADC has four configurable gains (2x, 8x, 16x and 32x), each of which
is successively evaluated during the test. The idea is to measure the ADC response curve
at each specific temperature point by gradually adjusting the climate chamber working
temperature, and the gain and offset of the ADC can be extracted from the curve. The result
shows that the two parameters vary with not only temperature but also individual variation
of each IpGBT chip. Therefore, for the PEB design, it’s necessary to reserve the interface
used for injecting external voltage to conduct ADC calibration of each IpGBT. Another
possible way of conducting ADC calibration is to directly use the related calibration data
that is planned to be acquired at the PEB working temperature (-30°C) from the lpGBT
group. In addition, the response of the three temperature sensors (one 10 kQ NTC sensor
on the modular PEB board, two internal sensors in the IpGBT and VTRx+) are also tested
by selecting their outputs as the input signals of the ADC logic.

6.8 Test of clock and fast command distribution

The clock distribution of the modular PEB is mainly carried out by using the timing I[pGBT.
The clocks of other components are provided by the timing IpGBT E-clocks and phase
shifter clocks. Figure 5.8 shows the block diagram of the clock network of the modular PEB
system. The timing IpGBT has up to 29 E-clocks and four phase shifter clocks. Further,
14 of the 29 clocks are delivered to the 14 module emulators while one of the phase shifter
clocks is fed into the luminosity IpGBT as its reference clock. This test just aims to check
the configuration and connectivity of the E-clocks since the phase shifter reference clock is
already validated in the previous tests, such as the test of IpGBT cascade. In terms of the
experiment setup, the full-equipped modular PEB joint test system is used. There is no
special requirement on the firmware, so we just used the same firmware with the full data
path test system.

For the IpGBT configuration, it uses the same configuration files with the full data path
test system except that the registers about the E-clocks configuration are set in a different
way. Fach E-clock has two dedicated registers EPCLKChnCntrH and EPCLKOChnCntrL
used for configuring its different features including the driving strength, inversion, frequency
and pre-emphasis. In this test, each of the 14 E-clocks routed to the module emulators is
set with different frequencies in sequence. For every frequency, the E-clock is measured
at the end of the clock distribution path, which is located on the module emulator board.

More specifically, the oscilloscope probe is placed on the specific pin of the 71-pin FH26 W
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connector. Finally, based on the waveform, the performance of the clock can be deduced.
After thorough tests, it’s found that all the 14 E-clocks can successfully reach their destina-
tion pins on module emulators with correct frequencies after sequentially passing through
the IpGBT daughter board, carrier board, FH26W daughter board and flat cable, which
means the successful E-clock configuration and a good connectivity of the modular PEB
clock network.

The pre-emphasis parameter scan of the IpGBT downlink E-link (fast command) is
performed. There are four related parameters that need to be scanned, which are the driving
strength varying from 0 to 7, pre-emphasis strength varying from 0 to 7, pre-emphasis mode
varying from 0 to 3 and width of pre-emphasis pulse also varying from 0 to 7 respectively for
determining the amplitude of output pulse, height, strategy and width of the pre-emphasis
pulse. The output signal from each downlink E-link is a 40 MHz clock, which is measured
by an oscilloscope. Based on the performance of the observed waveform, a set of optimal
values for the four parameters are determined and they are respectively 7, 7, 3 and 0.

The jitter of the IpGBT E-clock is also measured in many aspects. The strategy is to
firstly configure the E-clock with a specific frequency (40 MHz, 320 MHz or 640 MHz),
then measure the clock signal at different positions along its transmission lines with a high-
bandwidth differential probe of oscilloscope. The measurement points are either on the
modular PEB carrier board or on the module side that is connected to the carrier board
through a 70 em FLEX tail. All the 14 E-clocks that are routed to modules are tested. The
result shows that the measured jitters are always less than 9 ps and they are smaller when
pre-emphasis is enabled. The skew between the E-clock and fast command is also measured
by comparing their waveforms. All the 14 fast command lines from IpGBT downlink E-ports

are also tested. It’s found that the skews are always 1.5 ns.

6.9 Summary

6.9.1 Review of the modular PEB design and test

The modular PEB system has gone through the individual test and joint test where many
aspects of the system are tested and evaluated. We can credibly say that modular PEB
system fulfills the requirements raised before its design and it is completely functional from
the perspective of hardware design. Therefore, it is already qualified to be used in other
tasks as a testing and verification platform in the future. From the design and test of this
platform, those pending issues and concerns we had about the future PEB design can also
be settled.

First of all, the versatile links (IpGBT + VTRx+) are implemented in the modular PEB
in the form of the combination of two IpGBT daughter boards and one VITRx+ daughter
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board on the carrier board, which leads to two versatile uplinks and one downlink that
have already been tested and validated in Section 6.5.1. The successful implementation and
operation of the versatile links are carried out and their reliability and robustness on data
transmission reassure us about the versatile link application on PEB design. Secondly, the
IpGBT cascade strategy with the timing IpGBT as master and the luminosity IpGBT as
slave is also implemented in the modular PEB. The connectivities between the two IpGBTs
such as the connections of EC ports, reference clock lines, IC bus and reset line, are tested
and working as expected. Since there is no issue on the hardware aspect for the IpGBT
cascade mode, more advanced tests like the EC communication test and I?C communication
test can be performed in the future. We can say that a robust IpGBT cascade structure is
already provided by the modular PEB and it can be further tested to help us to build more
confidence on dealing with the IpGBT cascade. What happens afterwards would not require

too much extra effort.

Thirdly, one of the biggest gains from the modular PEB design and test is that the
IpGBT configuration has been successfully executed in an extensive way aided by the dedi-
cated UPL toolkit. Many individual tests and joint tests can all demonstrate the robustness
of the IpGBT configuration. We also have better understanding of the [pGBT ASIC and
accumulate more and more expertise about its usage and operation, which will definitely
benefit not only the configuration of this modular PEB system but also the design of the
PEB boards. To resolve the concerns on the complicated PEB design, mastering the con-
figuration and operation of the most intricate ASIC IpGBT is an important step forward.
From the perspective of problem solving, it really hits the nail on the head. Although the
IpGBT configuration is just performed through the I?’C communication, the other ways of
configuration like EC and IC communications are actually equivalent to the I?C communica-
tion since they are all interacting with the same register array. In addition, the other ways
are already checked fine in connectivity, and they can be easily tested when the FELEX
(FrontEnd LInk eXchange) Phase-II card is used as the DAQ board. It’s worth mentioning
that the FELEX Phase-II card is the main component developed for the ATLAS readout
system in HL-LHC.

Fourthly, the special connectivity method between IpGBT E-ports and module emulator
data links is implemented in the modular PEB, so that many data rate patterns can be
configured and applied on the IpGBT E-ports. In the design of PEB boards, there must be
many data rate patterns used and each data rate pattern requires the hardwired connection
between IpGBT E-ports and module emulator data links, therefore those data rate patterns
have to be verified in advance. This verification can be easily carried out with the modular
PEB system as described in Section 6.5.3. Without the modular PEB, it will be very difficult
to conduct the data rate pattern test. Thanks to the special connectivity method, tests of

many data rate patterns are supported by the modular PEB, otherwise many hardware
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versions corresponding to different data rate patterns have to be designed. Fifthly, the
interfaces to modules (or emulators) are implemented in the modular PEB by adopting the
exactly the same 71-pin and 13-pin FH26W connectors with the real modules, so that 14
module emulators or real modules are supported. In the tests performed so far, 14 module
emulators are attached to the modular PEB as the data sources of the two IpGBTs. In the
future, when the HGTD modules are ready, they can be easily integrated into the system. It
is very promising that the modular PEB is adjusted as a module batch test platform where 14
modules can be tested at the same time. Sixthly, the modularity and thus compatibility with
commercial ASICs are both successfully implemented in the modular PEB as well, which
significantly benefits the tests that we performed, especially the individual tests where the
separated daughter board is easily tested by simply inserting into the DAQ board.
Seventhly, the POFV structure is implemented on the IpGBT daughter board design.
From those intensive tests involving this board, there is no related issue and bug encountered,
which means the POFV technology doesn’t have any adverse effect on the performance of
the board. Therefore, it can be used in the design of PEB board. This is really a good
news for the component layout and wire-routing of the PEB design. Lastly, the distance
between two neighboring FH26W connectors is evaluated. The adopted distance on the
board is 10 mm. From the operations of the flat cable attachment and detachment to/from
the FH26W connectors, it’s found that the distance can be further reduced for the PEB
board design, which will also alleviate the congestion of the board surface. An optimal
distance can be determined by some more tests. From the tests performed so far, the result

is already quite promising.

6.9.2 Serve as module test platform and beyond

After the extensive and thorough tests on the modular PEB system, the HGTD modules can
be tested with the help of this system serving as a module batch test platform. The modular
PEB system is capable of handling the test of up to 14 modules at the same time, which
can significantly accelerate the speed of module test compared with the currently-used test
platform where only two ALTTROCs can be tested at a time. The modular PEB system is
a good candidate for the future test of the final version of modules before installation.

To adjust the system to support module test, only extra software development work is
needed since the hardware is already verified and completely ready. It should be noted that
the uFC is no longer used as the DAQ board of the system ever since the FELIX system is
setup. The software is actually a script template dedicated for the modular PEB system and
it serves as the bridge between hardware and users. There are four main functions that the
software should realize, which are the hardware-related initialization for making the modular
PEB in an operational state, module initialization and configuration for setting the modules

under test as requested by user’s specific module test requirement, ADC calibration for
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activating the monitoring ability of the system, module readout for performing each test
item required by the module test. The software is developed with nested structure where
higher-level class object invokes lower-level class object until the basic class object that
is instantiated from the serial communication class provided by the FELIX project. More
specifically, all the specific operations are wrapped into higher-level classes. For example, the
class modular  PEB is used to operate the components on modular PEB such as VTRx+,
timing IpGBT, luminosity IpGBT and MUX64, and it invokes the IpGBT class developed
by the IpGBT design group. The class Altiroc2 is used to configure the ALTIROC ASICs on
front-end modules and it invokes the classes from FADA package developed by the ALTTROC
design group. In addition, the configuration file for IpGBT registers is synchronized with
the FELIX configuration file by a dedicated script, which can guarantee the correctness of
the configuration file used by the script template.

Figure 6.22: Modular PEB system setup at the lab in CERN building 180.

Afterwards, with the implementations of ALTIROC fast command and 8b10b decode in
FELIX firmware, the entire modular PEB system is completely functional for module test
and normal ALTIROC data taking such as threshold scan and charge scan can be carried
out. Then in addition to IHEP, the modular PEB system are also built up at other sites like
CERN, Nikhef and KTH for a variety of purposes including not only the module test but
also the HGTD DAQ system development, demonstration system establishment, and etc.
Figure 6.22 shows the setup at the lab in CERN building 180. It has been seen that the
system is already playing an important role in many related tasks and it will keep helping

us to conduct more tests and verifications.






Chapter 7

Conclusion and Outlook

In this thesis, two main works are presented at length. One is the physics analysis, i.e. legacy
search for the non-resonant production of Higgs boson pairs via ggF' and VBF modes in the
bbr*t~ final state, using the full Run-2 proton-proton collision dataset with an integrated
luminosity of 140 fb~! collected by the ATLAS detector at the LHC. It is actually the second
round of the analysis primarily targeting at a more strict constraint on the Higgs boson self-
coupling strength. The other one is hardware work, i.e. design and test of modular PEB,
serving as an intermediate product before the real PEB and a verification platform for
determining many pending issues about the PEB design. It belongs to the research and
development of HGTD peripheral electronics for the ATLAS Phase-2 upgrade during the
future HL-LHC period.

In terms of the bbr*r™ analysis, it is actually a refined research based on the previous
round. Even still using the same dataset, the analysis sensitivity gets improved by 10% to
20% for different parameters due to some main updates. For example, in order to increase
the sensitivity to k; and kyy, the categorization is optimized such that finer ggF SRs and
dedicated VBF SRs are defined. Also the BDT strategy is optimized and improved for
constructing the discriminant variable, which enhances the sensitivity to SM HH and other
processes with anomalous values of k) and xyy. No significant excess above the expected
background from Standard Model processes is observed. The observed 95% CL upper limit
on the HH signal strength pgpy is 5.9 while the expected one is 3.3 under the assumption
of background-only. The reason why the observed limit is looser than the expected limit is
that there is a slight data excess in the the high-mHH region, in the 7je,m,,q SLT SR. The
observed (expected) 95% confidence intervals for x; and Ky are respectively -3.1 < k) < 9.0
(2.5 < k3 < 9.3) and —0.5 < kyy < 2.7 (=0.2 < Kkyy < 2.4).

The next step for this search is to get the Run-3 data included in the analysis, expecting
further improvement on the constraint of the Higgs boson self-coupling strength and quartic
coupling of Higgs bosons and vector bosons. Also it’s foreseen that the analysis can benefit
from the improved performance in the reconstruction and identification of physics objects

during Run-3. Meanwhile, the result of this analysis can be combined with the latest results
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of other HH analyses, so that the sensitivity will be also raised. Another interesting topic
is to consider the HH events with two 7-leptons and one large-R jet merged from two
small-R b-jets in this analysis. In such a way, more HH events are exploited, thus its
sensitivity is expected to get improved, especially the constraint on the modifier xyy, which
can be improved by about 10% from a dedicated investigation describedin Appendix A.1.
In anticipation of future research, we expect the emergence of proof for the production of
Higgs boson pairs through SM processes during the HL-LHC. A study based on the combined
results of previous round [163], has projected the sensitivity of the bbr*z~ decay channel to
the HL-LHC dataset. The projected significance of detecting an excess of SM HH events

over the SM background events is 2.8 standard deviations !.

In terms of the hardware work, the modular PEB is designed and successively goes
through individual and joint tests. It’s found that the modular PEB satisfies the require-
ments put forward in Section 5.1 and works as expected in many key aspects. With the
joint test system, the following most important functions of the modular PEB are tested,
including system configuration, data transmission, power supply distribution, monitoring,
clock and fast command distribution. All the functions can be successfully and robustly
performed by the modular PEB system, which means the feasibility of the hardware itself
and also the ideas adopted in the design. We can confidently assert that the modular PEB
is fully operational in terms of hardware design, making it eligible for utilization in future
tasks as a testing and verification platform. With the experience and lessons learned from
this intermediate modular PEB, we certainly develop more confidence on the design of PEB
board. The settlement of many pending issues and concerns further reassures us that a

well-functioning and resilient design of HGTD peripheral electronics can be achieved.

In addition to the hardware design of the modular PEB, many auxiliary hardwares, such
as the module emulators and the UPL board for IpGBT configuration, are also developed to
be used in the joint test system. To implement desired functions on the module emulators,
IpGBT emulators and DAQ board, dedicated firmwares are developed to respectively mimic
the digital function of ALTTROC, mimic the digital function of IpGBT and serve as the DAQ
counterpart of IpGBT. Those auxiliary hardwares and firmwares also go through individual
tests and finally integrated into the joint test system. They play an important role on the

successful implementation of the individual and joint tests.

Looking ahead to the future tasks that the modular PEB can involve, first of all, in the
near future, it can be easily adjusted to a batch test system for modules. The large amount
of HGTD modules need to be tested in the perspective of functionality after production, so
this adapted test platform supporting up to fourteen modules at the same time can greatly

accelerate the module tests and make our life easier. The required adjustments are only from

!The numbers have been calculated by halving the b-tagging and theoretical uncertainties, while ignoring the 7,4
uncertainties stemming from data statistics.
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the firmware and software sides since the hardware is already there and tested, therefore the
expected time for the adjustments would be very little. It can also be used for the HGTD
DAQ system development before the real PEB board is available. It is a quite lightweight
hardware version of PEB, but it is convenient and efficient for this task. There are already
some groups that use the modular PEB for this purpose. Another application is to be
used in the HGTD demonstration system. It has already been used for this purpose at the
lab in CERN building 180, where many tests are already performed and more studies will
be carried out. In the future, many dedicated tests related to PEB can all be performed
with the help of the modular PEB system, especially some tests that may cause damages
to the hardware, such as irradiation test, thermal test, power consumption test, HV test
and mechanical test on connectors and FLEX cables. It’s expected that the modular PEB

system can always plays a role in different tasks before the installation of HGTD.
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Appendix A

Auxiliary materials on HH search

A.1 Semi-boosted study

A.1.1 Motivation

The primary goal of the semi-boosted study is to exploit more HH events that are uncharted
yet by physics analyzers from the ATLAS Run-2 dataset. The study is performed based on
the HH decay channel of bbr*z~, including both the TlepThad aNd ThaqThad Sub-channels. The
idea is to include those new HH events with one Higgs boson decaying to two -leptons and
another Higgs boson decaying to one large-R jet merged from two b-jets into the resolved
analysis (where the two -leptons and two b-jets are all resolved). Therefore, those new
HH events are called semi-boosted events, thus the related analysis is called semi-boosted
analysis. With those more events also involved into the resolved analysis, the whole analysis
sensitivity is expected to get increased. This semi-boosted study aims to answer the question
of how much the sensitivity gets improved after taking into account the semi-boosted events.
As a pioneer study, it is just performed only with statistical uncertainty, trying to give people
a ballpark of the gain from semi-boosted events and provide a guidance to the future HH
analysis.

Intuitively, it’s very likely that there will be more semi-boosted events from the VBF
HH process which is caused by much harder proton-proton collisions compared to the ggF
process and more likely generates more boosted Higgs bosons that decay to merged b-jets.
Figure 1.5(b) shows the leading order Feynman diagrams for the VBF HH process. As can be
seen, both the couplings (modifiers) kyy and k) contribute to the production of this process.
Therefore, if there are more semi-boosted events explored, it’s expected that the analysis
sensitivity on the two coupling modifiers will get improved, especially the sensitivity on the
Kkoy. Predicted by some Beyond Standard Model (BSM) scenarios, the deviations of the xyy
and k) from their SM values (i.e.1) lead to significant enhancement to the HH production

as described in Section 1.2.4, which further motivate the semi-boosted study.

If proved feasible, the inclusion of the semi-boosted events is a quite promising way to
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improve the sensitivity on the k,; measurement, since it is quite cost-efficient and convenient.
What the analyzers need to do is to select the HH events with semi-boosted topology from
the VBF HH signal samples with varying k,, and k;, and analyze them together with those
resolved HH events. This study will investigate the feasibility of this idea.

A.1.2 Strategy

The general idea of performing this study is to re-use the machinery and strategy of the
current HH search in the bbr*r~ final state as much as possible, including the object recon-
struction and identification, trigger selection, background estimation, analysis frameworks
and etc. Of course, there are specific requirements and implementations on those aspects
dedicated for this semi-boosted study. The study will be performed on both the 7je,7haq
and 7p,qmhad Sub-channels. Since the boosted b-jets are not sensitive to the decay mode of
the other Higgs boson (either decaying to fiepmhad o decaying to maqThad), the sensitivity
improvements on the two sub-channels should be at the same level.

First of all, for the samples of this study, we can not just re-use the already-existing data
and MC samples that are produced for the resolved analysis. Instead, we have to re-produce
all the samples to make them suitable for the semi-boosted analysis. The main difference
between the samples used for resolved and semi-boosted analysis is the consideration of the
large-R jets in the production of the samples. There are large-R jet objects reconstructed in
the samples for the semi-boosted analysis while not in the samples for the resolved analysis.
For the VBF HH signal samples production, the coupling modifiers xy and k; vary from
their SM values. Right after the samples production, a truth analysis is performed on the
truth level to give us a general view of this study, so that a decision can be made based
on the result of the truth analysis. As a result, it’s found that the it’s very promising to
continue this study.

The signal regions (SRs) are defined based on the signal topologies involved in this study.
Generally speaking, there are VBF resolved SR and VBF semi-boosted SR, the overlap
between the two SRs, and the remaining parts after the subtraction of the overlap region
from the two SRs. In terms of the background estimation, the strategy used in the current
HH search should perfectly match the semi-boosted study since the samples are in principle
the same and they are all targeting at the same phase space. The only issue is the feasibility
of the background estimation strategy in the the remaining part after the subtraction of the
overlap region from the VBF semi-boosted SR, which is actually a newly-extended phase
space where the background estimation strategy should be validated.

For the signal extraction, the multivariate technique is used to train the discriminant for
the final simultaneous fit. Generally speaking, in the VBF resolved SR, the BDT trained
by the previous round of the analysis [79] is used while may types of discriminants are

investigated in the VBF semi-boosted SR. Finally, the statistical analysis is performed by
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the commonly-used framework WSMaker in the ATLAS HDBS analysis. For example, with
the help of this framework, the likelihood fits can be carried out and the upper limits on
the VBF HH production cross section are calculated by successively assuming each of those
samples with different x,; values as the predicted signal of this study. Then the curves of
the upper limit on the VBF HH production cross section as a function of the kyy in different
SRs and combination cases can be made as the results of this study. The data points on
those curves are a few due to the limited number of signal samples. A linear combination
technique that combines some samples with different x, as basis samples can parameterize

the upper limit as a function of k,y, so that smooth curves can be obtained.

A.1.3 Samples production

For the samples production, they have to be re-produced to be able to include the large-
R jets in the reconstruction. The samples include data samples, signal and background
MC samples, and all of them are already in the format of AOD, starting from which they
should successively go through the derivation (to DAOD format) and further management
(to CxAOD format). For the 7j,,qmaq channel, the required derivation has been already im-
plemented in the Athena derivation frame by previous studies, and dedicated framework for
CxAQOD production is also developed before. Therefore, the samples for the 7,,qm,,q channel
are directly produced out of the box after requesting production tasks. For the 7j¢,7)5q chan-
nel, the derivation implementation and CxAOD production framework are newly-adjusted
based on the ones used for resolved samples. Similarly, the samples are finally produced by
requesting production tasks of the ATLAS simulation.

In terms of the signal samples, those with representative ky, and k; values are produced.
For the choosing of the kyy and k values, it is the same for both the 7c,m,0q and aqThad
channels. More specifically, four VBF samples with the x; values of 0,1,2,10 and other
coupling modifiers fixed to their SM values are produced while six VBF samples with the
Koy values of 0,0.5,1,1.5,2,3 and other coupling modifiers fixed to their SM values are also
produced. In terms of the derivation of the samples, the dedicated job option scripts should
be implemented in the derivation component of the Athena framework to configure how the
objects are processed at this stage and what will be stored in the samples. In terms of the
CxAOD production, the dedicated framework called CxAODMaker is adjusted and used for
this purpose.

A.1.4 Truth analysis

A truth analysis is firstly performed before the real analysis to check if it’'s worth doing
this semi-boosted study. The idea is to see how many at most semi-boosted events there

are in the generated VBF samples with varying k,y and k; as described in Appendix A.1.3.
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The VBF samples used for the truth analysis is specifically-produced truth samples, which
are different from the generated VBF samples. They are generated based on the event files
after parton shower, successively going through the truth derivation that mimics the real
derivation and the truth-level selection that also imitates the real analysis selection. Finally,
the components of the resolved and semi-boosted events can be estimated and their fractions
can also be calculated. It should be noted that the fraction of semi-boosted events is the
maximum ratio, in reality, it’s less due to the detector acceptance.

The truth selection defines three regions, which are resolved, semi-boosted and boosted
regions. Just as their name implies, the regions are enriched with their corresponding types
of events. Here the boosted events are the HH events with one large-R jet merged from two
-leptons and another large-R jet merged from two b-jets. The threshold cut on the angular
distance between the two -leptons AR(ty.4, Thadq) 1S 0.4, which means the two -leptons with
AR(Thad, Thad) < 0.4 are considered as a large-R jet (boosted). The threshold cut on the
angular distance between the two b-jets AR(b,b) is 0.8, which means the two b-jets with
AR(b,b) < 0.8 are also considered as a large-R jet (boosted).

Figure A.1 shows the results of this truth analysis. On the left plot, it shows the fraction
of each type of events in the VBF signal samples with six different xkyy, values. As can
be seen, there is a considerable amount of semi-boosted events in the VBF signal samples,
especially when the kyy value deviates from its SM value, the amount of semi-boosted events
triples or even quadruples. Also at those values deviating from SM value, the semi-boosted
events are more than resolved events. On the right plot, it shows the fraction of each type
of events in the VBF signal samples with four different k) values. As can be seen, for the
semi-boosted events, the numbers at the non-SM values are not enhanced and still at the
same level with that of the SM value.
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Figure A.1: Fraction of each type of events (resolved, semi-boosted and boosted) in the
VBF samples.

Based on the above-mentioned results, we conclude that the deviation of k; from its SM
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value doesn’t affect the fraction of semi-boosted events and still keeps it remain at the low
level of the SM value, and the deviation of kyy from its SM value can greatly enhance the
fraction of semi-boosted events. Therefore, the four VBF samples with varying x; values
will not be used since they can not easily benefit the k) measurement with the inclusion of
semi-boosted events; the six VBF samples with varying xyy values will be used and they

will very likely improve the sensitivity on kyy after the inclusion of semi-boosted events.

A.1.5 Event selection and categorization

The trigger selection and basic event selection of this study follow the previous analysis of
HH search [79]. Figure A.2 shows the signal events distribution, which is valid for all the six
VBEF signal samples with varying ky, values. Based on the distribution, five different signal
regions are defined, which are the resolved SR (Res), Semi-boosted SR (Semi), overlap SR
(OL), the remaining region after resolved SR minus overlap (ResMO), and the remaining

region after semi-boosted SR minus overlap (SemiMO).

Resolved Semi-boosted

Figure A.2: Signal events distribution that is valid for all the six VBF signal samples with
varying kpy values.

In terms of the definition of the five SRs, they all inherit the basic selection criteria from
previous analysis, require the selection of two VBF jets pointing to opposite hemispheres,
and demand two -leptons with opposite charges. Then those SRs have their own specific
selection criteria. The Semi SR requires one large-R jet with two b-tagged track jets, and a
pr cut of > 200 GeV and a || cut of < 2 on the large-R jet; the Res SR requires two b-tagged
jets; the ResMO firstly vetoes one large-R jet with two b-tagged track jets then requires two
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b-tagged jets; the SemiMO firstly requires less than two b-tagged jets, then demands one
large-R jet with two b-tagged track jets, and a pp cut of > 200 GeV and a || cut of < 2 on
the large-R jet; the OL SR firstly requires two b-tagged jets, then also asks one large-R jet
with two b-tagged track jets, and a pp cut of > 200 GeV and a |g| cut of < 2 on the large-R
jet;

A.1.6 Validation of background estimation strategy used in

SemiMO category

The background estimation strategy of the semi-boosted study follows that of the previous
analysis of HH search in the bbr*r~ final state. In the regime of resolved phase space, the
strategy must be valid in this study since there is actually no difference between the two
cases. However, in the regime of the SemiMO SR where the previous strategy was not used,
it’s not guaranteed the strategy can still work. Although it is very likely that the strategy
can be used since the estimation of the dominant background Z+HF (accounting for about
70% of the total background) in SemiMO SR is not very sensitive to the topology of the
two b-jets in this case. In addition, there are also some components of multi-jet and ¢t with
fake-7,,q. It’s worth performing a validation of the background estimation strategy in the
SemiMO SR.

Here the validation in the 7j,,q7,,q channel is presented as an example. For the 7j¢,7yaq
channel, it is performed in a similar way. The validation in the 7y,,q7,5q channel is performed
by defining three validation regions, ZVR, FakeVR and TopVR, respectively dedicated for the
three main background components (Z+HF, multi-jet and ¢ with fake-7,4) in the SemiMO
SR. The definition of the three validation regions all require two -leptons with opposite
charges, one or more large-R jets and the leading one with more than one track jets among
which there are one or more b-tagged, also demand the selection of two VBF jets pointing
to opposite hemispheres. There are specific selections for the three validation regions. The
ZVR further requires 70GeV < mMMC < 110GeV and AR(1ya4, Thad) < 1.8; the FakeVR requires
m%[MC > 110GeV and one b-tagged track jet; the TopVR demands m%VTIMC > 150GeV and also
myp > 150GeV.

The validation plots of ZVR, FakeVR and TopVR are respectively shown in the Fig-
ure A.3, Figure A.4 and Figure A.5. As can be seen, the predicted events are quite consis-
tent with the data. Therefore, we conclude that the background estimation strategy is still
suitable for the SemiMO SR.

A.1.7 Discriminant variable study

The discriminant variables used in the Res SR and ResMO SR are the already-trained
BDTs from previous round of the analysis [79]. They are suitable in the phase space of the
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Res SR and ResMO SR since that’s the regime where they were trained before. However,
for the discriminant variables used in the Semi, OL and SemiMO SRs where the semi-
boosted topology is targeted, new variables need to be created. In this study, two types of
discriminant variables are investigated for this purpose, one is a newly-created likelihood
ratio while the other is a newly-trained BDT. Both of them are created/trained based on
the samples in the Semi SR and applied in in the Semi, OL and SemiMO SRs. Finally,
statistical fit will be performed on those SRs with their discriminant variables as the signal
extractors.

The likelihood ratio is created from three input variables that already have separation
power of signal and background. The VBF signal with ks, = 3 is used in the creation of
the likelihood ratio. Therefore, it can combine the separation powers of the three variables,
which are the invariant mass of the two r-leptons (mMMC€) the invariant mass of the two
b-jets (mpp) and the invariant mass of the two VBF jets (m};BF). The likelihood ratio is
computed with the equation log(ratiomMMc X ratioy, ratiOmXBF), where the ratio, mvc is the
ratio of the fitted probability density function (PDF) from signal to the fitted PDF from
background based on the distribution of the mMMC: the ration,, and ratiOmXBF are calculated
in the same way. Figure A.6 shows the distribution of the likelihood ratio in the 73,904
channel, which can separate signal from background way better than each individual input

variable.
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Figure A.6: The distribution of the likelihood ratio as a discriminant variable in the Semi,
OL and SemiMO SRs for the 7j,,q7haq channel. The blue line is the VBF signal with xyy = 3
while the stacked histograms are the background.

The other type of discriminant variable is a BDT, which is also trained in the Semi
SR. The BDT also adopts the VBF sample with xyy = 3 as the signal against the combined
background. The samples are split into the even and odd parts based on their event numbers,

so that the BDT can be trained on one part and applied on the other part. Five input

variables are used, which are respectively myy, mITvT[MC, m}/-BF, mpg and pf. In addition,

the hyper-parameters like the number of trees, maximum depth of tree and shrinkage are
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optimized.

It was found that the performances of the likelihood ratio and BDT are pretty similar
after comparing the significances calculated based on them. Finally, the BDT is chosen as
the discriminant variable for the Semi, OL and SemiMO SRs since it is more commonly-used
and acceptable by the analysis group.

The discriminant variable distributions in the five types of SRs for the 7,,qmaq and
TlepThad Channels are respectively shown in Figure A.7 and Figure A.8. It’s worth mentioning
that the binning strategy applied on those distributions are similar to the one described
in Section 3.6.3, but it requires that the minimum MC statistical uncertainty on the sum of
backgrounds of each bin is set to be 10% and the number of expected background events in

each bin is required to be greater than one.
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Figure A.7: The discriminant variable distributions in the five types of SRs for the 7j,,qma4
channel. The upper three plots are respectively for the (a)Semi, (b)OL and (c¢)SemiMO SRs
while the lower two plots are for the (d)Res and (¢)ResMO SRs.

A.1.8 Statistical analysis

The statistical analysis of this semi-boosted study use the same fit model described in Sec-

tion 3.6.1. Also the same statistical analysis framework called WSMaker is used. For the fit,
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Figure A.8: The discriminant variable distributions in the five types of SRs for the 7¢,Thaq
channel. The upper three plots are respectively for the (a)Semi, (b)OL and (¢)SemiMO SRs
while the lower two plots are for the (d)Res and (e¢)ResMO SRs.
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many different setups can be carried out. For example, the individual fits are performed in
each of the five SRs; the ResMO and Semi SRs are fitted simultaneously, so-called Combl1
(i.e. the combination of the ResMO and Semi SRs); the Res and SemiMO SRs are also
fitted simultaneously, so-called Comb?2 (i.e. the combination of the Res and SemiMO SRs).
In each of the fit setups, six statistical fits will be successively performed with the signal
strength of each of the six VBF samples with varying xyy as the POI each time. Thus six
upper limits on the signal strength will be obtained from every fit setup. Since the signal
strength for a signal sample with specific ky, value can be converted to the corresponding
cross section by knowing the predicted cross section at that certain k,y point, we can further
get six upper limits on the cross section of each of the six VBF samples with varying sy .
Finally, a curve of upper limits on the cross section as a function of xyy is created for every
fit setup.

Additionally, an extended upper limit curve can also be made since the above-mentioned
curve has just six data points and ranges from 0 to 3 of kyy. The extended curve is made as
follows. Firstly, in each fit setup, instead of using one signal strength of a VBF sample as the
POI, it uses six signal strengths of the six VBF samples with varying k,y as six POIs which
are further parameterized as the functions of sy, k) and ky. Then the six VBF samples
are also linearly combined with the same strategy as mentioned in Section 3.1.2.1. Thus
a parameterized workspace can be created as a function of k,y, k3 and ky for a specific fit
setup. When performing the fit, one just need to fix the other two coupling modifiers k) and
ky to their SM values and vary the target k, values as you wish. In this way, the extended

upper limit curve can have finer data points and larger k,; range.

A.1.9 Results

As mentioned previously, the upper limit on the VBF signal cross section is as the figure of
merit that implies the sensitivity of this analysis. Figure A.9 shows the upper limits on the
VBEF signal cross section as a function of kyy in different SRs and combination cases for both
ThadThad and TepThaq channels. As can be seen, the upper limit curves for the combination
cases always perform better than that for individual SRs due to the consideration of semi-
boosted events. It can also be observed that the performance in the case of Combl is always
better than that in the case of Comb?2.

To have a more clear view of how the upper limit gets improved before and after the
inclusion of the semi-boosted events, the comparison between Res and Comb1 are made for
both channels by just plotting their upper limit curves on the figures. Figure A.10 shows
the comparison. We can clearly see the improvements, which are about 8 to 15% for both
channels from a quantitative perspective.

Additionally, as mentioned in Appendix A.1.8, the extended upper limit curves are also

made to expand the range of kyy using a linear combination technique of six basis VBF
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Figure A.9: The upper limit on the VBF signal cross section as a function of k,y, in different
SRs and combination cases.
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Figure A.10: The upper limit comparison of Res and Comb1 SRs.
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samples. Figure A.11 shows the extended upper limit curves of the Combl case for both

ThadThad and TepThad channels.
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Figure A.11: The extended upper limit curves of the Comb1 case.

A.1.10 Conclusion

From the results presented in Appendix A.1.9, we conclude that introducing extra semi-
boosted events in the VBF region by using the VBEF signal samples with varying k,y can
improve the sensitivity on ks, by 8 to 15%, which is already a considerable increase even
though the study was performed with just considering the MC statistics. With such an
improvement, it’s worthwhile to try to include the semi-boosted HH events in the next
iteration of the analysis for Run-3. The strategy adopted in this study can hopefully provide

some useful thoughts and ideas in the future.






Appendix B

Auxiliary materials on modular PEB

B.1 TPS56428 daughter board

The idea of the TPS56428 daughter board design is to copy the bPOL12V daughter board as
much as possible, such as the designs of the stamp hole, shielding case, board size and PCB
stack-up. The main difference is the ASIC used on the board. In this design, a commercial
DCDC ASIC TPS56428 is used to mimic the functions of the bPOL12V. Figure B.1 shows
the top view of the board. As can be seen, the same stamp holes and three shield are located
at the same position with bPOL12V daughter board, which allows the board to interface
with the carrier board and use the same shielding cases. The ASIC is placed on the bottom-
left side of the board and the large inductor is located to its right. Around them, there are

those auxiliary components like resistors, capacitors and small inductors.

Figure B.1: Top view of the TPS56428 daughter board.

Like the bPOL12V daughter board, all the important pins of the ASIC are also routed
to the stamp holes and the pin assignment of those stamp holes is exactly the same. For
this board, only the voltage input and output, power enable and power good signals are
routed out to the stamp holes, and the stamp holes assigned for temperature sensor and
output voltage fine-tuning bits are not connected to any pins since the ASIC doesn’t provide

those functions. It’s required that a 0.1 uF capacitor is used in series between the VBST

235
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and SW pins, the 1st pin is for the supply input for the high-side FET gate drive circuit
while the 2nd pin is for the switch node connection between high-side NFET and low-side
NFET. The 1.5 pH large inductor is used between output voltage and SW pin, and it takes
nearly the same space on the board compared to the ASIC. The output voltage is set with
a two-resistor (R1 and R2) divider from the output node to the voltage feedback pin VFB,
more specifically, the R1 is used between the output node and VFB pin while the R2 pulls
VFEB pin down to ground. The output value is determined with the formula 0.6 + (1 + R1/R2).
In the case of 1.2 V output voltage, both R1 and R2 are chosen to be 49.9 kQ. The filter
components including capacitors and inductors are used for the voltage input and output.
To achieve appropriate heat dissipation, the exposed thermal pad of the ASIC is soldered

to the board and also connected to ground by a large number of vias.

B.2 UPL test

The UPL is designed to configure the IpGBT through its I?C bus and several dedicated
GPIO pins. Therefore, the idea of the UPL test is to check if those pins of the 14-pin header
connector can play the roles as expected. As shown in the pin assignment of the 14-pin
header connector (?7), except the GND and NC (not-connected) pins, the performances of
all the other pins should be tested.

Figure B.2 shows the setup for the UPL test. As shown in the picture, one IpGBT
daughter board is used as the operative subject of the UPL. Since the daughter board
is not integrated in a carrier board but used alone, it has to be supplied by an external
power supply unit through the reserved external 1.2V power supply input connector just for
debugging purpose. This power supply can already make sure that most of the IpGBT logics
are properly powered on, including the I?C slave block and register array which are actually
the I2C communication target of the UPL. Because of that, the test can still be properly
carried out even without the IpGBT daughter board connected to carrier board. The UPL
is connected to the IpGBT daughter board through the flat cable while on the other side it
is attached to the host computer through the USB cable.

The most important test item of the UPL is the I?C communication, which determines
the IpGBT register operations thus the configuration of the entire ASIC. Starting from the
host computer where the dedicated UPL GUI or its counterpart scripts are installed, the
IpGBT register operations (read and write) are firstly initiated by the button clicks on
the GUI or script execution from terminal and wrapped into the I?C data frame, which is
transferred out of the host computer in the form of USB protocol through the USB cable
to the UPL. Then the UPL extracts the original IC data frame out of the USB data and
sends out the data in the form of I2C protocol through its 14-pin header connector. Finally,
the SCL and SDA signals reach the IpGBT I%C slave port and get processed by the related
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Figure B.2: Picture of the setup for the UPL test.

slave logic, which directly interfaces with the registers based on the communication signals
received from the host computer. The communication between the host computer and the
IpGBT register is successfully established with the help of the UPL board, which means the
main function of the UPL, i.e. I?C communication, is completely realized, the software and
related scripts work as expected.

In addition to the I?C communication test, there are also some other pins of the UPL
connector that need tests. For the pins of MODEO, MODE1, MODE2, MODE3 and RSTB,
since they are connected to the UPL GPIOs, their directions can be set to be output and their
values are specified through the GUIL. On the corresponding points on the IpGBT daughter
board, the signals of them can be checked through the probe of multimeter. For the pin
of READY indicating the completion of IpGBT configuration, it should always remain low
in our setup. Since it is connected to the UPL GPIO, it can be read through the GUI by
setting the direction of the GPIO as input. For the pin of 1V2MON indicating the power
supply state of IpGBT, it should always remain high. Since it is connected to the UPL
GPIO, it can also be read through the GUI by setting the direction of the GPIO as input.
For the pin of EFUSE, it is connected to the 2.5 V output of the LDO whose enable signal is
also connected to the UPL GPIO, it can be controlled from the host computer through the
GUI by setting the GPIO output. Therefore, if the GPIO output is set to be high from the
GUI, it’s expected that the 2.5 V voltage can be measured by multimeter at the EFUSE pin
of the UPL connector. It should be noted that, in order to avoid possible damages to the
IpGBT E-fuse array, the IpGBT daughter board should be disconnected from the UPL when

the EFUSE pin is tested. In conclusion, after careful tests, all the pins works as expected.
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B.3 Test of module emulator and FH26W daughter
board

There are quite many test items that the module emulator needs to go through before it can
be integrated into the modular PEB board. The test items include the power network test
(including static and dynamic test), the connectivity test of the 71-pin FH26W connector and
FPGA, FLASH memory and FPGA basic functions. For the test of the FH26W daughter
board, only the connectivity of its five 71-pin FH26W connectors and one FMC connector
need to be checked. For the connectivity of the 13-pin FH26W connectors on both the
module emulator and FH26W daughter board, it’s not urgent to check since those connectors
are used for HV power supply of LGAD sensors, but it needs to be checked in the future
when the real modules are connected to the modular PEB board.

Starting from the power network test of the module emulator, which is simple but es-
sential, the static test is to measure the internal resistance of the different voltages (1.0 V,
1.2 V, 1.8 V and 2.5 V) to ground before power on to avoid possible damages caused by
short-circuit in the power network, and the dynamic test is to measure the values of those
different voltages after power on to see if they reach the desired values or not. Both of the
tests can be carried out with a multimeter by pointing the positive and negative probes to
the certain pads on the module emulator board. Fortunately, all the forty second version
module emulators pass the power network test.

In terms of the FLASH memory and FPGA basic functions test, the idea is to firstly
program the FLASH memory then load the configuration file (firmware) from the memory
to the FPGA, finally check if the logics implemented in FPGA can realize the function as
the firmware specifies. Figure B.3 shows the setup of this experiment. In the middle, the
module emulator is held by two special clips, the one on the right is used for providing 1.2 V
input voltage for the board while the other one on the left is used as the JTAG connector
that is occupied by a Xilinx JTAG programmer (HS2 Rev.A). The programmer is further
connected to the host computer where the firmware download to module emulator can be
initiated. In this experiment, the firmware is quite simple, aiming to regulate the 200 MHz
on-board clock to a clock with the frequency of 40 MHz and send it out through a pair of
FPGA differential pins which are routed to two test points on the board. Therefore, we
just need to measure the 40 MHz clock by putting an oscilloscope probe on the test points
and check if the desired waveform is displayed on the screen. The special probe is shown
on the bottom-right side of the picture. After the tests, it’s found that most of the module
emulators work as expected except two of them can not properly load the file from the
FLASH memory which is caused by the poor soldering of some related pads.

In terms of the connectivities of the FPGA, 71-pin FH26W connectors on both the
module emulator and FH26W daughter board, and the FMC connector on the FH26W
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1.2V power supply

Figure B.3: The setup for the FLASH memory and FPGA basic functions test of module
emulator.

daughter board, a dedicated experiment is set up to test all of them. The strategy of this
test setup is to establish as much data transmission paths as possible that start from the
module emulator FPGA and travel all the way to the final DAQ board, during which they
successively go through the FPGA pins, 71-pin FH26W connector on module emulator, then
71-pin FH26W connector and FMC connector on FH26W daughter board. Figure B.4 shows
two pictures of this setup.

Figure B.4(b) shows the top view of the combination of one module emulator and one
FH26W daughter board. The module emulator is attached to the FH26W daughter board
through two commercial flat cables, which are the substitutes of the FLEX cables that are
still in design stage at the time of joint test. The left cable is supposed to transfer high
voltages, but they will be not be applied in this test and the following joint test. The right
cable holds all the transmission lines that bridge the two boards together both electrically
and mechanically. The first one of the five slots is occupied in this picture, but other slots can
also be taken one by one, in such a way, all the five FH26W connectors can be individually
tested at the end. As can be seen, there are two variables in the test, one is about the
forty module emulators under the test and the other one is about the five 71-pin FH26W
connectors. Therefore, we should keep one variable unchanged while going through another
variable. The adopted procedure is like this, the first slot of a certain FH26W daughter
board remains unchanged, and all the forty module emulators are successively connected to
it and get tested. When all the module emulators are done, a module emulator with good
performance is chosen and remains unchanged. It will sequentially go through all the other
FH26W connector slots not only one the current FH26W daughter board but also on other
FH26W daughter boards that require connectivity test. Concerning the power supply of the
module emulators, since the FH26W daughter board can only get the 1.2 V power supply
from the FMC dedicated power pins, which are only routed to the first and second FH26 W
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(a) Global view of the test setup (b) Top view of the module emulator and FH26W
daughter board combination

Figure B.4: Pictures of the setup for the connectivity test of both the module emulator and
FH26W daughter board.



B.3 TEST OF MODULE EMULATOR AND FH26W DAUGHTER BOARD 241

connector slots, the module emulators that are connected to the other three slots have to
be supplied through their external power input connector with the use of the custom-made
interface clip.

Figure B.4(a) shows the a global view of the setup. As can be seen, again the uFC
is used as the DAQ board of the test system. On the lower side, the combination of the
module emulator and FH26W daughter board is inserted into the left FMC connector of
uFC. As usual, the uFC is supplied by a 12 V voltage through the write power connector on
its top side and a Xilinx JTAG programmer is inserted into its JTAG connector for FPGA
programming and configuration. In order to initiate signals from module emulator side and
receive them by the uFC, dedicated firmwares need to be developed and implemented into
the FPGASs of module emulator and uFC. The development of the firmwares is actually based
on the firmware for module emulator and its DAQ counterpart as described in Section 5.4.1,
which can be just verified in virtue of this experiment. Figure B.5 shows the block diagram

of the firmwares and connectivity of the setup.

FPGA Kintex-7

40 MHz

FPGA Spartan-7 4, v,

—

Fixed » L
pattern ‘
Fixed » L
pattern

Module emulator

— FMC mm) FMC

FH26 daughter board

uFC

Figure B.5: The block diagram of the firmwares and connectivity of the setup.

For the firmware implemented in the module emulator FPGA, it aims to generate suf-
ficient data streams to feed into the FPGA pins that are assigned for key signals such as
the timing data, luminosity data, fast command, slow control, clock and monitoring signals.
Among the data streams, one of them is generated by the logics for ALTTROC timing data
path, then serialized and sent to the dedicated FPGA pins while the remaining ones are
from fixed patterns, which are further serialized by the OSERDES2 logic and sent to related
FPGA pins. After the long journey of passing through several connectors, those serialized

data streams arrive at the corresponding pins of the FPGA on uFC board. The serialized



242 APPENDIX B AUXILIARY MATERIALS ON MODULAR PEB

timing data stream is handled by the corresponding DAQ counterpart logic and reverted
to the original timing data that is being monitored by the ILA logic. The other serialized
data streams are deserialized by the ISERDES2 logic into the original fixed patterns, which
also go to ILA logic. It’s worth mentioning that, in order to synchronize the clocks that run
on module emulator FPGA and uFC FPGA, the clocks on module emulator side are origi-
nated from a 40 MHz clock from the uFC side. Based on the correctness of the recovered
original data displayed on the host computer, the connectivity of those FPGA pins and also
connector pins can be deduced.

Concerning the results of the connectivity test, firstly, it’s found that there is no connec-
tivity issue for all the connectors of the twenty FH26W daughter boards that go through the
test, but for the module emulators, although there is also no connectivity issue for the 71-pin
FH26W connector of each tested module emulators, it’s found that nine out of forty mod-
ule emulators suffer from insufficient soldering for a few pads of their FPGAs. Those nine
problematic module emulators, together with the previous two boards that have FLASH
memory issues, are sent back to the manufacturer for repair. Fortunately, all the issues are

solved and those module emulators are sent to us.



Publications and Conference Talks

Publications with significant contributions:

o L. Han, L. Zhang, J. Zhang, S. Chen, M. Qi, Z. Liang, Demonstration system of the
HGTD peripheral electronics boards for ATLAS phase I upgrade, NIM A: Accelerators,
Spectrometers, Detectors and Associated Equipment, Volume 1045, 2023, 167651,

ISSN 0168-9002, https://doi.org/10.1016/j.nima.2022.167651.

o L. Han, L. Zhang, J. Zhang, S. Chen, M. Qi, Z. Liang, The isolated USB programmer

board for lpGBT configuration in ATLAS-HGTD upgrade, 2022 JINST 17 C03030.

o ATLAS Collaboration, Search for the non-resonant production of Higgs boson pairs

via gluon fusion and vector-boson fusion in the bbr*t™ final state in proton-proton
collisions at \[s = 13 TeV with the ATLAS detector, ATLAS-CONF-2023-071, 2023.

Conference posters and proceedings:

» International conference: Isolated USB Programmer for LpGBT (UPL) for the
ATLAS-HGTD upgrade, TWEPP 2021 Topical Workshop on Electronics for Particle

Physics, on-line, Sep 2021.

o International conference: Demonstration System of the HGTD Peripheral Elec-
tronics Board (PEB) for ATLAS Phase II Upgrade, 15th Pisa Meeting on Advanced

Detectors, La Biodola - Isola d’Elba (Italy), May 2022.

« National conference (Award for best poster and flash talk): Emulator System
of the HGTD Peripheral Electronics Board (PEB) for ATLAS Phase II Upgrade, The

7th China LHC Physics Workshop (CLHCP 2021), Nanjing, China, Nov 2021.

o National conference: Legacy search for the non-resonant production of Higgs boson

pairs via gluon fusion and vector-boson fusion in the bbr*t~ final state in proton-

proton collisions at s = 138 TeV with the ATLAS detector, The 9th China LHC

Physics Workshop (CLHCP 2023), Shanghai, China, Nov 2023.

243






Acknowledgement

O

SERCRR IR TC, BRI 2 NRISCRT Bl AU, B AR TE AR R Ay 6
Mo BYG, IO IR B L% . RO SRR L OH T AR R 2 DR
SO R FREMERI AR b, SR RO TG R R,
TElEEs, HRGSZ R I R BRI, RERSERRZ T fe- T TR TR R =25 .

M ERB PR FIWIR A B2 SKRE XSRS E —Z AR FEIE X —E Rl
HIXH ORISR A TKEITRENS SO R ERYE 28, JX B TR T
FRHIRHIT AR O [ IR BE ST o AT L8 SCHY 58 G A TFSRE I BORHT_E AN 15 A0
FKilro KBS REFTAYSKACENN, SISO, I Hig S AAE HGTD Hr221
WA U R o SRASE IXE SCHIRE AR S 1 SR, X EAIE SCR e |
— =

SR BT S XS BAE N [] ATLAS SCB I E TR TR SR B, 2 Antonio fif 12 /522
RS BB M PEER RISER . BORSC AEALIE . BT IR R R T
DA AT BB 2R AR R, BEd TR SRRt Bl B R, BAT 'R
M CERN fifrseie, FARF B M ou@ SRl R ARy R8s B2 RBUR A 5c i
), ROESRER T A B Rl T B T AR COMET 523 It fis SR 17 AR5 G
IR AR [F T IR AL, AR TCRNR Bl BRI Ao

WJa . PERHIRAT SIS SRR, BRI A TCRAS R, IR(T17C5%
PR 5 R MV BRI R SE R/ T

245



	国家图书馆封面
	封面
	英文封面
	中文摘要
	英文摘要
	目录
	Introduction
	Chapter 1 Theory
	1.1 The Standard Model
	1.1.1 Quantum chromodynamics and electroweak theory
	1.1.1.1 Strong interaction
	1.1.1.2 Electroweak interaction

	1.1.2 Electroweak spontaneous symmetry breaking
	1.1.2.1 The mass of the fermions


	1.2 Higgs boson and its pair production
	1.2.1 Higgs boson properties
	1.2.2 Higgs boson pair production
	1.2.3 Higgs potential properties
	1.2.4 Beyond-the-SM physics and the HH production


	Chapter 2 The ATLAS Experiment
	2.1 The Large Hadron Collider
	2.2 The ATLAS detector
	2.2.1 Inner Detector
	2.2.2 Calorimeters
	2.2.3 Muon spectrometer
	2.2.4 Trigger and data acquisition

	2.3 Definition of physics objects
	2.3.1 Track and vertex
	2.3.2 Electron and Muon
	2.3.3 Jet
	2.3.4 Overlap removal
	2.3.5 Missing transverse energy


	Chapter 3 Search for Higgs Boson Pair Production
	3.1 Data and Monte Carlo samples
	3.1.1 Data samples
	3.1.2 Monte Carlo samples
	3.1.2.1 Signal samples
	3.1.2.2 Background samples


	3.2 Event selections
	3.2.1 Overview
	3.2.2 Trigger selection
	3.2.3 Event selection
	3.2.4 Event categorization
	3.2.5 Z+HF control region

	3.3 Background estimation and validation
	3.3.1 Background estimation strategy
	3.3.2 Strategy validation
	3.3.2.1 Fake factor method validation : 1-tag SS
	3.3.2.2 Fake factor method validation : 1-tag OS
	3.3.2.3 Top validation region
	3.3.2.4 Fake validation region


	3.4 Multivariate signal extraction
	3.4.1 General MVA and optimization strategy
	3.4.1.1 Folding strategy
	3.4.1.2 Optimization of hyper-parameters
	3.4.1.3 Selection of input variables

	3.4.2 ggF/VBF BDT
	3.4.3 SR BDT

	3.5 Systematic uncertainties
	3.5.1 Experimental uncertainties
	3.5.2 Modelling uncertainties on MC-based background
	3.5.2.1 Uncertainties on single-top in lephad SLT channel

	3.5.3 Modelling uncertainties on data-driven background
	3.5.4 Modelling uncertainties on signal processes

	3.6 Statistical analysis
	3.6.1 Statistical model
	3.6.2 Fit setup
	3.6.3 Binning

	3.7 Results

	Chapter 4 The ATLAS Phase-2 Upgrade
	4.1 Physics motivation
	4.2 HL-LHC
	4.3 Overview of the ATLAS Phase-2 upgrade
	4.4 HGTD
	4.4.1 Overview
	4.4.2 Hybrid HGTD module
	4.4.2.1 LGAD sensor
	4.4.2.2 ALTIROC ASICs
	4.4.2.3 Module assembly and loading

	4.4.3 Peripheral electronics of the HGTD
	4.4.3.1 Overview
	4.4.3.2 lpGBT
	4.4.3.3 DC-DC converter bPOL12V
	4.4.3.4 VTRx+, MUX64 and connectors
	4.4.3.5 Peripheral electronics boards

	4.4.4 DAQ, DCS and luminosity


	Chapter 5 Modular Peripheral Electronics Board Design
	5.1 Requirement analysis
	5.2 Design strategy
	5.2.1 General hardware structure
	5.2.2 Control and configuration strategy
	5.2.3 Connectivity of timing and luminosity data streams
	5.2.4 Power supply
	5.2.5 Monitoring
	5.2.6 Clock network
	5.2.7 Other considerations

	5.3 Hardware design
	5.3.1 Carrier board
	5.3.2 Daughter boards
	5.3.2.1 lpGBT daughter board
	5.3.2.2 VTRx+ daughter board
	5.3.2.3 bPOL12V daughter boards
	5.3.2.4 MUX64 daughter board
	5.3.2.5 FH26W daughter board

	5.3.3 Auxiliary boards
	5.3.3.1 Module emulator board
	5.3.3.1.1 Hardware structure
	5.3.3.1.2 FPGA selection
	5.3.3.1.3 I/O standard selection
	5.3.3.1.4 Clock
	5.3.3.1.5 Power supply
	5.3.3.1.6 Configuration

	5.3.3.2 lpGBT configuration board
	5.3.3.2.1 Overview
	5.3.3.2.2 Hardware
	5.3.3.2.3 Software



	5.4 Firmware design
	5.4.1 Firmware design for module emulator and its DAQ counterpart
	5.4.1.1 Firmware design for module emulator
	5.4.1.2 Firmware design for DAQ counterpart

	5.4.2 Firmware design for lpGBT emulator
	5.4.2.1 Overview
	5.4.2.2 Uplink and downlink logics
	5.4.2.3 High-speed interface

	5.4.3 Firmware design for lpGBT DAQ counterpart
	5.4.3.1 Overview
	5.4.3.2 Uplink and downlink logics
	5.4.3.3 High-speed interface



	Chapter 6 System Tests
	6.1 Test strategy
	6.2 Individual test
	6.2.1 Test of hardware components
	6.2.1.1 lpGBT daughter board test
	6.2.1.2 Test of VTRx+ daughter board
	6.2.1.3 Test of bPOL12V daughter board

	6.2.2 Test of firmware components
	6.2.2.1 Test of the firmware for lpGBT emulator and its DAQ counterpart


	6.3 Joint test system setup
	6.4 Test of system configuration
	6.5 Test of data transmission
	6.5.1 Versatile links test
	6.5.1.1 Test of versatile uplink
	6.5.1.2 Test of versatile downlink

	6.5.2 Full data path test
	6.5.3 Test of lpGBT uplink E-port data rate setting

	6.6 Test of power supply
	6.7 Test of monitoring network
	6.8 Test of clock and fast command distribution
	6.9 Summary
	6.9.1 Review of the modular PEB design and test
	6.9.2 Serve as module test platform and beyond


	Chapter 7 Conclusion and Outlook
	Bibliography
	Appendix A Auxiliary materials on HH search
	A.1 Semi-boosted study
	A.1.1 Motivation
	A.1.2 Strategy
	A.1.3 Samples production
	A.1.4 Truth analysis
	A.1.5 Event selection and categorization
	A.1.6 Validation of background estimation strategy used in SemiMO category
	A.1.7 Discriminant variable study
	A.1.8 Statistical analysis
	A.1.9 Results
	A.1.10 Conclusion


	Appendix B Auxiliary materials on modular PEB
	B.1 TPS56428 daughter board
	B.2 UPL test
	B.3 Test of module emulator and FH26W daughter board

	Publications and Conference Talks
	Acknowledgement

