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Chapter 1

Introduction

Let us start by brushing over dark matter (DM) in the historical context. The history of the
conceptualization of DM to explain astrophysical observations dates back at least to the 18th
century when Johann Heinrich Lambert attempted to explain the then-conjectured disk-like,
rotational Milky Way structureE] using “immense dark bodies” [8,9]. In the framework of
this Lambert’s hypothesis, Newcomb [10] qualitatively investigated the possibility to explain
the boundedness of a high proper motion star, Groombridge 1830 |11], which exceeded the
Milky Way’s escape velocity calculated from the visible stars back then. At the the dawn
of the 20th century, Lord Kelvin [12] purposed the existence of dark celestial bodies when
estimating the amount of matter around our sun, a sense that was close to the modern sense
of dark matter. In one of the analyses of matter in the Milky Way, Poincaré [13| described a
matiere obscure (as opposed to matiere brillante), which was later translated by Watson [14]
who coined the term “dark matter”.

Opik [15] and Kapteyn [16] were the first to use vertical dynamics of stars to study the
amount of gravitational mass, and thus investigated the possibility of the presence of dark
matter in the Milky Way. Jeans [17], Lindblad [18] and Oort [19] similarly conjectured the
need of DM in the galactic plane to account for the total mass in the solar neighborhood in

conjunction with the luminous bodies. The language of that time-period was the prediction

!See also Lambert’s contemporaries’ attempts to describe the Milk Way [6},7].



and measurement of stellar vertical acceleration, K(z), that obeys

w = \/wg + 2/ZK(z)dz, (1.1)

where w is the z-component of the velocity of a star and wq is w at the galactic plane, z = 0.

Eq. (L.1]) can easily be derived by considering the acceleration per unit mass as the derivative
on galactic gravitational potential
do

K(z) = -— (1.2)

and applying conservation of energy. We will apply the modern variation of Eq. to
study dissipative dark matter in chapter [3l The first concrete evidence of dark matter was
from the observation of the extraordinary large velocity dispersion of the Coma Cluster |19],
where Zwicky [20] pointed it out as a strong evidence for DM.

Of course the notion of DM developed in great leaps since the first half of the 20th century,
departing from the thoughts of faint stars, dark stars, planets and nebulae as the source of
DM. From the second half of the 20th century, starting from Rubin and Ford’s pioneering
work on Andromeda’s rotational curve [20], evidence emerged strongly for the presence of
an invisible matter. Evidence further piled up that DM indeed played an important role on
the universe, from more observations on galaxy rotational curves [21] to cosmic microwave
background [22}23], and DM has a more mysterious origin than other mundane astrophysical
objects. For readers interested in the history of DM research, a more exhaustive review is
available in Ref. [24].

Nowadays, physicists measure that DM occupies ~26% of the total energy budget and
~80% of total matter budget of the universe [23]. We often consider DM having a particle
physics origin. While a very popular DM candidate in the first score of years of the 21st
century is weakly interacting massive particles (WIMPs), among which a popular class of
candidates is supersymmetric particles [25], there are plenty of other conjectures such as
DM as sterile neutrinos [26], axions [27,28], superheavy (WIMPzillas) DMs [29,30], just to
name a few. Of course, there are still conjectures of DM as astrophysical objects [31-35] and

composite bound states [36-40].



Indirect Detection
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Figure 1.1: Methods of dark matter detection.

The common methods to detect dark matter are described by the famous diagram in
Fig. [[.1] The limbs in the figure are incoming or outgoing particles, and the bubble in the
middle represents some Standard Model-Dark Matter interaction we do not know yet. From
the left to right is the indirect detection (ID) channel. Dark matter inhabits the Milky Way or
other galaxies can annihilate among themselves to give off Standard Model (SM) signatures,
such as photons, neutrinos and cosmic rays. While in this thesis we would not address the
ID method, readers interested can refer to the reviews in Ref. [41,42]. From the right to
left is the collider production channel, where two SM particles are put in an accelerator and
collide together to produce new particles, among which can be DM or DM-related particles.
A review of collider terminology can be found in Ref. [43] for readers not familiar with
the physics at a collider. In Chapter 2, we study new strategies to identity SUSY models
in a future collider scenario. These models produce a stable lightest superpartner (LSP)
that can act as a DM candidate. Lastly, from bottom to top (or top to bottom) is the
direct detection (DD) channel. DM in the solar neighborhood of the Milk Way often passes
through the Earth, possibly interacts with earthly materials. If a detector is built sensitive

enough, it can detect the recoil of the detector material off such a collision event. Readers



interested in the method of DM direct detection can refer to reviews in Ref. [44,145]. In
chapter 4, we discuss our work on how DM direct detection interplays with astrophysics
concerning local DM distribution. Another interpretation of the vertical arrow in Fig.
is that we replace the interaction bubble with a graviton as a force mediator. Gravity is
the only known interaction DM participates in, both among themselves and to the SM.
By observing kinematics of stars under gravitation potential of the Milky Way or other
galaxies, we can infer how much DM there are and how they are distributed. In this sense,
this kind of detection stands somewhere between DD in the interaction sense, and ID in the
sense that it uses astronomical observations. Some methods are discussed in the reviews in
Ref. [3,46]. In Chapter 3, we will use this technique to study and constrain dissipative dark
matter (DDM). Of course, these are not the only ways physicists can study DM. Other ways
include observing galaxy rotational curves, large scale structures and the cosmic microwave
background (CMB), etc. For more thorough reviews of DM physics, our evidence of it and
the handles to study it, readers can refer to Ref. [47-50].

This thesis is organized as follow: In Chapter 2, we discuss a future proton-proton col-
lider with center of mass energy around 100 TeV [51-53]. In this work we will study its
sensitivity to two simplified SUSY models involving supersymmetric tops (stops): pair pro-
duction of stops that decay to tops or bottoms and higgsinos; and stops that are either pair
produced or produced together with a gluino and then cascade down through gluinos to
the lightest superpartner (LSP). We devise new strategies to identify super-boosted tops or
bottoms with transverse momentum of order TeV. In Chapter 3, we use stellar kinematics
from the latest Gaia data release [54,55] (DR2) to measure the local dark matter density
and DM local substructure. By doing so we can set constraints on the surface density and
scale height of a thin dark disk aligned with the baryonic disk and formed due to DM self-
interaction. In Chapter 4, we study how the empirical DM velocity distribution inferred
from Gaia-Sausage [56-61], a dominant substructure in the solar neighborhood, affects the
interpretation of DD data. We survey different classes of operators in the non-relativistic
effective field theory that could arise from several relativistic benchmark models and empha-

size that the Gaia velocity distribution modifies both the total number of events as well as



the shape of the differential recoil spectra, the two primary observables in DD experiments.

In Chapter 5, we summarize what we have learnt from this thesis.



Chapter 2

Jet Observables and Stops at 100 TeV
Collider

2.1 Introduction

In this chapter, we discuss the prospect of identifying supersymmetry (SUSY) using a future
proton-proton 100 TeV collider with jet substructure techniques [62,63]. In this introduction,
we motivate the study of SUSY model.

It is known that the Standard Model (SM) Higgs scalar mass is unstable to quantum
corrections, which in general are proportional to the highest mass scale of the system. One
way to resolve the problem is to introduce weak scale SUSY to cancel out the quantum
corrections, thus acquire a “natural Higgs”. Omne of the most important motivations for
SUSY is that for some SUSY models, there is an symmetry that governs the change in
number of SUSY particles in an interaction. It is a Zy symmetry known as the R-parity.
The consequence is that lightest supersymmetric particle (LSP) will be stable. And it is a
good candidate for weakly interacting massive particle (WIMP) DME] .

One other reason to motivate weak scale SUSY is that it also helps gauge coupling

unification. A review of SUSY can be found in Ref. [25].

!The LSP of a weak scale SUSY happens to be an ideal DM candidate because of the WIMP miracle.
We briefly demonstrate the reason in Appendix



This chapter is organized as follows: In Section 2.2 we motivate the study of 100 TeV
collider and introduce the basics of SUSY models. In Section 2.3] we present details of
the two stop simplified models. In Section 2.4] we discuss the jet finding algorithms and
demonstrate the discriminating powers of several jet observables we used in the analyses. In
Section we present the analysis for the £ — H model and its results. In Section , we
present the analysis for the # — § — ¥! model and its results. We will conclude and discuss
possible future directions in Section [2.7] This chapter is based on the work with JiJi Fan
and Preit Jaiswal in Ref. [64].

2.2 Basic of SUSY in a 100 TeV collider

Collider experiments have been the most powerful probe to reveal the nature of the small-
est possible distance scale in particle physics. While currently the Large Hadron Collider
(LHC) is still busy exploring the TeV scale, there has been a growing effort in planning for
future hadron colliders to take the baton from the LHC in hunting for new physics beyond
the Standard Model (SM) [51H53/65H71]. So far the most discussed future hadron collider
scenario is a circular 100 TeV proton-proton machine. It has been demonstrated that such a
machine can push the testable energy frontier by roughly one order of magnitude and could
discover colored particles with masses near 10 TeV [72-80] as well as electroweak particles
with masses near 1 TeV [81-92].

One of the most-motivated new physics targets at hadron colliders is the top partners,
for example, stops in the supersymmetric (SUSY) scenarios. The mass scale of stops is an
indication of the fine-tuning level of electroweak symmetry breaking in SUSY [93-100]. So
far only the simplest possible stop decay, t — t + ¥! with ¥¥ being the lightest neutralino
has been studied at a 100 TeV collider [76].

In this chapter, we will investigate reach of a 100 TeV collider for stops in two new stop
simplified models with more complicated stop decay chains and final state topologies. In the

stop-higgsino mode (t — H model), the higgsino multiplet is at the bottom of the SUSY

2This model is also considered in Ref. [101] in the context of the LHC.



spectrum. Right-handed stops will decay to both neutral and charged higgsinos, which are
nearly degenerate in mass, with about equal probabilities. In the  —§—x? model, the gluino
is lighter than the stops. The stops will cascade down to the the lightest neutralino (which
we take to be bino) through the gluino and produce multiple tops. In this case, stop-gluino
associated production could be as important as stop pair production.

In the stop searches, one generic challenge is that SM particles, in particular, tops pro-
duced from decays of the heavy stops would be hyper-boosted with transverse momentum
of order TeV and above. Their subsequent decay products would be collimated into a small
cone with angular size comparable to or even smaller than a calorimeter cell. This makes
the standard tagging procedure used at the LHC not directly applicable. In Ref. [76], it is
suggested that leptonic-decaying tops could be identified by tagging a hard muon inside the
jet at a 100 TeV collider. To study the more complicated stop decay topologies, we need
to go beyond the simple muon tagging strategy and tag hadronic-decaying tops to improve
the reach. We will develop boosted top and b jet tagging strategies based on several jet
observables such as the track-based observables discussed in Ref. [102] to suppress both the
SM and SUSY backgrounds.

2.3 Simplified Models

We consider two new simplified models: ¢ — H and £ — § — x?, which will be described in

detail below. For simplicity, we only consider right-handed stops in the simplified models.

2.3.1 {¢— H Simplified Model

In the £ — H simplified model, the higgsino multiplet is at the bottom of the SUSY mass
spectrum and O(TeV) lighter than the stops while the remaining SUSY particles are assumed
to be decoupled. The neutral and charged higgsino masses are nearly degenerate, separated
by only O(GeV), with the neutral higgsino H? being the LSP (fig. . In addition to
studying the reach of #— H model at a 100 TeV collider, we will also discuss how to distinguish
it from the simplest stop simplified model with bino being the LSP (fig. .

8
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Figure 2.1: Stop simplified models.
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Figure 2.2: Sample Feynman diagrams for signal in the { — H simplified model.

There are two decay channels for stops in the  — H model, each of which is equally likely:

e The first channel is the stop decaying to neutral higgsinos, i.e. t — t]:IS —t4* + ]:If,
ort — t+ I:I? (fig. . The decay emits a boosted top and the LSP, which may
also be accompanied by soft particles if the stop decays to ﬁ]g first. The particles from
off-shell Z* decays are soft, E ~ O(GeV), making their measurement difficult at a

hadron collider. We do not consider tagging them in this piece of work.

e The other stop decay channel is  — bH* — bW* 4+ H? (fig. [2.2b)). The H* from stop
decay promptly decays to the LSP and an off-shell W*. Similar to the previous decay
channel, SM particles resulting from W* decay are too soft to be tagged.

The signal events will then be a mixture of b’s and t’s accompanied by missing energy. In
comparison, in the { — B simplified model, { — ¢B and the signal events contain only boosted
t’s.

2.3.2 t—g§— x) Simplified Model

In this simplified model, we assume the three lightest SUSY particles to be stops, gluino and
bino (LSP) while the remaining SUSY particles are decoupled (fig. [2.1c|). Similar simplified

10
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Figure 2.3: Sample Feynman diagrams for signal in the  — § — 9 simplified model.

models have been considered before in the literature for future collider searches with one
major difference: previous studies assume a mass hierarchy between stops and gluino so that
one of them can be decoupled from the other |76]. In this study, however, we assume that
stops and gluinos are both O(1 — 10TeV) so that they can not be decoupled. We further
assume that gluinos are lighter than stops so that the relevant decay channels are ¢ — gt
and g — ttx} (fig. . Henceforth we refer to this simplified model as the # — § — ¥{ model.
Although this simplified model was considered in [74], the focus of that study was to estimate
gluino reach at future colliders. Our goal instead is to estimate the reach of heavy stops in
the context of £ — § — x" model at future 100 TeV collider. There are two stop production

channels in this model, each characterized by 6 top quarks and missing energy in final state

e Stop-pair production : pp — tt* — tttttt + Pr (fig. [2.3a)).
e Stop-gluino associated production : pp — tt*§ — tttttt + Fr (fig. 2.3)).

Besides SM backgrounds, there is an additional important SUSY background to be con-
sidered. The mass hierarchy of # — § — ¥} model implies that the gluino must have already
been discovered before the stops. Therefore, we must also consider the following gluino-pair

production channels for background :

e Gluino-pair production : pp — gg — tttt + Fr (fig. [2.4a)).

11
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Figure 2.4: Sample Feynman diagrams for SUSY background in the # — § — {9 simplified

model.

e Gluino-pair production with tops : pp — ggtt — tittttt + Fr (fig. [2.4b)).

2.4 Event Generation and Jet Observables

2.4.1 Event Generation

Parton-level events were generated using MadGraph5 [103], split into four bins : Hp €
(1.5,3] TeV, (3,5.5] TeV, (5.5,8.5] TeV and (8.5,100] TeV, followed by parton-showering
and hadronization in Pythia8 [104] and detector simulation in Delphes [105]. For SM back-
ground samples, additional jets were included at the parton—leve]ﬁ and then matched to
parton shower using the MLM matching scheme [106]. Hy and Fr distributions for SM and
SUSY processes are shown in fig. and fig. respectively. These distributions serve as a
consistency check for correct normalization of Hr bins as well as matching for SM processes.

As pre-selection cuts, events are required to have Hy > 2 TeV and Fr > 200 GeV.

3Two additional jets were included for all SM processes except tt + W/Z for which only one additional
jet was included.
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2.4.2 Jet Clustering

Final state hadrons and non-isolated leptons are clustered into jets using FastJet [107]
with jet radius parameter R = 0.5 and using the anti-kr algorithm [108]. Given that both
simplified models are characterized by boosted top quarks in the final state, jet substructure
is a valuable tool for identifying tops. To this end, we additionally cluster fat jets with
pr > 200 GeV using the Cambridge/Aachen (C/A) algorithm [109,|110] and jet radius
parameter R = 1, with the idea being that fat jets adequately capture top decay products.
A well-known issue with fat jets is that the presence of final state radiation (FSR) from top
quarks and initial-state radiation (ISR)/underlying event can adversely affect the jet mass
and other jet substructure properties. To mitigate this problem, Ref. |[102] proposed scaling
down the fat jet radius to R = Cmyep/pr where C' is O(1) number. The basic idea behind
using dynamic radius is that the top decay products are confined to angular size of myqp/pr
while ISR/FSR outside this cone-size is excluded.

In our analyses, we recluster the C/A jets using the anti-kr algorithm and winner-take-
all (WTA) recombination scheme [111]. In the analysis of the # — H simplified model, we
recluster the C/A jets with R = 600 GeV/pr &~ 3.5myp/pr. In the t — § — ¢V simplified
model, there are 6 top quarks in the final state. Occasionally, multiple top quarks are
clustered into a single fat jet. To resolve this issue, we perform a two-step scaling down
procedure. In the first step, we recluster the C/A jets with R = (1TeV)/pr to separate
multiple top quarks if any. All subjets with p;r > 500 GeV are retained as top candidates.
In the second step, each of the resulting jets are further reclustered with a smaller radius of
R = (600 GeV)/pr to remove ISR/FSR. We compute jet observables which we will discuss

below based on the reclustered final jets.

2.4.3 Jet Mass

We calculate the jet mass, m;, in two ways depending on the pr of the jet. For jets with
pr < 1 TeV, we calculate m; using the energy-momentum information from both the the

tracker and the colorimeters, which is the same way as is done at the LHC. For jets with
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Figure 2.7: Jet mass distributions for £* and QCD samples.

pr > 1 TeV, the cone size of the jet is so small that calorimeter cells in the future collider
may not provide enough spatial resolution to resolve the jet constituents. Therefore, we will

use the method described in Ref. |[102,/112], i.e. using only the tracker energy-momentum

(track)

information to calculate m; . Then the jet mass is rescaled to remove the tracker’s bias

for charged particles,

( ) p(track+calorimeter)

o track) U

mj = mj (track) ’ (2 1>
Dr

In fig. we present the jet mass distributions for boosted top candidate jets with
pr > 1 TeV in tt* and QCD light flavor samples. Leptonically decaying top candidate jets
characterized by the presence of a hard muon (pr > 200 GeV) inside the jet are shown in the
top panel while hadronically decaying top candidate jets are shown in the bottom panel. In
the tt* sample, the leading top candidate jets are likely from boosted top quarks produced
from stop decays. This is reflected in the jet mass distribution of the leading jet in #£* which
peak at ~ my.p, while QCD jets peak at much lower values as shown in fig. (b). A similar
trend is observed for leptonically decaying top candidates, as shown in fig. (a), with a

minor difference that the jet mass distribution peaks at slightly lower values ~ 145 GeV due
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Figure 2.8: 73, distribution of leading top candidate jet in ##* and QCD samples.

to missing energy.

2.4.4 N-subjettiness

A boosted top quark decaying hadronically has a three-prong substructure unlike a QCD
jet. One of the jet observables that exploits this N-prong substructure of boosted particles
is N-subjettiness T](f ) which is defined as in Ref. [113] :

TJ(Vﬁ) - memin {(ARl,i)ﬁa (ARM)B’ T (ARNvi>ﬁ} (2:2)

where the sum runs over all the constituent particles of the jet, pr; is the pr of the i
constituent particle, AR; is the angular separatio between the i*" constituent and subjet
axis J and the  parameter is an angular weighting exponent. The N subjet axes are defined
using the exclusive kp-algorithm with WTA recombination scheme. For the case of top quark

Téﬁ ) is the relevant observable. However, it has been shown in

which has a 3-prong decay,
Ref. |113] that following variable is a better discriminator between top jets and QCD jets:
(8)
T
T2 = <5 (2.3)
T2
From here on, we will set 3 = 1. For top candidate jets with pr < 1 TeV, we use both

tracker and calorimeter information to compute 735 while for jets with pr > 1 TeV, we only

4 Angular separation is defined as AR ;; = \/(AUJJ)Q + (A¢y,)2.
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use tracker information. In fig. the 735 distribution of the leading top candidate jet is
shown for t£* and QCD samples. For the figure, only boosted top candidate jets with pr > 1
TeV are selected. The {#* sample was generated for £ — § — X! simplified model with m; = 4
TeV, mg = 2 TeV and mygo = 200 GeV. Due to 3-prong substructure of top quark decays,

739 for boosted tops peaks at smaller values compared to that for QCD jets.

2.4.5 Mass-drop

For boosted jets containing a hard muon py > 200 GeV, mass-drop z,, is defined as follows

[114l[115):

m
_ il
where m; is the jet mass calculated as in Sec. and m; is the mass of the jet excluding

the hard muon. The observable measures how much of the jet invariant mass is carried by
hadronic activity. In a boosted top jet with W decaying to a muon, m; is approximately
the invariant mass of the b jet, which is only a small fraction of m; ~ my.,. Thus we expect
x, to be close to 1. On the other hand, for heavy flavor jets such as b jets, the muon only
carries a small fraction of energy and a large jet invariant mass should come from hadronic
activity, resulting in z, — 0.

The distributions of z,, for different samples are presented in fig. 2.9} The left panel shows
the z,, distributions of leading jets in the SM ¢¢ and SUSY { — tB samples. The distributions
are similar and both peak at x, ~ 1 since most of the leading jets in both samples are top
jets. There is a smaller bump at lower z,, which comes from tops with leptonic-decaying
b’sﬂ and hadronic decaying W bosons. The right panel shows the distributions of leading
jets in the SM QCD and SUSY ¢ — bH* samples. In these two samples, the leading jets
are mostly b jets. Thus their distributions are comparable and both peak at smaller values
of x, close to 0. Notice that the non-zero peak value of z, is due to the requirement that
muon inside the jet satisfy pr > 200 GeV. The mass drop of the leading b jets peaks at zero

when the muon pr cut is removed, consistent with the results in Ref. [114,|115].

5Leptonic decaying b is defined as a b jet with a muon in it.
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Figure 2.9: Mass-drop distributions for the leading jet with pr > 1 TeV in signals and

backgrounds. Left: mass drop distributions of ¢ background and ¢ — ¢B SUSY sample.

Right: mass drop distributions of QCD background and ¢ — bH* SUSY sample. We also

require the muon to have py > 200 GeV except for the dashed QCD distribution, which is

obtained without any muon pr cut.
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2.5 Analysis: ¢ — H Simplified Model

In this and next sections, we will present analyses and results for the two stop simplified
models. NLO+NNLL cross-sections were used for stop-pair and gluino-pair processes [72]

while LO cross-sections from MadGraph were used for the remaining processesﬂ .

2.5.1 Boosted Top and Bottom Tagging

In analyzing the { — H simplified model and distinguishing it from the { — B model, we will
combine jet mass m; and mass drop z, variables to tag boosted top and bottom jets. We
define a boosted top jet as a jet (clustered using the method in Sec. m with py > 500
GeV) with a pp > 200 GeV muon inside and z, > 0.5 or m; > 120 GeV. A boosted b jet, on
the other hand, is required to have a pr > 200 GeV muon inside and satisfy z, < 0.5 and
m; < 120 GeV. The tagging efficiencies for both the SUSY and the SM samples are shown
in fig. [2.10

In both taggings, the muon-in-the-jet requirement is because the decay of either a boosted
bottom or top could give a hard muon close to the hadronic jet axis with a certain branching
fraction. This is the same strategy as in Ref. [74]. Yet to further distinguish between
{ — H and  — B simplified models, we need to tell apart a boosted b and a top jet using a
combination of m; and x, observables. Tops with leptonic W’s are likely to have z, close to
1 but smaller m; while tops with hadronic W’s but leptonic b’s have smaller z,, but larger
m;. To tag both cases and keep most of the SUSY signals after kinematic cuts, we require
top jets to satisfy either z, > 0.5 or m; > 120 GeV. On the other hand, a b jet has a small
jet mass as well as mass drop. Thus a tagged b jet is required to have x,, < 0.5 and m; < 120
GeV simultaneously.

The efficiency to tag a top quark produced in the SUSY decay process t — t° (x° could
be either a bino or a neutral higgsino) is around 10%. The efficiencies of SM background

events containing top pairs is at around 1% — 3%. The ¢t sample has a smaller efficiency

6We follow Ref. [116] and treat tops as final state particles instead of using top parton distribution
function in evaluating SUSY production associated with tops such as tg associated production.
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than the stop-pair sample because the leading jet in the top-pair sample is occasionally ISR.
On the other hand, QCD jets are mistagged as top jets at a rate of at most ~ 0.1% with
the mistag rate even lower in the low pr bins. The high background suppression is achieved
due to a hard muon-in-jet requirement. b jets from ¢ — bH* are mistagged as top jets at a
mere percentage level.

For boosted b tagging, the efficiency to tag a b jet from ¢t — bH* is around 4% — 5%.
The SM backgrounds with tops in the final state are suppressed with efficiencies < 0.5%.
The efficiency of the QCD background is even smaller at ~ 0.2%. Top jets from ¢ — tH° / B
are mistagged as bottom jets at 1% level, similar to the mistag rate of b jets using the top

tagging strategy.

2.5.2 Event Selection

We require the events to satisfy the following requirements:
o At least two R = 0.5 anti-kr jets each with py > 1 TeV;
e No isolated lepton with py > 35 GeV.
o |A¢(j, Fr)| > 1.0 for any anti-ky jet with pr > 500 GeV;
o [ >3.0TeV,
e At least one top-tagged or bottom-tagged jet with the tagging described in Sec. [2.5.1]

The lepton isolation criteria is that the total sum of py of all the charged particles inside a
cone with R = 0.5 around the lepton is less than 10% of the lepton’s pp.

For the { — B simplified model, ¢ only decays to tB. Given the efficiencies shown in
fig. we expect 10% of the signal events to be top-tagged and a negligible fraction of the
events to be b-tagged. On the other hand, in the ¢ — H simplified model, ¢ decays to both
tH° and bH*, each with 50% branching fraction. A SUSY signal event could contain either
pure decays where both ¢’s decay though the same channel or mixed decays where one ¢

decays to tH° with the other one to bH=. Since the signal efficiencies for tagging a boosted
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Figure 2.10: Boosted top and b tagging efficiencies for the leading jet (fraction of total events
with the leading jet tagged) in different event samples as a function of jet pr: SUSY events
with stops decaying only to bH* (blue) or tB (pink), SUSY events with stops decaying to
either neutral or charged H in the full {— H simplified model (blue dotted), SM ¢t background
(black), SM QCD background (red) and SM ¢t +W/Z background (light blue). We assumed
m; =4 TeV and mg, mgz = 500 GeV.

jet are < 10%, the chance of tagging both ¢’s or b’s in the pure decay case or tagging both ¢
and b in the mixed decay case is very low (typically less than 1 event after all the kinematic
cuts for 3 ab™! of data). The signal events are then a mixture with some events t-tagged and
the rest b-tagged. We will use the number of ¢t and b-tagged events to pin down the identity

of LSP and differentiate the two simplified models in the next section.

2.5.3 Exclusion and Discovery

We use N, to denote the number of b-tagged signal events after all the cuts and N; for
number of {-tagged signal events. The total number of signal events used to set the reach

is then Ny = N, + N;. We scan the (mg,my) plane and apply CLg statistics [117] to
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Figure 2.11: The discovery and exclusion contours for the {— H simplified model at a 100 TeV
collider with an integrated luminosity of 3 ab™!. We assume a 10% systematic uncertainty
for both the signal and the background. The solid lines are 5 o discovery contour (left) and
exclusion at 95% C.L.(right). The dashed lines are the £1 ¢ boundaries.

compute exclusion and discovery contours. Both the signal and backgrounds are modelled
by Poisson statistics. A point in the mass plane is excluded if its CL; < 0.05. A point
could be discovered when the background only hypothesis is rejected with a p-value less
than 3 x 1077. We also require at least 10 total signal events for a point to be excluded
or discovered. This conservative requirement does not affect our results when using the
CL; method. It will make the physics reach estimate more robust when using the simpler
approximate S/ V/B estimate in the analysis in Sec.

From fig. stops with mass up to 5 - 6 TeV could be discovered for higgsino mass
up to 2 TeV, assuming an integrated luminosity 3 ab™!'. At 95% C.L., stops with mass up
to 7 TeV could be excluded. All the results shown here are based on the simple cut-flows in
Sec. . We expect further optimization (e.g., through boosted decision tree) can improve
the results. In addition, we do not try to perform a dedicated analysis for the compressed
region where the stop mass gets closer to the higgsino mass.

The total number of signal events, N, , will be the same for { — H and { — B simplified
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models if the H and B have the same masses. Assuming a discovery of stops, we proceed to
distinguish between the two simplified models using the difference between N, and N;. The

observable we will use is a ratio
Ny — Ny
N+ N

r_

(2.5)

The advantage of a ratio observable is that systematic uncertainties contributing to individ-
ual observables are likely to cancel out. The distributions of 7_ for { — H and ¢ — B simplified
models are demonstrated in fig. . In the figure, r_ peaks at ~ —(0.2 — 0.3) in the  — H
model. This can be understood as follows: the t-tagging efficiency of the signal is egig ~ 10%
while that for b-tagging efficiency is about egig ~ 5%, as in Sec. m In a ¢ — H sample,
1/4 of the events contain two b jets, 1/4 of the events contain two ¢ jets while the rest half
contains one b and one t jet. Thus N, ~ egigN+ and N; =~ e}, Ny, leading to r_ ~ —0.3. In
contrast, 7_ peaks at ~ —0.6 in the f — B model. This is consistent with that almost all the
events in at — B sample contain two boosted t jets. Ignoring the rate of mistagging a t jet
as a b jet, r_ ~ —1. Including the mistag rate shifts the central value to —0.6.

Finally we show the 95% C.L. exclusion of  — B model based on r_ assuming that the
signal comes from the £ — H simplified model in fig. . From the figure, one could see that
the 95% C.L. contour overlaps with the 50 discovery reach in fig. [2.11a Thus using N, and

r_, we could not only discover stops up to 6 TeV but also determine whether the LSP is a

higgsino or bino.

2.6 Analysis: t — g — \" Simplified Model

2.6.1 Top-tagging

The final state in the £ — § — X9 simplified model is characterized by 6 top quarks, several
of which may be boosted. Therefore, we rely on multiple top tags to discriminate signal
from background. Anti-kr jets with R = 0.5 and C/A jets with R = 1.0 are identified
using the procedure outlined in Sec. [2.4.2] Two separate top tagging strategies are used

for hadronic and leptonic top decays. If an energetic muon with pr > 200 GeV is among
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Figure 2.12: Distributions of r_ for stop-bino and stop-higgsino simplified models given

m; =4 TeV, mgz,mg = 500 GeV.
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Figure 2.13: The 20 exclusion contour of  — B simplified model based on r_ assuming the

signal events are from ¢ — H model. The dashed contours are +1 ¢ boundaries.
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the constituents of a C/A jet, that jet is identified as a leptonically decaying top candidate.
Otherwise, the C/A jets are reclustered using pr dependent radius following the two-step
scaling down procedure described in Section [2.4.2l The resulting subjets are identified as
hadronically decaying top candidates. For hadronic top candidates, jet mass is required to
lie in the top mass window of 140 GeV < m; < 240 GeV to reject QCD jets as shown in
fig[2.7D] For leptonic top candidates, top mass reconstruction is not possible due to missing
energy. Nevertheless, requiring m; > 75 GeV provides a good discrimination between top
jets and QCD jets as shown in fig. [2.7a

To further improve top-tagging, we use the N-subjettiness variable 73 5 (see Section
for hadronic top decays and the mass drop variable z,, (see Section for leptonic top
decays. By imposing cuts on these two parameters, it is possible to obtain the desired signal
efficiency. In fig 2.14a the QCD mistag rate is plotted against signal efficiency for the
leading top candidate jet. Cuts on the jet mass for both leptonic and hadronic channels are
already imposed and included in the efficiency and mistag rates. Note that in computing
the rates in the top panel of fig. [2.14] we used slightly different definitions from those for
fig. 10 and the bottom panel of fig. the efficiencies of hadronic (leptonic) top tagging
are the fractions of events with a hadronic (leptonic) top candidate satisfying the tagging
requirements. While top-tagging is more efficient in the leptonic channel, it suffers from
a low branching ratio. Therefore, using both leptonic and hadronic tagging is beneficial.
We will choose 0.1 < 735 < 0.45 and x, > 0.7 which corresponds to QCD mistag rate of
~ 1%. Using these cuts, the jet-pr dependence of the combined top-tagging efficiency for the
leading top candidate is plotted in fig. 2.14b] The combined signal efficiency is ~ 10 — 20%
compared to ~ 1% for QCD jets.

2.6.2 Event Selection and Results

The following cuts are used to discriminate between signal and background :
e Hp >4 TeV and Fr > 250 GeV;
e No isolated leptons with pr > 50 GeV;
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Figure 2.14: (a) QCD mistag rate vs signal efficiency for top-tagging the leading top candi-

date jet. (b) Top-tagging efficiency for signal and SM processes as a function of jet pr.

Cuts tt* tg 7 gg +tt
Hp >4 TeV, Pr > 250 GeV 8809 12415 8.94 x 105 34990
No leptons 7687 10723  8.08 x 10° 30312
n; > 7 and ISR cuts 3574 4435 1.13x 10° 10517
|Ap(, Br)| > 0.5 2788 3589 901151 8294
1 top-tag 490 630 131816 1412
2 top-tags 228 233 27910 500
3 top-tags 52 48 3555 111
Hrp, B cuts 8.6 2.1 0 1.5

Table 2.1: Cut flow for SUSY processes at /s = 100 TeV and £ = 30 ab~!. SUSY masses

are my = 5.5 TeV, mg = 2.75 TeV and myo = 200 GeV.

26



Cuts tt tt+W/Z QCD t+W/Z  W/Z+jets
EZT>>2§0T§;Z{/ 5.96x107  3.94x10°  1.24x10° 8.32x10°  8.65x 107
No leptons 5.72x107  3.76x10°  1.24x10°  8.06x10°  8.34x 107
n; > 7and ISR cuts  3.16x10° 1.67x10° 3.64 x 10" 1.18 x 10° 1.89 x 10°
|A¢(j, Br)| > 0.5  1.53x10° 81624 1.49x 107 52675 8.50x 10°
1 top-tag 70782 5698 193858 2522 9589
2 top-tags 9520 690 479 99 701
3 top-tags 132 18 0 0 0
Hrp, Fr cuts 0 0.1 0 0 0

Table 2.2: Cut flow for SM processes at /s = 100 TeV and £ = 30 ab™L.

o At least 7 jets (anti-kr with R = 0.5 and pr > 200 GeV);

e At most one ISR jet among the leading 6 jets (see below);

o |A¢(j, Er)| > 0.5 for the leading two jets;

e At least 3 top tagged jets with the top tagging described in Section [2.6.1}

e Optimized Hy and K7 cuts (see below).

At 100 TeV collider, imposing jet multiplicity cut is not sufficient to distinguish hard jets

from ISR. To resolve this issue, ISR jets are identified by one of the two criteria [118]:

e high rapidity : |n| > 2

e a big hierarchy in successive jet pr’s: for pr-ordered jets, every ratio of successive jet

prs less than 0.2 is counted as an ISR.

In the last step, harder Hy and K7 cuts are imposed and optimized so as to maximize the

reach o defined as :

S

o =
\/B—|—72(5'2+B2)
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where S is the number of signal event, B is the number of background events and -y is the
systematic uncertainty for both signal and background.

The cut flow for SUSY and SM processes at /s = 100 TeV and luminosity £ = 30ab™' is
shown in Tables[2.1] and 2.2 respectively. The SUSY mass spectrum is chosen to be m; = 5.5
TeV, mg = 2.75 TeV and my = 200 GeV. Preliminary Hy and K cuts are designed to
suppress SM backgrounds which have very large cross-sections. The signal processes tt*
and £§ have up to 6 top quarks in the final state while the SM backgrounds and the §g
background have fewer hard partons in the final state. This justifies the requirement for
7 hard jets. Nevertheless, the preliminary Hp cut inadvertently selects background events
with ISR jets which can mimic hard jets. Therefore, the hard jet-multiplicity cut has to be
supplemented by vetoing ISR jets. To this end, we require that at most one ISR jet be present
among the 6 hardest jets. The |A¢(j, £r)| cut is designed to suppress SM backgrounds such
as W/Z+ jets where the missing energy from W/Z decay is mostly aligned with the leading
jets due to collinear emission of W/Z bosons from jets. In addition, it could suppress QCD
mismeasurement backgrounds.

At this stage, several background processes still have 3 orders of magnitude more events
than the signal with QCD being the dominant background. Next, we make use of the high
top-quark multiplicity in the signal processes unlike SM backgrounds that have at most
2 top quarks in the final state. By requiring 3 top tags, the largest QCD background is
completely eliminated while also suppressing other backgrounds. After top-tagging, the
dominant background is ¢g along with sub-dominant contributions from tt, gg + tt and
tt +W/Z processes. In the last step, we maximize the stop reach significance by performing
a scan over Hp-Fr cuts.

The stop reach for t — § — X9 simplified model at /s = 100 TeV and luminosity of 30
ab~! is shown in Table 2.3 The NLL+NLO gluino-pair cross-section is 1.33 pb for 2.75
TeV gluinos at /s = 100 TeV while stop-pair cross-sections are shown in Table . For
m; = 5.5(6.0) TeV and mz = 2.75 TeV, we were able to obtain a reach of 6.3 (3.5) o for a
systematic uncertainty v = 0.1. The optimal Hp-Fr cuts were found to be Hy > 9.5 TeV
and Fr 2 1.5 TeV (1.25 TeV for m; = 6.0 TeV).
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m; (TeV) o POINEL(fh)y ¢ B ¢

pp—tt*
5.9 0.40 10.7 1.7 6.3
6.0 0.23 10.0 6.7 3.5

Table 2.3: Stop reach for ¢ — § — x! simplified model at /s = 100 TeV with luminosity
L = 30 ab™! and systematic uncertainty v = 0.10. Here, ms = 2.75 TeV and mgo = 200
GeV.

Cuts a9 tt tt+Wwj/z QCD t+W/Z  W/Z+jets

Hr > 4 TeV
ETT> 250 (e}e{/ 802 5.96x10% 3.94x10° 1.24x10%® 8.32x10° 8.65x 106

No leptons 764  5.72x10% 3.76x10° 1.24x10® 8.06x10°  8.34x10°
n; >5, ISR cuts 528 2.19x105 1.38x10° 3.13x10" 1.00x10°  2.02x10°
|A¢(j, Br)] > 0.5 447  8.97x10° 57806 9.74x10° 38576 7.69%10°

1 top-tag 88 49343 4804 87361 1951 10789
2 top-tags 34 2342 632 1352 98 351
Hr, B cuts 12.4 0.57 0.23 0 0 0

Table 2.4: Cut flow for gluino-pair and SM processes at /s = 100 TeV and £ = 3 ab™ .
SUSY masses are mz = 10 TeV and mg = 200 GeV.

2.6.3 Improvement in Gluino Search

It should be noted that the jet observables presented so far can also be used to improve
gluino reach at future hadron colliders. In Table [2.4] a cut flow analysis is presented for
gluino-pair and SM processes at /s = 100 TeV and luminosity £ = 3ab™'. The SUSY
mass spectrum is chosen to be m; = 10 TeV and mg = 200 GeV. The only differences
compared to the stop cut flow analysis is that the minimum number of jets requirement is
relaxed to 5, up to two ISR jets are allowed and at most two top tags are required. In Table

2.5 the gluino reach at 100 TeV collider and luminosity of 3 ab™! is presented. The final
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mg (TeV) XML (fh) Toptags S B o

pPP—49
10.0 0.31 2 124 0.8 8.1
11.0 0.13 1 13.8 95 39

Table 2.5: Gluino reach for t — g — ! simplified model at /s = 100 TeV with luminosity

L = 3 ab~! and systematic uncertainty v = 0.10. Here, mgo = 200 GeV while m; > mg.

Hp-Fr optimized cuts were chosen to be Hy > 11 TeV and K7 > 3 TeV yielding a reach
of 8.1(3.9) o for mz = 10 (11) TeV assuming systematic uncertainty v = 0.1 for both signal
and background. Two top tags are used for mg = 10 TeV while only one top tag is used
for my = 11 TeV. Compared to the same-sign di-lepton search in |74], which could reach
~ 9 TeV gluino assuming zero pile-up, our strategy could be sensitive to smaller production

cross section and higher gluino mass.

2.7 Conclusions and Outlook

The discovery of a 125 GeV Higgs boson at the LHC is a milestone in particle physics. Yet
the absence of new physics signals at the LHC so far makes the existence of such a light
scalar confusing. A new energy frontier is needed to resolve mysteries related to electroweak
symmetry breaking and to obtain a more definite answer to whether the weak scale is tuned.
Understanding the physics cases and search challenges at a future collider serve as first steps
to construct this next-generation machine.

In this chapter, we focus on reach of two stop simplified models at a future 100 TeV
collider. Stops are key ingredients of low-energy SUSY and their mass scale directly tells
us the degree of electroweak fine-tuning. In the first simplified model we study, stops are
pair-produced and decay to top or bottom plus higgsinos. In the other model with gluino
lighter than the stops, stops could be produced either in pairs or associated with a gluino.
They will subsequently decay through gluinos to tops plus bino. The main new features

of these simplified models are that the final states contain a lot of highly boosted top or
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bottom jets with pr above a TeV. To suppress the SM top backgrounds and for the second
simplified model, SUSY backgrounds, we study and apply several simple jet observables such
as track-based jet mass, N-subjettiness and mass drop. Combining these jet observables
gives us effective tagging strategies for boosted tops and bottoms. We find that assuming
10% systematic uncertainties, the future 100 TeV collider can discover (exclude) stops with
masses up to 6 (7) TeV with 3 ab™! of integrated luminosity if the stops decay to higgsinos.
In the second simplified model with light gluinos and the stops decay through gluinos, due
to additional SUSY backgrounds from gluino pair production, a higher luminosity of about
30 ab~! is needed to discover stops up to 6 TeV. We could use jet observables to tell apart
simplified models with different LSPs, for instance, { — H model and {— B model. In addition,
the top tagging allows us to improve the gluino reach close to 11 TeV with 3 ab™! data.

This work is the first one to apply jet substructure techniques at a 100 TeV collider to
study (supersymmetric) top partners, which indicates the level of electroweak fine-tuning,
one of the major physics questions that a future hadron collider hopefully can give a qualita-
tive answer. Studies on applying jet substructure to search for other possible new particles
at a 100 TeV collider could be found in Ref. [119-122]. Jet substructure techniques pro-
vide us a powerful way to discriminate intricate new physics final states containing many
hyper-boosted objects from messy SM and SUSY backgrounds, for which the traditional
search strategies may not work. The jet tools could also help us distinguish between differ-
ent new physics models and improve their reach significantly, exploring further the power of
the future energy frontier.

While we focus on the study of mass reach of stops, the jet observables we study could
be applied to search for other new particles such as fermionic top partners, which suffer
from similar issues from hyper-boosted SM objects. They may also be used in exploring
new mechanisms at future colliders such as measuring the gluino decays to test whether the
minimal supersymmetric SM explains the Higgs mass |[123|. In addition, the hyper-boosted
top or bottom tagging may be further improved as discussed in Ref. [124].
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Chapter 3

Using (Gaia DR2 to Constrain Local
Dark Matter Density and Thin Dark
Disk

3.1 Introduction

Self-interacting dark matter (SIDM) is a kind dark matter (DM) that scatter amount them-
selves. In general, the self-interaction in SIDM causes dragging (Bullet Cluster) or a change
in halo shapes that lead to constraints to their interaction strengths [125H132] (see also some
model constraints in Refs. [38}39,133.|134]). Nonetheless, strongly self-interacting DM can
exist as a subdominant fraction of all the DM. Sometimes this multispecies DM model is
called partially interacting dark matter (PIDM). In particular, we are interested in a PIDM
scenario that the SIDM species is dissipative. In general, SIDM does not necessarily lead
to dissipative dark matter (DDM). Dissipation can be achieved, for example, by having the
SIDM be composed of a heavy and light species. A recently studied partially interacting
DDM scenario is the one that DM dissipates energy to form a (possibly thin) dark disk (DD),

co-rotating with the baryonic disk |135}/136]. Let the total mass ratio of this subdominant
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DD-forming DM to all of the DM in the Milky Way be

M DDDM

e (3.1)

€pD =

Possible effects of such a DD and variants of dissipative DM scenarios have been studied
further in Refs. [5,39,137-154]. The formation of the disk from DM self-interactions is highly
debatable [155] and numerical simulations using a cooling prescription (as in Ref. [156]) are
still absent. In spite of these uncertainties regarding its formation, it is still worthwhile to use
the stellar data to test the simplest possibility of a thin DD aligned with the baryonic disk
and parametrized by only two parameters: the surface density, ¥pp and a scale height, hpp.
This has been carried out using Hipparcos data in Ref. [146] and Tycho—Gaia Astrometric
Solution (TGAS), a joint solution combining Tycho-2 catalog with early Gaia data, in Ref. [1].

While there is no known DM-Standard Model matter interaction, gravity is the only inter-
action known between DM and visible matter. Gravitational effect of DM can be measured
by observing the phase-space distributions of stars visible from telescopes. These stars are
known as “tracers” as they trace the gravitational potential generated by the combine visible
and dark sector. Observing tracers can also probe dark matter astrophysical substructures,
such as the DD, as they often generate unique shapes of gravitational potential. As a result,
stellar phase space distributions are probes of the properties of DM at the particle level and
are of high phenomenological interest. There are many methods to measure gravitational
potential from stellar phase space distribution, for example, the K, force law discussed at
Chapter (1] in Eq. and . Another popular method is to integrate the collisionless
Boltzmann equationﬂ over all the velocities to obtain a set of moment equations that are the
Jeans equations [157]. For example, we can use cylindrical coordinates (r, ¢, z) to describe

the Milky Way galactic plane and focus on the Jeans equation in the z direction,

10 10 10 0P
—— (rvo?,) + 90 (l/aiz) + 5 (vo?) = 5 (3.2)

rv Or

where v is the number density of tracer stars, 0’72,2(0'3)2) are the off-diagonal entries in the

velocity dispersion tensor that couple radial (axial) and vertical motions, and o? is the

1To be introduced in Eq. (3.10]) in Section m
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vertical velocity dispersion (the diagonal zz component of the velocity dispersion tensor)
and ® is the gravitational potential. Properties of stellar phase space distribution can be
studied order by order in the moments using this method. The first term, usually referred
to as the “tilt” term, is sometimes negligible for study limited at small height z from the
galactic plane |158] (as in the case of this work). The second term, the so-called “axial”
term, is also sometimes negligible when assuming approximate axisymmetric of the system.

In this chapter, we use the distribution function method to study the stellar distribu-
tions. Also from the Boltzmann equation, one can find the partial differential equation the

distribution function (f(r,v)) obeys. For example, along the z-direction of the Milky Way,

of 0% of

where w is the vertical velocity of the stars which we will define in a more clear manner in

Section [3.3.2] The stellar distribution’s relation to the gravitational potential can be studied

by directly integrating Eq. (3.3),

v(z) = /00 dw f(z,w). (3.4)

We will develop the details in the main text in Section [3.4.1] More different analysis methods
and recent related literature can be found in Section [3.2]

In this chapter, we work with the second Gaia data release (DR2) [54] to estimate the
local DM density as well as constrain thin DD models assuming that the DD is aligned with
the baryonic disk. We follow the method in Refs. [1,/146,/159] and use A, F and early G
dwarf stars in the Gaia catalog as the tracers. In Section [3.2] we briefly discuss the Gaia
telescope and data release, and list some of the literature attempts to measure Milky Way
gravitational potential. In Section [3.3] we discuss the details of Gaia DR2 and the empir-
ically determined survey selection function (Section , which we use to construct the
vertical number density profile and midplane velocity distribution for each tracer population

in Sections [3.3.2 and [3.3.3] respectively. Our fiducial analysis is described in Section [3.4]

We use the 1D distribution function method summarized in Section B.4.1] to construct the

equilibrium number density for the parameters of our mass model described in Section |3.4.2]
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Figure 3.1: Flowchart of our analysis.
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In Sections [3.4.3| and [3.4.4] we introduce a Bayesian framework for comparing our predicted

density with data for each tracer population while taking into account the uncertainties due
to potential non-equilibrium effects. The important steps of our analysis are outlined as a
flowchart in Fig. [3.1] While our method is not new, we obtain interesting results, some of

which are quite different from those based on TGAS. We present our results for the local

DM content using Gaia DR2 in Section [3.5.1 and [3.5.2], and list various sources of system-

atic uncertainties in the context of our method in Sections [3.6.1H3.6.3] Differences between
constraints derived using DR2 and TGAS are discussed in Section [3.6.4 We conclude and
comment on future directions in Section 3.7

This chapter is based on the work with Jatan Buch and JiJi Fan in Ref. [160].

3.2 Gaia Telescope and Measurement of Local Dark

Matter Density

The second release of data collected by the European Space Agency’s Gaia telescope provides
the positions and proper motions, with unprecedented precision, of more than one billion
sources in the Milky Way (MW) [54,/161-168]. With the release of line-of-sight velocities for
about seven million stars, DR2 also allows, for the first time, a dynamical analysis with a
self-consistent measurement of the 6D phase space for a stellar population.

DR2 presents an exciting opportunity to use the vertical velocity and number density
distributions of different populations of stars that trace the gravitational potential for pre-
cisely determining the total matter density, including baryons and dark matter (DM), in
the local solar neighborhood. Significant progress has been made in modeling the local
baryon budget (interstellar gas, stars, stellar remnants) and its uncertainties [2,/4}[5,(169]
since Oort’s early estimate [19] of the baryon density. In this work, we primarily focus on
the 1D distribution function method developed by Refs. [170-174] and used by Refs. [159,(175]
to constrain the local DM density with data from the Hipparcos satellite [176]. However,

the approximations of isothermality and decoupling of radial and vertical motions in this
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method are only valid up to scale height z ~1 kpc. Therefore, for using tracer data at high
z, Refs. [177,[178] adopt the more general moment-based method to estimate the DM den-
sity. A non-parametric formulation of the moment-based method, described by Ref. [179]
and implemented in Ref. [180], uses SDSS/SEGUE G stars in a heliocentric cylinder with
R~1 kpc and 0.5 kpc <|z]| $2.5 kpe, grouped by age, namely a-young and a-old stars,
as tracers. Ref. [169] also uses SDSS/SEGUE G star data between 4 kpc S RS9 kpe and
0.3 kpe < |z| <3 kpe to constrain the stellar and DM density through action-based distribu-
tion function modeling [181]. Their analysis incorporated the age information of tracers in a
more sophisticated manner by constructing mono-abundance populations [182] that consist
of stars with similar elemental abundances. The above discussion is by no means an exhaus-
tive review of the different attempts at measuring the local DM density (most notably, it
doesn’t address dynamical measurements made by, for example, Refs. [183,/184]); instead,

we refer interested readers to Refs. [3/185].

3.3 Data Selection

The Gaia DR2 catalog contains ~1.7 billion sources, among which ~1.3 billion sources have
a five-parameter astrometric solution: (a,d, pa, its, @), representing positions and proper
motions along the right ascension and declination, and parallax respectively. We emphasize
that for DR2, the parallaxes and proper motions are based solely on Gaia measurements,
unlike DR1 which depends on the Tycho-2 catalog [54,/162]. DR2 also provides photometric
data in three passbands, G, Ggp, and Ggrp, for a majority of the sources in the range
3<G <21 [163,[164]. Another new feature in DR2 is the line-of-sight radial velocities, v,
for ~7.2 million stars brighter than Grys ~ 12 [165-167].

Despite a significant increase in statistics, the DR2 catalog is still incomplete for stars
with G < 12. We calculate the completeness fraction for the DR2 catalog by comparing
it with the Two Micron All-Sky Survey (2MASS) Point Source Catalog [186] that is 99%
complete down to its faint magnitude limit .J = 15.8 over almost the entire sky. The 2MASS

catalog also provides the angular positions, («,d), for each source along with its J and K
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SD of good AL observations
Number of good AL observations

Figure 3.2: Skymaps showing the number (left) and variance (right) of good AL observations
in 3.36 deg2 (Nsiqe = 25) HEALPix pixels. The white regions are the parts of the sky which

do not pass our selection cuts defined in the main text.

magnitudes, which we use to categorize stars in DR2 by stellar type.

We query the Gaia archiveEl for DR2 cross-matched with the 2MASS catalog, requiring
the apparent magnitude J < 13.5, thereby cutting away stars that are either too dim for the
main sequence, or too distant from the Sunﬁ As we discuss in the following section, the
star counts in the 2MASS catalog with J < 13.5 are then used to determine the selection
function, S(J, J — K, a, 9), defined as the fraction of stars at a given (J, J — K, o, d) in the
sky that are contained in the DR2 catalog.

3.3.1 Preliminaries: selection function, color and volume cuts

Since there has been no official release by the Gaia collaboration, we follow the procedure
introduced in Ref. [187] to determine the selection function for the cross-matched data set.

As a first step, using the gaia tools packageﬁ we identify parts of the sky that satisfy,
(i) Mean number of along-scan (AL) observations > 8.5;

(ii) Spread in the number of AL observations < 10.

Zhttps://gea.esac.esa.int /archive/
3In our selected volume, the apparent magnitude of all tracer stars satisfy J < 12.
4https://github.com/jobovy/gaia_tools
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After these cuts, 95.6% of the sky remains as shown in Fig. [3.2] The overall completeness
in these parts of the sky is largely isotropic, implying that our selection function only has
a negligible dependence on sky position. Thus, for the rest of our analysis, we use the
approximation S(J, J — K, «, ) =~ S(J, J — K,). A similar approximation has been adopted
for analyzing TGAS data in Ref. [187], in which stronger cuts were used to identify the ‘good’
parts of the sky.

Although the uncertainties of astrometric parameters in DR2 are an order of magnitude
improvement over TGAS, there are still several systematic effects that we need to include in
our data analysis. As suggested by Ref. [188], we add 0.03 mas to the reported parallax to
account for the global offset. Following Ref. [168], we also add in quadrature a systematic
uncertainty of £0.1 mas and £0.1 mas/yr respectively to the reported values of parallax and
proper motion uncertainties. We check that our analysis is not sensitive to the exact values
of these numbers, only their order-of-magnitude estimate.

Next, we identify stellar populations that: a) are tracers of the local galactic potential
(see Sec. 3.6 of Ref. [3] for a recent overview), and b) show a reasonable change in their
number densities within the solar neighborhood (defined below). The most important factor
in selecting tracer stars is their sensitivity to disequilibria, which could result in incompatible
pou measurements [189]. While there is some disagreement in the literature about which
stars, old [159,[190] or young [180], are more suitable for an equilibrium analysis, we follow
Ref. |[180] in choosing younger A (A0-A9), F (FO0-F9), and early G (G0-G3) dwarf stars (sim-
ply stars henceforth) which have lower scale heights and consequently shorter equilibration
timescales, instead of older stars, in our analysis.

We use the mean dwarf stellar locus from Ref. [191] to define each stellar type ¢ based

on its absolute magnitude M ;: and color (j t— I_(E),

J' + 5logo(w" (mas)) — 10 €{M st _min, M st max } (3.5)

(J' = K) e{(J' = K) ... (J' = K{)__} (3.6)

and include all A, F, and early G stars in a heliocentric cylinder with radius R = 150 pc
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and half-height z = 200 pc,

1 1
' (—) COSb‘ < 150 pc, ' (—) sin b
w w

where all the un-barred quantities are data from our cross-matched catalog. In Eq.

< 200 pc (3.7)

and we use (1/w) as an estimator of the distance, where w is the noisy parallax reported
in the DR2 catalog. We treat it as an unbiased estimator since our tracer sample contains
nearby stars within a distance, (1/w) < 250 pc, and a low parallax uncertainty, 0,<0.1

mas. We discuss the uncertainties in our results due to the choice of cuts in Section [3.6.1]

3.3.2 Vertical number density distribution

To make any meaningful inferences about stellar dynamics, we require the volume complete
number density of stars. Since Gaia DR2 is incomplete, the number density constructed
from data must be corrected for the survey selection function (determined in Sec. |3.3.1]) to
reflect the underlying true Poisson-distributed density. Ref. [187] accomplishes this by de-
riving a bin-by-bin normalization for each stellar population, defined as the effective volume
completeness, under the assumption that all observed stars are samples from an inhomoge-
neous Poisson process. We follow the same procedure and summarize its important details
in Appendix [B.1.2

We calculate the effective volume completeness for our DR2 tracer populations using the
gaia_tools package and plot it as a function of scale height in Fig. [3.3] We also include the
effective volume completeness for TGAS data as a reference, and note that the DR2 sample
is significantly more complete.

There are 4445 A, 37707 F, and 43332 early G stars in the solar neighborhood defined
by our heliocentric cylinder. The volume complete vertical number density for the i** tracer
population, v shown in Fig. , is obtained by dividing the number counts with the
effective volume completeness in each z bin. We choose 20 pc as the bin size based on
parallax uncertainties as discussed in Appendix However, varying the bin size doesn’t

significantly affect the results of our analysis. We also present a comparison of star counts in
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Figure 3.3: Effective volume completeness for each stellar type. The completeness of DR2
(solid) is significantly improved as compared to TGAS (dashed) for A (blue), F (green), and

early G (orange) stars.

Data set Gaia DR2 TGAS
Type  Subtype | Total Midplane | Total Midplane

A A0-A9 | 4445 321 1729 182
F FO-F9 | 37707 2253 16789 1308
Early G GO-G3 | 43332 2188 18653 1205

Table 3.1: Star counts in DR2 and TGAS catalogs for the heliocentric cylinder and the

midplane region (|b| < 5°) inside it.

the full volume and in the midplane (defined to be the region with |b| < 5° in the cylinder)
between DR2 and TGAS in Table B.11

The number density uncertainty for the £ z bin, (0'12n Vi)data, is obtained by adding in

quadrature the statistical uncertainty, v/Nj, (see Eq.|B.12)), and a 3% systematic uncertainty

due to dust extinction. We expect the dust extinction to be important in the visible spectrum
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Figure 3.4: Binned vertical number density profiles for A, F, and early G stars. Also shown
is the median predicted density (dotted line) and the 68% confidence interval (shaded region)
for each tracer population obtained from our dynamical analysis described in Sec. .

such as the B and V' colors used in Hipparcos catalog, or the Ggp and Ggrp used in DR2.
However, colors in the infrared spectrum, ¢.e. the J and K colors used in our cross-matched
DR2-2MASS catalog, are associated with longer wavelengths and therefore much less affected
by galactic dust. Ref. finds that the effect of dust reddening on the number density
of stars in the solar neighborhood defined using J and K is only < 3% and mostly affects
the overall normalization. Thus, instead of doing a full dust analysis, we conservatively

adopt an overall 3% correction for all three types of stars. We also find that this is only a
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sub-dominant uncertainty and doesn’t significantly affect our constraints.
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3.3.3 Midplane velocity distribution

The last ingredient we need from the data is the vertical velocity distribution in the midplane,

i.e. in the region near z = 0. The vertical velocity of a star is approximated by,
K
W= we + B cosb + v, sin b, (3.8)
w

where wg, is the Sun’s vertical velocity that we determine by fitting a Gaussian distribution
to the data, x = 4.74 km yr s ~! is a unit conversion constant, p is the proper motion along
the galactic latitude b in mas/yr, w is the parallax in mas, and v, is the heliocentric radial
velocity in km/s. Following the discussion below Eq. we note that for regions near the
midplane, (1/w) is an unbiased estimator for distance in the formula for vertical velocity.

The ‘midplane region’ can be defined by imposing a cut on either the: a) galactic latitude
b, or b) height |z|] In our analysis, we follow Refs. [1}[146] in choosing |b| < 5° as our
midplane cut, and are left with 310, 2213 and 2166 A, F and early G stars respectively.
We use radial velocities reported in DR2, when available, substituting v, by its mean value
otherwise,

(V) = —ug coslcosb — vg sinlsinb — wg sin b, (3.9)

where ug = 11.1 + 0.78%" £+ 1.0%° km/s and ve = 12.24 £+ 0.47%%* + 2.0%° km/s as the a-
and y-component of the Sun’s peculiar velocity [192]. We also note that as sinb < 1 (in
radians) in our midplane region, v, only has a subdominant contribution to w in Eq. ,
and the velocity uncertainties have a negligible effect on our results. We determine the Sun’s
vertical velocity, we, by considering the weighted mean of the best-fit Gaussian distribution
to each tracer population’s vertical velocity data in the midplane region. Our estimate,
We = 6.9 £ 0.2 km/s, is consistent within 1o of the value quoted in Ref. [192].

Subtracting ws from the stars’ vertical velocity, we find the distributions are roughly
symmetric about w = 0. The resultant normalized midplane vertical velocity distribution
fo(w) with a w-bin size of 1.5 km/s (see Appendix for more details about this choice)
is plotted in the left panel of Fig. [3.5] We consider the asymmetry between star counts

SAt larger b and consequently larger z, the kinematically hotter stars broaden the distribution [159].
Meanwhile, simply choosing stars with z = 0 yields poor statistics.
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Figure 3.5: Midplane velocity distributions of A, F, and early G stars after subtracting wg
(left). The best-fit Gaussian distribution to fy(|w|) with error bars that include contributions
from the statistical uncertainty due to Poisson error and the asymmetry in —|w| and +|w|

bins (right).

in —|w| and +|w| bins to be the systematic uncertainty, which may be attributed to non-
equilibrium effects. We illustrate the magnitude of this uncertainty in the right panel of
Fig. by adding it in quadrature with the statistical error for every w bin. In practice,
however, we propagate these errors into the uncertainty of the prediction density as described
in Sec. 3.4.3

We also explore the possibility of using the z-cut in Appendix by including
the radial velocities reported in DR2. Unfortunately, DR2 only contains radial velocities for
approximately 2% of A stars, 53% of F stars, and 62% of early G stars within |z| < 20 pc.
We check that the percentage of tracers with radial velocity doesn’t change significantly for
values of |z| < 50 pc. In that case, only including stars with available v, could potentially
introduce a selection bias, while approximating v, by its mean value might result in large
errors at higher b (even at low z). Thus, defining the midplane region using a z-cut isn’t a

viable option currently, but that could change with future data releases.
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3.4 Fiducial Analysis

The main objective of our analysis is to infer the matter content of the solar neighborhood
by fitting data observed by Gaia to a dynamical model. Sec. |3.4.1] summarizes the 1D
distribution function method [170-174] we adopt for constructing the equilibrium number
density of a tracer population, while the parameters of our gravitational potential model are

described in Sec. [3.4.2l We outline the Bayesian statistical framework used for constraining

these parameters in Secs. [3.4.3| and [3.4.4]

3.4.1 Equilibrium density modeling

A self-gravitating stellar population with phase space distribution function (DF), f(x,v),

satisfies the collisionless Boltzmann equation (CBE),
— ==+ (Vysf).v—(Vx®).(V.f) =0. (3.10)

where x and v are the positions and velocities respectively, and ® is the gravitational po-
tential. Assuming axisymmetry for the local solar neighborhood, we use cylindrical polar
coordinates for the rest of our analysis.

At this stage, we make two critical assumptions that allow us to drop the partial time
derivative term in Eq. : a) populations of all tracer stars are in equilibriumﬁ , and b)
the potential is time-independent, since the timescale for galactic processes is much longer
than Gaia’s mission lifetime. Moreover, since we're interested in the dynamics of stars very

close to the galactic plane (|z| < 0.5 kpc), we approximate the DF to be of the form,m

f(x, V) = fro(r, v, ¢,04) f.(2,0s). (3.11)

Separability of the DF implies that the motion of a stellar population 7 in the z-direction is
independent of {R, ¢}, and follows the 1D CBE,

afz,i 8@ 8fz,z o
W o S =0, (3.12)

6This assumption is central to all dynamical analyses of stars in the MW. We discuss its validity at some
length in Sec.

“In the language of Jeans modeling, this follows from the observed smallness of the so-called ‘tilt term’
that couples the vertical and radial motions.
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which has a general solution of the form, f,;(z,w) = F.(E,) = F, (w?/2 + ®(z)), where the
vertical energy is defined as, E, = tw? + ®(z).

We integrate the DF over vertical velocity (or equivalently, energy) to obtain the stellar
number density [173],

n(@) = [ dwfiew) = [ dwfi(e)

o0 —00

_» /OOO dw oo (0, /00 1 20(2))

o [T Sfoillw]) wdw
_2/ 55 At = 25() (3.13)

where fo ;(Jw]) is the midplane (absolute) velocity distribution of stars of a tracer population

1, which we determine from Gaia data using the procedure described in Sec. |3.3.3|

3.4.2 Local matter content: baryons, halo DM, and a thin DD

We calculate the gravitational potential due to the total mass density, pio, in the solar
neighborhood through the Poisson equation,

PP 10 ( 0P

7”_

2
b=
\Y + o

52 T oo ) = 47 Gpiot (2), (3.14)

where the radial term, %% (r%—‘f), effectively contributes a constant mass densit with
a value (3.4 £ 0.6) x 107 Mg /pc® determined from the TGAS data [194]. We have also
assumed that the R and z components of the potential can be decoupled such that, ®(R, z) =
O(R) + P(z).

The total mass density contains contributions from N, baryon components, DM in the
halo, and other gravitational sources such as a thin DD. The baryon mass density, py, is
given by the Bahcall model that consists of a set of isothermal components for gas, stars,

and star remnants [195-197],

Ny
pu(z) = Y pi(0)e 7 (3.15)
=1

8For an axisymmetric system, the radial term is related to Oort’s constants. Strictly speaking, the Qort’s
constants and consequently the radial term also depend on z. However, since our tracers only explore a
small volume close to the midplane, the variation is smaller than the measurement uncertainty [178].
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Baryonic components p(0) [My/pc?] | o, [km/s]
Molecular gas (Hz) 0.0104 +£0.00312 | 3.7£0.2
Cold atomic gas (Hy(1)) | 0.0277 £0.00554 | 7.1 £0.5
Warm atomic gas (Hy(2)) | 0.0073 £0.0007 | 22.1 +2.4
Hot ionized gas (Hyp) 0.0005 £ 0.00003 | 39.0 + 4.0
Giant stars 0.0006 £ 0.00006 | 15.5£1.6

My <3 0.0018 £ 0.00018 | 7.5 4+2.0

3< My <4 0.0018 +0.00018 | 12.0+ 2.4

4 < My <5 0.0029 £ 0.00029 | 18.0 £ 1.8

5< My <8 0.0072 £ 0.00072 | 18.5£ 1.9

My > 8 (M dwarfs) 0.0216 £0.0028 | 18.5+4.0
White dwarfs 0.0056 4+ 0.001 | 20.0 +5.0
Brown dwarfs 0.0015 £ 0.0005 | 20.0£5.0

Table 3.2: Bahcall model consisting of midplane densities and velocity dispersions for N,
baryonic components adapted from Ref. [1]. The values and uncertainties, both observational

and estimated, for all components have been compiled from Refs. [2-5]

where each isothermal component is characterized by its midplane density, p(0), and vertical
velocity dispersion, o, as shown in Table [3.2]

We approximate the contribution of DM density from the smooth halo near the disk,
ppM, to be constant. As shown by Eq. (28) in Ref. [178], the DM density at or below 200
pc is equal to that in the midplane up to a 2% correction.

In models with a thin DD, we assume that the DD is isothermal, axisymmetric, and
perfectly aligned with the baryonic disk. Following Ref. |[198], we choose the parametrization
of the thin DD density to be,

ZDD 9 <
= h 1
ppp(2) Ty 5% (2 hDD) , (3.16)

where Y pp is the surface density and hpp is the disk height. A thin DD aligned with the

baryonic disk contributes an additional source of attractive potential, which pulls matter
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towards the midplane (see Section 2.2 of Ref. [146] for an example with a toy model). This

results in a narrowed pinched density profiles of tracers, as illustrated in Fig. [3.6

—5 ,/ No dark disk \\
// —== Ypp =20 Msy/pc?, hpp=10pc *
200  —150 —100  —50 0 50 100 150 200
2 [pc]

Figure 3.6: The predicted number density of a tracer in a model containing a thin DD with
surface density Xpp = 20 My /pc? and scale height hpp = 10 pc (dashed). For comparison,
we also plot the prediction of a model with the same matter content but without the thin

DD (solid).

Thus, to obtain the local gravitational potential, we plug the total matter density, pio,

given by,

Ny
prov(z) = > pi(0)e™ /7 1 ppni + ppp (2). (3.17)
=1

into Eq. and solve the resulting nonlinear, second-order differential equation numerically
with scipy.integrate.0DEint. We also explicitly check that our results agree with those
obtained by Refs. [1,/146] using the iterative solver method.

To summarize, we calculate the equilibrium number density in the solar neighborhood
for each tracer population, i.e. A, F, and early G stars, by integrating its midplane velocity
distribution (constructed from data) as a function of the parameters of our mass model using
Eq.[3.13] We also apply a Gaussian kernel smoothing to the result to approximate the effect

of parallax uncertainties that smear the exact positions of stars. However, since the parallax
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uncertainties in DR2 are significantly reduced as compared to TGAS, this procedure only

has a negligible effect on the predicted density.

3.4.3 Likelihood, model uncertainties, and priors

Our model M is characterized by 8 = {4, &}, such that ¥ = {ppm, Xpp, hpp} are our
parameters of interest, and & are the nuisance parameters which include: midplane densities,
px(0), and velocity dispersion, ., for each baryonic component in the Bahcall model; overall
normalization for each stellar population, N,; height of sun above the midplane, z.

For each tracer population, we use the likelihood, p,(d|M, @), to fit the number density
constructed from data with our model prediction in the presence of statistical and systematic
uncertainties. Since each number density bin contains a large number of stars (O(1000)
for F and early G stars), the likelihood can be reasonably approximated by a Gaussian
distribution ]

N

(In(N, v™4(6)) — In V?‘“aV) | (3.18)

1
pu(dM,0) = | | ——=exp (—
g \/271—0-1211”1 20-12111/1' (0>

where N, is the number of z bins, v°¢ is the prediction of a model with parameters 8, and

vdata is yolume complete number density constructed from data, as described in Sec. m
Unlike Ref. [1], we do not multiply the likelihood functions for different stellar populations
in our analysis since doing so assumes all populations are similar and trace the same galactic
potential independently. This is a rather simplified assumption which ignores the evolution
history of different stellar types. We comment more on this in Section [3.5.1}

The total uncertainty, olznl,i, is obtained by adding in quadrature the data and the pre-

diction uncertainties,

02,,(0) = (02,.(0)™" + (02,.)™". (3.19)

9We note that surveys like Gaia (SDSS-SEGUE) measure astrometric (spectrophotometric) parameters
of individual stars. Thus, an ideal likelihood analysis should involve star-by-star predictions for these param-
eters drawn from a generative process that accounts for the survey selection function. The forward modeling
approach of Refs. [169}[182/[199], for example, accomplishes this for several different scenarios. For DR2, such
an analysis has been carried out by Ref. [200] after this work appeared on arXiv, and their results agree with
ours.
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The data uncertainty is discussed in Sec. whereas the model uncertainty originates from
uncertainties in the velocity profile f,—q(|w]|). It consists of two sources: a) the statistical
uncertainty due to the finite sample size, and b) the systematic uncertainty due to possible
non-equilibrium effects, which we characterize by the difference between f,—o(w > 0) and
Jo=o(w < 0) following the treatment in Ref. [1].

Direct error propagation from uncertainties of f,—o(Jw]|) is difficult due to the large num-
ber of parameters and their correlations involved. Instead, we estimate the errors by boot-
strap resampling. The bootstrap is a technique that extracts estimates for the mean and
standard deviation of a given data set by repeated random sampling with replacement. For
each stellar type, the raw midplane star data sets are bootstrapped multiple times to gen-
erate a suite of velocity distributions. For every velocity distribution, we use Eq. to
derive a density distribution, and estimate the statistical uncertainty;, (Jgi(z))md’ Stat, as the
bin-by-bin variance in the suite of density distributions. More details of the procedure are
deferred to Appendix

))mod,sys’ by computing the difference

We approximate the systematic uncertainty, (012,1,(;:
between number densities predicted using the velocity distributions fz(ig 9 and f (Zo< % for

every unique value of the gravitational potential,
(0,)™°" x| In >0 (2) — In <0 (2)]. (3.20)
The total uncertainty for the predicted number density, in every z bin, is then given by,
(aﬁi(z))md = (a,i,(z))m‘)d’ et (aﬁi(z))mOd’syS. (3.21)

We find that the systematic uncertainties dominate over statistical ones in our analysis.
The various sources of uncertainties in our analysis and their corresponding treatment are
summarized in Table 3.3

Our statistical analysis closely follows that of Ref. [1] with one major difference: the
treatment of velocity uncertainties. In Ref. [1], normalization of each velocity bin is also
treated as a nuisance parameter, which adds an additional 20-30 parameters to the analysis.

In our approach, we propagate the velocity uncertainties, both statistical, estimated using
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Type Source Treatement

Poisson v/ N} in the k-th bin
pdata 3% dust extinction 0.03 x pdata

Gaia systematic uncertainty | £0.1 mas in w; £0.1 mas/yr in ug, i

statistical errors of f.—o(|w]) bootstrap resampling
ymed | f o(w > 0) — fo—o(w < 0) | In v (2) — Inv)(2)]
parallax uncertainty Gaussian kernel smoothing

Table 3.3: Various sources of uncertainties and their treatment.

bootstrap resampling, and systematic, into the prediction uncertainties. We check that these
two methods yield similar results for TGAS data.
Finally, to obtain the posterior distribution, we assume uniform prior distributions for

all parameters except the baryonic ones; their priors follow a Gaussian distribution,

Ny _ _
1 (pk — pk)2 1 (CTz k— 0z k:)2
M) = - 0 R - St e LA ,
po(CIM) k|_|1 ( Tro? exp ( 202 —— P 207
= \/ Ozk ’
(3.22)

where the mean and variance for each component are taken from Table [3.2] We summarize
the details and ranges of assumed prior distributions for all parameters, @, used in our

analysis in Table |3.4]

3.4.4 Sampling the posterior

The posterior probability density function (simply the posterior henceforth) of the parame-

ters can be defined using Bayes’ theorem,

p(d|M, 6)p(6| M)
pldM)
where the numerator is given by Egs. (3.22)) and (3.18)) and the denominator, referred to in

p(0| M, d) = (3.23)

the literature as ‘marginal likelihood’ or ‘evidence’, is defined as
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Parameters | Prior type Range Total

pr(0), 0. | Gaussian Eq. (3.22 24
N, Uniform 0.9, 2.0] 3
26 Uniform [—30.0, 30.0] pc 1
hpp Uniform [0.0,100.0] pc 1
PDM Uniform | [0.0,0.06] My /pc® | 1
Ypp Uniform | [0.0,30.0] Mg /pc? | 1

Table 3.4: Prior distributions of model parameters.

p(dIM) = / p(dI M. 0)p(B|M) d6. (3.24)

We sample the posterior in Eq. with the Markov Chain Monte Carlo (MCMC)
sampler emced'] for estimating values of parameters and determining correlations between
them. To draw samples from a d-dimensional parameter space, emcee implements the affine-
invariant ensemble sampling algorithm of Ref. [201] that is based on simultaneously evolving
an ensemble of N walkers. Since each walker in the ensemble independently samples the pos-
terior, emcee is naturally suited for parallel computing on multicore systems (see Ref. [202]
for more details).

In our implementation, we let (100-300) walkers run for (15000-25000) steps depending
on the stellar type and components (ppy or ppym + thin DD) of the local DM content. These
numbers are chosen to achieve an acceptance fraction ay ~ 0.3 [203] for each walker. After
accounting for the ‘warm-up’ time, ~4000 steps, of the ensemble, we obtain > 2 x 10° samples

on average for each iteration of our analysis.

Ohttp://dfm.io/emcee/current /
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3.5 Results

3.5.1 Local DM density

We summarize the results from the posterior sampling for the analysis with baryons and a
constant halo DM density ppy in Table [3.5] The median value of ppy obtained through our
kinematic analysis of A and early G stars are similar to each other, while using F stars yields
a significantly higher value. We also note that our value of ppy determined using A and
early G stars is consistent with previous measurements made using SDSS/SEGUE G star
data [204], ppy = 0.01275:50% My /pc® (within 10) and ppy = 0.00875052 My /pc® (within
20), by Refs. [180] and [169] respectively.

While the 95% credible region (CR) for measurements of ppy with A, F, and early G
stars in Fig. overlap and seem consistent with each other at the 2o level, we emphasize
that each tracer population doesn’t necessarily probe the same galactic environment due to
differences in age and star formation history.m Consequently, without appropriate modeling
of all prior information in a (hierarchical) Bayesian framework, results derived from different

tracers should be compared with caution.

Stellar type | ppm [Ma/pe®] | ppm [GeV/em?] | p, [Mo/pe?] | 26 [pc]
A stars 0.01670010 0.608703% | 0.088%000r | 8.807%7]
F stars 0.03970-008 1.482F9-504 0.08970:00% | 2.0473%3
G stars 0.01175:05 0.41870-5% 0.08710007 | —8.8215%3

Table 3.5: Median posterior values with 1o errors for the local densities of baryons p, and
halo DM ppy;, and height of the sun above the midplane z5. The halo DM density ppu is
expressed in both Mg /pc?® (astronomical unit) and GeV /em? (particle physics unit), where

1 Mg /pc® =~ 38 GeV/cm?.

UFor instance, each tracer type could have different sensitivity to non-equilibrium features of the MW [189).
Propagating these uncertainties to our estimates for the baryon and DM densities requires a detailed study
using simulations, which is beyond the scope of this work.
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3.5.2 Constraints on a thin DD

We perform a full MCMC scan of the posterior after including a thin DD component along
with local density of halo DM ppy, and plot the marginalized posteriors for thin DD pa-
rameters, ppy, and the total midplane baryon density p, in Figs. [B.5] B.7 On the
other hand, Fig. gives the constraints on thin DD parameters after marginalizing over
the uncertainties of the baryon mass model and asymmetries in velocity distribution. Given
the exploratory nature of our analysis, this may be interpreted, at best, as an approximate

upper bound on the thin DD parameters.

DR2
20.0 0.025

r0.020
15.0

r0.015

€DD
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r0.005
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Figure 3.7: 95% CR upper limit contours for surface density Xpp and scale height hpp of
a thin DD for A (blue), F(green), and G (orange) stars using data from DR2 (left panel)
and TGAS (right). The upper bound for the fraction of the total DM mass in the MW that

could exist in a DD, €pp, is also shown on the right side of each plot for reference.

We also use the constraint on Xpp to estimate the amount of dissipative DM in the
galaxy. Following Ref. [135], we relate the locally measured surface density of a thin DD to
€pp, the fraction of the total DM mass in the MW that has dissipative self-interactions and

forms a DD,
gal
€EDD MDM

ool =5k,
DD

exp (—R@/RDD) (325)

where MEY ~10'2M, is the total DM mass in the MW, R ~8.1 kpc is the Sun’s distance

from the galactic center, and the scale radius of the thin DD is assumed to be equal to that
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of baryons, Rpp = 2.15 kpc [169]. As indicated in Fig. 3.7, only ~1% of the total DM mass
could reside in a thin DD.

3.6 Discussion

Our main results from the MCMC sampling of the posterior, e.g. for A stars, imply that
the local DM content can accommodate a constant density ppy = 0.016 4 0.010 M, /pc?,
or ppm = 0.00870048 My /pc® and a thin DD with Xpp = 2.997575 Mg /pc?, the precise
value depending on hpp. We observe that the 1o uncertainties are fairly large in both cases
and suggest high systematic noise in our determination. We discuss different sources of the
uncertainties in Secs. [3.6.1H3.6.3| and comment on the robustness of our dynamical analysis.
Lastly, we cross-validate our statistical setup by repeating our analysis with TGAS data in

the same galactic volume, and comparing the results with those from DR2 in Sec.

3.6.1 Effect of volume cuts

We vary the cylinder radius R and find that the tracers’ vertical density distributions do not
vary much for R < 200 pc. Increasing R from 150 pc to 250 pc, though, results in an overall
broadening of the density distributions. Ref. [1] attributed a similar trend in TGAS data to
the so-called ‘Eddington’ bias, ¢.e: higher parallax uncertainties of distant stars could lead
to a smearing of the density distributions at large |z|. However, as shown in Fig. , the
parallax uncertainties are significantly reduced in DR2 and remain small at large |z| even
when R is increased to 250 pc. Thus, it seems unlikely that the broadening of the density
distributions is due to the ‘Eddington’ bias. A more plausible option is the presence of local
disequilibrium effects as we discuss in the following section. We note that our procedure
would result in a lower local DM density estimate for a broader density distribution, since

additional matter tends to pinch the predicted density profile as shown in Fig. |3.6]
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3.6.2 Disequilibria in the solar neighborhood?

An implicit assumption in our modeling of the tracer density profile is that the local neigh-
borhood is axisymmetric and the stellar disk is in dynamic equilibrium. However, growing
evidence in DR2 data for: asymmetry in the vertical number counts [205]206]; vertical
waves in the disk at Sun’s position [207-209]; kinematic substructure |60,210,211], warrants
a closer look at sources of disequilibria in the solar neighborhood. We defer searches of local
disequilibria and the corresponding revision of our traditional kinematic method outlined
in Sec. to future work. Presently, we only approximate the effect of non-equilibrium
behavior by propagating asymmetries in the midplane velocity distribution to the errors in

the predicted density.

3.6.3 Degeneracy between ppy and py

The marginalized posterior for each tracer in Fig. indicates a strong degeneracy between
measurements of p, and ppy. As proposed by Ref. [195], and recently implemented on
simulated data by Ref. [193], this degeneracy can only be broken if any kinematic analysis
includes the density falloff at larger |z| away from the midplane. Since most of the baryonic
matter is confined to the stellar disk with a scale height O(kpc), any excess matter that
causes the falloff can be attributed to (at least to leading order) to DM, allowing a more
precise measurement of ppy with smaller error bars. On the other hand, this introduces
another layer of complexity as the coupling between the radial and vertical motions is no
longer negligible at |z| 2 0.5 kpc and must be modeled by simultaneously fitting to the
velocity data [158,179].

Meanwhile, the highly diagonal posterior in the ppy—2 pp plane combined with identically
flat posterior in the ppy—pp and X pp—p, planes of Figs. B.5], [B.6], [B.7implies that introducing
a thin DD in our analysis merely shifts some of the DM density from ppy while increasing its
relative error. Thus, to set realistic constraints on, or seek evidence for, DM density in the
thin DD (or equivalently some form of extended substructure near the midplane) using our

procedure, we would need more physical insight to break the degeneracy between different
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distributions of DM.

As the discussion above indicates, our results are dominated by systematic errors stem-
ming from an approximate modeling of non-equilibrium behavior and a strong degeneracy
between different matter components near the midplane. We note that these errors, in the
context of the 1D distribution function method, may not be reduced significantly in future

Guaia data releases.

3.6.4 Comparison of constraints between DR2 and TGAS

We plot the 95% CR upper limit contours for the thin DD parameters using data from
DR2 and TGAS in Fig. and Fig. [3.§ respectively. Both sets of exclusion curves are
significantly stronger than previous results based on the Hipparcos catalog [146]. However,
there are obvious differences between our results derived using DR2 and TGAS data[?]
Using TGAS data, early G stars exclude Xpp ~5Mg/pc® depending on hpp while A
stars set the weakest constraint. On the other hand, using DR2 data, A stars exclude

Ypp 2 (5 — 12) M, /pc® while the weakest constraint is due to F stars.

TGAS

0.025

0.020

0.015

€DD

0.010

0.005

20 40 60 80 100
hpp [pc]

Figure 3.8: Same as Fig. but using TGAS data.

120ur TGAS results derived using a fully Bayesian analysis roughly agree with those of Ref. [1]; see left
panel of their Fig. S17 in particular.
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Naively, we expect that there would be an (modest) improvement in the constraints from
DR2 data compared to those from TGAS due to increased statistics (about a factor of ~2.5)
and decreased parallax uncertainties (due to our choice of binning, these only affect the high
z bins). We check numerically that if we take central values from TGAS and uncertainties
from DR2 to generate mock distributions for the tracers, the derived constraints on thin
DD are indeed similar to those from TGAS data with minor improvements. Given this
expectation, it seems counterintuitive that our DR2 constraints are different from the TGAS
ones.

Before discussing possible origins of the differences for each tracer population, we note
that adding more matter pinches the density profile of tracer stars, such as the effect of
thin DD discussed in Sec. [3.4.1] Thus, the narrower the profile from data or broader the
predicted density is, the more matter that can be included, and weaker the constraint on

local DM content.

F stars
4 TGAS
0.0 ¢  Gaia DR2
0.081
0.2
N 0.061
S —04 fam
= B
= =
£ 06 == 0.041
—0.81 0.021
4 TGAS
—1.07 ¢ Gaia DR2
0.00
200 100 0 100 200 0 10 2 30 40
z [pe w [km/s|

Figure 3.9: F stars: (left) volume complete number density profiles overlaid with the pre-
dicted density derived using the mean TGAS and DR2 velocity distributions assuming fidu-
cial values for baryons and ppy = 0.02 Mg, /pc?; (right) midplane velocity distributions with
interpolated fits to the data. Note that the TGAS velocity distribution has a bin size of 2
km/s while DR2 bin size is 1.5 km/s.
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The significant weakening of constraints for F stars stems from small differences in the
midplane velocity distributions, as shown in the right panel of Fig. [3.91 The DR2 velocity
distribution is slightly broader. We verify that this trend in the velocity distribution is not
an artifact of our choice of the midplane latitude cut or the binning of the velocity data.
Although velocity (and vertical density) profiles from TGAS and DR2 are consistent with
each other within uncertainties, the predicted density distribution with DR2 data is broader
than that with TGAS data with fixed model parameters (one example is shown in the left
panel of Fig. . As a result, a higher density in DM components is required to fit the
predicted density of F stars to the DR2 number density profile for a fiducial baryon mass

model.

A stars Early G stars

0.09 ; ' 'R $, 0.0
AT

0.5: ¥ ¥ +

——

In(v/w)

¢
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95 ¢ Gaia DR2 ’ Gaia DR2
200 —100 0 100 200 —300 —100 0 100 200
2 [pc] 2 [pc]

Figure 3.10: Comparison of volume complete number density profiles in TGAS and DR2
data for A (left) and G (right) stars.

We also present the volume complete number density profiles and midplane velocity
distributions for A and early G stars in Fig. [3.10]and Fig. [3.11] From the plots, we note that
all the distributions based on TGAS and DR2 data for both these tracers are also consistent
within uncertainties, yet there are subtle differences. The velocity distributions using DR2
data are smoother compared to the TGAS ones with smaller systematic uncertainties from
asymmetry between negative and positive velocity data.

The constraint from early G stars in the DR2 data set gets weaker due to both a slightly
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Figure 3.11: Comparison of midplane velocity distributions in TGAS and DR2 data for A
(left) and G (right) stars. Note that the TGAS velocity distribution has a bin size of 2 km/s.

narrower density profile, and a slightly broader predicted density. However, in the case of
A stars, the constraint gets considerably stronger at high hpp due to the reduction in the
systematic errors from the asymmetry in the midplane velocity distribution.

We reiterate that Gaia DR2 should be regarded as a different data catalog from TGAS,
rather than just a statistical improvement over it [54]. DR1 incorporated positions from the
Tycho-2 catalog to generate the five-parameter astrometric solution in the TGAS catalog,
whereas, the DR2 catalog is independent from any other external catalogs with its own
self-consistent astrometric solution. Any comparison between the constraints on local DM

content from TGAS and DR2 should be made bearing this difference in mind.

3.7 Conclusions and Outlook

We apply the 1D distribution function method to Gaia DR2 and use stellar kinematics in the
solar neighborhood to constrain the local DM density and properties of a thin DD aligned
with the baryonic disk by performing our analysis within a Bayesian framework. We adopt
young A, F, and early G stars as tracers as they have shorter equilibration timescales and

consequently are expected not to be strongly affected by disequilibria. Using A stars gives
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an estimate of ppy = 0.016 £ 0.010 M, /pc® and sets the strongest constraint on the thin
DD, excluding Ypp = (5-12) My /pc? depending on the scale height with 95% confidence.
This upper bound is used to constrain the amount of dissipative DM in the galaxy: a thin
DD with ¥pp <12 My /pc? and a scale radius ~3kpc contains < 1% of the total DM mass
in the Milky Way [135]. While we obtain similar results from early G stars, F stars seem
to prefer a higher value of the local DM content. Even though the distributions derived
from DR2 are consistent with those from TGAS data within uncertainties, the allowed DM
density and parameters of DD model are quite different for all tracers. In light of these
results, we address the origins of the differences and discuss the robustness of our kinematic
analysis.

Our results also suggest that we need a better understanding of the physical origin of
the systematic uncertainties, which we include in our analysis to account for the asymmetry
in the midplane velocity distributions of tracers. One possibility is that with complete data
for radial velocities, we could define the midplane region using the z-cut instead of the b-cut
and obtain a more precise determination of the velocity distribution. Another possibility is
to take a closer look at local disequilibria and their effects on traditional kinematic methods.
Although we do not find any statistically significant evidence for non-equilibrium in the
vertical density and velocity distributions in our samples, several analyses based on DR2 seem
to suggest various sources of disequilibria at distances larger than the heliocentric cylinder
we consider. In terms of baryon modeling, it could be useful to find a self-consistent, data-
driven approach to determine the baryon distributions instead of assuming the isothermal
Bahcall model. One way to achieve this would be to construct the mass density for stars
directly from the data rather than treating it as an isothermal disk.

For a more precise determination of the local DM density, a dynamical analysis could
be performed using tracers at heights greater than the scale height of the stellar disk to
minimize the latent degeneracy between baryons and DM. However, besides modeling effects
of disequilibria, an analysis at larger scale height has to go beyond the 1D method and must
include terms that couple the motions of tracers in different directions. We also see a

degeneracy between parameters of ordinary DM and thin DD in the marginalized posteriors
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obtained through MCMC sampling. To break the degeneracy, we would need to distinguish
between their effects on tracers by developing new observables and modeling priors that

reflect these differences.
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Chapter 4

The (Gaia Sausage for Dark Matter

Nuclear Interactions

4.1 Introduction

Confirming the existence of dark matter (DM) through a variety of cosmological and astro-
physical observations has been one of the major successes of 20" century physics. Simul-
taneously, questions regarding the particle nature of DM and its interactions with ordinary
matter beyond gravity remain unresolved. Fortunately, there is a vibrant research program
that seeks to answer these questions on the experimental and observational frontiers. A
leading probe in the hunt for DM is direct detection (DD) experiments, which look for sig-
nals from DM particles scattering in underground detectors. Although there have been no
statistically significant detections of non-background events so far, next-generation experi-
ments such as LUX-ZEPLIN (LZ) [212], XENON-NT [213], PANDAX-XT [214], SuperCDMS
SNOLAB [215], Damic-M [216], DARWIN [217] and DARKSIDE-20K [218] serve as promising
avenues not just for DM discovery, but, as we argue below, for reconstructing its astroparticle
properties as well.

The main physical observable in a DD experiment is the differential recoil spectrum,

typically quoted as a function of the primary scintillation signal. Interestingly, modeling
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the DM recoil spectra at DD experiments relies on several independent aspects of its phe-
nomenology. More specifically, DD experiments probe a combination of three important DM
properties: its mass, interaction type (with nucleus and/or electrons) which we will refer to
as the model, and its astrophysical distribution, namely through its density and velocity
distribution in the solar neighborhood. From the perspective of statistical inference, this
results in a three-fold degeneracy depicted in Fig. As corollary, determining the local
astrophysical properties of DM precisely will be crucial in reconstructing its particle physics
properties.

The Standard Halo Model (SHM) of DM velocity distribution [219] has been the cor-
nerstone of DD analyses since it was proposed nearly three decades ago. The SHM follows
from modeling the Milky Way (MW) as an isotropic, isothermal halo in equilibrium formed
through the virialization of multiple subhalo merger residue. However, observations [220-223]
and results from N-body simulations [224-229] have suggested the presence of diverse stellar
and DM substructures from recent mergers, challenging the MW’s steady state character-
ization. There have also been attempts to semi-analytically model the local DM velocity
distribution using kinematic data [230-236], but these rely on additional, potentially restric-

tive, assumptions about the structure of the MW.

DD experiments

Mass del

Astrophysws

Figure 4.1: Three-fold degeneracy in DM direct detection.

On the other hand, astrometric data released by the European Space Agency’s Guaia

mission [54,55] presents a unique opportunity to study the MW’s accretion history, and take
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first steps toward an empirical determination of the DM phase-space distribution. Even with
a subset of the full data, a few groups [56{-59] have reported evidence of tidal debris from a
dominant merger in the solar neighborhood, the so-called Gaia Sausage or Gaia Enceladus,
with very different kinematics compared to the old, virialized stellar population. While the
full implication of stellar data for the astrophysical properties of DM will take decades to
analyse, pioneering work by ref. [60] used the kinematics of MW halo stars in the cross-
matched Sloan Digital Sky Survey (SDSS)-Gaia data set as tracers for the DM velocity,
and validated their analysis [61] with the FIRE-2 cosmological zoom-in simulation. Their
analysis used a mixture model to characterize the local DM velocity distribution as a sum
of the smooth halo and a radially aniostropic substructure components, which we refer to
henceforth as the Gaia velocity distribution.

In this chapter, we perform a systematic study of how the DM velocity distribution affects
the reconstruction of DM model parameters at current or near-future DD experiments. Our

analysis expands the existing DM direct detection literature in two important ways:

e We consider the effect of DM velocity distribution for DM models that encompass a
diverse set of operators in non-relativistic effective field theory (NREFT) with different
recoil energy and velocity dependences. We show that the Gaia velocity distribution
could significantly change not just the overall rate, but also the shape of the DM recoil

spectrum at DD experiments.

e Adopting the euclideanized signal (ES) method developed by refs. [237,238], we forecast
the ability of next-generation experiments to resolve DM model parameters using SHM
and Gaia velocity distributions as two representative cases. We find that both the
DM mass and the recoil energy dependence of the model could enhance or suppress
the effect of the Gaia velocity distribution vis-a-vis the SHM while inferring the DM
model parameters. This is another example of the curious interplay between different

DM properties illustrated in Fig. [£.1]

Our approach is quite different from both traditional forecasting approaches for DM di-

rect detection that used benchmark-dependent mock data sets [239-243|, or analyses which
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studied the effect of uncertainties in SHM on constraining the DM particle physics proper-
ties [2441-247].

This chapter is organized as follows. We review the basic ingredients to compute the
recoil spectra at DD in section 4.2} we summarize and review the velocity distribution
taking into account of the Gaia Sausage in section [£.2.1] and review the NREFT formalism
along with several benchmark DM models in section £.2.2] In section 4.3 we demonstrate
how Gaia velocity distribution could modify both the overall rate and the shape of the recoil
spectra in the NREFT framework. In Section we introduce the recently developed ES
statistical framework, which allows us to make forecasts without running MC simulations. In
section [4.5], we present our results on the effects of Gaia distribution on reconstructing DM
model parameters and distinguishing between different models at future DD experiments as
well as setting constraints using current data. We conclude in section

This chapter is based on the work with Jatan Buch and JiJi Fan in Ref. [248].

4.2 Phenomenology of dark matter-nuclear Interaction

In this section, we briefly review the key ingredients to compute the rate of DM scattering
off nuclei in a DD experiment. In particular, we summarize possible new DM velocity
distributions inferred from the Gaia data. We also review both the model-independent
framework, the non-relativistic effective theory and some specific benchmark models to study
different types of DM-nucleus interactions. We emphasize that this section is a review of the
literature, which are most relevant to our studies. Readers who are familiar with the subject

could skip this section. A more extensive recent review on DD can be found in ref. [44].

4.2.1 DM velocity distributions

Our key experimental observable, the differential recoil rate (the full formula is provided in
Appendix |C.1)), is sensitive to the DM velocity distribution. In this section, we first review
the SHM and the Gaia distribution which we use in our analysis and then compare the

velocity moments from different possible velocity distributions.
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The local velocity distribution in the GC frame for the SHM, ¢.e. for an isotropic,
isothermal DM halo in equilibrium, is well-modeled by a truncated Maxwell-Boltzmann

distribution [219],
1 1

b _
N (27mg)3/26 O (Vese — V), (4.1)

Jsam(v) =

where we take the velocity dispersion and escape velocity of the DM halo to be o, ~ 160
km/s and vese &~ 540 km/s respectively [249], and the normalization constant Neg. is given

by,

(V) 2 U 2 2
Noyo = erf | —2 | — == ¢ ) g Vese/20% 4.2
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The DM velocity distrubution in the Earth frame, f (v), can be obtained by boosting GC

frame distribution, f(v), with the Earth’s velocity, vops(t),

f(©) = [ (vors(t) +v). (4.3)
where the ¢t dependence arises due to Earth’s orbital motion around the Sun and is commonly
referred to as annual modulation [250,251]. Ignoring modulation effects, we assume a time
averaged value for the Earth’s velocity vops &~ 230km/s in our analysis.

A crucial assumption in the formulation of the SHM is the condition of local equilibrium.
However, if the MW has undergone one or more recent mergers, the equilibrium condition
is then invalid, and we would need a method to empirically determine the DM velocity
distribution. Assuming the CDM paradigm, hierarchical structure formation implies that
the MW halo should primarily consist of virialized tidal debris from old subhalo mergers
with other spatial and kinematic substructure sourced by more recent ones. Ref. [252] used
the Eris N-body simulation to show the correlation between velocities of old, metal-poor
stars and the virialized DM component of a MW-like halo. Along the same lines, ref. [226]
argued that the velocity distribution of stars in a class of substructure called debris ﬂouﬂ is a

good kinematic tracer of its accreted DM counterpart based on the Via Lactea simulation.

IDebris flow consists of tidal debris of an accreted dwarf galaxy that has made several orbits such that it
is spatially mixed on large scales while retaining a unique signature in velocity space [253].
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In unarguably the golden-age of data-driven astrophysics, we can now obtain 7D in-
formationﬂ for main-sequence stars in the MW halo by cross-matching the Gaia data re-
leases [54,55] with the Sloan Digital Sky Survey (SDSS). Using this cross-matched catalog,
refs. [56,57] found signatures of a debris flow in the solar neighborhood (within ~ 4 kpc of
the Sun)— the so-called Gaia-Sausage — that consists of metal-rich halo stars with high radial
anisotropy. Further investigation of other phase space substructures [56,58,[254] indicates
that, in fact, the MW might have experienced at least two different accretion events, namely
those of the Sausage [56] and Sequoia [255] dwarf galaxies. The Gaia-Enceladus structure [57]
hints at a possible third event, although it appears to partially consist of debris from the
other two mergers |256].

For our analysis, we only focus on the effects of the Gaia-Sausage, since it is the dom-
inant merger in the solar neighborhood contributing ~ 70% of all accreted low-metallicity
stars [6]. Ref. [60] used the SDSS-Gaia DR2 data set with a subsample of ~ 190, 000 stars to
make the first empirical determination of the local DM velocity distribution. They performed
a Gaussian mixture model (GMM) analysis on the joint distribution of stellar velocities and
metallicities to classify stars in three populations with distinct kinematic properties: metal-
rich young disk stars formed in-situ; accreted stars which include metal-poor stars in the
smooth isotropic halo, and intermediate metallicity stars with a high radial anisotropy that
constitute the Gaia-Sausage substructure. The total DM velocity can then be written as a
linear combination of the substructure and halo velocities, weighted by the the fraction of

DM in each component,

f(0) = (1 = Nub) frato (V) 4 Db foun (v), (4.4)

where 7ng,, parametrizes the DM fraction in substructure. By sampling the GMM model
with the SDSS-Gaia DR2 subsample, ref. [60] inferred the best-fit velocity distribution for
each componentﬂ as well as a posterior distribution of their stellar fractions. Subsequently,

ref. [61] derived an approximate relation between the mass-to-light ratio and metallicity

2Including parallax, sky positions and proper motions on the celestial sphere, and radial velocity mea-
surements from Gaia, along with metallicity data from SDSS. The stellar metallicity, given by the iron-to-
hydrogen abundance ratio, [Fe/H], is used as a proxy for the star age.

3 Available publicly here: https://github.com/linoush/DM_Velocity Distribution.
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for the MW [257,1258| for using the stellar fraction posterior to estimate the DM fraction
distribution, p(nsub), shown in the left panel of Fig. [.2]f] Importantly, however, the fraction
of stars in substructure relative to total accreted stars is typically a poor tracer for 7y, as
simulations show that the halo DM component may contain significant contributions from
accretion of diffuse DM and DM in non-luminous subhalos. In fact, as demonstrated by
ref. [61,259,260], late-time accretion from the latter component may affect both the shape
and the velocity distribution of all accreted DM. We postpone a detailed study of these

effects to future work.
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Figure 4.2: Left: distribution of the DM fraction in substructure 7,, determined using an
empirical relation between the mass-to-light ratio and metallicities for the MW (provided by
L. Necib in private communication). Right: the normalized Gaia DM velocity distributions
for the halo (indigo dash dotted) and substructure (blue dashed) components weighted by
the median DM substructure fraction, i.e. 1s,, = 0.42. Also shown for reference are the total
velocity distributions in the heliocentric frame for Gaia for the median value of DM fraction
(orange solid) and the SHM (cyan solid). The band of the Gaia distribution is obtained by

varying 7, in the 1o range around its median value.

We plot the Gaia DM velocity distribution in the heliocentric frame for each component

from ref. [60] in the right panel of Fig. . We also note that there is no smooth interpolation

4While ref. [61] only provides the median value of 7, with its 1o error bar, the full distribution was
provided to us by one of the authors, L. Necib, in private communication.
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in ng,p, between the SHM and the Gaia velocity distribution, i.e. ns,, = 0 does not yield the
SHME Heuristically, the differences between the two velocity distributions can be attributed
to the Gaia one being inferred through a better statistical modeling of the same stellar
population.

There has also been growing interest in studying the effect of other phase-space substruc-
tures in the solar neighborhood discovered using Gaia data, in particular for the retrograde
S1 [254], and the prograde Nyx [263]/264] streams. Stellar streams appear as a coherently
moving group of stars resulting from the tidal debris of a galaxy localized in both position
and velocity space, and presence of a significant DM fraction in stream(s) could result in
a very different annual modulation signature compared to the SHM. With this motivation,
ref. [265] revisited the DM interpretation of the latest DAMA data with the S1 stream, and
found that absence of a DM signal at other experiments rules out the preferred DM param-
eter space of DAMA even if 100% of the local DM was present in such a stream. Another
promising avenue to look for interesting signatures of DM substructure are axion searches
and directional detection experiments as discussed in refs. [261,266,267]. The main drawback
of the aforementioned analyses is the underlying assumption of a near perfect stellar-DM
velocity correlation. As illustrated in ref. [61] (see top panel of Fig. 7 for example), stellar
streams turn out to be poor tracers of the DM velocity, since the tidal debris in the stream
hasn’t had enough time to completely mix with the halo. In addition, compared to the
Sausage substructure, streams are expected to contribute only a subdominant fraction of
DM in the solar neighborhood. For example, using the results of ref. [268], ref. [267] argued
that the progenitors of the S1 and S2 stream could contribute ~1-10% of the local DM frac-
tion. Thus, we only focus on the DM velocity distribution associated with the Gaia Sausage
based on refs [60,61] in our work, and ignore the effect of streams in our analysis.

Dark matter interactions with the nucleus beyond the simplest contact one could intro-

duce additional factors of incident DM velocity squared v? into the velocity integration. We

®We note here that ref. [261] uses the sphericity constraint of the DM halo [262] to argue that 1., < 20%.
However, this constraint relies on the assumption that the observed stellar density of the Sausage is a
reasonably good tracer for the density of its DM component. In any case, as we show in fig. [4.6] the
qualitative behavior of our result holds for a wide range of substructure fractions.
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Figure 4.3: Moments of the empirical Gaia velocity distribution (orange, dashed) and the
SHM distribution (cyan, solid) relevant in our analysis, g(vmin) (left) and A(vmyin) (right), as
functions of vy,;,. The value of g(vmin) (A(vmin)) has been multiplied (divided) by the speed

of light to be made dimensionless, for a better illustration of their relative magnitudes.

will consider two velocity moments:

9(vmn) = / gl ) (4.5)

(%

VUmin

h(Vmin) = /Uesc d3v 'z)f(v), (4.6)

VUmin

mrERr

where Vi = is the minimum DM velocity for a given recoil energy Eg, target

2
mass mr, DM—nucletTls reduced mass pp. The velocity integrals are bounded from above by
the escape speed, v, Which we take to be oo for the Gaia velocity distribution following
ref. [60].

We plot g(vmin) and h(vmim) as functions of vy, in Fig. 4.3l From the left panel of
Fig. 1.2 we note that fgu, peaks at a lower v and has a smaller high velocity tail compared

to fsum. Integrating it with 1/v results in g(vmin) Gaia > 9(Vmin)sam for small vy, whereas

for vy, =

~Y

250 km /s, ¢(Vmin) Gaia < 9(Vmin)sum- Meanwhile in case of h(vy), the preference
for large velocities due to an additional factor of v results in h(vmin)gaia < A(Vmin)sam for
all values of v;,. These features are crucial for us to understand how the Gaia distribution

affects the recoil spectra at the qualitative level in Sec.
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4.2.2 DM-nucleus scattering theory

In this section, we will briefly review a model-independent framework and some concrete
models to study different types of DM scattering off nucleus in DD experiments. There
is a huge literature on possible DM scattering in DD and we do not intend to provide an
exhaustive review here. We will only refer the reader to the original papers and papers we
actually use for our analysis.

The typical DM velocity in our galaxy is v < 1073c. The incident DM kinetic energy
is around O(10) keV for a DM particle with mass ~ 10 GeV. Given that DM scattering in
DD experiments is non-relativistic (NR), a simple model-independent way to parametrize
different types of DM-nucleon interaction is the Galilean-invariant NR effective field theory
(NREFT), first proposed and developed in refs. [269] and [270]. The core result is that in the
NR limit, DM-nucleon interactions could be encoded in 16 NREFT operators, 15 of which
are linearly independent. These operators are expressed in terms of four three-vectors: DM
spin S,, nuclear spin Sy, the momentum transfer ¢ = p’ — p with p (p’) the incoming

(outgoing) DM three-momentum and the transverse velocity

q
vt =v+ ——, where v

2pr
We will use only 12 linearly independent operators, O;’s, listed in Table [£.1] These 12

t.g=0. (4.7)

operators are usually sufficient to describe the NR limit of many relativistic operators that
appear in simple models with spin-0 or spin-1 mediators. In this work, we only focus on
spin-independent scattering.

In the NR limit, a relativistic operator in the field theory can be mapped onto a linear
combination of NR operators. Thus, a relativistic Lagrangian for a particular DM scattering
model, which could contain several relativistic operators for DM-nucleon interaction, can be
written in terms of the NREFT operators as,

Mo
LNREFT = N;p ; P mrzn ; (4.8)
where N = n, p labels the type of nucleon DM interacts with, which could be either neutron

or proton and ¢ labels NREFT operators. The coefficients, ¢;’s, depend on the coupling
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Operators Form Spin-Dependence
@ 1 X
O, (v1)?

O3 iSn - (g x vt) v
Oy S, - Sy v
Os iSy - (g x v*) X
Og (Sn-q)(Sy - q) v
O7 Sy vt v
Os S, - vt X
Oy iSy - (Sn x q) v
O10 1SN - q v
On iSy - q X
O12 vt - (S, X Sy) X

Table 4.1: Summary of the NREFT operators. The second column indicates the operators’

nuclear spin dependence.

coefficients in the relativistic theory and the Wilson coefficients obtained by mapping the
relativistic operators to the NR ones. Compared to the standard literature (e.g., refs [270-
272]), we also take the mediator propagator out of ¢;s and explicitly write it out, where
Mmed;; 15 the mediator mass for the ith interaction. Strictly speaking, the formula above
holds when the mediator is light with mass below GeV. When the mediator is heavy with
mass above GeV, it could be integrated out and the propagator in eq. is reduced to

-2

mmed :

In the work, we only consider the leading order spin-independent (SI) elastic scattering
in which DM scatters off the entire nucleus coherently. To go from DM scattering with

individual nucleons to scattering with nucleus, one needs to take into account of the nuclear
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response which is encoded in the form factor
]—"Z(év N = { Nucleus | (’)gN)OJ(.NI)’ Nucleus ),

F ()0, (4.9)

Z7j

I
WE

Il
=)

n

where in the second line, we expand it as a power series of v? and F™ are associated
coefficients. Further development of effective field theory from quarks to nucleons could be
found in refs [273,274]. In NREFT, the differential scattering rate (full formula in Eq. (C.1)))
in terms of the ¢;s and the form factors is,
7 (N) (N')

dr = f(v) G G (N,N')
— d? — FUb 2 0,
dERO(Z/ . (@ +m2 )P +m2 ,..) " (g% %)

i,4, * Vmin med;i med;j
N,N’

CiCj [ ©0) 2 12
- 9nin) FL(0%) + h(vin) FS (6) -+ ] . (4.10)
2 T ) () L) )

Note that our normalization of the form factors F’s differs from that in the literature (e.g.,
refs [270,271]) by a factor of (4m,my)? with my the nucleon mass. The form factors used
in our analysis are provided in Appendix [C.2]

A DM model could contain several different DM-nucleon interactions and a relativistic
operator between DM and nucleons could map onto multiple NR operators. Moreover,
the constraint on the coupling of the relativistic operator could be a complicated sum of
constraints on each NR operator it corresponds to with different weights due to interferences
between different NR operators. Thus in analyzing how the new velocity distribution affects
interpretation of DD data, we also consider a few simple representative models. Again, we
do not intend to be exhaustive; we only select and compare a few models with different Er
and velocity dependences, which could be affected by SHM and Gaza velocity distributions
in different ways.

We assume for simplicity that the DM is fermionic, and analyze six SI DM models:
DM interacting through heavy scalar mediator (leading to the simplest contact interaction),
millicharged DM (mC), DM with magnetic dipole moment (MD) with either heavy or light
mediators, DM with electric dipole moment (ED) with light mediator and anapole DM with
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a heavy mediator. All the models are summarized in table 1.2l More details of the models

could be found in Appendix [C.3

Relativistic Er and
Model Operator NREFT Operator DM velocity moment
Contact JeXVuX NN .04 9(Vmin)
Millicharge 1
(mC) eeXY XAy e 50 Eg? 9(tun)
light mediator 9
Magnetic dipole " e ) .
(MD) 5 X0 0uX0" Fow | —5( 0 " —405") | B 9(vmin) + B h(vnin)
heavy mediator
Magnetic dipole
My — efy , 1 4 .
(MD) 2X 0'“ XF Tx(m—ogp)—?(,)ép)) g(Umin)+Eth<Umin)
light mediator X 1
Electric dipole d 1
(ED) i;XXU“VW‘LaxFW 2ed, — o Ez' g(Vmin)
light mediator 1
Anapole ) . , )
heavy mediator 1Gana X 75X8 Fu 2egana0 ER g(vmin)+h(vmjn)

Table 4.2: Summary of the representative DM models used in our analysis. For brevity, only
the SI NR operators of each model are shown here. We also show the leading order Er and
velocity moment dependences of the corresponding spectra. The coupling constant in front
of the operator defines the model parameter to be constrained, e.g. coupling strength g. for
contact interaction, charge fraction €, for millicharged DM, and the dipole moment p, for

magnetic dipole DM.
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4.3 Effect of the DM velocity distribution on DD recoil

spectrum

Before presenting the statistical method for DD forecasting and the results, we want to
discuss how different DM velocity distributions could affect the differential recoil spectrum,
the key quantity in DD experiments. Here we present results using NREFT operators. This
will help us obtain some qualitative ideas and physical intuition of the effects of DM velocity
distribution on interpreting current and future DD data in the context of a full-fledged model,

which we present in section

10 10 10
Oy p,my =12 GeV Ogp,my =12 GeV Oq1p,my = 12 GeV
8 81 81
=6 Z 6 Z 6
& & &
=S <& <|&
<8 4 <8 4 <8 4
2 2 A 2
0 5 10 15 0 5 10 15 0 5 10 15
ER [ch] ER [kCV] ER [kCV]

10 10 10
Oy,p, my = 50 GeV Og p, my = 50 GeV O11,1, my = 50 GeV
8 81 81
Z 6 Z 6 Z 6
= = =
< | & = |
S8 4 S8 4 S8 4
2 21 2
0 20 40 60 0 20 40 60 0 20 40 60
ER [1{0\/] ER [ko\/] ER [koV]

Figure 4.4: Top row: recoil spectra of O;, Og and Oy; with heavy mediators for DM with
m, = 12 GeV. Bottom row: recoil spectra of the same set of operators for m, = 50 GeV.
The cyan (orange) curve assumes SHM (Gaia ) velocity distributions. In this figure and the

next one, the differential recoiling rate is in arbitrary unit.

The recoil spectrum depends on not only the velocity moments but also the coefficients
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Figure 4.5: Recoil spectra of O, Og and O;; for DM with mass m, = 12 (top) and 50
(bottom) GeV. Here we consider operators with light mediators. The cyan (orange) curve
assumes SHM (Gaia ) velocity distributions.

Fi(,?)(QQ) /(¢ +m? 4)* The form factor function Fl(?)(qz) is, in general, a polynomial of ¢?
multiplying an exponent suppression factor ~ e~4*, in which the effective nuclear radius
is s &~ 0.9 fm. Since the exponential factor is common for all nuclei, we will focus on the
polynomial part of FZ(?) (¢?) that depends on the type of DM-nucleon interaction.

The momentum transfer is related to the recoiling energy Fr and v, as,
¢ =2mrER = 4pin?,,. (4.11)

We could express ¢? in terms of vy, and the differential recoil rate as a function of v,
only. To illustrate how the recoil spectra vary with velocity distributions, we select three

NR operators as examples
O,=1, Og=S8,-v", 0O, =iS, q, (4.12)
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and compute their recoil spectra assuming a xenon target. For simplicity, we consider only
one NR operator at a time with a single type of mediator. Let’s consider two limits to
illustrate the effects of different DM velocity distributions: heavy mediator with m?2 _; > ¢
so that the propagator is approximately a constant, and light mediator with m?2 _; < ¢* so

that the propagator is approximately 1/¢?. It is not difficult to generalize the discussion to

2

2 1~ ¢* In the two limits, we have the dependence

cases in between the two limits with m

of the recoil spectrum on vy, for each operator schematically as

O1 : g(Vmin), Og : Ufmng(vmin) + h(Vmin), Oy : vilmg(vmin), heavy mediator;

min min h min min . .
0, : 9(1; )7 O - 9(“2 ), @i ), Oy : 9(”2 ), light mediator.
Unin Umin Uin Umnin
(4.13)

To derive the spectrum’s dependence on vy, for Og, we use v+

_ L,y
—'v—l—zl%andv .q = 0.
We could understand some general features of the spectra independent of the velocity
distributions. Given the exponential factor in the nuclear response function, all spectra fall
off at large recoiling energies. In the heavy mediator limit, the spectrum of O; peaks at low

recoil energy (or equivalently, small vy,;,) since g(vmin) is @ monotonic decreasing function

2

of vmin. The differential rate of Oq; contains an additional factor, v, , which prefers larger

Er. Thus the spectrum peaks at a higher Er, away from the detection threshold, due to

2

a balance between vy, and g(vmin). For Og, the differential rate is a sum of two terms

2
mind

with opposite behavior: v (vmin) peaks at large recoiling energy while h(vy,) peaks at
threshold. Numerically it turns out that h(vy,) dominates over v, g(vmin) so that the
spectrum still peaks at low recoil energy. The situation is much simpler in the light mediator
limit. The spectra for all operators peak at threshold due to the mediator propagator 1/¢>.

We present the spectra for both light and heavy DM with masses at 12 and 50 GeV
respectively in Fig. [4.4] (in the heavy mediator limit) and Fig. (in the light mediator
limit). In the plots, the cyan curves are based on SHM while the orange curves are based on
the Gaia distribution with 74, = 0.42. Based on the discussion above, we could understand

further some details of the spectra for each velocity distribution.

In the heavy mediator case,
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e For both O and Oy, spectra based on Gaia peaks at a higher value at low recoiling
energy and falls off faster compared to the one from SHM given the shapes of g(vmin)
shown in Fig. 4.34)

e For O, the spectrum based on Gaia distribution is steeper for light DM than that for
heavy DM. More specifically, the recoiling energy at which the differential rate from
SHM becomes larger than that from Gaia for heavy DM (the cross-over of the two
curves) is larger than that for light DM. This is because at vy, ~ 250 km/s, the
relative sizes of g(vpmin)’s for Gaia distribution and SHM switches (Fig. 4.3a). For a
given vnn, the more heavy DM is, the larger Eg it corresponds to, as one could see
from Eq. . Similar argument could be used to explain the differences for spectral

of light and heavy DM scattering through Oy;.

e For Og, the spectra based on Gaia are always below those based on SHM since the

scattering is mostly determined by A(vpmiy).

Similar features are present in the light mediator case (though they are less evident in
Fig. :

e For O; and Oy, the Guaia spectra are steeper than those of SHM. At low Eg, the
differential rate based on the Gaia distribution is greater than that based on SHM
while the opposite is true at higher Er. Analogous to the heavy mediator case, the

cross-over happens at a larger Er for heavy DM compared to light DM.

e For Oy, Gaia’s differential rate is always below the SHM’s mainly due to the dominance

of h(Vmin)-

In general, the overall rate of light DM with mass < 10 GeV could be suppressed with
a Gaia distribution compared to that of SHM. This leads to weaker constraints and poorer
determinations of the light DM parameters using Gaia velocity distribution. On the other
hand, for heavy DM, the relative sizes of scattering rate with either Gaia or SHM distri-

butions depends on the type of the interaction. The scattering rate with Gaia could be
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enhanced when the associated velocity moment is g(vy,) and the scattering rate is pro-
portional to a non-negative power of vy, (or equivalently, ¢). This could lead to stronger
constraints and better determinations of the DM parameters, e.g., when the model maps
onto 07 and Oy; with heavy mediators. For interactions associated with A(vy,), however,
the recoil rates assuming Gaia distribution are suppressed compared to that of SHM, result-
ing in a weaker constraint on the coupling. Lastly, the differences of the spectral shapes in
the light mediator case, which depend on negative powers of vy, (q), with either Gaia or
SHM distributions are small. These qualitative discussions based on the recoil spectra will

indeed be confirmed with numerical computations in Sec. [4.5]

4.4 Statistical framework

In this section, we introduce the statistical framework to study the effect of uncertainties
in the DM velocity distribution while reconstructing particle physics parameters with DD
data, followed by a short discussion on how to interpret its results with a concrete example..
As discussed previously in the introduction, for a given DD experiment, there is a three-fold
degeneracy between the different classes of DM parameters. At the same time, from a statis-
tical inference perspective, we can only access (a combination of) these parameters through
experimental observables. For DM-nuclear interactions, these observables are simply the
overall rate and the number of events per bin or the shape of the recoil spectrum (which may
also include background events). The qualitative relationships between these observables
and DM parameters of interest are summarized in table [4.3]

However, no statistically significant number of DM events have been detected at P1co [275],
Lux [276], SUPERCDMS [277], PANDAX-IT |278], and XENON-1T [279]. These null results
in turn can be used to obtain constaints on particle physics parameters, traditionally ex-
pressed through 90% confidence level (CL) upper limit in the plane of dark matter mass and
scattering cross section per nucleon. While studying upper limits is the most straightfor-
ward way to assess the impact of qualitatively different velocity distributions on extracting

particle physics parameters with DD experiments [60,[245[261}[265]266], we could gain more
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Observables
Type Total rate | Shape
Signal parameters
DM mass [m,] v v
Particle and nuclear physics Couplings [c's] 4 X
Mediator mass [Mmyed] v Ve
Form factor [F’s] v v/
Local DM density [p,] v
Astrophysics X
DM velocity distribution [f(v)] v v

* Exceptions occur when multiple relativisitc interactions are relevant, each giving rise to a different
shape. Then varying couplings (non-uniformly) change the weights of each interaction.
** Applicable only for light mediators, i.e when muyeq/q S 1 as well as the case with multiple

mediators.

Table 4.3: Schematic summary of the relationship between DM signal parameters and exper-

imental observables in a typical DD experiment.

information from forecasting the ability of next-generation experiments to reconstruct model
parameters through pairwise comparison of neighboring points. We also note that several
analyses in the literature have forecasted degeneracies between DM model parameter by
analyzing mock data sets generated for various experimental configurations [239-244], but
these methods rely on the choice of several pre-defined benchmark points and some of them
could be computationally expensive.

A faster alternative for forecasting are techniques that rely on the so-called Asimov data
set [280], an artificial data with no statistical fluctuations generated using the true parameter
values of a model. Consider a d-dimensional parameter space, 8 € Q,, € R? for a given
DM model M, and the associated Asimov data set D4(0) for each point. Given two model

parameter points 6; 5 € {25, we can construct a likelihood ratio test statistic (TS) [281],

Lx(Da(6)61) _ < ~ )
Lx(Da(62)|0:) ~ D (01— 62):1; (61— 6); ~ X7, (4.14)

i.j=1

TS = —2In
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which asymptotically has a x? distribution with d degrees of freedom [282]. Here, I is the
profiled Fisher information matrix, and the summation runs from 1 to n;, the number of data
bins. While the TS is used to reject the null hypothesis that 8; and 8, are indistinguishable
at the (1 —a)% confidence level, Eq. can also be suitably modified to obtain sensitivity
projections for future experiments in terms of 90/95% CL upper limits.

Despite using the Asmiov data set, calculating the TS in Eq. for model comparison
of N points in the parameter space can be expensive when N is large. Thus, to facilitate
fast, benchmark-free model comparison, refs. [237,1238] introduced a novel method based on
information theoretic techniquesﬁ Noting that the profiled Fisher information I transforms
as a metric on the parameter space 0, ref. [283] mapped the parameter space into a higher-
dimensional signal space and expressed the TS as a euclidean distance between two signals.
More concretely, they used the embedding, 6 +— x(6) € R"™, to transform the parameter
space to the ny-dimensional signal space with unit Fisher information matrix. After this
transformation the TS can be written in terms of the appropriately named euclidean signal
Ty,

TS = ||x(8,) — x(0,)]|. (4.15)

Eq. is the main ingredient of our benchmark-free forcasting approach. In the
language of this method, as long as the parameter space is sufficiently sampled, signal dis-
crimination is only possible at the (1 — «)% CL if the signals from two parameter points
are at least a distance r,(M) apart in the projected signal space. The distance, in turn, is

related to the sampling distribution of the TS,
ra(M)? < PSH1 - a), (4.16)
d

where P, 2 is the cumulative distribution function (CDF) of the x? distribution with d degrees
of freedom.
The above procedure can be understood very loosely as comparing two distributions,

albeit incorporating the fact that they arise from the same likelihood function. We emphasize

6A python implementation of their results is available in the open source swordfish code:
https://github.com/cweniger /swordfish, and a proof-of-concept application to future DD searches has been
demonstrated in ref. [283].
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that there is no mock data generated at any stage of our analysis. The use of Asimov data
set in eq. implies that the sampling distribution gives the median significance for two
hypothetical data sets which have the parameter points 6,5 as their maximum likelihood
estimates. We illustrate the efficacy of this method in Fig. [.6] the left panel of which shows
the constraints in DM mass-coupling space for a model with contact interaction mediated by
a heavy vector particle. The closed ellipses represent the usual 68% CL contours in parameter
space for arbitrary benchmark points at a next-generation DARWIN-like liquid Xenon (LXe)
experiment [217] assuming SHM. These are obtained by constructing hyperspheres of radius,
T, in the Euclidean signal space, and back-projecting them to the parameter space using a
lookup table for the embedding map. For a x? distribution with d = 2, eq. implies
that 68% CL corresponds to a threshold value of 73, = 1.52.

4.5 Results

In this section, we combine the formulae and methodology presented in previous sections for
studying how DM velocity distribution inferred from Gaia sausage could affect reconstruc-
tion of various DM particle physics parameters at next-generation DD experiments. For
concreteness, we only consider a DARWIN-like liquid Xenon (LXe) experiment and a com-
plementary DARKSIDE-20K-like Argon experiment with both high [218] and low mass [284]
search programs (see Appendix for more details). Unlike Sec. , we present our results
for the benchmark DM models listed in Table instead of individual operator in NREFT.
While examining recoil spectrum of each operator is insightful, concrete models, especially
those with well-motivated UV completions and/or distinct phenomenologies, enable an easy
comparison of our results with those in the literature. In addition, since there could be
non-trivial mapping between a model and NREFT, it may not be straightforward to find
the sensitivity of DD to a full-fledged model by combining the sensitivity to individual NR
operators. Yet we will still find the qualitative understanding developed in Sec. a useful

starting point for the results discussed here.
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Contact interaction w/ heavy mediator Effect of nsu,
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Figure 4.6: Left: the ‘fishnet’ plot obtained using the ES method is capable of illustrating
the degeneracies between various pairs of signal parameters without recourse to computa-
tionally expensive MC simulations. The closed ellipses represent the usual 68% CL contours
in parameter space for arbitrary benchmark points at a DARWIN-like experiment. Also indi-
cated for reference are 90% CL upper limits following the latest XENON-1T results (yellow)
and projected upper limits for a DARWIN-like experiment (indigo) assuming SHM (solid)
and Gaia (dashed) velocity distributions. Right: 68% CL contours and 90% CL upper lim-
its assuming a Gaia velocity distribution with different DM substructure fractions (dotted,
dashed, and dot-dashed). These are shown alongside the SHM (solid) constraints to demon-
strate that the dominant uncertainty is due to differences in the velocity distributions, and

not the DM substructure fraction.

4.5.1 DM Mass - coupling

We forecast the sensitivity of a next-generation LXe, DARWIN-like, experiment to simulta-
neously resolve the DM mass and coupling for SHM and Gaia velocity distributions. Our
first step is to investigate the effect of uncertainty in the DM substructure fraction gy,
estimated by ref. [61] to be ., = 0.427035. We show, in the right panel of Fig. , the 68%
CL contours and 90% CL upper limits corresponding to a Gaia velocity distribution with

the median and 10 DM substructure fractions. Comparing them with constraints for the
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Figure 4.7: Constraints and forecasts in the DM coupling-mass plane for all the benchmark
models in Table 4.2l with varying ¢® and v? dependence. The 68% CL forecast contours for
SHM (cyan, solid) and Gaia (orange, dashed) velocity distributions are shown for both light
(red diamond, m, = 12 GeV) and heavy (black cross, m, = 50 GeV) DM. Also indicated
for reference are 90% CL upper limits following the latest XENON-1T results (yellow) and
projected upper limits for a DARWIN-like experiment (indigo) assuming SHM (solid) and
Gaia (dashed) velocity distributions. The constraints for MD with heavy mediator are

quoted in units of electron Bohr magneton, p. = 5

2me *
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SHM leads us to conclude: the primary effect in reconstructing DM model parameters arises
due to the qualitative differences between the SHM and Gaia velocity distributions, while the
variation of the substructure fraction is only a subdominant effect beyond it. Thus, for the
rest of our analysis, we fix the DM substructure fraction to its median value, 74, = 0.42.|Z|
We have also checked that varying 7y, in its 1o range does not affect our discussion for DM
interactions beyond the minimal contact interaction.

In Fig. 4.7, we show the 68% CL contours obtained using the ES method for four DM
models with characteristic Fr and velocity moment dependences (outlined in table ,
namely contact interaction, millicharged DM, DM with electric and magnetic dipole mo-
ments, anapole DM with a heavy mediator and magnetic dipole DM with a light mediator
for SHM and Gaia velocity distributions. For reference, we also plot the 90% CL upper lim-
its following the latest XENON-1T results [279] and projected upper limits for future LXe
experiments using the equivalent counts method [237,238]. We constrain couplings instead
of cross-sections (cf. [242,283]) as we don’t integrate over the entire Er range to obtain the
respective cross-sections for the DM models we consider here. Although, as illustrated in
the left panel of Fig. [£.6] the ES method allows us to plot the degeneracy contour for any
point in the parameter space, we show our results at two benchmark points corresponding
to light (m, = 12 GeV) and heavy (m, = 50 GeV) DM for easier interpretability of our
results. To ensure we are making an apples-to-apples comparison when studying the changes
in constraints across models, we choose couplings such that the number of events is the same
for each benchmark point with SHM.

Before discussing the effect of DM velocity distribution, we explain the general behavior
of constraints in DM coupling-mass space given in Fig. [1.7 in terms of the recoil spectra
shape and the total event rate. For a given DM model, the recoil spectra for low mass DM
peaks closer to threshold than for heavy DM. Moreover, the shape of the recoil spectra is
degenerate only for a narrow range of masses, whereas a change in the total rate can be

compensated by a wide range of couplings. As a result, in the light DM regime, we observe

"The ES method also provides a straightforward way to marginalize over the uncertainty in nuisance
parameters, such as 7,1, through the inclusion of a penalisation term; see Appendix A of ref. [283] for more
details.
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a large degeneracy in the coupling but a reasonable DM mass resolution. Conversely, for
heavier DM, a DD experiment is more sensitive to the couplings but suffers from poor mass
resolution, because the recoil spectra shape is degenerate for a wide range of DM mass.
Thus, given a similar number of events, we can heuristically treat the light and heavy DM
regimes as shape- and total rate-limited respectively.

While these interpretations hold generally, certain qualitative details like the shapes and
sizes of the contours can vary significantly between the SHM and Gaia velocity distributions.
For instance, in the light DM regime, we observe that the contour size increases for all
models with Gaia velocities, implying that L.Xe experiments have reduced sensitivity to Gaia
distribution as compared to the SHM. This observation is consistent with the weakening of
upper limits on SI cross-section for light DM first reported by ref. [60] with the latest XENON-
1T data. Our results also indicate an interesting effect of Gaia velocity distribution that has
not been previously discussed in the literature: depending on the model, there is a marginal
improvement in the sensitivity of LXe experiments to heavy DM for Gaia when contrasted
with the SHM. More concretely, in the case of contact interaction, when dark matter mass
is at 12 GeV, the resolution of coupling assuming Gaia distribution is reduced by a factor
of 7 compared to SHM. On the other hand, when dark matter mass is at 50 GeV, the mass
resolution is improved by a factor of 3 compared to SHM. We also note that for models with
light mediators, the experimental sensitivity becomes poorer across the entire mass range
irrespective of the DM velocity distribution.

These results can be understood, at least to leading order, in terms of the E'r and velocity
moment dependences of each model. We start with the observation that contours of the Gaia
velocity distribution are less constraining than those of SHM at low DM masses for all models
we consider here. These models have a leading order DM velocity moment that scales as
9(Umin) and/or h(vnyi,) suppressed or enhanced by additional powers of Eg. Since light DM
corresponds to a high vy, for a heavy target like xenon, only the tail of the g(vm;,) and/or
h(VUmin) distribution (Fig. contributes to the recoil rate, where the SHM curves always
dominate over the Gaia ones.

For heavy DM, on the other hand, varying DM mass could lead to sharper changes in the
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recoil spectra shapes with the Gaia distribution as compared to the SHM. Thus, there is an
improvement in the sensitivity to DM mass as evidenced by the shrinking of 68% CL forecast
contours in the mass direction in Fig. Moreover, as shown in the top row, this effect is
most apparent for models with a heavy mediator, or equivalently for non-negative powers
of Fr. We also note that there could be some subtle difference, e.g., between models with
contact interaction and magnetic dipole interaction. For contact interaction, the upper limits
for DM with mass above 50 GeV are slightly tightened with the Gaia distribution. This is
due to an enhanced recoil rate contributed by Gaia’s larger g(vmin) at vmin~150-200 km/s
as compared to SHM. Whereas, in the case of magnetic dipole DM, the Gaia upper limits
for DM with mass above 50 GeV are slightly weakened, since the scattering rate of magnetic
dipole DM scales as E%9(vmin) + ErM(vmin). The second term proportional to h(vm,) leads
to a small reduction in the overall recoil rate with the Gaia distribution, as compared to the
SHM one. Meanwhile, the positive powers of Er for magnetic dipole interaction result in an
enhanced sensitivity of forecasts using the Gaia distribution. This is an interesting example
where despite the reduction in the total number of events, the sensitivity actually improves
with the Gaia distribution!

In case of light mediators, the inverse powers of Er make the recoil spectra peak sharply as
Er — 0. Yet for a finite threshold EFr ~ 5 keV, the DARWIN-like experiment is only sensitive
to the tail resulting in highly degenerate recoil spectra for different velocity distributions.
This leads to poorer experimental sensitivity for both SHM and Gaia velocity distributions
across all DM masses for models with light mediators, compared to the contact interaction
model with a heavy mediator. In this case, lowering the detection threshold could improve

the sensitivity to light mediators, making another physical case for the low threshold frontier.

4.5.2 Mediator - DM mass

DD experiments are best suited to constrain the mediator mass m,,.q when it is at the same
order of the momentum exchange, i.e. Mpeq ~ ¢ ~ O(10MeV) [244,285,1286]. We use the

ES method to simultaneously constrain the mediator and DM masses at a DARWIN-like
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Figure 4.8: Forecasts in the m
by a light scalar particle. Left: lattice of non-overlapping 68% CL forecast contours for the
SHM. Right: 68% CL contours for SHM (cyan, solid) and Gaia (orange, dashed) velocity
distributions shown for three benchmark points corresponding to light (red diamond), inter-

mediate (yellow square), and heavy (black cross) DM with mediator masses in the 1-50 MeV

range.

experiment for a fixed coupling. We also study the effect of the DM velocity distribution
on the forecast. For simplicity, we only consider DM with contact interaction mediated by
a light scalar particle and fix the DM coupling to be the same for all benchmark points.

In the left panel of Fig. we show the 68% CL forecast contours for SHM in the

m;éd — m, plane. Broadly, the structure of these contours resembles the fishnet plot in the
DM mass-coupling plane shown in the left panel of Fig. On closer inspection, however,
we can roughly delineate three regimes of sensitivity in this parameter space. The upper
part of the plots is the light mediator (mpeq < ¢q) regime where the propagator squared
simply scales as ~1/¢*. In this case, the myeq dependence drops out, and DD experiment
is insensitive to the mediator mass. Next, we consider the heavy DM regime in the lower
right part of the plots, where we have chosen the mediator mass such that muyeq < g We

find that the degeneracy in the recoil spectra in this limit is due to the DM mass, and any
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change in the mediator mass effectively acts as a rescaling of the overall coupling. Lastly, for
intermediate DM mass and mpyeq < ¢, our DARWIN-like experiment can precisely reconstruct
both mediator and DM masses primarily due to the high number of signal events (a factor
of a few greater than the other benchmark points) in this regime.

We also illustrate the differences between SHM and Gaia velocity distributions in the right
panel of Fig. |4.8 by plotting the 68% CL contours for three benchmark points: light (m, = 10
GeV), intermediate (m, = 30 GeV), and heavy (m, = 100 GeV) DM with mediator masses
in the 1-50 MeV range. The constraints for SHM and Gaia velocity distributions at the
light and heavy DM benchmark points broadly follow the trend discussed for Fig. in
the previous section, while the difference between them is negligible in the intermediate DM

mass regime.

4.5.3 Model discrimination

In presence of a positive signal at a future DD experiment, one of the most important goals
is to determine the type of DM-nuclear interaction and discriminate between different model
candidates. To demonstrate the model selection, we postulate a scenario in which there
are two candidate models of interest. We parameterize our model as the sum of a pair of

interactions,

Caoa Cbob
T2, | @t My
q med;a q med;b

While holding m, and mmyeq fixed, we sample different values of (¢,, ;) and test how well

Lot = (4.17)

a given recoil spectrum shape can determine the model parameters at 68% confidence level.
We test the two pairs of models: 1) a,b = contact interaction, millicharge, and 2) a,b =
magnetic DM with light mediator and millicharge respectively. We present the results in
Fig. for light DM with mass at 12 GeV and Fig. for heavy DM with mass at 50
GeV. These results are all based on a DARWIN-like LXe experiment.

In Fig. 4.9, we present 68% CL forecast contours in the coupling-coupling space for a 12
GeV DM particle. In the top row, we have a millicharged DM giving rise to an experimental

signal and we want to test whether we would confuse it with the simplest contact interaction
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Figure 4.9: Forecasts for model discrimination in case of a 12 GeV DM at a DARWIN-like
experiment. The first two columns are recoil spectra for the two models under comparison
with either SHM or Gaia velocity distributions, where the light-colored bands indicate the 1o
Poisson uncertainties. The third column shows the 68% CL forecast contours for SHM (cyan)
and Gaia (orange) in the coupling-coupling space for two comparison models: (first row)
millicharge with a light mediator and contact interaction with a heavy mediator, (second row)
millicharge and magnetic dipole both with a light mediator (SM photon). We also include
90% CL upper limits from the latest XENON-1T results (yellow) and projected upper limits
for a DARWIN-like experiment (indigo) assuming SHM (solid) and Gaia (dashed) velocity

distributions.

as both interactions lead to spectra peaking at experimental threshold. This scenario is
equivalent to setting ¢, # 0,¢, = 0 in eq. (4.17)), where ¢, = €,e for the millicharge model
and ¢, = g. for the contact interaction. In the bottom row, we have a DM particle with

both magnetic dipole moment and millicharge interacting with the nucleus through the SM
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Figure 4.10: A similar plot as Fig. , showing the same set of model pairs comparison,
except that the DM mass is 50 GeV.

photon contributing with comparable rates, where ¢, = epu, /2 and ¢, = €,e. We want to
test how well we could constrain the two relevant electromagnetic moments.

From the third column, one could see that while it is possible to reconstruct the model
parameters (with large uncertainties) assuming SHM, the discrimination power is entirely
lost with the Gaia distribution. The millicharged light DM could be misidentified as a light
DM with simple contact interaction at 68% C.L, as shown in the last plot in the top row.
DM with both millicharge and magnetic dipole moment could not be distinguished from
DM with only one of them, as shown in the last plot in the bottom row. This result could
be understood from the recoil spectra shown in the first two columns, in which we fix the
couplings of different DM models to give the same event numbers with SHM. Comparing
the spectra based on the Gaia velocity distribution with those from SHM, one find that

with Gaia distribution: i) the total number of events is significantly lower, which, in turn,
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increases the Poisson uncertainty; i) the spectral shapes of different models, especially the
tails of the distributions, are more degenerate. This is consistent with what we find in
Sec. [£.3 using NREFT.

Results of model discrimination for heavy DM with mass at 50 GeV are presented in
Fig.[£.10] In this case, we find that reconstructing the couplings is more accurate as compared
to the light DM case, independent of the model combinations. We could almost distinguish
different models or different combinations of model parameters equally well for both SHM
and the Gaia distribution. The main reason is that the total number of events and the

spectral shape do not change much when the velocity distribution varies.

4.5.4 Combining forecasts for different targets
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Figure 4.11: Forecasts in the DM coupling-mass plane for DM contact interaction assuming
SHM (left) and Gaia (right) velocity distributions. Unlike Fig. 4.7} the 68% CL contours
here represent forecasts for two complementary next-generation experiments: a DARWIN-like
experiment (indigo) and a DARKSIDE-20K-like experiment (olive) with xenon and argon
targets respectively. Also indicated for reference are two benchmark points for light (red

diamond, m, = 12 GeV) and heavy (black cross, m, = 100 GeV) DM.

The idea of combining different targets for a more accurate identification of momentum
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dependence of DM interactions, or for precise reconstruction of DM mass and model param-
eters is well-documented in the literature [239,[242,287-289]. We revisit this idea by using
the ES method to forecast the sensitivity of two complementary next-generation experiments
with different targets. In particular, we focus on a DARWIN-like and a DARKSIDE-20K-like
experiment with xenon and argon targets respectively. Besides forecasting for high mass DM
as officially proposed by the DARKSIDE-20K collaboration [218], we also include results for
a dedicated low DM mass search with a low threshold configuration similar to ref. [284].
For simplicity, we consider the contact interaction as an example. Fig. shows the
68% CL contours in the DM mass-coupling space for each of these experiments at two
benchmark points corresponding to light (m, = 12 GeV) and heavy (m, = 50 GeV) DM.
We find that combining forecasts from both xenon and argon targets could dramatically
improve the sensitivity for low mass DM and, to a lesser extent, high mass DM. This result
is independent of the model for DM velocity distribution. The extremely high resolution for
low mass DM is due to the low threshold version of a DARKSIDE-20K-like experiment as
listed in table of Appendix [C.4] An advantage of using a lighter target like argon is that
low DM masses correspond to much lower values of v,,;, as compared to xenon. This implies
that the sensitivity forecast for a DARKSIDE-20K-like experiment are largely unaffected by

the suppressed Gaia g(vpm,) distribution at large vpiy.

4.6 Conclusions and Outlook

The new insight into the substructure of MW’s DM distribution provided by the Gaia survey
forces us to move away from the simplest SHM and to re-evaluate astrophysical uncertainties
in DD experiments. In this chapter, we investigate the effect of Gaia Sausage, one of the
most established and representative substructures, on interpreting DD data for different DM
models. We demonstrate that the new Gaia velocity distribution could result in potentially
large modifications of both the overall scattering rate and the recoil spectral shape. Given the
limited information from existing data sets, we focus on how the Gaia velocity distribution

could affect forecasting at the next generation DD experiments with the euclideanized signal
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method [
We study the sensitivity of DD experiments to different combinations of model parame-
ters for representative DM benchmark models and its potential to distinguish different DM

models given the Gaia distribution. We summarize our main findings below:

e While there is still uncertainty in the fraction of DM in the substructure, the primary
effect in reconstructing DM model parameters is due to the qualitative differences
between the shapes of Gaia and SHM distributions, which are independent of the

precisie value of 7gyy,.

e For light DM with mass at or below 10 GeV, the Gaia velocity distribution leads to
a significantly weakened constraint for all the models we consider. Moreover, it poses
a serious challenge for identifying the DM interaction and determining its strength

assuming discovery at a DARWIN-like experiment with threshold Er ~ 5 keV.

e On the contrary, for heavy DM with mass above ~ 30 GeV, there could be a (moder-
ate) improvement in the sensitivity of the next generation DD experiments when the

mediator is heavy.

e Moreover, our results show that for positive (negative) powers of Eg in the DM model,
the sensitivity of a DARWIN-like experiment is improved (worsened) irrespective of the

DM mass and velocity distribution.

e The additional challenge in probing light DM due to the Gaia distribution could be

overcome using complementary experiments with lighter targets and lower thresholds.

As mentioned in the chapter’s introduction, our work, along with several others, consists
the early stages of a larger program to determine the DM phase space distribution, and
assess its impact on various terrestrial experiments searching for DM in the Gaia era. In this

chapter, we restrict ourselves to models with leading order SI elastic scattering for DM with

8Current experiments perform the full event-by-event likelihood analysis, e.g., as described in refs. [290,
291], which cannot be easily reproduced by researchers outside the collaboration. We hope that highlighting
the importance of spectral shape information could motivate the experimental collaborations to release the
full three dimensional likelihood function for reconstructed DM events in case of a positive detection.
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mass above GeV. It will also be of interest to extend the work to models with leading order
spin-dependent and/or inelastic scattering. We intend to explore how the substructures
discovered using Gaia data affect the new DD experiments probing DM-electron scattering

in a future publication.
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Chapter 5

Concluding Remarks

In this thesis, we study three methods to understand the nature of DM: 1. Collider produc-
tion. 2. Local gravitational potential. 3. Direct detection. Each method probes the dark
sector in a different manner that is complementary to the others. The scientific community
has continued effort to develop new methods, strategies and experiments to push forward all
these fronts.

In the context of collider production, we study a set of simplified SUSY models in a
future /s = 100 TeV collider using jet substructure techniques. As the LHC reaches its
maximum discovery potential, a collider of higher center-of-mass energy is needed to explore
new territories. A 100 TeV proton-proton collider is a good benchmark that it gives a final
verdict on the naturalness of the SM Higgs and in general, is a great discovery machine
at the TeV scale. Nonetheless, such a high energy machine does not come without its
challenges. Protons colliding at 100 TeV generate hyper-boosted SM objects that are difficult
to identify, for example different decay objects can fall into the same jet cone and can make
discrimination difficult. We have developed strategies the combine the jet substructure
technologies with conventional observables such as MET and HT, to improve our ability to
constrain, discover and discriminate SUSY models with non-minimal mass spectra.

Concerning utilizing Milky Way gravitational potential, we measure local DM density
and constrain thin dark disk using the DR2 of Gaia telescope. The Gaia provide billions of

light sources in the sky with five dimensional phase-space coordinates (positions, parallax

97



and proper motions) and photometric information (brightness and color). Among them
100 million of stars will have also the 6th phase-space coordinate, radial motion (in Gaia’s
ultimate scientific goal). We use the phase space distribution function method, combined
with other literature estimations of the densities of baryonic matter, to estimate the amount
of dark matter in the solar neighbor and the shape of the density profile in the vertical
direction. We are able to constrain the density of a thin dark disk as a function of the scale
height of the disk.

Finally, we forecast the implication of a recently discovered astrophysical substructure
known as the Gaia-Sausage on future direct detection experiments, its ability to constrain,
discover and discriminate various DM models. Different astrophysical substructures give
different DM velocity profiles, from the shapes of which give different DD recoil spectra.
Another factor that generates different recoil spectra is the DM model parameters, e.g. the
mass and the type of interaction with SM matter. We examine how a future DARWIN-
like liquid xenon experiment can identify DM model parameters under Gaia-Sausage. We
also propose a DARKSIDE-20K-like liquid argon experiment can perform complementarily
to DARWIN and provide better discrimination on DM model parameters regardless of the
presence of astrophysical substructures.

Dark matter remains one of the most elusive and difficult problems for the physics com-
munity this century. Ongoing developments of the next-generation experiments provide us
with the hope that the hints we need to solve the DM mystery is just around the corner.
In terms of collider at the end of the High Luminosity-LHC life cycle, there are proposed
high-energy circular discovery machines from a modest 27 TeV HE-LHC [292] to 100 TeV
proposals [53,293,1294]. On the astrometry front, Gaia [161] is currently carrying out the
heavy labor, which gives us kinematic data of stars we need to find out the Milk Way grav-
itational potential. Far down the line, a proposed Theia satellite [295] will further advance
astrometric observation essential to DM study, from identifying dwarf spheroidal galaxy halo
profiles, the Milky Way halo shape and galactic disk gravitational perturbations, to searching
for ultra-compact minihalos. On direct detection side, while many of the Gen-2 detectors are

underway or planned, the upcoming Gen-3 [216-218] detectors will soon close the allowed
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DM parameter window between the current sensitivity and the neutrino floor, beyond which
DD experiments will be significantly less sensitive to DM detection.

In short, there are a lot of exciting upcoming experiments that will bring critical under-
standings to the nature of DM in the following decades. A lot more diligent work is needed
to explore the potentials and challenges in the future ahead. New ideas are needed to bring

all these opportunities to their full fruition.
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Appendix A

The WIMP Miracle

Weak scale physics is important for the dark matter (DM) problem because of the “WIMP
Miracle”. Let us briefly derive why the weak scale could be the correct scale for DM. Consider
a Friedmann-Lemaitre-Robertson-Walker (FLRW) universe equipped with a scale factor a,
a DM particle species of density n undergoing self-annihilation to light species follows the

Boltzmann equation

1 dna®
5 dt = _<UU> (n2 - n?eq))? (A1>

where (ov) is the scattering cross-section and nq) is the equilibrium density

GRS T > m,
Meq) = NI (A.2)
g<”2”‘—7r> e~/ T < m.

Here, m is the DM mass and g is the DM degree of freedom. We can rewrite the equation
with Y = n/s (abundance) and x = m/T. Dividing eq. (A.1)) by the entropy of the universe

(s = g*%TS) and use the conservation of entropy sa® = constant, we get

ay A

2 2
——(YQ—Y(2 ), where A =g ™ _{ov)m

(A.3)

dz 22 ed) “45 H(T =m)’
and H(T = m) is the Hubble,
. 2 T4
HTP? = (%) = o A4
@ =(3) =5 (A4)
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with temperature T replaced with m. M, = 1/v/8nG is the planck mass. g, is the relativis-
tic degree of freedom of the whole universe, which is ~ 100 before electroweak symmetry

breaking. We also convert 0; to 0, by

0,(sa®) = a®0,s + 33(?)@3H =0. (A.5)

i

At T — 0, i.e. x — o0, the abundance of the DM “freezes-out”,

Yo — X (A.6)

The DM density at late time universe is evaluated as

p =mn

= YOOSO7 (A7>

t=o00 t=o00

where sy = 2.3 x 10738 GeV? is the late-time entropy (evaluated from the CMB and CvB’s
entropies). Let’s assume the heavy mediator for DM annihilation is of the mass scale of the
DM,

(ov) = — (A.8)

m?2’
where « is the strength of the DM annihilation. Substituting Eqs. (A.6), (A.7), (A.8]) into
Eq. (A.3), let us evaluate the ratio of DM density to the measured cold dark matter (CDM)
density, pcom = 9.8 x 1074 GeV?,

p 1 so
PCDM )\pC’DM'

(A.9)

Putting o & e &~ 1/137, we find out m ~ O(100 GeV — 1 TeV) depending on the precise

value of coupling v and the mediator mass.
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Appendix B

Statistical verification of Gaia’s dark

disk constraint

In this appendix, we carry more extensive statistical verification of the various results and

assumptions in Chapter [3]

B.1 Constructing a Volume Complete Density

We use the gaia tools package to determine the: a) selection function by comparing the
number counts in Gaia DR2 to those in 2MASS, and b) effective volume completeness in
each z bin using the Poisson likelihood approach introduced by Ref. [187]. We modify the
default color-magnitude modeling in gaia_tools, and discuss, in Appendix B.1.1] its effect
on the completeness of the DR2 selection function. We highlight the important parts of the
Poisson likelihood approach in Appendix

B.1.1 Color-magnitude modeling

The completeness for TGAS stars has a strong color dependence and drops off sharply at
faint magnitudes, J 2 12. To account for this effect, gaia_tools calculates the completeness

in each bin as a function of a color-dependent magnitude, Jg. However, as the faint end of

133



Effective completeness Effective completeness

Figure B.1: The effective completeness in color-magnitude space. Left: 3 J— K bins. Right:
20 J — K bins.

DR2 extends well beyond J~12, we use the J magnitude instead of Jg in our computation.

As a consistency check, we also vary the J — K color in the range —0.05 < J — K, < 1.05
from the default 3 bins to 20 bins, as shown in Fig. [B.I] and find that the variation on
our number density profiles (through the effective volume completeness) is < 2%. Thus,
we conclude that the choice of binning has a negligible effect on the completeness of the

selection function.

B.1.2 Poisson process likelihood

Given the the selection function of a survey, S(J, J — K, «, §), which indicates the fraction of
stars observed at any (J, J — K, «,§), we are interested in determining the volume complete
number density, v,(X,Y,Z), for a particular stellar population. An important ingredient
that relates the completeness in (J,JJ — K, «, ) space to real (X,Y,Z) space is the (de-
reddened) color-(absolute) magnitude density (CMD), pomp (M, [J — Kol X, Y, Z). In case
of Gaia, the CMD may be determined empirically using an external survey like 2MASS that
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is (almost) complete over the entire sky and a three-dimensional extinction map (A, E(J —
K,)[X, Y, Z].

The number density, v,(X,Y, Z), is determined by assuming that the observed stars are
independent samples of an inhomogeneous Poisson process. This process is characterized by
its rate function, A\(O|f), that relates the observables, O = {X,Y, Z, J, J — K,}, measured

by the survey to the model parameters 6,

AOJ6) = v.(X.Y, Z|6) x |J(X,Y. Z;,6, D) (B.1)
pevp (Mg, [J — Kol X, Y, Z) S(J, J — K, «, 6), (B.2)

where |J(X,Y, Z;a, 8, D)| = D?cosd is the Jacobian for the coordinate transformation.

Dropping all terms independent of 6, the likelihood of this process, £(6), can be written as,

InL£(0) =Y MO;]0) - /dO)\(O|0) (B.3)
= n(X,,Y;, Z|0) - /dD D*dadé cosév,(X,Y,Z|0) S(a,6,D),]  (B.4)

where S(a, d, D) is the effective selection function as defined by Ref. [187],
S(a,8,D) = /dJ d(J — K,) pesn(My, [J — Kol X, Y, 2) S(J,J — K,,o,8).  (B.5)

We can interpret the effective selection function as the fraction of stars of a stellar population
at a distance D and position (a, d) observed by the survey.

With these ingredients in place, we can estimate the ¢rue underlying (binned) stellar den-
sity, ng, from the observed number counts of stars, Vi, in non-overlapping bins, I1;(X,Y, 7).

Thus, plugging in a parametric density law,

v(X,Y, Z10) = > mip Tx(X, Y, Z) (B.6)

135



into the expression for the log-likelihood in Eq. [B.4] we obtain,

= Zannkﬂk(X,Y,Z) — /dDD2 dadd cosd an I(X,Y,Z) S(«,0,D) (B.8)
i k k

- Z [Nk Inny, — ny, /dD D?*dacds cos S, (X, Y, Z) S(a, 0, D)] : (B.9)
k

where the second equality follows from considering all possible combinations of i stars dis-
tributed in k identical bins. The maximum likelihood estimate (MLE) can be calculated ana-
lytically by differentiating the above equation with respect to n; and setting the k derivatives
to zero. We find that

o Ny
"= TAD D2 dads coso I4(X, Y, Z) S(a, 0, D)’

(B.10)
which can be written more compactly by defining Z(I1;) as the effective volume completeness
per bin and E(Iy) V(I) = [} d*z S(a,d, D) as the effective volume,

M
=(My) V(1)

A

The uncertainty in our estimate is easily evaluated by calculating the Fisher information,

\/_82 InL({n}s) o

om? T YN (B.12)

B.2 Uncertainty Analysis

In this section, we discuss our choices of bin sizes in the vertical height z and velocity w for
constructing the number density and midplane velocity distribution respectively.

The uncertainty in z is given by,

. 2 2 9 si
522 (kpe?) = (s;lb) N (cosb) oF 4 < sin b cos b) 52 (B.13)

2 w o w3 wb

which is dominated by the parallax uncertainty due to the extra factor of w in unit of

mas & 1077 in the first term. We plot the uncertainty in 2 (at leading order) as a function of
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Figure B.2: 1o spread in the uncertainty (at leading order) of z as a function of z for different

radial cuts.

z for all tracers in Fig.[B.2] Although the maximum uncertainty is ~ 10 pc, we conservatively
adopt 20 pc as the bin size to account for the underestimation of the reported uncertainties
in DR2 [162].

Similarly, the uncertainty in w is

2 2 2
<&) — <U_w) + (%) + subleading terms. (B.14)
w w My

where the omitted terms are suppressed by 1072 when |[b| < 5°. Around the midplane,
o/t S 0.2, which translates to o, & 1.5 km/s. Therefore, we pick 1.5 km/s as the bin size

for obtaining the fo(w) profile.

B.3 Variation of Midplane Cut

The midplane velocity profile is required in Eq. to predict the tracer density for a
given mass model. With partial radial velocity measured by Gaia, we define the midplane
in two ways: one is putting a cut on the galactic latitude |b| < 5° while the other is requiring
|z] < (20 — 50) pc [193]. For both samples, we approximate v, by its mean value (v,) in
Eq. when there is no v, data available for a star. However, for the z-cut sample, we
discard stars with |b| > 5° that do not have any v, data.

The midplane velocity distributions of the z- and b-cut samples are presented in Fig.
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and agree with each other within 1o uncertainties. We note that the uncertainties in the
midplane velocity data using z-cut are smaller than those using the b-cut. The uncertainties
are dominated by systematics due to differences between f(w > 0) and f(w < 0). It turns
out that the z-cut data is more symmetric about z = 0 and thus has smaller uncertainties.
In our analysis, we still use the b-cut sample, since there could be a potential selection bias
in the z-cut sample, in which we discard a considerable fraction of stars with five-parameter
astrometric solutions because we don’t know their radial velocities.

We also check the isothermality of the tracers by fitting the midplane data with Gaussian
distributions. From the fits, we find that the velocity dispersions o, are 5.7, 11.2, 15.0 km/s
for A, F and early G stars respectively. The y? of the fits are 11.9, 20.3 and 35.4 for 16,
28, and 28 degrees of freedom respectively. The Gaussian (isothermal) distributions give
reasonable fits for A and early G stars, but not as good a fit for F stars. In our analysis, we

always use the distributions from data and never their Gaussian fits.

B.4 Bootstrap Statistics

Bootstrap resampling is a standard statistical technique to acquire the mean and uncertainty
when there is only one data set available and analytic propagation of uncertainty cannot be
performed easily. The basic idea of the method is described below.

Suppose we have a set of N stars labelled as Sy = { X1, Xs,---, Xy }. Each star X}, is
associated with 6 dimensional phase space coordinates denoted by ;. In bootstrap resam-
pling, we make random draws with replacement star-by-star from the original set of stars
Sy. This generates a new data set §N of the same size N, with each star labeled as )Afk
Since the draws are with replacement, we expect (many) duplicated coordinate values in the
new data set, such as )?k = @, and )?k+1 = 0y, for large N. Therefore, §N # Sy in general.

We resample B times the original data set Sy, labeling them as 51(\}), §](\?), - §](VB). The
variance of the underlying distribution in each z bin can be estimated as follows,

B

72(2) = % F®() — F(2)2,  where 3(z) = %Zﬁ%). (B.15)
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Figure B.3: Midplane velocity distribution fy(Jw|) for A (left), F (middle) and early G (right)
stars. The distributions obtained using the |b| < 5° cut (green) and the |z| < 20 pc cut (blue)

are consistent within error bars.
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For sufficiently large B, it can be proven that o2 — o2 [296].

In propagating velocity uncertainties into prediction uncertainties via the bootstrap
method, we choose B = 1000 as a compromise between computational time and statis-
tical precision. We take the bin-by-bin variance of all the predictions based on the 1000
resampled velocity sets as the estimator for the statistical uncertainty, (az)mOd’Stat, of the

14

predicted profile y™°4,
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Appendix C

Extended Materials for Dark Matter

Direct Detection Forecast

In this appendix, we extend the material given in Chapter 4 We give the explanation for
direct detection (DD) differential rate in Section[C.1|and the detailed form factors for nuclear
nonrelativistic effective field theory (NREFT) in Section [C.2] In Section we provide
some benchmark models for the NREFT operators. Lastly, we provide some details on the

next generation experiments in Section [C.4]

C.1 DD basics

The rate of DM scattering off nucleus in a DD experiment is given by R = n, (ov,), where
n, and v, are the local DM number density and speed relative to the Earth respectively,
o is the scattering cross section and (...) indicates an average over the local DM velocity

distribution. The differential recoil rate for a target T per unit recoiling energy can be
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written as,

dR py [ do

_ N Px 3 r i E 1
r Px /vese 5 f(v) 1 2

& q y M, C.2

s2mmimy " my o, " 2+ DRI+ pZn:’ | 2

astrophysics particle/nuclear physics

where in the second line, we use

do 1 M
dEr 327102 m2myp’

with |M|* = > M, (C.3)

1
(2J+1)(2J, +1) o
and group together different factors by the main type of physics they rely on. In the master
equation for the differential rate, {7 is the mass fraction for each type of target nucleus T’
(the detector could be composed of different nuclides), my is the target nucleus mass and
Np = 1/mr is number of scattering centers per unit mass. p, is the local DM density in the
solar system, which we take to be p, = 0.4 GeV /em® [160,/180,297). While there could be an
O(1) uncertainty in the determination of p, due to non-equilibrium effects in the dynamical
modeling of the MW, we can always absorb it into the overall normalization of the recoil
rate. In other words, local DM density only affects the overall rate but not the recoil shape.
Thus in our paper, we will ignore uncertainty in the local DM density, focusing instead on
the more interesting effects from varying the velocity distributions. f (v) is the local DM
velocity distribution in the Earth frame. The velocity integration range is bounded from
above by the escape velocity of DM particles ves.. The minimal velocity for DM to scatter

with recoiling energy Eg, in the case of elastic scattering, is

E
Umin = T QR) (C4>
27

where pp is the DM-nucleus reduced mass. Lastly, in the part that depends on particle and

nuclear physics, J and J, are nuclear and DM spins respectively. \/\/l|2 is the scattering
matrix element squared averaged over 2.J, + 1 and 2J + 1 initial DM and nuclear spins,
and summed over the final spins. Note that the recoiling spectrum depends on the detector

material in multiple ways. For example, in the velocity integration, vy, depends on the
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target nucleus mass and the matrix element depends on the nuclear form factor, which is
determined by the type of the target.
In terms of the form factors, the spin-averaged amplitude squared is then

(N) (V')

M = 16m2m? Z Z 5 FONR2 ). (C5)

4,j=1 N,N'= q +mm‘3dl>(q +mmed])

C.2 Nuclear form factors in NREFT

An important ingredient for calculating the recoil rate is the form factor, F(Efz’N/) ~ O™ x
OéN’), that encodes nuclear response functions. Ref. [270] showed that the complete basis of
NREFT operators corresponds to six different types of nuclear response functions E(N’N/),
where i € {M,A,Y, %" & &"} and the superscripts N, N’ = n,p indicates the type of

nucleon. Listed below are the nuclear form factors for the relevant operators in terms of the

response functions,

N,N' ~(N,N’
F = B, ©5)
N,N’ 1~ N,N' ~(N,N’
Fia = (B ), (C.7)
(N,N") q2 2 CI2 =(N,N") q~ =(N,N')
F5757 —_<(U - Q)FM7 + 2FA7 ), (C8>
4 Apg N
4
N,N’ 4" ~(N,N’
FON = LR, ©9)
f(N,N’) _ 1 2 q2 ﬁ(N,N’) C]2 F(N N') C 10
8,8 _Z(U_4M2T)M +m?VA ’ ( )
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FoyN) = f—éﬁéﬁ“m, (C.11)
A = q;fﬁv’]w), (C.12)
Fy = %@&N’% (C.13)
P = LR, n
Fy) = %ﬁgff'), (C.15)

)

where the subscripts indicate the NREFT operator(s). The response functions E(N’N/ for
the nuclides relevant in our analysis (see Appendix |C.4)) have been adopted from Appendix

A3 of ref. [270].

C.3 Some benchmark models

In this appendix, we present a few more details of benchmark models listed in Table [4.2]
Heavy gauge boson mediator: In this case, quarks and DM are both charged under a

broken gauge symmetry with a heavy gauge boson. The interactions are given by,
LD g X1uXZ" + 9407,92", (C.16)

where Z’ is the heavy gauge boson that could be integrated out, giving rise to a four fermion
contact operator.
Millicharged DM: DM carries a small electric charge €, e and couples to the SM photon,
Ay,
LD eeAXV'x+AJ" (C.17)
X particle can either carry a fractional electric charge directly [298+300] or charged under
other U(1) which kinetically mixes with the SM hypercharge [301]. A, couples to the SM
current, which is given by

JH = p(K) (€<k LA %wuyqy) p(k) + (k") <g_nquy) n(k), (C.18)

2mN 2 2mN 2 2TnN

where g, and g,, are the g-factors of protons and neutrons respectively.
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Magnetic dipole DM with a light mediator: DM does not carry electric charge, but
it could still couple to the SM photon through a loop of other charged species. This could

generate an anomalous magnetic dipole moment of the DM particle [302]:
Lo WTXXUWXFW. (C.19)

Magnetic dipole DM with a heavy mediator: magnetic dipole DM can also interact
with the SM electromagnetic current through a heavy mediator. One way is through the
kinetic mixing of a broken dark U(1)p with the SM U(1)em

. D

1
£ LERNED + sFL ™, (C.20)

where the dark photon is heavy with a mass larger than the momentum transfer in DD,
m32, > ¢°. Integrating out the heavy dark photon leads to a coupling between DM and the
SM photon as listed in Table [£.2]

Electric dipole DM with a light mediator: if a dark sector has CP violating interaction,
it is also possible that the DM carries an electric dipole moment which aligns with the DM
spin.

Anapole DM with a heavy mediator: if DM is a majorana fermion, monopole and dipole
interactions with electromagnetism is forbidden by CPT symmetry. The only allowed EM
coupling is the anapole coupling. For example, the majorana DM could have the anapole
moment under a dark broken U(1), which kinetically mixes with the SM photon [303].

Integrating out the heavy dark photon, we have
L D iGana X"V X" Fu. (C.21)

Early references on anapole DM could be found in [304,305].

C.4 Next-generation experiments

We describe configurations of the next-generation experiments used in our forecasts in this

Appendix. Although there is a rich experimental program underway with different targets,
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Experiment Target Exposure | Energy window
[ton - year] ke V]
DARWIN [217] 131Xe 200 [5 — 40]
DARKSIDE-20K (High) [218] | “°Ar 200 [32 — 200]
DARKSIDE-20K (Low) [284] | “CAr 200 [0.6 — 15]

Table C.1: Schematic outline of the next-generation experiments included in our results.

we only focus on experiments that use the dual-phase (liquid-gas) time projection chamber
(TPC) technology with noble elements as targets. Table contains a schematic outline
of three experiments: a DARWIN-like liquid Xenon (L Xe) experiment, a DARKSIDE-20K-like
liquid Argon (LAr) experiment with both a high and low DM mass program. Each of them

are discussed in turn below:

1. DARWIN: The DARk matter WImp search with liquid xenoN (DARWIN) is Generation-
3 LXe experiment proposed by the XENON collaboration. With a 40 ton active volume
and 5 year observation time, it’s projected 200 ton x year exposure will allow DM
probes to reach the neutrino-floor for DD experiments. We model it based on the
conceptual design report [217] and the latest XENON-1T configuration. We choose the
observation window in recoil energy to be [5-40] keV (cf. [306]) and divide it into 19
equally spaced bins for a primary scintillation signal (S1)-only analysis. This assumes
near-perfect electron recoil (ER) background subtraction that is ensured by focusing
only on the events in the nuclear recoil (NR) region. In practice, we achieve this by
convolving our theory recoil spectra with the efficiency curve from the latest XENON
DM analysis (given in Fig. 1 of ref. [279]) and multiplying by a factor of 0.5. Following
ref. [238], we conservatively adopt the rate for NR background components (including
a 10% uncertainty) from ref. [249], rescaling them with the appropriate exposure fac-
tors. The precise choice of the background should not affect our results, since all our

constraints are derived for the signal-limited region with O(100) total events.
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2. DARKSIDE-20K (High): We follow the official proposal for a neutrino-floor LAr experi-
ment with an integrated exposure of 200 tonx year achieved over a 10 year observation
period. Our model detector has an S1-only search region with 19 linearly spaced bins
in the range [32-200] keV that provides us a unique probe of O(0.1-1) TeV DM can-
didates. An advantage of using Ar targets is their superior pulse-shape discrimination
(PSD) of the S1 signal allowing for nearly background-free detection of any DM events.
Thus, we only consider a background rate of 0.1 events over the entire observation pe-
riod along with a 10% systematic uncertainty. Finally, we adopt the efficiency curve

for NR detection from Fig. 6 of ref. |[307].

3. DARKSIDE-20K (Low): Although there is no outlined for a low DM mass search using
the Gen3 DARKSIDE-20K setup discussed above, we make the science case for one in
Sec. as a complementary probe to the DARWIN experiment. We borrow the con-
figuration in ref. [284] that used the DARKSIDE-50 apparatus to perform an ionization
(S2)-only analysis, albeit with a 200 tonxyear exposure. There are two major differ-
ences compared to the high DM mass search: i) an S2-only analysis allows a far lower
recoil energy threshold, ii) the PSD is no longer available and we need to contend with
higher background rates. Thus, our fiducial analysis has a recoil energy observation
window of [0.6-15] keV and an optimistic background rate of 1 event for the entire
observation period. We also use a constant acceptance of 0.43 following the discussion

below Fig.1 of ref. [284].
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