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Abstract

Measurements of the Higgs boson production cross-sections via the decay of the Higgs
boson to two photons are reported. The measurements are made using data collected in the
period 2016-2018 by the Compact Muon Solenoid detector at the Large Hadron Collider in
proton-proton collisions at a centre-of-mass energy of 13 TeV, amounting to an integrated
luminosity of 137 fb~1. The production modes are measured in kinematic regions defined by
the simplified template cross-section framework. Analysis categories targeting Higgs boson
events, produced via vector boson fusion, vector boson associated production (where the
vector boson decays hadronically), and a single top quark associated production (where
the top quark decays hadronically), are specifically discussed. The total Higgs boson signal
strength, relative to the Standard Model prediction, is measured to be 1.14715. Other
properties of the Higgs boson are measured, including Standard Model signal strength
modifiers, production cross-sections, and its couplings to other particles. The observed upper
limit on the tH cross-section as a ratio to the Standard Model expectation is 9.47. All results
are found to be in agreement with Standard Model predictions.
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Chapter 1

Introduction

Fundamental constituents of matter, fermions, and mediators of the forces of nature, bosons,
may be described in a mathematical framework called the Standard Model (SM) [4-9],
introduced in the early 1970s. Over the past few decades, precision measurements and
experimental observations of weak neutral currents, gauge bosons and the top quark amongst
others [10-19], have helped to test SM predictions and gradually establish the SM as the
present leading model of high-energy physics. Interactions of the different particle fields
in the SM allow fermions and bosons to acquire mass through Yukawa couplings [5] and
the Higgs mechanism [20-25] respectively, both of which involve the Higgs field. The Higgs
mechanism in the SM leads to the prediction of the Higgs boson which was discovered in
2012 at the Large Hadron Collider (LHC) [26] by the ATLAS and CMS experiments [27, 28].
The discovery of the Higgs boson was deemed a sufficient proof of the Higgs mechanism for
which Frangois Englert and Peter Higgs were awarded the 2013 Nobel Prize in Physics.

However, several anomalies relating to the mechanism still remain unexplained. Primarily,
the SM does not offer an explanation for the gravitational force, which as yet remains not
unified with other SM forces. Furthermore, owing to its multiple interactions with other
SM particles, the SM Higgs boson theoretically ought to be much heavier than observed
[29]. Similarly, the Higgs field has an energy density several orders of magnitude higher than
the critical energy density of space as given by the cosmological constant [30]. Among the
other shortcomings of the SM is the absence of an explanation for dark matter and dark
energy which account for 25% and 70% of the universe respectively [31]. Additionally, for
several decades, neutrinos were assumed to be massless in the SM, a property which helps to
explain why only left-handed neutrinos are observed. However, experimental measurements
of neutrino oscillations confirm that neutrinos have mass [32]. The above-mentioned missing
elements of the SM have been addressed by theories providing extensions to the SM theory.
These “beyond the SM” (BSM) theories postulate new mechanisms which may give rise to
new particles and, in some cases, new interactions involving the Higgs boson. It is the aim
of the LHC high luminosity (HL-LHC) [33-36] phase to make more precise measurements of
the Higgs boson interactions and to search for evidence of BSM physics that could explain
the missing elements in the SM.



This thesis is dedicated to precise measurements of the Higgs boson cross-sections
via the decay of the Higgs boson to two photons at the CMS experiment. The data used to
derive the results of this thesis is from LHC proton-proton collisions at /s = 13 TeV in the
years 2016, 2017 and 2018 with integrated luminosities of 35.9, 41.5, and 59.4 b~ respectively.
The full Run IT dataset therefore contains data amounting to an integrated luminosity of
137fb~t. The CMS detector [37, 38|, operating in the LHC ring, measures particles produced
in proton-proton collisions and was designed to discover the Higgs boson. In particular, the
CMS electromagnetic calorimeter (ECAL) [39] is designed to provide an excellent energy
resolution to increase sensitivity to the H — v~ decay. The final result of this thesis is the
measurement of the Higgs boson cross-sections within the simplified template cross-section
(STXS) framework [40]. The STXS framework represents an improved method of conducting
Higgs boson cross-section, signal strength and coupling measurements whereby theoretical
model and uncertainty dependence is reduced, and theoretical interpretations are more easily
derived. Granular measurements made with the STXS framework can therefore be updated
in the long-term as theory predictions are improved. These measurements simultaneously
help to precisely test the SM and constrain BSM theories. Measurements in the STXS Stage
1.0 framework (Section 2.3.1) were first presented in Ref. [3] with data taken in the years
2016 and 2017. Since, the STXS framework has been updated to Stage 1.2. This thesis
primarily presents some of the improvements made in Ref. [1] with the Stage 1.2 framework
over the Ref. [3] analysis. Additional measurements, beyond what is included in Ref. [1], are
also presented.

The structure of the thesis is as follows.

Chapter 2 describes the mathematical framework for studying gauge-invariant field
theories and hence the laws which govern fundamental particles and their interactions.
Emphasis is placed on the Higgs mechanism and on the phenomenology and measurements of
the Higgs boson at the LHC. The status of the measurements of the Higgs boson properties,
including those made in the STXS frameworks, are summarised.

Chapter 3 is dedicated to describing the general functioning of the LHC facility, the
requirements and design of the CMS detector, and the future of the LHC and the CMS
experiment. The luminosity upgrade of the present LHC ring is discussed, together with
the foreseen upgrades of the CMS detector. In this context, the high granularity endcap
calorimeter (HGCAL) [41-43] upgrade is discussed in detail.

Chapter 4 reports on the progress made in the study and applications of precision timing
in the HGCAL reconstruction chain since the publication of the HGCAL Technical Design
Report (TDR) [44]. The chapter outlines the current status and the prospective use of
precision timing at the various stages of the HGCAL reconstruction of a complete shower.

Chapter 5 first presents a brief introduction to the reconstruction of H — vy events.
Emphasis is placed on the reconstruction of photons and jets. The main aim of the chapter is
to describe the the improvements made in Ref. [1] (over Ref[3]) in the categorisation of VBF
events, including VH processes where the vector boson decays hadronically. This chapter
further presents techniques to categorise hadronic tHq events.

Chapter 6 describes the construction of models for the signal and background contributions
to the diphoton invariant mass spectra in the STXS analysis categories. The treatment
of systematic uncertainties in the analysis is detailed. The chapter then presents the



statistical fitting procedure used to extract the final results of the analysis and the associated
uncertainties. The measured Higgs boson cross-sections at two levels of granularity within
the STXS framework are presented, and comparisons are made to the corresponding SM
predictions.

Chapter 7 states the conclusions drawn from the results of the analysis, and details
possible future avenues.



Chapter 2

Theory

2.1 The Standard Model of particle physics

2.1.1 Introduction

Particle physics seeks to establish the properties of subatomic particles, and the phenomenol-
ogy of their interactions. The SM [4-9] describes three generations of fermions (six quarks
and six leptons, and their anti-particles) as the fundamental constituents of matter. While
gravitational interactions are not considered between high-energy elementary particles, quarks
and leptons may undergo weak, electromagnetic or strong interactions. These interactions
may be explained through gauge symmetric field theories (Section 2.1.2) whereby quantum
numbers or charges are conserved. The electric charge, the colour charge and weak isospin
charge are respectively conserved in electromagnetic, strong and weak interactions. In the
SM gauge theory, the W= and Z bosons, the photon (v), and the gluon (g) are the virtual
force carriers or gauge bosons exchanged between particles to convey weak, electromagnetic
and strong forces respectively.

The SM electroweak theory (Section 2.1.2) provides a common picture for the weak and
electromagnetic interactions, without unifying them. Over the past few decades, precision
measurements and the experimental observations of weak neutral currents, gauge bosons and
the top quark amongst others, have helped to test SM predictions and gradually establish
the SM as the present leading model of high-energy physics [10-19]. One of the early
challenges in particle physics was to explain the range of the weak force, of the order 107 m,
as compared to the infinite range of the electromagnetic force. It was proposed that the
mediators of the weak force could have a shorter range of action if they were massive. The
measurement of W* and Z boson masses [12-14] emphasised the need for a mechanism to
generate mass terms for weak gauge bosons in the SM Lagrangian while preserving gauge
invariance and ensuring renormalisability of the theory. It is important to note here that
massless boson fields only possess two degrees of freedom which correspond to horizontal
and transverse polarisations, while massive boson fields possess an extra degree of freedom
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which corresponds to a longitudinal polarisation.

The Higgs mechanism [20-25] causes spontaneous breaking of SM electroweak gauge
symmetry (EWSB) (Section 2.1.3) through interactions of the gauge fields (W* and Z) and
the four components of the Higgs field. The W+ and Z bosons, originally massless in a free
field theory, acquire an extra degree of freedom and become massive. Fluctuations of the
Higgs field around the vacuum expectation value result in a fundamental massive scalar
(spin-0) particle, called the Higgs boson, which is the remaining degree of freedom. Fermions
also gain mass from the Higgs field, through Yukawa interactions [5] described in Section
2.1.3. Although results of early experimental studies [45] indirectly advocated the existence
of the Higgs field for several decades after the SM was introduced, the Higgs boson was only
discovered in 2012 [27, 28].

The next sections briefly describe the mathematical framework for studying gauge
invariant field theories and hence the laws which govern fundamental particles and their
interactions. Emphasis is placed on the EWSB mechanism and on the phenomenology of
the Higgs boson at the LHC, including state-of-the-art frameworks for conducting precision
measurements.

2.1.2 Quantum fields and gauge invariance

Relativistic Quantum Field Theory (QFT) [46] builds upon the concept of wave-particle
duality and describes every particle as an excitation of a quantum field, similar to a ripple
in a still body of water after it is disturbed. If provided with sufficient energy, the energy of
a quantum field may increase from its value in the vacuum of empty space, resulting in the
creation of a wave-like particle. The energy F involved in creating a real massive particle at
rest is given by

E =mc*, (2.1)

where m is the mass of the particle and c is the speed of light. For a massless particle, the
energy involved is proportional to the frequency f of the field as

E=hf, (2.2)
where h denotes Plank’s constant.

The fermions described in Section 2.1.1 may interact through the fundamental forces
by the exchange of bosons which exist as virtual particles when the energy available in the
interaction is insufficient for their creation. The creation of virtual particles from vacuum
state fluctuations is allowed by Werner Heisenberg’s energy-time uncertainty principle [47];
energy may be borrowed from the vacuum of spacetime and used to create virtual particles
for a short period of time. The heavier the virtual particle, the greater is the amount of
energy borrowed from the vacuum. The decay time of the virtual particles influences the
range of the fundamental force being mediated. The amplitude of an interaction occurring is
therefore inversely proportional to the mass of the virtual particles involved. In sub-dominant
interactions, virtual particles may themselves interact through the exchange of other virtual
particles, producing loops in the corresponding Feynman diagrams.



In classical mechanics, the Euler-Lagrange equation for motion in a direction =,

d (0L oL

stems from the principle that a physical system follows the path for which the action is
minimised or, more generally, is stationary. Equations of motion are derived by applying the
Euler Lagrange equation to a Lagrangian [48] of the form

L=T-V, (2.4)

where 7" and V represent the kinetic and potential energy terms. In the case of a horizontally
oscillating mass attached to a spring, the Lagrangian bears a potential energy term V' (x) of
the form %kﬁ, where k is the spring constant and z is the displacement of the mass from
its equilibrium position. It is useful to note the shape of the potential energy function of
this system. At the minimum of the parabola, the system is in equilibrium. In cases where
V(z) is negative, an inverted parabola gives rise to an unstable equilibrium position at the
maximum. The latter situation is problematic and analogously arises in the Lagrangian
density of the Higgs field as described in Section 2.1.3.

This chapter explores the nature and interactions of three different types of fields,
namely Dirac fields which produce spin % fermions, vector boson fields which produce spin 1
bosons, and scalar boson fields which produce spin 0 bosons.

Formulated in 1928, the Dirac field theory [49] was the first theory to combine special
relativity and quantum mechanics. The Dirac Lagrangian density for a free fermion field v
is given by

L =iy ) — mi (2.5)

where the kinetic term contains partial derivatives of the field with respect to the four
spacetime coordinates p with u = t, z, y, z, the Pauli adjoint 1 of 1, and the Dirac matrices
~* which represent four 4 x 4 matrices obeying {7*,~v"} = 2¢*”. The potential energy term
contains the mass m of the particle produced from the excitation of the Dirac field 1. The
Lagrangian method may be applied to the Lagrangian density of the Dirac field to obtain
the Dirac equation,

iV O — mip =0, (2.6)

which is obeyed by all fermions. The significance of the mass term in the Dirac equation is
further discussed in Section 2.1.3.

When applied to the electromagnetic field A, in the Lagrangian density
1 w1
E = _ZF‘UJJF + EJ“A y (27)
(where A* = (¢, A®, AY, A%), F),, is the field strength tensor, j is the electric current density
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vector), the Lagrangian method yields Maxwell’s equations,

B=VxA, (2.8)
0A
E=-V¢-— gl (2.9)

which describe the effect of changing A, short for A%, on the observable magnetic B and
electric E fields [50]. Notably, certain transformations, known as gauge transformations, of
the field A* do not result in changes in the observables B and E. It can be shown that the
transformations

Jda
66— (2.10)
A — A +Va , (2.11)

(with «(t, z,y, 2)), when applied simultaneously, keep the electromagnetic Lagrangian density
invariant. The idea of gauge invariance [51-53] may be applied to any type of field to give a
gauge field theory, where the Lagrangian density is invariant under a continuous group of local
transformations of the field. The act of changing the field by the same quantity at every point
in spacetime signifies a global transformation while a local transformation results in different
variations of the field at different points. Given the choice of gauge transformation does not
affect the observables in a gauge invariant theory, it is often mathematically convenient to
choose a particular gauge. As per Nother’s theorem [54], the continuous symmetry of a field
theory under a gauge transformation implies the existence of a conserved current from which
one can construct conserved charges or quantum numbers. It is useful to think of a field
theory as being invariant or symmetric under a group of transformations called a Lie group.
For every generator (basis vector) in a Lie group, there arises a corresponding gauge field. If
the Lie group generators commute, the gauge theory is Abelian. The Standard Model bears
symmetries of the unitary non-Abelian product group SU(3) x SU(2) x U(1).

The following sections apply the Lagrangian method to the gluon fields, photon and W
and Z fields, the Higgs field and Dirac fermion fields to deduce the nature of the fields and
the particles created from their excitations. It will be shown that gauge invariance of the
Lagrangian density of the free vector boson fields and fermion fields requires that the vector
bosons and fermions be massless. By studying the Lagrangian density of several fields in a
single gauge theory such as the SM, interactions between the fields may be further deduced.
In this context, mechanisms that allow vector bosons and fermions to acquire mass through
interactions with the Higgs field will be described. The Lagrangian density of the Standard
Model Lgjs takes the form

/CSM - £gauge + £f5’r’mion + »CHiggs - ‘CY’U,]C 9 (212)

where Lyuk, Loauges Lermion a0d Lrges denote the Lagrangian density of the Yukawa
interaction, the gauge fields, the fermion fields and the Higgs field respectively.



Strong interactions

Quantum chromodynamics (QCD) [55, 56] is the fundamental theory of strong interactions
between quarks and gluons. The QCD Lagrangian density is

1 a v - .
‘CQCD _iFMVF‘f + Z @Zj(f) (ZIVMD,U - mf>w(f) ) (213)
where /) is a 4-component Dirac spinor representing a quark ¢ of flavour f, with qr €
{u,d,s,...}. Quarks in QCD are distinguished only by their differing masses m.

The QCD lagrangian density is a sum of quark (second term) and gluon (first term)
contributions and is required to be invariant under the gauge transformation ¢ (z) — ¢'(z) =
Ut(x), where U,

U = exp(i Z@“ JA?/2) (2.14)

are 3 x 3 unitary matrices acting on the colour index and forming a fundamental representation
of SU(3) symmetry whereby the colour charge is preserved.

The matrices A, /2 with (a = 1, ..., 8) are 3x 3 Hermitian matrices, which are the generators
of SU(3), with A\* being the Gell-Mann matrices in the fundamental representation. The f2¢
terms are the totally antisymmetric structure constants of SU(3) with [%)\“, %)\b] =1 fabc%)\c.
The #* terms are real-valued functions of x#. The covariant derivative D" is given by

- a 1 a
D) = 9,99 + ngA“i)\ ) (2.15)

where g, is the strong couphng constant. The vector fields Aj; represent eight gluon fields. A
mass term of the form m2A“A“ is not gauge invariant and, therefore gluons are predicted
to be massless.

The gluon part of the Lagrangian density is the kinetic term containing the anti-symmetric
field strength tensor FJ,. For the whole Lagrangian density to be gauge invariant under
SU(3), the field strength tensor is required to transform as F, — UF;}VUT. This may be
accomplished by choosing F}, as

F,Sy = aMA?/ - 8VAZ — s [A;lu AZ] ) (216)

where the commutator term [A%, AZ] is equal to f**A% AS. This term is a direct result of
a non-Abelian theory, where % # 0. The non-commutation of the gluon fields implies
three and four-point gluon self-interactions. Furthermore, the QCD Lagrangian density
is symmetric under rotations of left and right-handed fermion fields in the left and right
isospaces, implying that the QCD Lagrangian density has chiral symmetry U(2); x U(2)g.

Quarks and gluons are not observed as free particles in nature but are confined in colour-
neutral hadrons that transform as singlets in SU(3). The colour singlets are quark-antiquark
pairs (mesons) and triple-quark states (baryons). The mechanism of confinement arises
because gluons possess colour charge; self-interactions in gluon fields render the force stronger
at shorter distances. This phenomenon is known as vacuum screening. The strong coupling
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constant may be parameterised by the energy scale u of a process as

B 2T
- Bo 1H(M/AQCD) ’

where g = \/4ma,. The parameter Agep sets a scale at which the coupling constant becomes
large and the physics becomes non-perturbative. The function [y is defined by (11n —2f)/3,
where n is the number of colours and f is the number of quark flavours. The 11n term
represents the gluon self-coupling effect while the 2f term corresponds to quark-antiquark
pair effects.

as (1) (2.17)

The constant is large for scales < 1 GeV, explaining the confinement of quarks and gluons
into composite states, and it grows weaker with increasing scales, leading to asymptotic
freedom [57, 58]. Quark confinement at energies < 1 GeV does not allow quark masses to
be directly measured. In high-energy interactions, such as deep inelastic scattering, quarks
and gluons may act as quasi-free particles, partons [59, 60]. These intractions may be used
to study the distribution of partons in the hadron and hence derive parton distribution
functions (PDFs).

Electroweak interactions

Interactions between gauge bosons and fermions are described by the Lagrangian density
13AAW1 BV ol iAH i iAH
‘Cgauge = _Z Z FMVF — ZBMVB + Q/JLI’)/ D,u,@DL + ’gle’)/ DuwR s (218)
A=1

which is the Yang-Mills Lagrangian [61] for the gauge group SU(2);, x U(1)y with fermion
matter fields. Weak isospin and weak hypercharge Y are the quantum numbers associated
with SU(2) and U(1)y symmetries respectively. The gauge field B,,, given by

B, =0,B,—0,B, . (2.19)
relates to U(1)y theory while the Wl’f fields, given by

F = 0,W = 0,W; — geape WIW, (2.20)
correspond to SU(2) theory which has the 2 x 2 Pauli matrices [62] as generators. In SU(2),
the group structure constants e4pc coincide with the totally antisymmetric Levi-Civita
tensor.

As described later in Section 2.1.3, the left and right-handed ¥ and ¥z spinors behave
differently and mass terms for fermions are forbidden in the free Dirac Lagrangian density.
Thus the vector interactions in the electroweak Lagrangian do not mix ¢y and ¥g fields.
Furthermore, evidence from beta decays in the Wu experiment [63] showed that the weak
force violates parity conservation. Later, with the development of the V-A theory [64, 65], it
was shown that the weak force couples to left-handed fermions, not to right-handed ones,
hence the 'L’ subscript in SU(2), theory. Couplings of the weak force to right-handed
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fermions are not omitted in the following equations. The covariant derivatives Dy r are
S 4 A 1
DR = (au +ig Y HRW + ig’QYLRBu) VLR (2.21)
A=1

where the spinors 11, g span reducible representations of SU(2) x U(1), and 77 and Y7 /2
are the SU(2) and U(1) generators in the reducible representations ¢, r. Commutation
relations of the SU(2) generators are given by

A _B . c A _B . c
{TL ,TL} = ieapoty [TR,TR} = leapcTR - (2.22)

The electric charge generator is given by

1 1
Q:r§+§L:T§+§YR. (2.23)
Furthermore, ¢’ and g are the independent coupling constants relating to SU(2) and U(1)
respectively.

The couplings of gauge bosons and fermions may be derived from Equations 2.18 and
2.21. The charged W), fields are combinations of W, while the photon A, and weak neutral
gauge boson field Z, are combinations of W and B,,. The W? fields may be written in
terms of the W fields as

g(Tll/VH1 + 7'2W3) = g [%(Tl + i7‘2)i(I/VH1 - 1W3) + h.c.}

V2 (2.24)
g (%T*W; + h.c.) ,
by using the relationship t* = t' 4+ 4¢? and the relation
WE = W' +iw?)/V2. (2.25)

This relationship may be extended to the left and right fermion fields to obtain the charged
current gauge coupling Vi, given by

- 1 1 1 1 _

Similarly, orthogonal and normalised linear combinations,

A, = cosbwB, +sinbwW?

Z, = —sinbwB, + costyW? (2:27)

of B, and Wg’ may be used to derive the neutral current coupling V5, ;- and the electric
charge e. Using these relations and Equation 2.23, we may derive

gr*W3 + 39V B, = {973 sin 0w + ¢'(Q — 73) cos Gw} A,

2.28
+[g7'3 cosbw — ¢'(Q — 73) sin QW} Zy (228)
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where 6y, is the weak mixing angle. From Equation 2.28, we may deduce the relationships
gsin by = ¢’ cosfw = e and tan Oy = ¢’/g. Subsequently, the neutral current coupling View
may be derived as

g " .
Vipz = m@[)% [TS(I —75) + Té(l +7v5) — 20Q sin? QW}@DZ“ ) (2.29)

Gauge boson self-interactions may be similarly derived from the F),, term in Equation 2.18
and Equation 2.25. It is to be noted that terms of the form m?A*A,,, m*W*+W,, and m*Z*Z,
are not gauge invariant and thus the gauge vector bosons are predicted to be massless in
electroweak gauge theory.

2.1.3 Spontaneous Symmetry Breaking and the Higgs field

The Lagrangian density of a one-dimensional scalar field ¢, given by
1 1 1
L= 0u0) - (Grd + ') | (2:30)

may be used to demonstrate spontaneous symmetry breaking [20-25]. Derivatives of the field
with respect to the spatial and temporal coordinates p are contained in the kinetic term
of the Lagrangian density. In the mass term % 12¢?, 1 represents the mass of the particle
produced from the excitation of the field ¢, and appears in the coefficient of the quadratic
term. The quartic term i/\gb"‘ represents self-interactions of the field ¢ and contains the
positive self-coupling constant .

In a situation where the mass p is real and positive, the potential of the field V(¢) is
parabolic with a minimum V(¢) = 0 at ¢ = 0. When the mass yu is imaginary, ¢* > ¢* for
small ¢ while ¢? < ¢* for large ¢, leading to V(¢) having the form shown on the left plot in
Figure 2.1. The whole Lagrangian density exhibits symmetry about ¢ = 0. At the minima
of V(¢), the field ¢ has values +v which represent a non-zero vacuum expectation value

expressed as +4/—p?/A. The fact that V' (¢) exhibits a maximum at ¢ = 0 is counter-intuitive
and signifies an unstable situation. Mathematically, it is possible to redefine the field through
a global transformation ¢ — 7, where n = ¢ — v. The potential of the field V(n), after the
global transformation, has the form shown on the right plot in Figure 2.1. The minimum of
V(n) lies at n = 0 and the theory for the field 7 now allows a real massive particle to be
produced. However by insisting on a minimum potential at 7 = 0, the global transformation
has led to spontaneous symmetry breaking, whereby the potential of the field is no longer
symmetric about n = 0. The Lagrangian density of the field n may be expressed as

1 1
= o) - <)\u2772 o + 4>\n4> + const. | (2.31)

where the mass term —\v?n?, when compared to the mass term in Equation 2.30, yields a
real mass of v2\v? for the particle produced from the field 7.
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V(¢)
V(n)

Figure 2.1: Shape of the potential V' (¢) for imaginary values of the mass u before (left) and
after (right) a global transformation of ¢.

Similar principles may be applied to a complez scalar field ¢ = ¢ + i with Lagrangian
density given by

L= 0:0)0u0) — (5260 + 7\6°0)) (232)

Given p? is negative and \ is positive, the potential V' (¢) has the form shown in Figure 2.2.
The complex field is invariant under a phase transition which represents a continuous global
symmetry, unlike the mirror symmetry displayed by the Lagrangian density of the real field
in Equation 2.30.

In polar coordinates, the complex Lagrangian density may be written as

Lo Loy 1o o 1.4
L= 28p + 2)\ p°+ 5P ow 4)\p (2.33)
with ¢ = pe™. The kinetic term containing dp® represents radial oscillations of the field
which, given the shape of V(¢), result in changes in the potential, hence the mass term
in p?. The kinetic term in dw? represents angular fluctuations of the field. The latter do
not involve changes in potential energy and thus there is no term in w?. The mass of the
particles produced from oscillations of the field may be obtained by applying the global
transformation p — h, where h = p — v. Omitting self-interaction terms, the Lagrangian
density of the complex scalar field after spontaneous symmetry breaking is

1 1
L= 58[12 — MR + §V28w2 . (2.34)
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Figure 2.2: Potential V' (¢) of a complex singlet scalar field.

It may be deduced that a massive scalar Higgs boson with mass v/ Av2 arises from radial
oscillations of the field. Furthermore, as stated by the Goldstone theorem [66-68], the
spontaneous breaking of a continuous symmetry of the Lagrangian generates a massless
scalar, and hence an extra degree of freedom, for every gemerator of the broken symmetry.

The masses of the W and Z bosons are derived from the spontaneous symmetry breaking
of the SM Lagrangian density. The term describing the scalar Higgs field is

Liriges = (D'¢)" (Do) — V(9) (2.35)

where ¢ is a complex scalar doublet given by

¢ = (f;) . (2.36)

The use of a covariant derivative D,¢ instead of a simple partial derivative makes the SM
Lagrangian density gauge invariant. W) and B, are the SU(2) and U(1) gauge bosons
described in Section 2.1.2 respectively. The definition of D¢,

o
D, = (au +igT' Wi + zEg'BM) é (2.37)

demonstrates interactions between the gauge and scalar fields.
The SM Higgs potential V' (¢) is given by

V(6) = 12616+ A (¢0) (2.39)

and has an infinite degeneracy at the minimum with ¢f¢ = 1?/2. In order to maintain electric
charge conservation, the vacuum expectation value is acquired by the neutral component of
the field ¢°. The SU(2); x U(1)y symmetries are broken, leaving a linear combination of
generators that span U(1)g unbroken. Applying the gauge transformation ¢° — h as given
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) ¢ = \}5 <y 3 h) : (2.39)

where h = ¢°—(1/+/2)v, therefore causes electroweak symmetry breaking (SU(2); x U(1)y —
U(1)g), leaving one unbroken generator.

Expanding the kinetic term (D"¢)' (D,¢), and omitting the h terms not involved in
generating the gauge boson masses, gives the result

(8M+igTiW;+ ;g’BH> \}5 <2>
e 1\2 2\ 2 3 ' \2
2 (2 ) o]

In this unitary gauge, the three Goldstone boson kinetic terms arising from each of the three
broken generators in SU(2);, x U(1)y are absorbed by the kinetic terms in W} and B, to
produce mass terms for the W=+ and Z bosons.

It is possible to define the mass states W;t, Z,, and A, as combinations of the gauge
bosons W, and B, as given by

2

(D*9)" (Do) =

(2.40)

1
+ 1 . 2
W= (Wisiw?) (2.41)
Z, =1 (gW; - g'By) (2.42)
w= 92+ g? IWu =9 Pu) > ’

—_

_ 73

The coefficients of the WJW“, Z;LZ“ and ALA“ terms are used to deduce the masses
mw = gv/2, mz = vv/g2 + ¢2/2 and m4 = 0 of the W*, Z and ~ bosons respectively.

Yukawa couplings

The Dirac field ¥ in Equation 2.5 may be described by a four-component function, called a
Dirac spinor, given by

U
(C5
V3
Y4

The ¢y and 15 components represent positive and negative energy states for particles and
anti-particles respectively. The 13 and 14 components represent spin 1/2 and —1/2 states
respectively.

W = (2.44)

Expanding the Dirac equation in Equation 2.6 for a left-handed fermion spinor v gives
iV 00br, + iy 0L + iyt + 72050 + iy Ourbr, = myy, (2.45)
i00tr, + iV L + 17 Y20 + 0y’ 05t + N Ostr, = mAy YL = mapr ,  (2.46)
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where a right-handed spinor arises from the action of % on 1, whereby the 13 and v,
components switch sign.

Given the weak force only couples to left-handed fermions, Equations 2.45 and 2.46
violate weak charge conservation. Therefore, fermions arising from a free field Lagrangian
density are required to be massless. Similarly, gauge invariance of the Dirac Lagrangian
density (Equation 2.5) does not allow for mass terms of the form —m (g 4+ ¥g) since
the 11, and ¥ spinors do not transform in the same manner. Mass terms for the fermions
are obtained from the Yukawa Lagrangian density [5] given by

L= \g/%%gb@/m Y he. (2.47)

for a single fermion field ¢. The coupling constant of the fermion to the Higgs field is gy,
and h.c. represents the Hermitian conjugate. The presence of the Higgs field, represented by
¢ allows the Yukawa Lagrangian density to be gauge invariant.

Applying the gauge transformation ¢ — h with h = ¢ — v, and omitting terms in h, we
have

L

gf\/%(¢L¢R + h.c.), (2.48)

from which the mass of the fermion may be deduced as gsv/ V2.

2.1.4 Standard Model Higgs boson predictions

Phenomenological predictions of the SM enable certain constraints to be placed on the
properties of the Higgs boson. The only property of the Higgs boson that cannot be
predicted by the SM is its mass (mp) because, as described in Section 2.1.3, my is related
to the vacuum expectation value of the Higgs field through the Higgs self-coupling parameter
(A\) which is itself a free parameter in the SM.

Based on the theory described in Sections 2.1.2, 2.1.2 and 2.1.3, the Lagrangian density
in the interacting Higgs sector of the SM may be written as

1 m2 m2 m2
o tiam Hp2 Mpy3  Mpg,g
EHzggs 2(8 ¢)(6u¢) + 9 h 29 h 8y2h
1 o\’
+ (m%VWjW“ + 2m2ZZMZ“) (1 + V) (2.49)
— > myy (1 + ¢>) :
7 v

The couplings of all the fermions and the gauge bosons to the Higgs boson are, therefore,
proportional to the mass of the said fermion or to the squared-mass of the said boson
respectively. The vacuum expectation value v can be defined from using a highly accurate
measurement of the four-fermion interaction constant G as

1
y=— = 246.22 GV . (2.50)

(\/§GF)1/2

Feynman rules, SM self-consistency and SM unitarity requirements may be used to calculate
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the Higgs boson decay widths and production cross-sections as a function of my, taking
strong and electroweak radiative corrections into account.

2.2 Higgs boson phenomenology at the LHC

2.2.1 Production and decay channels

Since the couplings of the SM Higgs boson to elementary particles are related to the mass
of the particle concerned, in a proton-proton (pp) collision, a Higgs boson will preferably
be formed from couplings of heavy elementary particles such as the top quark and weak
gauge bosons rather than from the relatively light up and down quarks that constitute the
proton. As shown in Figure 2.3, the cross-section for the production of Higgs boson in pp
collisions may still be predicted as a function of its mass, and decreases with increasing Higgs
boson mass [40, 69-71]. The Feynman diagrams for the four main production modes, namely
gluon-gluon fusion (ggH), vector boson fusion (VBF), Higgs-strahlung (VH) and production
in association with top quarks (ttH), are given in Figure 2.5.

{s= 13 TeV

LHC HIGGS XS WG 2016

o(pp — H+X) [pb]
2,

-_

T IIII|'|T| IIIII|T|] T TTIT

107"

1072

IIIII|_|,|,| IIIII|_|,|,| IIIIILI_I] L1

1073
| IIIIII| 1 1 | I I | 1

10 20 30 100 20 1000 2000

Figure 2.3: SM Higgs boson production cross-sections in pp collisions at a centre-of-mass
energy of 14 TeV. [69]

Similarly, once produced, the SM Higgs boson will predominantly decay into the heaviest
SM particles available (bottom quark, and W and Z bosons) [40, 69-71]. As described in
Section 2.1.3, couplings of the Higgs boson to fermions are different from those to gauge
bosons in the SM. Thus, decays into pairs of bosons (v, ZZ, or WW) and decays into pairs
of fermions (bb or 77) are purposefully targeted. The branching fractions in these decay
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modes for different possible masses of a SM Higgs boson are shown in Figure 2.4. The mass
the Higgs boson was experimentally inferred from measurements of the final states in each
decay channel. Theoretical predictions for a Higgs boson of the observed mass can yield a
corresponding cross-section for production, and branching fractions in the decay channels
being considered. The Higgs mechanism was therefore confirmed when the experimentally
observed particle was found to have the same quantum numbers and coupling constants
with fermions and bosons as predicted for a SM Higgs boson of the observed mass [27, 28].
Clearly, the search sensitivity at a given luminosity essentially depends on the cross-section
of the Higgs boson in its production modes, its branching fraction in the decay channels
considered, and on the efficacy of the experiment to observe these processes.

100 —
Ebb— ~
Br(h) F
1071 ETT
- 28
L CC
1072 E
10-3 :YY'?"
E SS
E!-U»l 7
10~ uZy
100 130 160 200 300 500 700 1000
Mh, GeV

Figure 2.4: SM branching fractions of a SM Higgs boson as a function of the Higgs boson
mass.[69]

The Large Hadron Collider (LHC), described in Section 3.2.1, and two dedicated detectors,
namely ATLAS [72-74] and CMS [37, 38] (Section 3.3), were built to investigate the
possible existence of the Higgs boson. Shortly after the Higgs particle was postulated,
phenomenological research addressing possible Higgs boson production channels in ete™, pp
and pp collisions began in the 1970s. At a Higgs boson mass of around 125 GeV, the SM
predicts the dominant production mechanism at the LHC (Table 2.1) to be gluon-gluon
fusion (ggH) since, as shown in Figure 2.5 (a), it takes place through a quantum loop of
virtual top quarks which, being heavy particles, readily couple to the Higgs boson. In
vector boson fusion (VBF) and the associated production modes (VH and ttH), the decay
products of distinctive particles produced in association with the Higgs boson enable higher
signal-to-background ratios to be achieved than in the ggH process. However, as seen from
Figure 2.3 and Table 2.1, these modes have relatively lower cross-sections. In the VBF
process (Figure 2.5 (b)), a Higgs boson is produced from a pair of weak bosons, each emitted
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from a quark of the two incoming protons. The final state quarks are distinctly identified in
the forward region of the detector as two high-energy jets. Similarly, a Higgs boson produced
in association with one W or Z (decaying leptonically or hadronically) or two to six jets
(decays of ¢ and ) is indicative of associated VH and ttH production respectively as shown
in Figure 2.5 (¢) and (d). Aside from being easily tagged, VBF, VH and ttH production

channels can shed light on the couplings of the Higgs boson to top quarks and vector bosons.

00
g n
m}

a)

c) d)

Figure 2.5: Feynman diagrams for the four main production modes of the Higgs boson at

the LHC, namely ggH (a), VBF (b), VH (c) and ttH (d).

A salient property of the SM Higgs boson is its large Yukawa coupling to the top quark
y?M. The measurement of y, is particularly important for understanding EWSB and allows
for testing BSM theories. The magnitude and sign of y, is indirectly tested by measurements
of the associated production of Z and Higgs bosons via gluon-gluon fusion [75], which
receives large contribution from loop diagrams involving the top quarks. In addition v,
is probed in H— ~~, as the decay width also involves loop diagrams with the top quark,
providing sensitivity to the sign of 17 . These measurements presently disfavour a negative
value of the coupling [76, 77]. Although y, can be directly measured in the ttH production,
this mode is only sensitive to the magnitude of the coupling. In contrast, tH production
proceeds via two types of Feynman diagrams [78-81], where the Higgs boson may couple to
either the top quark or the W boson (Figure 2.6). In the SM the relative sign of the Higgs
coupling to bosons and fermions is assumed to be negative. This leads to the destructive
interference between the diagrams shown in Figure 2.6. The tH cross-section is therefore
uniquely sensitive to the magnitude as well as the relative sign and phase of the couplings.
A same-sign coupling would translate to a large enhancement in the tH cross-section relative
to the cross-section of modes involving the coupling of the Higgs boson to bosons.
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b b W~

Figure 2.6: Leading order Feynman diagrams for the associated production of a single top
quark and a Higgs boson in the t-channel, where the Higgs boson couples either to the top
quark (left) or the W boson (centre), and one representative diagram of tHW production,
where the Higgs boson couples to the top quark (right). [82]

Table 2.1: SM cross-section values for the main Higgs boson production processes at the
LHC for /s = 13 TeV and mpy = 125 GeV [40].

Production mode | ggH VBF WH ZH +ttH bbH tH
cross-section (pb) | 48.71 3.78 1.37 0.88 0.51 0.49 0.07

Measuring the branching fractions of an observed candidate state into the mentioned
decay channels can enable the distinction of a SM Higgs boson from a new particle predicted
in an extension of the SM or in an alternative BSM theory. The SM predictions for the
branching fractions in the main Higgs bosson decay modes are given in Table 2.2. Despite
their different branching fractions, all five decay channels are used to provide complementary
information on the properties of the Higgs boson. The presence of a Higgs boson signal is
indicated by an excess of events at approximately the same mass value in the reconstructed
invariant mass spectrum of each channel. The narrower the range of mass over which the
excess extends, the better is the mass resolution of the signal.

Table 2.2: SM branching fractions for the main Higgs boson decay modes. [40]

Decay mode bb WW g9 7117 cc ZZ vy
Branching fraction (%) | 58.2 21.4 82 6.3 28 26 0.23

Decay channels which yield a narrow mass peak over a continuous background are essential
to precisely determine the mass of the SM Higgs boson, given its natural decay width of only
a few MeV. The Higgs boson mass can be fully reconstructed with high resolution from the
diphoton final state (H — ~7) and the Higgs boson decay into four charged leptons which
may be electrons or muons (H — ZZ* — 4l).

2.2.2 Theory and kinematics of the H — 7+ decay

Shortly after the Higgs boson was postulated, decay rates in the H — ~v channel were
precisely calculated [83, 84]. Since the Higgs boson has no tree-level couplings to the photon,
the leading order Feynman diagrams for the H — v decay are all loop-induced (Figure
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2.7), with the W= loops and top quark loops interfering destructively. Although the W
contribution leads to divergent integrals, the one-loop amplitude of the H — ~v decay may
be made finite through a gauge invariant regulator method such as dimensional regularisation.
The H — v width is given by

2

22,3
29 M , (2.51)

Tl oy = i
T 102473me,

‘Z Nege; F;

with the summation being performed over all SM particles. The symbol, F;, denotes a
function of (m;/mg)? which vanishes for m; < mpg, m; being the mass of the particle in the
loop. Notably, radiative corrections to the value of I'g_,,., only significantly affect the top
quark loop for which the QCD corrections are less than 3%. The H — ~~ channel, by virtue
of its loop contributions, provides sensitivity to both SM masses and possible supersymmetric
particle masses well above the mass of the Higgs boson itself. Most importantly, the very
observation of the diphoton decay channel itself firmly establishes that the Higgs particle is
a boson with a spin other than 1 (Landau-Yang theorem) [85, 86].

v

Figure 2.7: Feynman diagrams showing the decay of the SM Higgs boson to two photons via
fermion (e.g top quark) and W loops [87].

The H — v decay is coincidentally most significant in the region of the Higgs boson
mass (110 — 150 GeV) (Figure 2.4) and, compared to most of the other decay modes, can still
give a signal of higher mass resolution and signal strength despite its low branching fraction
(~0.23%). Indeed, at the time of discovery, the observed significance in the H — v decay
channel was the highest of all analysed decay modes [27, 28]. Kinematically, pairs of photons
are produced almost isotropically, giving a clearly distinctive final state topology: two
isolated photons with a diphoton invariant mass of ~ 125 GeV. High resolution measurements
of individual photon energy (E,) and azimuthal separation () of pairs of photons are made
possible by the ECAL (Section 3.3.4) of the CMS experiment which was purposely designed
with excellent depth segmentation and around 1% energy resolution in the region relevant to
the determination of the Lorentz-invariant diphoton mass (m.,) [37, 38]. The latter variable
may be calculated starting from the relativistic energy momentum equation,

m? = E*—~|p | . (2.52)
For a two-particle decay such as H — 77,
m? = (Ey+ E)*— | pi + 3 |’= mi +mj + 2(Er By — pi - p3) - (2.53)
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Since photons are massless, we have
m?., = 2p1pa(1 — cos ) = 2B E2(1 — cos b)) (2.54)
where 0 represents the angles between the two photons in the frame of the laboratory.

The narrow mass peak from the H — v process appears over a continuously falling
background. The latter arises mostly from both prompt diphoton production in gg and ¢g
annihilation. Additionally jets (in di-jet and v + jet events) may be misidentified as photons,
when high-energy neutral mesons, such as neutral pions and n mesons, decay into a pair of
photons. With an angular separation of the order of the ECAL granularity, these photons are
measured as a single photon in the detector, fairly isolated from the remaining constituents
of the jet. Such backgrounds can be reduced through strict photon identification criteria
(Section 5.2.4). In an event reconstructed from two highest energy photons, the leading and
subleading photons have the higher and lower momentum of the pair respectively.

2.3 Status of Higgs boson measurements

The LHC physics program announced the discovery of a ‘Higgs boson-like” particle on the
4% of July 2012, after nearly a five-decade search (Section 3.2.2) [27, 28]. With an aim to
confirm whether the observed state was indeed the SM Higgs boson, the ATLAS and CMS
experiments performed a series of subsequent measurements to evaluate its exact properties
of decay width, spin-parity and couplings to other gauge bosons and fermions, requiring
further analyses in more channels and at higher luminosities. It was only two years later, after
its properties had been thoroughly studied, that the observed boson was confirmed to be the
Higgs boson predicted by the SM. To this date, the existence of the majority of the main pro-
duction and decay modes expected have been unambiguously confirmed. The ggH and VBF
production modes were observed during Run I of the LHC [77, 88, 89] (Section 3.2.2), while
the VH and ttH modes were observed during Run II [90-93]. As regards the decay channels,
the vy, ZZ and WW modes were observed during Run I [77, 88, 89|, while the bb and 77
channels were observed later during Run II [92-95]. In 2012, the CMS collaboration and
the ATLAS collaboration respectively reported a mass of 125.3 £ 0.4 (stat.) £ 0.5 (syst.) GeV
and 126.0 + 0.4 (stat.) + 0.4 (syst.) GeV for the observed boson [96]. With the availability of
more data, CMS published the most precise measurement for the mass of the Higgs boson,
125.38 £ 0.14 GeV, using data from the H — vy and H — ZZ* — 4l channels [97].

For a SM Higgs boson of mass around 125 GeV, a narrow decay width (I'y) of ap-
proximately 4 MeV is predicted [69]. Since the LHC detectors have energy resolutions of
the order of GeV, any direct measurement of I'y from a peak in an invariant mass spec-
trum is presently unachievable. However, direct limits may be obtained by studying the
relative rates of the off-shell gg — H* — ZZ to on-shell g9 — H — Z Z production of the
particle in the gluon-gluon fusion mode. CMS analyses have yielded a 68% confidence level
central values (with uncertainties) and a 95% confidence interval (in square brackets) of
3.2735[0.08,9.16] MeV for the observed I'y value [98].
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In quantum mechanics, fermion fields follow Fermi-Dirac statistics [49, 99] while boson
fields follow Bose-Einstein statistics [100]. As per the spin-statistics theorem, bosons possess
integer spin and fermions possess half-integer spin. The spin quantum number of a particle
may be further used to define a helicity whereby right-helicity particles have the same
direction of spin and motion, while left-helicity particles have opposite directions of spin
and motion. The parity quantum number of a particle relates to invariance under a parity
(mirror) transformation of the corresponding particle field. The bosonic nature of the Higgs
boson state was inferred from its peaks in the four-lepton and two-lepton invariant mass
spectra and from its decay into two photons. According to the Landau-Yang theorem [85,
86], a spin-1 particle does not decay into a final state with two identical spin-1 particles such
as the observed v state. Moreover, a half-integer spin particle cannot decay into a pair of
bosons. These only suggest that the observed boson has an integer spin other than one; it
is essential to know whether or not the observed boson is scalar, a feature characteristic of
the SM Higgs boson. Angular correlations between decay products in spin-parity analyses
in the H — ZZ — 4l channel and in spin analyses in the H — vy and H - WW — puvev
channels from both CMS and ATLAS supported the J¥ = 07 state over the 0~ and 2% states
at the 95% CL level [101-103]. However, the possibility of the Higgs boson being a mixture
of scalar and pseudoscalar states is still being entertained.

Early after the discovery, the measured fermionic and bosonic couplings of the ob-
served particle were found to agree within 10-20% with SM predictions [77, 88, 89]. Two
parameterisation schemes, namely the signal strength modifier (1) and the coupling modifier
(k), were considered [71]. In terms of the cross-section o; and the branching ratio (BR;), p;
for a process j is defined as

0; X BR;
o; X BR]')SM

h=1 , (2.55)
where the SM subscript denotes predicted values in the SM. In the s framework, the coupling
modifier for a particle or group of particles is derived from the width I'; or o; of the processes
involving the particle(s) and the Higgs boson as

T, O;
2= FSJM = ,st . (2.56)
J J

K

Effective coupling modifiers are used for processes which involve loop corrections such as
ggH and H — v7. Ratios of x; multipliers do not require prior assumptions on I'y, Kz or
kw, and therefore allow certain experimental and theoretical systematic uncertainties to be
cancelled.

The inclusive Higgs boson signal strength is now measured to a precision of around 10%
[104, 105]. Figure 2.8 shows the signal strength modifier measurements using the 2016 Run II
dataset [106]. Examples of more recent CMS coupling measurements are detailed in Section
2.3.1.
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Figure 2.8: Signal strength modifier measurements in the H — 7y decay channel. The
modifiers for each process (black points) are shown, with the SM Higgs boson mass profiled,
compared to the overall signal strength modifier (green band) and to the SM expectation
(dashed red line). [106]

2.3.1 The simplified template cross-section framework

Building upon the signal strengths and coupling modifier frameworks described in Section 2.3
and used in the LHC Run I, Higgs coupling measurements are now presented in an improved
framework, namely the simplified template cross-sections (STXS) framework [40]. Within a
given SM production mode, kinematic thresholds are used to define regions of phase space,
called bins, in which Higgs boson cross-section measurements are made. These may be
subsequently used, together with ratios of bin decay widths, for interpreting signal strengths,
coupling modifiers, effective field theory coefficients or BSM theories. These parameters may
be further related to the interpretation of Lagrangian parameters of models not restricted to
the SM. Further, the separation into production modes removes the dependence of measure-
ments on the relative cross-sections in the SM.

The precision of measurements of a given process suffers from theoretical uncertain-
ties in both the underlying model and the model predictions. Separating measurements
into well-defined granular regions allows the theoretical uncertainties affecting individual
sub-processes to be decoupled. For instance, BSM effects may be isolated by defining regions
at large kinematic scales. Furthermore, as theoretical predictions for the individual bins
are improved, STXS measurements made previously may be updated accordingly in the
long term. It is thus important to quantify correlations between the STXS bins. In short,
finely-grained measurements shift theory dependence from the measurement stage to the
theoretical interpretation stage, whereby the precision of measurements is less affected by
theoretical uncertainties. Residual theoretical uncertainties remain because of the exper-
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imental acceptance of each STXS bin but these may be minimised by defining bins with
minimal variation in experimental acceptance.

With a consistent STXS framework that encompasses all production modes, it is possible

for STXS measurements from multiple decay channels to be globally combined across several
analyses in a systematic manner in order to maximise the experimental sensitivity of the
measurements. Multivariate analysis techniques as described in Section 5.4 may be used to
target STXS bins during event categorisation.
The definition of the kinematic thresholds for the STXS regions should therefore allow for
sufficient granularity to reduce theory dependence and maximise experimental sensitivity
while simultaneously being broad enough to capture sufficient events at a given luminosity.
The higher the integrated luminosity available, the lower are the uncertainties in the param-
eters measured from individual STXS regions. The STXS framework is therefore developed
in stages of increasing granularity whereby more bins may be measured as more data is
accumulated at the LHC.

Measurements of signal strenth modifiers from the CMS STXS ggH+VBF analysis
with STXS Stage 1.0 in H — v~ [3] are shown in Figure 2.9. The combination of coupling
measurements across different decay channels may further increase precision.
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Figure 2.9: Normalised cross-sections measured for each Stage 1.0 bin (black points) in the
STXS framework, with the SM Higgs boson mass profiled, compared to the SM expectations
and their uncertainties (blue band). [3]

Presently, STXS measurements have been performed in all major Higgs boson decay
channels, namely H — vy, H — ZZ* — 41, H — WW?* — 212v, H — 77, and H — bb, and
from combinations of multiple decay modes [1, 107-112]. So far, all measurements have been
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found to be consistent with the SM predictions. After the first STXS measurements, multiple
refinements have been brought to the definitions of the kinematic STXS bins. Presently, the
STXS Stage 1.2 serves as the baseline for the full LHC Run II dataset measurements. Details
of the Stage 1.2 bins are given in Chapter 5. Cross-section measurements for STXS Stage
1.2 bins in the diphoton decay channel and using the full LHC Run II dataset are presented
in Chapter 6 of this thesis [1]. Where necessary, intermediate stages to reach the full Stage
1.2 binning have been implemented by merging bins that cannot be split (Section 6.6.1).

2.3.2 Missing elements of Higgs boson measurements

As stated previously, the discovery of the Higgs boson was deemed a sufficient proof of
the Higgs mechanism. However, several anomalies relating to the mechanism still remain
unexplained. For instance, the Higgs field has an energy density 55 orders higher than the
critical energy density of space as given by the cosmological constant [30]. In this context,
the investigation of the self-coupling of the Higgs boson may verify the theoretical vacuum
expectation value of the Higgs field, used to derive its energy density.

Among the other shortcomings of the SM is the absence of an explanation for dark matter
and dark energy which account for 25% and 70% of the universe respectively [31]. In Higgs
portal models [113], the Higgs boson mediates interactions between SM and dark matter.
It is believed that the Higgs boson would have large couplings to dark matter candidates
such as weakly-interacting massive particles [114] which might be detected through invisible
decays of the Higgs boson. Limits derived on the branching ratio of H — inwvisible decays
may thus be used to constrain dark matter models.

Owing to its multiple interactions with other SM particles, the SM Higgs boson is predicted
to be much heavier than observed; a value of 125 GeV requires large loop corrections [29]. The
leading BSM theory, supersymmetry (SUSY) [115] considers the possibility of a light Higgs
boson by postulating partners to every SM particle which would counter the contributions of
SM particles to the mass of the Higgs boson. In particular, possible heavy supersymmetric
particles are expected to be observed through their decays into the Higgs boson. Previous
experimental results [76, 77, 88-95, 116, 117] have severely constrained the possibility of
additional Higgs bosons in the mass range of 65 -710 GeV, and these particles are now
expected in the TeV range.

With the planned HL-LHC era (Section 3.2.2) higher achievable luminosity will enable
precise Higgs boson coupling measurements and increase the sensitivity to rare SM and BSM
decays and to new particles over a wider mass range.

With a view to deepening our present understanding of the Higgs boson from Runs I and
I1, the HL-LHC Higgs physics programme (Section 3.2.2) specifically aims at observing as
many Higgs boson production modes as possible; making precise measurements of the Higgs
boson width, charge-parity (CP) and couplings, especially in the newly accessible rare decay
channels; testing SM unitarity via VBS; observing Higgs boson pair production, as well as
subsequently measuring its self-coupling; and directly searching for BSM Higgs boson decays
as well as heavier partners. [33-306]
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2.4 Summary

Fundamental constituents of matter, quarks, and mediators of the forces of nature, bosons,
may be described in a mathematical framework called the Standard Model. Properties of
particle fields and their interactions may be deduced from their respective gauge field theories
and the principle of gauge invariance. Interactions of the different gauge fields in the SM
allow fermions and bosons to acquire mass through EWSB and Yukawa couplings, both of
which involve the Higgs field. The Higgs mechanism in the SM led to the prediction of the
Higgs boson, which was discovered in 2012 at the LHC. The Higgs boson may be detected
and its properties measured through its production and decay channels. In this context, the
STXS framework has been developed to perform granular measurements of the Higgs boson
cross-sections and to enable wider interpretations of experimental measurements compared
to the LHC Run 1 findings. Several physical phenomena relating to the Higgs boson still
remain unexplained, and BSM theories are expected to be constrained or measured during
the coming HL-LHC phase.
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Chapter 3

The Compact Muon Solenoid detector

3.1 Introduction

The Large Hadron Collider (LHC) [26], the world’s largest and most powerful particle accel-
erator, was designed and constructed by the Centre Furopéen pour la Recherche Nucléaire
(CERN) between 1998 and 2008. The LHC lies on the border of France and Switzerland,
near Geneva, and is installed in a 27 km tunnel, which previously housed the CERN Large
Electron Positron (LEP) collider [118].

As mentioned in Chapter 2, the main scientific goals behind the construction of the LHC
were to explore SM physics and EWSB, and discover or exclude the SM Higgs boson. The
LHC was required to provide sufficient luminosity and centre-of-mass energy to allow the
SM to be probed at an energy scale where new phenomena could be studied. In particular,
the TeV energy scale allows the period between 1073?s and 107!?s after the Big Bang
[119], termed the electroweak epoch, to be explored for evidence of the Higgs mechanism.
Furthermore, several grand unification theories (GUTS) require modification of gravity at
the TeV scale [120-123].

The LHC beam pipe (Figure 3.1), located 50 — 175 m underground, forms eight arcs and
eight straight sections, which are used to accelerate and collide two particle beams (protons
or ionised nuclei). While the arcs contain magnets required to bend the beams, the straight
sections house beam collimation systems at Points 3 and 7, radio frequency systems at Point
4, a beam dump system at Point 6 and and four interaction regions at Points 1, 5, 2, and 8.
[26, 124]

Detectors are installed around the interaction points to observe the nature of the collisions
and measure the properties of the particles created therein. The four main experiements
at the LHC are Compact Muon Solenoid (CMS) [37, 38|, A Toroidal LHC Apparatus (AT-
LAS)[72-74], LHC beauty (LHCb) [125] and A Large Ion Collider Experiment (ALICE)
[126]. The CMS detector at Point 5, discussed in more detail in Section 3.3, and the ATLAS
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detector at Point 1 are general-purpose high-luminosity experiments aimed at measuring
proton-proton collisions at the peak LHC luminosity of 10**cm™2s~!. Since these two
experiments have common physics goals but different designs, they can be used to provide
independent measurements of the same phenomena, as was done in 2012 when the two
experiments jointly claimed the discovery of the Higgs boson [27, 28]. The LHCb detector
at Point 8, operating at a peak luminosity of 1032 cm~2s~!, measures the properties of B
hadrons, and the asymmetry between matter and antimatter in decays involving the beauty
(b) quark. The ALICE detector at Point 2 is dedicated to measuring the properties of the
quark-gluon plasma, created in lead-lead and other nuclei collisions at a peak luminosity of
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Figure 3.1: Plan of the LHC pipes with eight arcs and eight straight sections. Two counter-
rotating particle beams interact at Points 1, 2, 5 and 8 in the ring. [127]

This chapter is dedicated to describing the CMS experiment at the LHC. The following
sections describe the general functioning of the LHC facility, the requirements and design
of the CMS detector, and the future of the LHC and the CMS experiment. Although the
LHC is capable of producing lead-lead nuclei collisions, the focus of this chapter is solely on
proton-proton collisions.

3.2 The Large Hadron Collider

3.2.1 Overview

The LHC is an approximately circular accelerator, also known as a synchrotron, designed to
accelerate charged particles within beam pipes containing a vacuum [26, 124]. The LHC
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synchrotron operates using two key forces, namely an accelerating force obtained from
applying an electric field to the charged particles, and a Lorentz force for steering the beam,
obtained using a magnetic field. The protons come from hydrogen atoms which are fed into
the source chamber of a linear accelerator (LINAC 2), where an electric field is used to strip
off the electrons, leaving hydrogen nuclei (protons). The protons then pass through a series
of synchrotrons of increasing energy (Figure 3.2). The latter include multi-chamber resonant
frequency (RF) cavities that apply an alternating electric field oscillating longitudinally at
a specific frequency, thereby creating potential differences in the cavities. Therefore, in an
isolated chamber in the cavity, a proton experiences an accelerating voltage which switches
direction by the time the proton has travelled through the gap. The proton can subsequently
be accelerated through the following gap in the cavity. The protons travel in the cavities in
synchrony with the RF frequency, forming bunches.

ALICE LHC-b

towards
Gran Sasso

LINAC 3 ..

lons  *°

Figure 3.2: The CERN accelerator complex consists of several synchrotrons. Protons are
accelerated by the LINAC 2 linear accelerator, the protron synchrotron booster (PSB), the
proton synchrotron (PS), the super proton synchrotron (SPS) and the LHC main ring. [128]

As mentioned in Section 3.1, the LHC aims to collide protons with a centre-of-mass
energy (1/s) in the TeV range. The protons are therefore required to be accelerated to a
speed close to the universal light speed limit. Precisely, the protons are eventually accelerated
to only 3m/s under the speed of light through a series of synchrotrons of increasing size. The
proton synchrotron booster (PSB) of 157 m provides 1.4 GeV, the proton synchrotron (PS)
of 628 m provides 25 GeV and the Super Proton Synchrotron (SPS) of 6.9km then provides
450 GeV. The SPS injects 2808 proton bunches of 1.1 x 10 protons each into the LHC
as two counter-rotating proton beams. The protons eventually acquire a nominal energy
of 7TeV over about 28 minutes, leading to a design centre-of-mass energy of 14 TeV upon
collision at one of the beam interaction points.

Owing to the large number of protons per bunch and a bunch collision rate of 40 MHz, it
is possible to achieve approximately 20 effective inelastic collisions at every bunch crossing.
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Collisions produce particle showers which result in the emission of electrons, muons, photons
and jets (from quarks). These final states are measured in the LHC detectors and are used
to infer the presence of heavier particles which might have briefly existed during the collision
before decaying. The number of events N, given by

N = Lo, (3.1)

generated by beam-beam collisions for a given process, is proportional to the cross-section for
the process and the area density of beam particles per second per cm?, known as the beam
luminosity (L). The main cause of the luminosity decay during nominal LHC operation is
the beam loss from collisions. Furthermore, bunches must have a crossing angle to prevent
the particles in one beam from experiencing the global electromagnetic field of the other
beam. This produces a geometrical luminosity reduction factor since a crossing angle results
in smaller beam overlap. Protons that fail to collide are removed at a beam dumping section
(Point 6) where they are absorbed by graphite.

While only 16km of the LHC ring is dedicated to proton acceleration, the remain-
ing sections consist of magnets which are used to bend and focus the proton beams. Of the
~9300 magnets at the LHC ring, 1232 of these are superconducting bending magnets which
consist of a 15m long main unit referred to as the dipole. The bending magnets operate
at the nominal magnetic field of 8.3 T. The dipole tube contains two pipes that carry the
proton beams, support structures, straps of electromagnets needed to deflect the beam, and
space to allow the flow of liquid helium to cool the structure to 1.9 K. The field of 8.3 T
in the magnet coils is achieved through the use of superconducting 6-7 pm-thick niobium
titanium (Nb-Ti) filaments that carry a current of 11500 A. A cryogenic system bathes the
superconducting wires in superfluid helium. The two pipe coils produce magnetic fields
in opposing directions such that the resulting magnetic field produces a force towards the
centre of the ring for protons in both of the pipes. Stainless steel yokes surround the pipes
to resist the attractive force between the two pipe coils. In order to keep the radius of the
circular motion constant as the velocity of the protons increases, the magnetic field needs to
be increased and kept in synchrony with the proton momentum.

Since protons repel one another, they experience transverse oscillations in both the
horizontal and vertical planes. Quadrupoles are used to prevent the protons from diverging
by focusing the beam. Other magnetic multipoles correct effects on the beam size and
position from other interactions.

3.2.2 Phases of operation

Proton beams were initially and successfully circulated in the main ring of the LHC in
September 2008. After the suspension of operations following a major electrical fault, the
proton beams were successfully circulated once more in November 2009 when the LHC first
provided proton-proton collisions at /s = 900 GeV.

During Run I of the LHC, the accelerator operated at /s = 7TeV in 2010 and 2011, de-
livering an integrated luminosity of ~6fb™!, and setting a world record for the highest-energy
man-made particle collisions and highest luminosity for an accelerator. The LHC operated
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at /s = 8TeV in 2012, delivering ~23fb~!. The proton bunch spacing was 150ns, 75ns
and 50ns in 2010, 2011 and 2012 respectively. The excellent agreement between observed
collisions and the theoretical modelling of proton-proton collisions at the LHC centre-of-mass
energy allowed the knowledge of parton distribution functions (PDFs) to be refined.

Run I was marked by the discovery of the Higgs boson [27, 28]. The first indication
of a possible Higgs boson particle came in 2011 in the low mass resolution H — WW
channel. Excesses of events over the background with at significance of 2.1 ¢ at a mass of
145 GeV and a significance of 2.3 ¢ at a mass of 120 GeV were observed by the ATLAS and
CMS experiments respectively [129, 130]. High mass-resolution decay processes had to be
investigated to achieve a higher observed level of significance and confirm the genuineness
of the signal. Indeed, later in 2011, both LHC experiments observed excesses of events
at a significance slightly higher than 2 ¢ in the 124-126 GeV mass region, compatible with
a SM Higgs boson in this mass range [131-136]. An overall increase of 20% in the Higgs
boson production cross-section and of 30% in search sensitivity was brought about by the
rise in the centre-of-mass energy from 7 TeV to 8 TeV in 2012. On the 4% of July 2012,
both the CMS and ATLAS teams announced the discovery of a previously unknown scalar
boson. Using a combined analysis across production and decay channels, the experiments,
independently, achieved a local significance level of 50 for the discovery. Results from
the H — vy, H - ZZ — 4l and H — WW — pver channels of the 8 TeV run were
combined with the previous 7TeV results in the H — WW, H — 77 and the H — bb
channels, and with improved analyses of the 7 TeV results in the H — vy and H — ZZ — 4l
channels. The CMS collaboration and the ATLAS collaboration respectively reported a
mass of 125.3 £ 0.4 (stat.) £ 0.5 (syst.) GeV and 126.0 £ 0.4 (stat.) £ 0.4 (syst.) GeV for the
observed boson [96].

The LHC facility then underwent its first long shutdown, LS1, to enable an upgrade
to the full design operation energy of 7TeV per beam. Run II commenced in 2015, with
the LHC operating at /s = 13 TeV and an instantaneous luminosity of 1.7 x 10** cm =1 s}
which exceeded the design value. Further tests for the consistency of the observed boson
with the SM Higgs boson were still required. Therefore, Run II was characterised by searches
for the Higgs boson in all channels predicted by the SM, precise measurements of the mass
and couplings of the Higgs boson [76, 116, 117], and BSM physics searches. Precision
EW measurements and BSM searches set constraints on possible deviations of the Higgs
properties from their SM expectations. Assuming new physics at an energy scale of \ affects
the Higgs boson properties, one expects the Higgs boson branching ratios to vary at the level
of § x (1TeV/A)?, with § of the order (1-10%). Therefore, a precision of a few percent on
the measurements of the couplings of the Higgs boson would allow searches to be sensitive
to new physics at the TeV scale.

Run IT concluded at the end of 2018. At the LHC design luminosity, a 50% reduction
in measured statistical errors would necessitate four times more data and hence a 10-year
running period. For these reasons and the physics motivations outlined in Section 7.2, Run
IIT will only start in 2021, after a three-year long Phase I upgrade (LS2) of the facility. By
the end of 2024, the LHC will have accumulated ~300fb~! of integrated luminosity with
collisions at /s = 14 TeV and a bunch spacing of 25ns. Following a Phase II hardware
installation and commissioning period (LS3), the high-luminosity LHC (HL-LHC) will begin
Run IV by the end of 2027 [33, 34]. The instantaneous luminosity is planned to be levelled
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at 5 x 10 cm~!s™! and, with an average of 140 effective collisions per bunch crossing, will
lead to an integrated luminosity of ~3000fb~! over 10-12 years. The LHC will even have the
ability to deliver 50% higher instantaneous and integrated luminosities and ~200 collisions
per bunch crossing. The mentioned upgrade phases are intended to address the issues of high
occupancy and unsustainable radiation dose to detector components from the anticipated
collision rate, and to increase the intrinsic detector efficiencies and measurement accuracy to
maintain or improve current performance for increased data rates. Upgrades to the LHC
include a new 160 MeV LINAC system, better beam collimation to boost the rate of collisions
and stronger (11-12T) dipole magnets with niobium tin filaments. Upgrades planned for the
CMS detector are discussed in Section 3.4.

3.3 The CMS detector

3.3.1 Background

The CMS detector [37, 38] was designed to measure proton collisions at a centre-of-mass
energy of v/s = 14TeV at an instantaneous luminosity of 1.7 x 103 cm™ s7!, the highest
design luminosity of the LHC.

The physics motivations for building the CMS detector were mostly centred on the
need to understand the origin of electroweak symmetry breaking (EWSB), described in
Section 2.1.3. The goal was to allow the detection of a wide range of possible signatures
from several EWSB mechanisms. This required the CMS detector to be able to probe the
TeV energy scale where signals related to EWSB were expected to manifest as new particles,
including possibly fundamental scalars, vectors or composite Higgs bosons, supersymmetric
particles and technicolor states amongst others. The EWSB mechanism could also produce
signals at the TeV scale that could restore unitarity in the scattering of longitudinally
polarised intermediate vector bosons (IVBs), W* and Z°. In particular, IVB processes as
well as decays of the SM Higgs boson and SUSY particles could manifest themselves in the
Z 7 and WW states. Since the hadronic decay modes suffer from QCD backgrounds, it
was preferable that the W* and Z° particles be detected through their charged leptonic
decays despite the smaller branching fractions of the leptonic channels. These processes
thus required a high luminosity to be measurable. Of particular interest was the ZZ decay
since decays of the W state are masked by top quark production and contain neutrinos.
The CMS detector was designed to have excellent kinematic acceptance and momentum
resolution for muons and electrons. The aim was for leptons to be detectable over a large
pseudorapidity range (|n| < 2.5) and down to a transverse momentum of 5GeV. A dilepton
mass resolution that matches the width of the Z was also needed to reject non-resonant
backgrounds. The dilepton mass resolution requirement was ~1% at 100 GeV. A magnetic
field was needed to unambigously determine the charge of the particles.

The CMS detector was optimised for the search of the SM Higgs boson over a mass range
from 90 GeV to 1TeV. In the mass range between 90 GeV and 130 GeV, the H — ~~ decay
was the preferred discovery channel. The Higgs boson natural width was expected to be
very small and the width of the observed signal was expected to be entirely dominated by
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instrumentation resolution. The CMS detector was designed to have excellent electromag-
netic resolution so as to maximise sensitivity to the 4+ mass peak. An exemplary inner
tracking system was equally needed to calibrate the electromagnetic calorimeter to a high
precision. A discovery in the H — ~~ channel also demanded a good measurement of the
photon direction and neutral pion background rejection. In the mass range from 130 GeV up
to 600 GeV, the H — ZZ — 4l was the discovery channel of choice.

Other requirements included b-quark tagging and the ability to distinguish between tau
decays and hadronic jets. Pile-up (PU) fluctuations dominate the mass resolution of hadronic
jets and therefore the CMS hadronic calorimeter was not required to deliver the same level
of energy resolution as the electromagnetic calorimeter. It was important, however, that the
CMS detector be hermetic to contain all jets produced in the event and allow for missing
transverse energy measurements. Furthermore, high-granularity components were needed to
provide low occupancy since about 20 inelastic collisions per bunch crossing were expected to
be superimposed on the event of interest (Section 3.2.1). The requirements of the hadronic
calorimeter were, therefore, a large hermetic geometric coverage (|n| < 5) and a fine lateral
segmentation (An x A¢ < 0.1 x 0.1). An online selection system, or trigger, was further
necessary to reduce the expected design maximum event rate of 40 MHz to approximately
100/s. Lastly the CMS detector components, especially the inner tracking elements, were
designed to operate in a high-radiation environment.

Superconducting Solenoid

Silicon Tracker

Very-forward Pixel Detector

Calorimeter

Preshower

Calorimeter
Electromagnetic
Calorimeter

Figure 3.3: Exploded view of the CMS detector. [137]

Figure 3.3 shows the design of the CMS detector. The instrument weighs 14000 tons
and has a length of 21.6 m and a diameter of 14.6 m. The CMS coordinate system has the
origin centered at the nominal collision point inside the experiment, the y-axis pointing
vertically upward, and the x-axis pointing radially inward toward the centre of the LHC.
The pseudorapidity 7 is given by — In[tan(6/2)], where € is the angle between the particle
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three-momentum and the positive direction of the beam axis. At the core of the CMS detector
lies a large superconducting solenoid generating a uniform magnetic field of 3.8 T, which
allows a compact design for the muon spectrometer without compromising the momentum
resolution. The inner tracking system consists of silicon pixels and strips which measure
high momentum (pr) charged tracks with a momentum precision of opr ~ 0.1pr with pr in
TeV. A high resolution lead-tungstate crystal electromagnetic calorimeter is located inside
the magnet coil where scintillation light is detected by silicon avalanche photodiodes (SPDs)
and vacuum phototriodes (VPTs). A hermetic brass-scintillator sampling hadron calorimeter
surrounds the ECAL. There, scintillation light is converted by wavelength-shifting (WLS)
fibres and channeled to photodetectors. The steel return-yoke for the magnetic flux is
instrumented with four stations of muon detectors. Forward sampling calorimeters extend
the pseudorapidity coverage to high values (|n| < 5) assuring good hermeticity.

3.3.2 Solenoid

The CMS superconducting solenoid has a length of 13 m and an inner diameter of 6 m and is
large enough to allow the tracker and calorimeters to be placed within the coil. Notably, in
terms of bending power (12 Tm) and stored energy (2.6 GJ), the CMS magnet is the largest
superconducting solenoid ever built for a physics experiment. When a charged particle is
deflected from a straight trajectory in the magnetic field, the charge and momentum may be
determined by the curvature of the track. With a bending power of 12 Tm and the inner
tracker described in Section 3.3.3, a momentum resolution of ~ 2-3% can be achieved in
regions up to n = 1.6. The solenoid magnet consists of a cylindrical coil of superconducting
niobuim titanium (NbTi) fibres which are cooled to a temperature of 4.6 K. The fibres are
formed into a four-layer winding and carry a current of 18500 A to generate a magnetic field
of approximately 3.8 T. A steel yoke surrounds the magnet coils and forms the bulk of the
detector mass. The return yoke acts as an absorber to guide and confine the magnetic flux
to the detector volume and houses the four muon stations (Section 3.3.6). The magnet coils
and the return yoke weigh 12500 tons and provide most of the structural support for the
experiment.

3.3.3 Tracking system

The tracking volume consists of a cylinder of 5.8 m in length and 2.6 m in diameter [37,
138]. The primary design goal of the tracking system is to be able to precisely measure
charged particle trajectories and reconstruct secondary vertices. The position of charged
particles is measured at a number of key points to a precision of up to 10 um. All high
pr (pr > 2GeV) muons and isolated electrons produced in the central rapidity region can
be reconstructed to a momentum precision of ~ 2-3%. This allows lepton charge to be
successfully measured up to pr values of 2 TeV and masses of 4 TeV. As described in Section
3.3.2, the momentum resolution is also a direct consequence of the magnetic field. Given
PU vertices are distributed along the beam direction with an r.m.s of approximately 5cm,
the precise tracking system can ensure that all interesting high pr tracks in an event are
consistent with a common vertex. Precise measurements of charged particle trajectories also
allow every cell in the electromagnetic calorimeter to be precisely calibrated in-situ using
electrons from W and Z decays measured in the tracker.
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The tracking system is the innermost detector component and therefore receives the high-
est radiation dose. Silicon detector technology provides the radiation hardness, granularity
and speed necessary for precision tracking in the conditions of the CMS detector. The inner
tracking system covers the pseudorapidity range |n| < 2.5 and extends 54 cm lengthwise and
110 cm radially. With about 200 m? of active silicon area comprising 66 million silicon pixel
sensors and 9.6 million silicon strip sensors, the CMS tracker is the largest silicon tracker
ever built.

In order to keep the occupancy at or below 1% pixel detectors [139] are used at radii
below 10 cm where the particle flux is the highest. In this region, ~ 100 x 150 um? pixel sizes
are used, covering a total area of ~ 1 m?, and giving an occupancy of approximately 10~*
per pixel per bunch crossing . The pixel detector consists of three 53 cm-long cylindrical
barrel layers at radii of 4.4 cm, 7.3 cm and 10.2 cm around the interaction point. Two endcap
disks, extending from 6 to 15 cm in radius, are placed on each side of the barrel at |z| = 34.5
and 46.5 cm. The pixel detector is essential for the reconstruction of secondary vertices from
b and 7 decays, and for forming seed tracks for the outer track reconstruction and high level
triggering (Section 3.3.7).

At radii between 20 cm and 110 ¢cm, the particle flux is low enough for larger cells to be
appropriate. Silicon microstrip layers are used in the barrel part, while the forward region
has 9 microstrip layers on each of the two endcaps. The silicon strip detectors cover a total
area of ~ 200m?. Given the large area that has to be instrumented in this region, the strip
length has to be increased in order to limit the number of read-out channels. At radii of
20 cm to 55 cm, 10cm x 80 pm microstrip cells are used with an occupancy of ~ 2 — 3%
per bunch crossing. The modules in this region are called Tracker Inner Barrel and Disks
(TIB/TID) in Figure 3.4. At radii beyond 55 c¢m, the strip cell size can be further increased
to 25 cm x 180 um whilst keeping an occupancy of &~ 1%. The modules in this region are
known as Tracker Outer Barrel (TOB) and Tracker End Caps (TEC).

Analogue signals and corresponding pixel addresses are stored in a data buffer while
waiting for the Level-1 trigger decision (Section 3.3.7). In order to reduce the event rate
from the LHC bunch crossing rate of 40 MHz, tracking information is further heavily used in
the high-level trigger of CMS.
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Figure 3.4: Schematic cross-section through the CMS tracker. [37]
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3.3.4 Electromagnetic calorimeter

The CMS ECAL [37, 39| is a high-granularity, hermetic and homogeneous calorimeter
with coverage in pseudorapidity up to |n| < 3.0. As discussed in Section 3.3.1, the ECAL
is designed to provide an excellent energy resolution to increase sensitivity to the H — ~v
decay. The distinctive experimental signature of this decay is a narrow peak in the invariant
mass distribution from two isolated photons of high transverse momentum. The energy (E)

resolution (o) is given by
o\? S\? /NN 9
(7) = (@) +(g) v (32)

where S is the stochastic term, N is the noise term and C' is the constant term [37]. These
terms, which influence the energy resolution, need to be small, especially at photon energies
corresponding to half of the Higgs boson mass. The stochastic term is influenced by event-
to-event fluctuations in lateral shower containment and fluctuations in the energy deposited
in various parts of the ECAL. The most important contributions to the constant term are
the non-uniformity in the longitudinal light collection, inter-callibration errors and leakage
of energy from the back of the ECAL crystals. Electronic noise, digitisation noise and PU
noise all contribute to the noise term. Besides the energy, the direction of photons has to be
precisely measured so as not to degrade the effective mass resolution.

The ECAL uses 61200 lead tungstate (PbWO,) crystals in the central barrel region,
and 7324 crystals in each of the two endcaps. The short radiation length (0.89 cm) and
small Moliére radius (2.19 cm) of lead tungstate results in a fine-granularity and compact
calorimeter. Moreover, lead tungstate is radiation tolerant up to 10 Mrad. When electrons
and photons with a given energy are absorbed, the crystals emit a proportional amount of
blue-green scintillation light with a broad maximum at 420-430 nm. A fast detector response
is possible since 99% of the light is collected within 100 ns.

As shown in Figure 3.5, the crystals in the central barrel section (EB) cover the pseu-
dorapidity range |n| < 1.479. They have a length of 23 cm or 25.8 radiation lengths and a
front-face cross-section of 2.2 x 2.2 cm?. The barrel crystal granularity is 360-fold in ¢ and
2 x 85-fold in 1. The two endcaps (EE) extend the pseudorapidity coverage up to 3.0. The
endcaps consist of identically-shaped 5 x 5 crystal units, called supercrystals, consisting of a
carbon-fibre alveola structure. The endcap crystals have a length of 22 cm or 24.7 radiation
lengths and a front-face cross-section of 2.86 x 2.86 cm?. Since the transverse size of the
crystals in the ECAL is comparable to the typical shower size in lead tungstate, shower
shape criteria may be used for photon identification.

Since, lead tungstate has a relatively low light yield (30 photons/MeV) the scintilla-
tion light signal needs to be amplified once it is detected. In this context, silicon avalanche
photodiodes (APD) with an amplification factor of 50 and vacuum phototriodes (VPT) with
an amplification factor of 10 are used in the EB and EE area respectively. The photode-
tectors are temperature-sensitive and operate at 0.1°C. The amplified signal is digitised at
a frequency of 40 MHz by analogue-to-digital converters (ADC), giving a set of amplitude
measurements which are stored in a buffer until the Level-1 trigger decision is received

36



(Section 3.3.7).
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Figure 3.5: A quarter-section of the CMS ECAL. [39]

A preshower system (ES) is installed in front of the ECAL endcaps to identify neutral
pions within a fiducial region of 1.653 < |n| < 2.600. The ES consists of two layers of lead
absorber, two and one radiation lengths in length, which initiate electromagnetic showers
from incoming photons and electrons. Silicon strip sensors are placed after each radiator
layer to measure the energy deposited, giving transverse shower profiles which can be used
in %/~ separation.

3.3.5 Hadronic calorimeter

The hadronic calorimeter (HCAL) [37, 140] is a sampling calorimeter with a coverage up to
a pseudorapidity of 3.0, and is made of repeating layers of dense brass absorber and tiles of
plastic scintillator. Having a reasonably short interaction length and being malleable and
non-magnetic, brass is an excellent choice of material for the absorber. When a hadronic
particle hits an absorber layer, a cascade of shower particles is produced and as the shower
develops, the particles travel through the active scintillation material where blue-violet
light is emitted. The light is shifted to the green region of the light spectrum by optical
wavelength-shifting (WLS) fibres, less than 1 mm in diameter, which are embedded in the
scintillator tiles. Clear optic fibres then channel the green light to hybrid photodiodes (HPD)
that amplify the signal by a factor of ~2000. The choice of thin tile and fibre technology for
the active medium enables the amount of absorber to be maximised, leading to a compact
detector.

The HCAL is particularly important for the direct measurement of hadronic jets. Fur-
thermore, the indirect measurement of non-interacting, uncharged particles such as neutrinos
is done by measuring momentum imbalance in the transverse direction relative to the beam
line. For this reason, the overall assembly of the HCAL allows no uninstrumented cracks
or uncovered areas in ¢, providing excellent hermeticity, thereby ensuring a good missing
transverse energy measurement. Such an assembly is possible because the HCAL is divided
into barrel, endcap and forward sections which are built in a staggered fashion (Figure 3.6)
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so that there are no gaps, in direct lines from the interaction region, through which a particle
might escape. The hadronic barrel covers the pseudorapidity range || < 1.3. In addition to
36 HB wedges inside the magnet coil, a few additional layers are placed outside the coil in
the outer hadronic barrel (HO) to measure late-starting showers and ensure that there are no
undetected energy leaks through the back of the HB. Together, the HB and HO tail-catcher
allow hadronic showers to be sampled with nearly 11 hadronic interaction lengths. The
hadronic endcaps (HE) are similarly instrumented with 36 detector wedges which cover the
pseudorapidity region 1.3 < |n| < 3.0 and capture approximately 34% of final-state particles.
Two hadronic forward (HF') calorimeters are positioned at either end of the CMS detector at
11.2m from the interaction point. Since they extend the pseudorapidity coverage to 5.2, the
HF sections capture particles travelling at small angles relative to the beam axis and are
required to be more resistant to radiation than other HCAL parts. The signal originates
from Cherenkov light emitted in quartz fibres which also carry the signal to photomultipliers.
As in the ECAL, the signals from all HPDs in the HCAL are digitised and held in a buffer
until the Level-1 trigger decision is received (Section 3.3.7).
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Figure 3.6: A quarter-section of the CMS HCAL. A quarter-section of the CMS muon system
(unlabelled sections) is also visible in this figure. [37]

3.3.6 Muon system

As described in Section 3.3.1, the muon detectors play an important role in measuring the
H — Z7Z decay, especially in the case of the 4u final state. Muons can penetrate several
metres of iron without interacting and are not stopped by the ECAL and HCAL. The muon
detector system [37, 141] is therefore placed behind the calorimeters and the magnet coil.
The three principal functions of the muon system are muon identification, muon momentum
measurement and triggering. Three independent measurements of the muon momentum,
namely in the inner tracking volume, after the magnet coil and in the flux return yoke, make
the performance of the muon system very robust.
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Four identical muon stations (MS1 to MS4) are located in the iron return yoke. Gaseous
chambers in different stations are staggered so that a high-pr muon produced near a sector
boundary crosses at least 3 out of the four stations where gas ionisation results in an electron
avalanche. A precise position measurement is made by determining the centre of gravity
of the charge distribution. Measurement of the muon momentum using only the muon
system is determined by the muon bending angle at the exit of the magnet coil, taking
the interaction point, known to ~ 20 um in the transverse direction, as the origin of the
muon track. The resolution of this measurement is dominated by multiple scattering in the
material before the first muon station up to pr values of 200 GeV, after which the cham-
ber spatial resolution dominates. Hence, for low momentum muons, the best momentum
resolution, by an order of magnitude, is given by the resolution obtained in the silicon tracker.

In the barrel region, where the muon rate and neutron-induced background is low
and the magnetic field is uniform, drift tube (DT) chambers with rectangular drift cells are
interspersed among the layers of the flux return plates (Figures 3.6 and 3.7). The latter
cover the pseudorapidity region |n| < 1.2 and are designed to give a muon vector with
100 pm precision in position and better than 1mrad in direction. In the endcap region,
where the muon rate and neutron-induced background is high and the magnetic field is
large and non-uniform, the muon system uses cathode strip chambers (CSC) which cover
the pseudorapidity region 0.9 < |n| < 2.4. The CSCs provide fine segmentation, radiation
resistance and a fast response time. Each endcap is instrumented with four CSC chambers
which provide a spatial resolution of 200 ym and an angular resolution of 10 mrad in ¢.
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Figure 3.7: A quarter-section of the CMS muon system. [37]

In order to measure the muon time for independent bunch-crossing identification, the D'Ts
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and CSCs in the barrel and endcap regions are complemented by resistive plate chambers
(RPC) which form a dedicated trigger system. The RPCs cover a large portion of the
In| < 1.6 pseudorapidity range and provide a fast response with good timing resolution,
albeit a poorer position resolution than the DTs and CSCs. A high-p; muon crosses up to
6 RPCs and 4 DT chambers, giving up to 44 measured points from which a muon track
candidate can be built. The DTs, CSCs and the RPCSs operate within the Level-1 trigger
system (Section 3.3.7).

3.3.7 Trigger and Data Acquisition system

The LHC bunch crossing rate (or event rate) of 40 MHz leads to ~ 10° inelastic interactions
per second at the design luminosity of 10* em?s~!. Given the Higgs boson is expected to be
produced at a rate of ~1072 under the same conditions, the lower bound on the selectivity
required is 1 in 107!, The upper selectivity limit is dictated by the data storage capacity,
which only allows information from ~ 102 events to be stored per second. The CMS Trigger
and Data Acquisition System (TriDAS) [37, 142], tasked to start the event-selection process,
is therefore required to achieve a rejection factor of ~10° events every second.

The TriDAS is designed to perform parallel computations by exploiting detector symmetry.
The full selection task is split into two steps. Firstly, a Level-1 (L1) Trigger, based on custom
electronics, uses local, regional and global components to perform a primary event selection.
This decision is based on coarsely segmented data. The Trigger Primitive Generators (TPQG)
form ‘trigger primitive’ objects such as photons, electrons, muons, jets above set energy and
momentum thresholds in the calorimeters and muon chambers. Regional triggers combine
TPG information and perform pattern recognition to rank trigger objects by energy, mo-
mentum and quality in individual detector regions. Global Calorimeter and Muon Triggers
further rank the objects across the entire experiment before feeding the information to the
Global Trigger. This way, the L1 trigger is able to reduce the rate of events to under 100 kHz
within 3.2 us, out of which less than 1 us is allocated to calculations. The L1 decision is
communicated to the sub-detectors through the Timing, Trigger and Control system. The
second step in the trigger selection involves a High-Level Trigger (HLT) which reduces the
L1 acceptance rate to 100 Hz by using a software system implemented on a filter farm of
about a thousand commercial processors. The HLT has access to the complete read-out data
and can therefore perform preliminary reconstruction of entire events for event selection.
The data is then placed in memory in front-end read-out buffers to be accessed by the DAQ
system.

3.3.8 LHC computing grid

On a yearly basis, the LHC gathers ~ 15 petabytes of data. Data from the DAQ system
is accepted by the Worldwide LHC Computing Grid (WLCG) [143]. The grid consists
of a three-tier network of computers, based on Grid Middleware software, that provides
unprecedented parallel computing capabilities to perform a wide variety of simulation, data
processing and analysis tasks. The Tier-0 computing centre at CERN is supplemented by
Tier-1 physics computers connected by dedicated optical fibre networks. The Tier-1 sites are

40



located in Europe, North America and Asia, from where LHC data is distributed to over 140
Tier-2 centres around the world.

3.4 Upgrades of the CMS detector

3.4.1 Overview

As motivated in Section 3.2.2, the HL-LHC will begin Run IV by the end of 2027. Details
regarding the scope for Higgs boson physics in the high-luminosity phase of the LHC are
given in Section 7.2.

In addition to causing significant radiation damage to detector electronics, the surge in
the PU level from ~60 before 2023 to ~140-200 at the HL-LHC luminosity will result in
increased hits in the tracking system and energy deposits in the calorimeters other than from
hard collisions of interest. High particle multiplicity and misidentification rates, together
with the volume of data to be read out per bunch-crossing, pose significant challenges to
setting trigger thresholds and executing timely offline combinatorial track reconstruction.
Forward jet tagging, central jet vetoing and charged hadron subtraction, extensively used in
identifying the vector boson fusion (VBF) production mode of the Higgs boson, become less
effective, as does the selection of isolated leptons from purely electroweak processes. The
precise measurement of systems in the 100 GeV range require that the current performance
levels in jet energy-momentum resolution, primary-vertex reconstruction and b-tagging be
upheld. Chief upgrade requirements are therefore the development of a more selective trigger
system; radiation-hard detectors with enhanced granularity for accurate measurement of
jet substructure; the apt use of calorimeter timing information to mitigate the mismatch
between energy deposits and bunch crossings (out-of-time PU); and an efficient data transfer
scheme. [33-30]

Corollaries of increased PU and radiation fluence are primarily manifested in the inner
and forward detector regions. Therefore, the replacement of the entire tracking system
with radiation-tolerant silicon trackers, featuring smaller pixel detectors in proximity to the
beamline and strip detectors at larger radii, will bring about a fourfold increase in granularity
of the outer tracker and pixel detectors. This upgrade is aimed at reducing occupancy and
enhancing primary-vertex allocation, impact parameter resolution, track-separation and
b-tagging efficiency for improved particle-flow reconstruction. An extension of the tracking
coverage to a pseudorapidity range of |n| = 4 will maximise the solid angle of acceptance
to VBF and vector boson scattering (VBS) processes where the oppositely-directed vector
boson tagging jets are radiated from quarks into the forward/backward detector regions. [35,
139, 144, 145]

High radiation levels and requirements for improved forward VBF and VBS jet res-
olution similarly motivate the replacement of the endcap calorimeters by a high-granularity
sampling calorimeter (HGCAL) [41-43] with electromagnetic and hadronic sections made of
hexagonal silicon sensors and plastic scintillator tiles as the active elements. The HGCAL is
described in detail in Section 3.4.2. The increased transverse and longitudinal segmentation

41



specifically improves efficiency in the H — ZZ" — 4l and H — WW" — Ivlv channels
where ~40% and ~15% of the decays respectively result in at least one lepton being emitted
in the |n| > 2.4 region. The HGCAL transverse and longitudinal granularity facilitate
particle-flow calorimetry (Section 5.2.1), triggering, PU rejection and particle identification.
Furthermore, three-dimensional images of showers can provide separation of electromagnetic,
charged hadronic and neutral hadronic components, facilitating more precise energy measure-
ments, particularly of jets. The HGCAL segmentation also enhances the angular resolution
and pointing capabilities of electromagnetic showers which may further help in detecting
displaced vertices. The HGCAL will use time-of-arrival (ToA) measurements from upgraded
calorimeter front-end electronics for tracking shower development and timing shower energy
deposits [146-148]. High temporal resolution information will thereby enable PU mitigation
and neutral energy removal during clustering [149]. Moreover, timed cluster density data
will allow the discrimination of electromagnetic showers from less compact hadronic ones
which can be further separated into gluon jets and denser quark jets [150]. The addition of
a timing detector to improve the selection of minimum ionising particles (MIPs) from the
primary vertex has also been approved [145].

PU rejection at high luminosity through the global increase of trigger thresholds would
result in reduced detector acceptance for Higgs boson decay final states with low energy
or transverse momentum (pr). Excellent pr resolution is therefore essential to achieve a
sufficient reduction in the trigger rate while still maintaining low pr thresholds. To this end, a
silicon self-seeded approach will be deployed, involving the use of tracking information in the
first level trigger (L1) so that high-momentum tracks or stubs may be selected locally [151].
Calorimeter cluster information and muon isolation criteria will be further implemented
in hardware track reconstruction, requiring an increase in latency of the L1 trigger (by
~ 9 us) and a forward extension of the muon system for appropriate trigger performance on
multi-muon final states, namely H — ppu. The latter will be achieved via the addition of
Resistive Plate Chambers (RPCs) and Gas Electron Multipliers (GEMs) to muon detector
regions that lack redundant coverage. Nonetheless, an upgraded data acquisition system
with increased bandwidth will be required as trigger acceptance rates will still be raised
(from ~ 100kHz to ~ 750kHz) in cases where track triggering is not as efficient, namely for
hadrons and photons. [35, 36, 144, 145]

3.4.2 The High Granularity Calorimeter

As described in Section 3.4, the HL-LHC will pose significant challenges for radiation tol-
erance and event PU in the forward detector regions. The existing forward calorimeters,
namely the lead-tungstate electromagnetic endcap calorimeter and the plastic scintillator
hadronic endcap and forward calorimeters were designed for an integrated luminosity of
500 fb~!. To maintain good physics performance up to an integrated luminosity of 3000 fb~1,
a new generation of calorimeters, with radiation-resistant technologies, will be installed.

An important element of the HL-LHC calorimeter upgrade program is the high-granularity
calorimeter (HGCAL) [41-43], a forward sampling calorimeter based on the CALICE concept
[152]. According to preliminary simulations, it is expected that the HGCAL will be required
to withstand up to 2 MGy of total radiation dose, together with a maximum fluence of
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around 1 x 10% ng,/cm?. It has been shown that silicon sensors retain adequate charge
collection even after having been exposed to fluences up to 1.5 x 10'% n.,/cm?. In small sizes
0(0.5 — 1ecm?), they also provide an adequate signal-to-noise ratio to allow inter-cell calibra-
tion with minimum ionising particles (MIPs) to an accuracy of a ~3% percent. Furthermore,
the intrinsic high-resolution timing capabilities of the silicon sensors (< 100 ps for signals
above 12 fC) will be used as an extra dimension in PU rejection and the identification of the
vertex of the triggering interaction.

Hexagonal silicon sensors with cell sizes of O(0.5 — 1lem?) have been chosen as the most
appropriate active material for the majority of the calorimeter while lower radiation dose
(< 3kGy) and fluence (< 8 x 10'3 ny/cm?) regions will instead be made of cheaper plastic
scintillator tiles with a silicon photomultiplier (SiPMs) readout. Although larger scintillator
cells help to reduce the channel count, they are still required to be small enough (~4-30 cm?) to
maintain a high light collection efficiency and signal-to-noise ratio by minimising the inclusion
of energy from particles originating in PU interactions. In order to keep the radiation-induced
leakage current noise sufficiently low, the calorimeter will operate in a thermally shielded
volume that will be cooled by a two-phase CO, system and maintained at —30°C. Layers
of the active material are interleaved with absorber layers made of materials (tungsten,
lead, copper, stainless steel) that provide a small Moliere radius to allow for compact showers.

The HGCAL design (Figure 3.8) covers the pseudorapidity range 1.4 < n < 3.0 and
consists of one Endcap Electromagnetic section (CE-E), a Forward Hadronic (FH) section
and a Back Hadronic (BH) section, together forming the CE-H. The CE-E is made of 28
sampling layers, extending from |z| = 3.19 to 3.53 m and covering a depth of approximately
26X, and 1.7A. Three different thicknesses (120, 200 and 300 um) of hexagonal silicon
sensors are used, with thickness decreasing as a function of fluence. A granularity of 0.5 cm?
for the 120 um and 1 cm? for the 200 and 300 um thick sensors is used. The cell size is driven
by physics performance requirements such as the lateral spread of electromagnetic showers,
and by the need to keep the cell capacitance within a manageable range. The intrinsic energy
resolution of the CE-E section for incident electrons is expected to have a stochastic term
below 25%/vGeV and a constant term below 1%. The silicon sensors are composed of a
wafer which is sandwiched between a copper-tungsten baseplate and a printed circuit board
that carries the front-end electronics . The hexagonal shape of the sensors makes efficient
use of the available area of the circular wafers. Silicon modules are tiled on either side of
a copper cooling plate, which together with the two copper-tungstate baseplates form one
absorber layer. The alternate absorber layer consists of two lead planes, with stainless steel
sheet cladding, that are placed on either side of the module-cooling plate sandwich. The
assemblies of the absorber layer, detector modules and the copper cooling plate are called
cassettes which cover 60° sectors on the CE-E layers.

The hadronic section extends from |z| = 3.53 to 5.14 m and provides an additional depth
of 9.0\. Twelve layers with 35 mm stainless steel absorber form the FH section and another
twelve layers, where the absorber thickness is 68 mm form the BH section. In the hadronic
section, the first 8 layers are instrumented with silicon detector modules similar to those
in the CE-E. In the remaining layers, silicon sensors are used closer to the beam line while
scintillator tiles with SiPMs are used further away. The silicon modules and scintillator
tileboards are found between the absorber plates but only on one side of the cooling plate.
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Additionally, the baseplates are made of copper and the absorbers are made of carbon fibre
and steel. The cassette modules with scintillator tiles each cover 30° sectors on the wafers.
The total calorimeter thickness, perpendicular to the layers, is 10.7), including the C-EE and
a neutron moderator layer in front of the calorimeter which is used to reduce the neutron
flux in the tracker.
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Figure 3.8: Schematic of the HGCAL longitudinal design. [44]

The front-end electronics, operating at 40 MHz, measure and digitise the charge deposits
in the silicon sensors and the SiPMs, and provide a high precision measurement of the time of
arrival (ToA) of the pulses. Precision timing in the HGCAL is further discussed in Chapter
4. Information in alternate layers in the C-EE and all layers in the FH & BH are used for
making L1-trigger primitive objects.

3.5 Summary

The LHC is the largest and most powerful particle accelerator in the world, designed to fulfill
CERN’s primary mission of furthering our knowledge of fundamental physics. The LHC
and its detectors present numerous innovations in superconductors, vacuum technologies,
computing, electronics and industrial processes which push accelerator science to extreme
limits. The CMS detector, operating in the LHC ring, measures particles produced in
proton-proton collisions and was purposefully designed to discover the Higgs boson. The
distinguishing features of the CMS detector include a powerful superconducting solenoid,
a precise silicon tracking system, an electromagnetic calorimeter with excellent energy
resolution, a fully hermetic hadron calorimeter, a robust muon detection system and a
fast-reponse trigger. CMS was one of two general purpose experiments to jointly claim the
discovery of the Higgs boson in proton-proton collisions in 2012. Since that time, the LHC
experiments have been focusing on conducting precise measurements in the Higgs sector.
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The need to increase the LHC physics performance and to acquire more data has driven
a luminosity upgrade of the present LHC ring and detectors which will be realised through
the HL-LHC project. To address the issues that arise from the high-luminosity environment,
the CMS detector will be equipped with radiation-tolerant high granularity trackers with an
increased coverage, and fine-grained endcap calorimeters (HGCAL). The HGCAL is expected
to provide unprecedented granularity and timing capabilities in the forward dectector regions.

The LHC and its associated detector collaborations represent an ongoing global scientific
effort to provide essential tests of the Standard Model and extend the present discovery
reach for new physics.
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Chapter 4

Timing in the High Granularity

Calorimeter

4.1 Introduction

Since the publication of the HGCAL Technical Design Report (TDR) [44], the HGCAL
reconstruction framework has undergone important developments. This chapter reports on
the progress since made in the study and applications of precision timing in the HGCAL
reconstruction chain. Building on the generator-level studies presented in the TDR, the
performance of the timing analysis is now quantified using reconstruction-based detector
objects which realistically reflect the detector and reconstruction effects associated with the
newest version of the HGCAL geometry. The HGCAL geometry discussed in Section 3.4.2
is used in all sections of this chapter. The timing of reconstructed hits, 2D clusters, 3D
clusters and complete showers is studied in detail. In particular, the timing performance of
these reconstructed objects is presented in this order to quantify the timing performance
for objects along the reconstruction chain. The aim of this chapter is to outline the current
status and the prospective use of precision timing at the various stages of the HGCAL
reconstruction of a complete shower. Details on how timing information could assist in local
object reconstruction with the HGCAL iterative clustering framework (TICL) [153], and in
global shower reconstruction are further discussed. In this context, the timing performance of
objects reconstructed with TICL selections is compared to a baseline selection. The studies
on the application of precision timing are only preliminary and serve to briefly outline the
potential future use of timing information in the HGCAL reconstruction. In the absence of
PU, the time of showers, within the achievable timing resolutions, does not bring as much
information as topographical selections in the reconstruction. The aim is therefore to use
timing information in PU to clean events of PU contributions (hits or 2D clusters in the
reconstruction) which distort the shower energy resolution. The results of this chapter are
documented in Ref. [2].
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4.2 Precision timing of the HGCAL detector

This chapter presents studies involving HGCAL silicon sensors only. It is expected that
future iterations of this study will also account for timing information from scintillators.
As described in Ref. [44], the front-end ASIC (HGCROC) of the HGCAL silicon sensors
provides time-of-arrival (ToA) information for energy deposits above a given threshold. In
the presence of pileup, the energy deposited in a cell is likely to originate from showers of
particles coming from several interactions, rather than from a single event. The ToA records
the time at which the deposit of energy exceeded the threshold set in the HGCAL silicon
Sensors.

Figure 4.1 shows the expected resolution on the ToA measurements for a single cell in a
silicon sensor. In particular the charge signals are digitised with a time-to-digital converter
(TDC) which uses 10 bits to measure the time between every bunch crossing and the next
(251ns). The TDC is reset after every bunch crossing and thus measures the time relative to
the most recent bunch crossing. The least significant bit on the TDC is therefore about 25 ps.
This digitisation binning causes some calibration offsets as discussed in Section 4.3.2. It can
be seen that the timing resolution obtained with silicon sensors does not vary significantly
with sensor thickness when the resolution is measured as a function of S/N. Results from
beam test further show that the timing resolution does not vary with irradiation up to
fluences of at least 3000 fb™! [44].

The timing resolution o; can be expressed as

Ot = Ojitter @Ufloor (41)
A

T e 4.2

U]ztter (S/N) ( )

where S/N is the signal-to-noise ratio, o0 is a constant term (a precision floor), and the
symbol @ denotes quadratic summation. The constant A, which determines the dependence
on S/N, is fixed by the response time and noise characteristics of the sensor and preamplifier.
A= 5ns and C or 0y = 20 ps represents the achievable resolution on the ToA measurement
expected from the specification of the sensors, the front-end electronics, and the clock
distribution.

The ToA charge threshold of 12fC corresponds to about 3 MIP in the 300 pum silicon
cells, and to about 5 MIP and 10 MIP in the 200 pm and 120 um cells respectively. ToA
information is only available for cells with an energy deposit in excess of this threshold. For
signals above the energy threshold, the single cell resolution ranges between 150 ps and 20 ps
as a function of the cell signal-to-noise ratio (S/N).

It is important to note that the charge threshold at 12 fC produces the trend in the
timing resolution in Figure 4.1. For signals with a large charge deposition, the signal shape
is almost vertical, triggers the TDC and then falls. However, for signals with small charge
deposition, the signal shape shows a slower rising slope. The TDC is therefore much more
sensitive to the time the signal crosses the threshold, resulting in a poorer timing resolution
for small signals. For similar reasons, the TDC also measures different times for small and
large signals which occur at the same time at truth level; bigger charge depositions are
assigned an earlier time measurement. This effect is known as time-walk and is not modelled
or corrected for in the simulation samples used in this chapter.
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Figure 4.1: Timing resolution of single-cell rechits in silicon sensors, as a function of the
charge deposited in the cell (left), and the cell signal-to-noise ratio (right). The threshold on
the ToA is 12fC. [44]

In the HGCAL, silicon sensors provide the ability to measure, with high precision, the
time of electromagnetic and hadronic showers. A requirement on the compatibility of the
measured time of the showers can help to assist in pileup rejection, and in the identification
of the primary vertex of the interaction of interest. Given that a full reconstruction chain was
not yet finalised, the preliminary studies and results presented in Ref. [44] were based on the
collection of reconstructed hits (rechits) belonging to each shower. rechits were identified as
hits falling in a cylinder of radius p = 2 cm around the shower axis, the latter being identified
by the direction of particles at generator level. Optimised selections and tuned algorithms
were studied to combine the time measurements from multiple cells and provide an estimate
for the time of the full shower. The combination of measurements from multiple cells allows
reduction of the uncertainty on the timing estimate. To make a time measurement, at least
three cells within the selected radius from the shower axis are required, each with an energy
deposit of at least 12 fC needed to fire the ToA. Showers that fail this requirement obtain no
time measurement, resulting in a measurement inefficiency. Since the distribution in time of
the hits collected for a shower has tails, in Ref. [44], simple algorithms were used to truncate
the tails before taking the mean time of the remaining hits to obtain the time of a shower.
The algorithm used is robust against pileup, ageing conditions and the position of the vertex.

In this chapter, timing measurements are not only made for rechits but also for every
object in the chain used to reconstruct the full shower; these objects include rechits, two-
dimensional clusters (2D clusters) and three-dimensional clusters (3D clusters), described
further in this chapter.

4.3 The building blocks of the HGCAL reconstruction

As described in Section 3.4.2, the HGCAL offers a very high level of information to measure the
development of showers, owing to its high granularity, fine longitudinal readout segmentation
and precision timing. The HGCAL reconstruction is being designed to fully exploit these
features of the detector, and is targeting a particle-flow-based approach [154]; the high
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granularity allows the separation between the energy deposits that are clustered in local
units and these are further connected, relying on compatibility criteria, to build full objects
in the detector. The information from different subdetectors (tracker and calorimeters in
primis) are then combined to identify reconstructed particles and provide precise energy
estimates. (Section 5.2.1).

The HGCAL provides a 5D (position, energy, time) image of the shower with high
granularity. The building blocks of the HGCAL local reconstruction are the rechits, clustered
in each two-dimensional (2D) layer independently, where the cell ranking and the threshold for
seeding a layer cluster is based on the energy density, rather than individual cell energy. This
method is appropriate for clustering cells that are small compared to the shower size; it gives
a better indication of the importance of the cell and is more sensitive to a multicell common
deposit of energy than just a single cell local maximum. More precisely, electromagnetic
showers in the HGCAL are reconstructed by clustering hits in each 2D layer independently.
This is done starting from an energy density map of all hits above a threshold FE.. The
threshold value is defined as a function of the noise resolution o,,,;s, which depends on the
cell type. The density is defined as the energy sum of all hits within a critical distance ..,
the value of which is chosen to be similar to the Moliere radius. For each hit, the distance
to the nearest hit with higher density is evaluated. Hits with both density and distance
parameters greater than threshold values are labelled cluster centres. The 2D clusters are
formed by assigning each hit to the same cluster as the nearest hit with higher density.
Subsequently, compatible layer clusters are connected over layers to build 3D clusters: this
is done in TICL, where each iteration produces a collection of 2D clusters aligned as a
track (trackster). Before the studies presented in this chapter were performed, the TICL
reconstruction framework did not use the time of 2D clusters; this possibility is explored in
this chapter and the results presented in Section 4.4.2 have now been implemented in the
reconstruction. Where mentioned in this chapter, the TICL reconstruction is the version
which does not yet use the time of 2D clusters.

As mentioned, the use of timing information in a 5D reconstruction has great potential
for pileup mitigation and particle identification. It is expected that the precise timing
information will ultimately be used in the last steps of the reconstruction in CMS, when
dealing with the most complete and precise measurements for each reconstructed object. In
this context, the time compatibility between the measurements provided by the different
timing detectors in the CMS MTD and the ECAL barrel could be maximally exploited.
Timing information can also be used in the intermediate steps of the local reconstruction, to
help in pileup removal during the clustering of compatible energy deposits. For this purpose,
the timing information, available as measurements for single rechits, needs to be propagated
through the reconstruction chain, to provide a time measurement for each reconstructed
object (2D and 3D clusters). In this chapter, these developments are reported and the
characterisation of the timing performance at different stages of the local reconstruction are
presented.

4.3.1 Characteristics of EM and hadronic showers in the HGCAL

In this section, the key features of electromagnetic and hadronic showers, illustrated by
photons and pions (7) respectively, are discussed. Hadronic showers, produced in a
calorimeter after a deep inelastic interaction of an incident hadron with a nucleus, are
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characterised by a relatively narrow core from the electromagnetic component surrounded
by an extended halo. The core is usually formed by electromagnetic cascades initiated by
(7T) decays, while charged mesons and baryons dominate in the radial halo and longitudinal
tail of the shower. By using the TICL reconstruction framework, it is possible to reconstruct
and study electromagnetic (EM) and hadronic (HAD) showers separately, as shown later in
this chapter. In the studies in this chapter, some cleaning of events was performed to remove
particles that interact in the detector before reaching the HGCAL. These percentages are
typically 70 (15) % of particles interacting before reaching the HGCAL (or in the tracker)
for photons (71), so typically only 30 (85) % of non-interacting photon (71) particles from
the available samples are used. This impacts the resolution measurements minimally, and is
expected to mainly affect the efficiency of finding a 2D cluster with a time measurement in
the search region.

Since the energy sampled by Si sensors is very small when compared to the energy lost
in the absorbers between them, dE/dx weights are applied to account for the energy not
sampled by the Si sensors. dE/dx weights, different for each layer, also serve to recalibrate
the energy deposited in the absorbers since the thicker the absorber, the more is the energy
deposited in the shower process. This energy may be accounted for by averaging the number
of MIPs (minimum ionising particles) in adjacent Si sensors and multiplying the number
by the energy lost per unit distance per MIP in the absorber, and by the thickness of the
absorber. Si cells are normally calibrated with MIP particles and, therefore, the use of MIP
units in energy profiles leads to smoother transitions between detector regions of different
absorber thickness. A cut was applied on the energy of the recorded hits at 3 o, where o
is the width of the noise distribution. This is the typical noise threshold value used in the
TDR. Even if the true energy in a cell is zero, there may still be fluctuations (noise) that
would cause energy to be recorded, so energy profiles generated with no minimum selection
may be misleading, especially if the shower process produces many hits with low energy. By
applying a 3 o noise cut, we reject hits that are compatible with a fluctuation of the noise
within 3 sigma of its central value.

In general, photons have a well-contained energy profile. The energy profile of a single
photon event is a good approximation to the energy profile averaged over several events. A
dip in the energy profile occurs after the CE-E section because photons normally deposit
almost all of their energy after approximately 28 radiation lengths (which is about the length
of the CE-E section). Photon showers peak around layer 12. 7 particles have a greater
contribution than photons in the CE-H section. There is still a significant amount of energy
in the CE-E section, coming from 7" interactions which lead to EM showers. The energy
profiles from individual 7 events is not usually representative of the profile averaged over
several events. Absorber transitions CE-E—FH and FH—BH produce changes in the profile
after layer 28 and 40 respectively.

It is useful to study how the shower energy profiles vary with different pr values and
this effect is shown in Figure 4.2. With photons, the lower the pr, the earlier is the shower
maximum and the lower is that maximum. It is interesting to note that the shower peaks
of approximately 150, 300, and 900 MIP for pr 5, 10 and 30 GeV samples respectively and
thus the shower peak scales with pr. This occurs because energy is proportional to pr
(E = prcoshn) for a massless particle. In the hadronic section, the energy deposited is
negligible, showing that the interesting physics processes occur in the CE-E section. With 7+
particles, the lower the pr, the smaller is the shower maximum (around layer 30). The shape
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of the shower in the CE-E section, when compared to corresponding profiles for photons,
which peak around layer 12, show no clear peak or trend, especially at low pr. Note that
GeV units have been used for 71 plots since most energy deposition occurs in the BH section
which is mostly made of absorber. For photons, the shower mainly happens in the CE-E
section where the weights are almost equal. For 7t particles, the peaks at 1.2, 2.4 and
6 GeV do not obey the E = pr coshn equation exactly. However, the equation is still a good
approximation at these pr values.
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Figure 4.2: Energy profiles of photon (left) and 7% particles (right) in the HGCAL layers.
The energy profiles for pr values of 5, 10 and 30 GeV are shown.

Energy deposition occurs in different layers in the HGCAL and at different rates for
electromagnetic and hadronic showers. As seen from Figure 4.3, almost 60% of the photon
shower energy (at pr 10 GeV) is contained in the first 12 layers, and approximately 100% in
the first 28 layers. As said previously, this supports the fact that photons deposit most of
their energy in the CE-E section within 28 radiation lengths. This figure dictates the design
geometry of the HGCAL. For pions, around 45% of the total shower energy is deposited by
layer 28 and about 90% by layer 40. At least 50 layers are required to contain the 7 shower.
As said previously, most of the energy is deposited in the FH and BH sections. For a typical
hadron shower, we normally expect 30% of energy deposition in the CE-E section [44]. The
fraction here for 7 particles particles is slightly higher. It is also useful to notice the change
in the slope after layer 28 (the CE-E section); energy deposition for 7+ in the FH and BH
sections is more rapid compared to photons where we observe a steep slope corresponding to
rapid energy deposition in the CE-E section for the first 15 layers.

= e

= E /"‘..-vv . E /‘.-—v
T 08fF o 09F
=4 | =4 -
@ E / « E /
5 08F 5 08F
g E s E
S o7E S o7E
3} E 5] E
© = / g E /
\,: = ﬁ 06F
2 E 2 E
B 05F B 0s5F /
=1 | = = /
E o4F 5 oaf
Q el / Q E

03F [ 03fF

02F / 02F -

0.1E o1E p

Oz_nﬂl/\\llwwlwwlwwwwllwwlww n:_M‘uf‘u’\\uuwuwwwwwuwwuuwuu
0 10 20 30 40 50 10 20 30 40 50
Layer number Layer number

Figure 4.3: The cumulative fraction of energy of the whole photon (left) and pion (right)
shower (averaged over several events) contained by each layer of the HGCAL.
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It is also useful to study the spread of the energy profile about the average (Figure 4.4)
when interpreting the average energy profile over several events. There is a tail in the photon
spectrum at almost 0 GeV in the BH section and thus negligible. Comparing the photon
energy spread over several events to the 7 spread (Figure 4.4), we see a larger spread about
the average energy for 7 particles than for photons.
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Figure 4.4: Two dimensional histogram for the sum of energy in the layer as a function of
the HGCAL layer for photon showers (left) and 7% showers (right).

It is further important to distinguish between few hits of high energy and many hits of
low energy, both of which may produce regions with a high sum of energy. This may be
investigated through distributions of hit occupancy and compared to the average energy
profiles. Looking at the hit occupancy (Figure 4.5) plot for photons, most hits are between
layers 8 and 20 and this is where the energy maximum is obtained. For ©" particles, there
are differences. There are many hits in the CE-E section, however, in the average energy
profile, these do not contribute as much; these are many hits of low energy. Fewer hits appear
to be in the FH and BH sections but this is where most of the energy is deposited; these
hits have more energy than the hits in the CE-E section. The 7 hit occupancy histogram
also shows many more hits in the FH and BH sections than for photons. It is important to
note that the number of hits also depends on the granularity. In the CE-E and FH sections,
cells have a smaller area than in the BH section (Figure 3.8). Therefore, it is important to
unfold the effects of granularity when comparing the number of hits in different sections.

The shower of a photon typically has many cells with significant energy deposits. For
illustration the shower of a pr = 2GeV and n = 1.7 photon has an average of more than
20 cells above the 12 fC threshold, and the corresponding number for a photon with pr =
60 GeV is more than 100. Hadronic showers usually have a prompt core and later-developing
components that propagate laterally with respect to the shower axis, and the number of
cells above a 12 fC threshold has large event-to-event fluctuations. The time distribution
of the energy deposited has long tails of later time measurements. Hadron showers have a
greater contribution than photons in the FH and BH sections, with still a significant energy
deposit in the CE-E section, coming from hadron decays which lead to EM showers. Further
details about the time of propagation and timing efficiency of electromagnetic and hadronic
showers are covered in the next sections.
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Figure 4.5: Two dimensional histogram of the hit occupancy as a function of the HGCAL
layer for pr 10 GeV photons (left) and 7" particles (right).

4.3.2 Timing of reconstructed hits

In the simulated samples used in the studies in this section, the time resolution of hits is
smeared depending on the signal-to-noise ratio in the given cell. rechits with less than a 12 fC
charge deposition are not assigned a time measurement. The time of a rechit is corrected
by the ToF (time of flight) from the primary vertex (the point at which a pp interaction
occurred). This correction is illustrated in Figure 4.6, where the time of a hit is defined by
the time recorded minus the time for a particle with the speed of light, ¢, to travel from the
primary vertex to the position of the hit (along the dashed line).
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primary vertex

Figure 4.6: Schematic illustrating rechit ToF correction. The time of a hit is defined by the
time recorded minus the time for a particle with the speed of light, ¢, to travel from the
primary vertex to the position of the hit (along the dashed line).

In the samples used, the primary vertex is smeared in space and time to mimic realistic
HL-LHC vertex conditions. The expected time resolution is 25 ps for an energy deposit
equivalent to 50 fC [44], as compared to the spread of time of collisions in a single bunch
crossing of a couple of hundred ps. Indeed, at the HL-LHC, the spread of the collision
vertices in a single bunch crossing is expected to be around 4.5 cm along the beam direction
and about 180-200 ps in time. It is thus essential to design algorithms that correct for
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the vertex position and time while measuring the time of a shower. While analysing these
samples a vertex correction is applied to recover the true vertex. Here, this is done using the
generator-level values of v, v,, v, and vz (temporal and spatial vertex smearings). Ideally,
this will be done using reconstruction-level vertex information from a 4D reconstructed
vertex using the MIP-timing detector (Section 3.3.6).

Rechit timing vs distance from shower axis

The main cause of any timing resolution differences is due to the fact that the energy of
rechits depends on their distance from the shower core. The mean time of rechits as a
function of the distance from the shower axis gives insight into the time of propagation of
the shower. For " particles, the shower axis position is obtained by track propagation using
the Lorentz force. The starting point of the track is v,, v,, v, (position of primary vertex).
The change in the z position is taken to be the z position of the rechit minus v,.

A two-dimensinal histogram of the rechit time vs distance from shower axis for a photon
pr 10 GeV sample in 0 PU is shown in Figure 4.7.
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Figure 4.7: Two-dimensional histogram of the rechit time from photon (left) and 7 (right)
pr 10 GeV particles as a function of the distance of the rechit from the shower axis.

The plot shows that most hits for a photon occur within 2 cm of the shower axis; photon
showers have a lateral spread of about 2cm. For this reason, the studies in the remaining
sections of this chapter are done by placing a 2cm cut on the distance from the shower axis
while selecting photon rechits and 2D clusters. This provides a strong selection against PU
as will be shown in Section 4.4.1. Figure 4.7 also shows a similar two-dimensional histogram
for a 7 pr 10 GeV sample. The 7" rechits extend laterally further from the shower axis.
Since most rechits are contained within 5 cm of the shower axis, this is the selection threshold
used later for 7 rechits. Note that these thresholds have only been chosen roughly for these
initial studies, while a precise reconstruction using the TICL framework is also studied in
this chapter. The two-dimensional histograms are sliced vertically and a Gaussian function is
fitted to the resulting rechit time distribution in each slice. The means of the fitted Gaussians
are used to estimate the rechit mean time as a function of the distance from the shower axis.

The mean rechit time as a function of the distance of the rechit from the shower axis
is shown in Figure 4.8 for photons and 7" particles at pr points of 5, 10 and 30 GeV and
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in 0PU. As expected, energy deposition at a given distance from the shower axis occurs
faster at higher py. There is a clear increase in the hit mean time with distance from the
shower axis. It takes on average 15 ps for energy from a 10 GeV photon rechit to be deposited
laterally at 2 cm from the shower axis (after ToF subtraction). This gives an indication of
the lateral time of propagation of the shower, and this happens, on average, within 15 ps for
photons.

For 7 particles, the shower takes more time than photons to propagate laterally. This is
expected since, for pions, the showering process is different as described in Section 4.3.1. For
a direct comparison, 7 pr 10 GeV rechit takes about 20 ps to travel laterally to 2 cm (after
the ToF correction), and 40 ps to travel to 5 cm. The difference in the times of propagation
at different pr values does not scale as clearly with pr as they did with photons, with 7 pr
10 GeV and 30 GeV rechits taking almost the same times to propagate laterally.
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Figure 4.8: The mean rechit time of photon (left) and 7" (right) rechits as a function of the
distance of the rechit from the shower axis. Three py values, namely 5, 10 and 30 GeV, are
considered.

It is useful to note from Figure 4.8 that the mean time of some rechits is negative. This
is because of an effect of the digitisation after rechit time smearing in the simulation samples
used. The important high weight, high energy hits in the shower core have times much less
than 25 ps (but never negative). The time of these hits are smeared by small amounts in
the simulation because they are high energy hits. The resulting smeared hit times may go
below zero (roughly half of the time). Once these times are digitised in the 25 ps TDC least
significant bits, hit times below zero are set to —25 ps and hit times slightly above zero are
assigned to 0ps. This effectively leads to an average of —12.5ps (i.e due to the rounding to
the centre of the TDC bin). This offset has not been accounted for in the studies in this
chapter, and is not currently corrected in the HGCAL simulation framework.

Rechit timing vs rechit signal-to-noise ratio

It is useful to study the rechit timing as a function of the signal-to-noise ratio and observe if
the reconstruction and selections degrades the rechit resolution smeared at generator level
(Figure 4.1). This further helps to quantify the achievable rechit timing resolution for studies
of the 2D cluster timing in the next sections.
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The results for the mean time and timing resolution (from the width of the fitted
Gaussians) are shown in Figure 4.9 for photon and pion rechits. Note that the noise
threshold at 3¢ has been omitted in these distributions and the effect of time-walk as
described in Section 4.2 is not modelled.
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Figure 4.9: The mean time (left) and the timing resolution (right) of photon (top) and pion
(bottom) rechits as a function of the cell signal-to-noise ratio for particle pr values of 5, 10
and 30 GeV. The variables p0 and pl are the fitted values of A and the floor C' which are
5ns and 0.02 ns respectively in the generator-level smearing for rechits.

The higher the signal-to-noise ratio, the earlier is the energy deposit. At higher photon
pr values, there are also more hits with high signal-to-noise ratio as indicated by the longer
tails in the distributions at higher pr points. From the fit to the rechit timing resolution it
can be seen that the A value of 5ns and the floor C' of 0.02 ns injected in the generator-level
smearing is not affected by the reconstruction (2 cm cylinder selection) for all three photon
pr points. At a signal-to-noise ratio of 1000, a 20 ps resolution on the photon rechit timing
is attainable. The maximum mean photon rechit time is around 100 ps and this corresponds
to a distance of approximately 3 cm covered at the speed of light. This is consistent with the
expected size of the photon shower as described in Section 4.3.2.

Compared to photons, the hits from 7+ particles tend to have lower signal-to-noise ratio
for corresponding pr values, suggesting that hits from 7+ are of lower energy and this further
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translates into a lower rechit timing efficiency [44]. Again, for the same signal to noise ratio,
7 rechits have a higher mean time than photons, further confirming that =+ showers take
more time to propagate. The reconstructed rechit timing resolution fit deviates further than
photons from the smearing function, as indicated by the fit values on the plot. The photon
rechit timing resolution is less degraded by the reconstruction than the 7 rechit timing
resolution. At a signal-to-noise ratio of 1000, the pion rechit timing resolution is still around
20 ps as with photons. These values are in line (within errors) with the values reported in
the HGCAL TDR with an older version of the geometry.

For both photons and 7 particles, the mean times have negative values beyond a log S/N
value of about 2. This is because of the digitisation offset in the TDC as described in the
previous section.

recHit Timing using TICL selection criteria

In this section, the rechit timing resolution of rechits from TICL 3D clusters are studied.
As explained previously, TICL 3D clusters are formed by linking 2D clusters along the
depth of the HGCAL using topographical selections only (i.e timing information is not used).
In TICL, EM and HAD multiclusters correspond to different 2D cluster-linking iterations
produced with tighter or looser compatibility parameters when targeting electromagnetic
or hadronic showers respectively. Thus, in this chapter, EM TICL 3D clusters are studied
for photons while HAD TICL 3D clusters are studied for 7 particles. In this section, the
rechits contained in the corresponding TICL 3D clusters are studied. The samples studied
have a pr value of 10 GeV and thus the results from using the TICL selection can be directly
compared to the baseline selection of 2cm (5cm) on the distance from the shower axis of
photon (77) rechits.

The mean time and timing resolution obtained from photon EM rechits and 7+ HAD
rechits as a function of the signal-to-noise ratio are shown in Figure 4.10.

The photon rechit resolutions obtained using the TICL reconstruction are very similar
to the resolutions obtained in Figure 4.9 with the simple 2 cm selection. This shows that
the TICL reconstruction does not affect the baseline rechit timing resolution. Comparing
the mean time of rechits in 3D clusters from TICL to the mean times obtained from the
2cm cylinder selection, there is less spread in mean time, especially at low S/N. This
shows a marked improvement in approximating the time of photon rechits using the TICL
reconstruction. This is because the TICL reconstruction uses more elaborate topographical
selections to iteratively link 2D clusters along the depth of the HGCAL, and thus selects the
most energetic rechits [153]. These more energetic rechits are expected to have better timing
resolution. The approximate spread in time is 60 ps, which corresponds to the time taken
for light to travel 2cm. This is also consistent with the lateral spread of photon showers
observed previously.

For 7 rechits, the timing resolution using the TICL reconstruction is better at low
signal-to-noise ratio than with the 5cm selection. Compared to photons, there is a much
more marked improvement in the estimation of the mean times of 7 rechits from using the
TICL reconstruction. At a logS/N value of 1.5, the mean time of 7t rechits is about 60 ps
less than that obtained from using the 5 cm selection. This is because the spread in mean
times for 7™ was more pronounced to start with.

In the next section, the rechit mean times and rechit timing resolutions derived are
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used to approximate the time of 2D clusters which represents the next step of the shower
reconstruction after rechits.
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Figure 4.10: Distributions of the mean time (left) and timing resolution (right) of photon
EM rechits (top) and 7™ HAD rechits (bottom) from the TICL reconstruction as a function
of the cell signal-to-noise ratio. The variables p0 and pl are the fitted values of A and the
floor C' which are 5ns and 0.02 ns respectively in the generator-level smearing for rechits.

4.3.3 Timing of two-dimensional energy clusters

The study of the time of 2D clusters provides further information about the time of propaga-
tion of the shower. This can be used as an additional tool in 2D cluster pattern recognition
when linking 2D clusters along the depth of the HGCAL to form 3D clusters in TICL
(Section 4.4.2). For this purpose, the time compatibility between a 2D cluster already
clustered and another 2D cluster candidate along the particle path can be used. If the timing
resolution of the 2D clusters is good enough, the mean time of a 2D cluster can be used in
the reconstruction.

A truncation is applied to the time distribution of the hits from the 2D cluster and the
time of the 2D cluster is taken from the mean of the resulting distribution. The truncation
window is 210 ps centered on the highest density bin of the distribution and is expected to
get rid of PU hits with times that do not correlate well with other hit times and degrade
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the timing resolution. The choice of this window is based on the spreads in mean time of
rechits in the previous section. The truncation window is chosen so as not to lose too many
rechits in 0 PU. Figure 4.11 shows the distribution of rechit times for an example pr 10 GeV
photon and 7 2D cluster (selected using the cylindrical selection). The rechits removed by
the truncation function are highlighted in red.
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Figure 4.11: Distributions of rechit times for an example pr 10 GeV photon (left) and 7
(right) 2D cluster. The rechits removed by the truncation function are highlighted in red.

For a photon 2D cluster, since the shower is well contained and has a small lateral spread,
most hits have a recorded time very close to zero. This is illustrated in Figure 4.11 where
the tails in time of an example single photon 2D cluster extend only up to 0.8 ns. It can be
seen that only 14 rechits are removed out of 134, allowing the time of the 2D cluster to be
better approximated, and less skewed by late rechits. For a 7+ 2D cluster, there is a much
greater spread in rechit times which extend up to 12ns away from the central distribution.
This is because, as shown in Section 4.3.1, 7 showers are less contained both longitudinally
and laterally and there is non-negligible time for shower propagation. However, rechits with
times of several ns are unlikely to be from the shower, and are not addressed in this study.
The truncation function thus removes more 7+ rechits to approximate the time of the 2D
cluster. As observed in Section 4.3.2, mean times beyond 40 ps occur at low signal-to-noise
ratio and are therefore low energy deposits.

2D cluster timing as a function of energy

As with rechits, it is useful to quantify the 2D cluster timing resolution as a function of
energy so that the fitted trends may be used in approximating the time of 3D clusters and full
showers in the next sections. The fitted trends versus energy also provide a direct comparison
to the rechit timing trends versus the signal-to-noise ratio. The timing resolution and mean
time as a function of the 2D cluster energy obtained after the truncation procedure is shown
in Figure 4.12 for photon and 7+ 2D clusters. It was found that high energy clusters include
many low energy hits with late times. Using a simple average of the rechit times after the
truncation procedure is not optimal for approximating the time of 2D clusters and leads to a
slight increase in the 2D cluster time at high energy (Figure 4.12).
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Figure 4.12: Distributions of the mean time (left) and the timing resolution (right) of photon
(top) and 7" (bottom) 2D clusters within 2cm (photons) and 5cm (pions) of the shower
axis, with the time of 2D clusters computed from rechit times with no weighting procedure
applied. The variables p0 and pl are the fitted values of A and the floor C' respectively.

Therefore, after the truncation on the rechit time distribution, the time of the 2D cluster
is obtained by a weighted average of the time of the rechits. Several weighting schemes are
considered:

1. simple mean: average of the time (corrected w.r.t the vertex) of rechits within 2cm
(5cm) of the shower axis for photon (pion) rechits.

2. weighted average (F): the times of the rechits from the truncated rechit time
distribution are weighted by the energy of the respective rechits before taking an
average.

3. weighted average (E?): the times of the rechits from the truncated rechit time
distribution are weighted by the squared-energy of the respective rechits before taking
an average.

4. weighted average (1/0): the times of the rechits from the truncated rechit time
distribution are weighted by the inverse-resolution of the respective rechits before
taking an average.

5. weighted average (1/0?): the times of the rechits from the truncated rechit time
distribution are weighted by the inverse-squared-resolution of the respective rechits
before taking an average.
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Note that for the schemes where a resolution weighting is used, the resolution of individual
rechits is obtained from a fit function to the relevant rechit resolution versus the signal-to-
noise distribution illustrated in Section 4.3.2.

Higher py photon 2D clusters have better resolutions for all methods. The best 2D timing
resolution (floor value) for photons pr 10 GeV 2D clusters is 25 ps, 14 ps, 15 ps, 16 ps, and
15ps for the simple mean, E weighting, E* weighting, 1/0 weighting and 1/0? weighting
procedures respectively. The fitted timing resolution floor (pl) from all weighting methods
are very close within errors. The weighting by 1/0? gives the best results for the timing
resolution. The timing resolution and mean time as a function of the 2D cluster energy when
using the weighting by 1/0? is illustrated in Figures 4.13 for photon 2D clusters and 7+ 2D
clusters. For reference, the same plots with the remaining weighting methods are included in

—s— p} 30GeV
‘ p0 0.0178 £ 0.0004251
I

Appendix A.
0.04 CMS Phase-2 Simulation Preliminary 012 CMS Phase-2 Simulation Preliminary
[2] o .
< 2 [ — v
= Y — L 12 5GeV
= ’ —— pr 5GeV S i " p0 0.0169 +0.0004632
S 0.03—| y 0.1 p1 0.0171+0.0003063
%’ —— p; 10GeV —— P! 10GeV
PO 0.0184 +0.0004188
0.02 —— p; 30GeV 0.08 p1 0.0150 +0.0001561

p1 0.0159+0.0002443

0.0 0.06

0.04 —

e ;kg&l{% iy i

-0.01

B W T M o e e
energy/GeV energy/GeV
04 CMS Phase-2 Simulation Preliminary 012 CMS Phase-2 Simulation Preliminary
e j —— pI* 5GeV 2 —e— pj' 5GeV
= T ~ r p0 0.0154+0.0003855
<] E —— pft 10GeV © r p1 0.0252+0.0004073
$ 0.031 . 0.1 —e—  p™ 10GeV
e [ * - pT 30 GeV z} p0 0.0162+0.0001816
r p1 0.0224+0.0001477
C — T+ 30GeV
0.021- 0.08 P p0 0.0171+0.0002442
C * :{ pl1 0.0220+0.0002028
o.o1F- -t Ii 0.06
ob ité'i { I r}t .| I lf{'l 0.04- \i % {
- !iti*ii ig;m% H ”f I {h L N, i o { 1
C f [} [ TS ) § I N i
-0.011 { 0.02 wmﬁ' 3 H
B R e e op : L L
energy/GeV energy/GeV

Figure 4.13: Distributions of the mean time (left) and the timing resolution of photon (top)
and pion (bottom) 2D clusters within 2cm (photons) and 5 cm (pions) of the shower axis,
with the time of 2D clusters computed from rechit times with inverse-resolution-squared
weighting procedure applied. The variables p0 and pl are the fitted values of A and the floor
C respectively.

Compared to the photon rechit timing resolutions versus log S/N where the resolution
timing floor was around 20 ps, 2D clustering does bring a significant improvement in the
achievable timing resolution, especially with the weighting procedures applied. All weighting
methods bring the mean 2D cluster times to negative values (approximately —10 ps). This is
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because of the digitisation issue discussed in Section 4.3.2. The 1/0? weighting gives the
most central distribution in mean time over most of the energy range considered.

With 7t 2D clusters, the best 2D cluster timing resolutions are approximately 35 ps,
22 ps, 22 ps, 23 ps, 22 ps with the simple mean, E weighting, E* weighting, 1/o weighting and
1/0? weighting procedures respectively. As seen with rechits, there seems to be a minimum
achievable 2D cluster timing resolution with increasing pr. The importance of a weighting
procedure is clear here and the 1/0% weighting is one of the best methods again. The 7 2D
cluster resolutions seem to benefit more from increases in pr than the photon 2D cluster
resolutions. Compared to the rechit timing resolution values of about 15 ps (Figure 4.9), 7
timing does not benefit as much from 2D clustering as photon timing. This is because of the
poor 2D cluster timing efficiency for 7+ 2D clusters, illustrated in Figure 4.14 which shows
2D cluster timing efficiency as a function of 2D cluster energy. Here, the timing efficiency is
the fraction of 2D clusters which have timing information (i.e 2D clusters with at least three
rechits with energy depositions above 12 fC each).
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Figure 4.14: Distributions of photon (left) and 7t (right) 2D cluster timing efficiencies as a
function of the 2D cluster energy. The dashed lines in the figure denote the distributions for
all 2D clusters while the solid lines represent the distributions for 2D clusters which have
time measurements.

The 7t 2D cluster timing efficiency is only around 50% at 1 GeV. From Figure 4.4, most
rechits have an energy well below 1GeV for pion pr 10 GeV, so most 2D clusters lie in
the 0-1 GeV range. For photons, the 2D timing efficiency at 1 GeV is already 80%. These
results also show that the criteria to assign a timing measurement to a 2D cluster should be
optimised in the future, especially for 7% showers, in order to increase the 2D cluster timing
efficiency.
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2D cluster timing as a function of energy using TICL selection criteria

The timing characteristics of 2D clusters selected by the TICL reconstruction framework
is studied as a function of the energy of the 2D clusters. Using the TICL reconstruction
allows for a more elaborate selection and further enables the behaviour of electromagnetic
(EM) and hadronic (HAD) 2D clusters to be disentangled. As in Section 4.3.2, the 0 PU
samples have a pr value of 10 GeV and are directly comparable to the samples used in the
selection of 2cm (5cm) on the distance from the shower axis of photon (77) 2D clusters.
The performance of the weighting methods is further studied in this section under effect of
PU. The p7 range in 200 PU is 8-150 GeV for photons and 0.7-10 GeV for 7+ particles. It is
to be noted that the 0 PU and 200 PU samples are not directly comparable because of the
different pr ranges.

The mean time of EM photon 2D clusters from TICL 3D clusters are shown in Figure
4.15. The timing resolution of EM photon 2D clusters from TICL 3D clusters in 0 PU is
shown in Figure 4.16. For 200 PU 2D clusters, the timing resolution is not useful since the
ToF correction cannot be applied properly because the primary vertex of PU interactions is
different from the primary vertex of the main event.

For photon 2D clusters from TICL in 0 PU, the mean time beyond a 2D cluster energy
of 1 GeV is similar to the mean times obtained from the 2 cm selection. In the region below
1GeV, EM 2D clusters have a mean time of about —8ps. As a function of energy, the 1/0?
weighting gives the least variation in the mean time and the most consistent distribution.
Beyond 1 GeV, the timing resolution is best approximated using the 1/0? weighting method
(as with the 2 cm selection) and lies at around 15 ps which is very similar to the resolutions
observed from using the 2 cm selection (Figure 4.13). In 200 PU, the mean time of EM 2D
clusters is now between —10 and 40 ps, compared to a range of —10 to 10 ps in 0 PU. There
is a PU-like contribution at low energy (<2 GeV) with mean times between 0 and 30 ps.
These likely represent low energy PU 2D clusters, although it is important to note that the
0PU and 200 PU samples are not exactly comparable. Given the spread in the beam spot,
a variation of up to 200 ps is expected in the time of rechits, and hence of 2D clusters in
200 PU. In the energy range 2-4 GeV, the mean time is not significantly different than the
0PU case. The methods using a resolution weighting now consistently approximate higher
mean times for the 2D clusters, which suggests that the resolution weighting methods are
not as robust against low-energy PU 2D clusters as energy weighting methods.
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Figure 4.15: Distributions of the mean time of photon EM 2D clusters from the TICL
reconstruction as a function of the 2D cluster energy in 0 PU (left) and 200 PU (right).
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Figure 4.16: Distributions of the timing resolution of photon EM 2D clusters from the TICL
reconstruction as a function of the 2D cluster energy in 0 PU. The variables p0 and pl are
the fitted values of A and the floor C respectively.

The mean time of HAD 7t 2D clusters from TICL 3D clusters is shown in Figure 4.17.
The timing resolution of HAD 7t 2D clusters from TICL 3D clusters in 0 PU is shown in
Figure 4.18.
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Figure 4.17: Distributions of the mean time of 7= HAD 2D clusters from the TICL recon-
struction as a function of the 2D cluster energy in 0 PU (left) and 200 PU (right)
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Figure 4.18: Distributions of the timing resolution of 7 HAD 2D clusters from the TICL
reconstruction as a function of the 2D cluster energy in 0 PU. The variables p0 and pl are
the fitted values of A and the floor C respectively.

For 7+ HAD 2D clusters in 0 PU, the mean time is —10 to 40 ps. This suggests that the
slow component of 7* showers is due to a slow component with low energy deposits and a
wider (about 50 ps) spread in time. This is in line with the trend in the mean time below
1 GeV in the corresponding plot using the 5cm selection (Figure 4.13). Beyond 2 GeV, the
timing resolution of 7= HAD 2D clusters is around 20 ps (5 ps worse than with photons) and
is slightly better (by about 3ps) than that obtained with the 5cm selection (Figure 4.13).
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Below 2 GeV, the timing resolution ranges from 20 to 80 ps. In 200 PU the mean time of 7
2D clusters distributions show a low energy PU contribution with later times below 2 GeV.
This contribution has mean times between 10 and 80 ps.

2D cluster timing resolution of layers

A two-dimensional histogram of the 2D cluster time versus the layer (one entry per layer
cluster) is used. Figure 4.19 shows examples of the two-dimensional histograms obtained
with p7 10 GeV photons and 7 particles in 0 PU. The timing resolution for each layer is
obtained by slicing the two dimensional histogram vertically and fitting a Gaussian function
in every slice (the range of the fit is restricted to —2 x RMS to 2 x RMS). 2D clusters
within 2cm (5cm) of the shower axis are selected for photons (7" particles). From the
two dimensional histograms, it is visible that photon 2D clusters have a spread in time of
—0.21ns to 0.2ns. For 7T 2D clusters, the spread extends well beyond 0.2ns and thus 2D
cluster timing for photons is expected give a better performance than for 7% particles. This
is because of the spread in time of 7+ 2D clusters and because of the smaller number of hits
per layer since the hits for 7 particles are spread across more layers, resulting in fewer 2D
clusters with timing information per layer.
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Figure 4.19: Two-dimensinal histogram of the 2D cluster time from photon (left) and 7
(right) pr 10 GeV particles as a function of the HGCAL layer.

The layer timing resolution and mean time obtained for photon 2D clusters is illustrated
in Figure 4.20 for the 1/0? weighting procedure. For reference, similar distributions for the
remaining methods are included in Appendix A. Generally for all weighting methods, the
best resolution is at the shower maximum (layers 7-14); the resolution is poorer in the first
and last layers because less energy is deposited. Measurements are dominated by noise and
limited by statistics in the very first and last layers of the shower. As with rechits, the higher
the pr, the later is the shower maximum. Since the shower develops more rapidly and is
better contained at higher pr, 2D clusters are closer in time. This scaling is very clear for
photons. Furthermore, at higher pr, the signal-to-noise ratio is higher, hence a better timing
resolution is achievable; there are also more hits with timing information.

Choosing photon pr 10 GeV 2D clusters as example, the best resolutions are approximately
21 ps, 15ps, 15ps, 12ps and 12ps for the simple mean, E weighting, E* weighting, 1/c
weighting and 1/0? weighting procedures respectively at the shower maximum. Generally
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the resolution weighting methods give a better resolution result than the energy weighting
methods. Looking at all layers (not only the maximum), 1/0? and E? weightings give better
results than 1/0 and E weightings. The 1/0? weighting method is therefore the best method
and will be used in the next steps of the reconstruction.

The 2D cluster timing resolution range (12-20 ps at best for pr 10 GeV photons) is thus
better than those obtained with the previous geometry (20-30 ps for pr 10 GeV photons [44]).
The mean time of the 2D clusters is approximately zero within the timing resolutions stated
above. However, the weighting methods bring the mean time of 2D clusters to negative values.
This effect is explained in Section 4.3.3. The E weighting, E* weighting, 1/0 weighting and
1/0% weighting methods all reduce the spread in the mean time of the 2D clusters, giving
a more central distribution. The resolution weighting methods give flatter distributions in
the mean time of 2D clusters. The resulting spread in the mean time of about 10-15ps is
consistent with the time of propagation of the shower rechits obtained in Section 4.3.2.
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Figure 4.20: Distributions of the mean time (left) and the timing resolution (right) of photon
2D clusters within 2 cm of the shower axis, with the time of 2D clusters computed from
rechit times with inverse-resolution-squared weighting procedure applied.

The layer timing resolution and mean time obtained for 7 2D clusters is illustrated
in Figure 4.21 for the 1/0% weighting procedure. Similar distributions for the remaining
weighting methods are included in Appendix A for reference.

For the 7 2D cluster time resolutions, the scaling of the trends with pr is not as apparent
as with photons; at pr 10 GeV and pr 30 GeV, the 7 2D cluster time resolution trends are
very similar. This behaviour is similar to that observed with 7" rechits. Since 7+ showers do
not have a clearly defined shower maximum, the resolution distribution is fairly flat between
layers 10 and 30, with a slight worsening in resolution after layer 30. This is most likely
due to fewer hits in the deeper layers. The best resolutions for 7 ppr 10 GeV 2D clusters
is around 40 ps, 30 ps, 30 ps, 30 ps and 25 ps in the CE-E section for the simple mean, E
weighting, E* weighting, 1/ weighting and 1/0% weighting schemes respectively. For the
FH and BH sections, although with large errors, the corresponding approximate numbers
are 50 ps, 45ps, 40 ps, 45ps and 35 ps. As with photon 2D clusters, weighting the rechit
times by 1/0? gives a better result for the timing resolution of the 7% 2D clusters. These
numbers are similar to the ones obtained in with the previous geometry (30-40 ps for pr
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10 GeV kaons [44]). Compared to photon 2D clusters, where the spread in mean time was
around 15ps, 7 2D clusters have a mean time which extends up to 40 ps in deeper layers.
The mean times in the CE-E section have a spread of around 15ps. This suggests that
shower propagation for 7+ particles occurs as rapidly as for photons in the CE-E section,
while shower propagation in the FH and BH takes up to 40 ps. This shows that hadronic
showers have a fast electromagnetic core, followed by a slower hadronic component. Again,
the 1/0% weighting scheme visibly produces the clearest and most consistent trend in the
mean time of 7+ 2D clusters.

CMS Phase-2 Simulation Preliminary CMS Phase-2 Simulation Preliminary

o 005 & 012[
S [ |~ P 5Gev T [ |~ pr 5Gev
8 0% pr 10Gev P pp 10Gev
0.03;{ —— p™ 30GeV oosl | —— PI 30Gev
C ) [ i |
0.02 0.06
B iy C T
0ot ] ﬁ H{ | 0_04’“, i ix }
A ki e ittt s it
F RUl . T
o bty ii i.f fiﬁ h{ vool | rpradtiasriictisepleg B
3L ;
O T e T 20 80 40 80 0% —""H0 20 s 40 50
layer layer

Figure 4.21: Distributions of the mean time (left) and the timing resolution (right) of 7 2D
clusters within 5 cm of the shower axis, with the time of 2D clusters computed from rechit
times with the inverse-resolution-squared weighting procedure applied.

The 2D cluster timing efficiency is shown in Figure 4.22. The dashed lines in the figure
denote the distributions for all 2D clusters while the solid lines represent the distributions
for 2D clusters with a time measurement.
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Figure 4.22: Distributions of photon (left) and 7" (right) 2D cluster timing efficiencies as a
function of the HGCAL layer. The dashed lines in the figure denote the distributions for
all 2D clusters while the solid lines represent the distributions for 2D clusters with a time
measurement.
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The overall 2D cluster timing efficiency is 40% at the photon shower maximum. The
further three top plots in Figure 4.23 show the timing efficiency when only 2D clusters at
2cm, 5cm and 10 cm from the shower axis are chosen. When only 2D clusters at 2cm from
the shower axis are selected for photons, a 100% 2D cluster timing efficiency is achievable.
Considering 2D clusters beyond 2 cm degrades the 2D cluster timing efficiency as hits in 2D
clusters further than 2 cm from the shower axis are likely to deposit less energy. As with the
rechit timing efficiency in Section 4.3.2, the higher the pr, the more the energy deposited
by the hits, giving more 2D clusters with a time measurement. From Figure 4.22 and the
bottom three plots in Figure 4.23, a similar trend is observed with 7+ 2D clusters; selecting
hits further from the shower axis reduces the timing efficiency. The overall timing efficiency is
only 30% for 7+ 2D clusters. Selecting 2D clusters only within 2 cm of the shower axis gives
an efficiency of 40% at most and selecting 2D clusters within 5 cm gives a timing efficiency
of 20% at most. This further suggests that 7+ showers are made of many hits of low energy.
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Figure 4.23: Distributions of photon (top) and 7 (bottom) 2D cluster timing efficiencies
within 2cm (left), 5 cm (middle) and 10 cm (right) of the shower axis as a function of the
HGCAL layer. The dashed lines in the figure denote the distributions for all 2D clusters
while the solid lines represent the distributions for 2D clusters with a time measurement.

2D cluster timing resolution of layers with TICL selection criteria

The timing characteristics of 2D clusters selected by the TICL reconstruction framework is
studied as a function of the HGCAL layers. As in Section 4.3.2, the 0 PU samples have a pr
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point of 10 GeV and are directly comparable to the numbers obtained with a selection of
2cm (5cm) on the distance from the shower axis of photon (77) 2D clusters. The py range
in 200PU is 8-150 GeV for photons and 0.7-10 GeV for 7+ particles.

The mean time of EM photon 2D clusters from TICL 3D clusters are shown in Figure 4.24.
The timing resolution of EM photon 2D clusters from TICL 3D clusters in 0 PU is shown in
Figure 4.25. In 0 PU, the spread in the mean time of TICL photon 2D clusters of about 10 ps,
10ps, 15 ps, 5ps and 5ps for or the simple mean, E weighting, E* weighting, 1/c weighting
and 1/0% weighting schemes respectively. These numbers are very similar to the results
obtained without the TICL reconstruction. The least spread and most consistent trend in
the mean times of photon 2D clusters is obtained from methods adopting a resolution-based
weighting. From the distributions of the timing resolutions in 0 PU, it is clear that the
method of weighting by 1/0? outperforms all other methods as seen in results without the
TICL reconstruction. The truncation-only (simple mean) method gives resolutions 10-15 ps
worse that any of the other weighting methods. In the layers 20-25, the timing resolution from
the 2D clusters from TICL is approximately 5 ps better than in corresponding distributions
using only the 2 cm selection.

Compared to the 0 PU case where the mean times of EM photon 2D clusters from TICL
3D clusters are within 10 ps of 0, in 200 PU, the mean time of photon EM 2D clusters ranges
between —10 and 40 ps in the layers expected to contain the photon shower maximum. This is
because the TICL reconstruction does not perfectly reject all PU 2D clusters. Any worsening
of the performance in 200 PU is either from pure PU 2D clusters or PU contamination to
signal clusters. In any case, for any PU deposit, the ToF correction applied is not correct
and this degradation in the performace is expected. This is illustrated clearly by the mean
time of 2D clusters in layers 28 onwards; these 2D clusters are expected to correspond to
pure PU contributions and therefore, the mean time is up to 100 ps from zero (corresponding
to a ~4cm spread in the beam spot position). Because of the spread in the position of
the beam spot, a variation of up to 200 ps can be expected in the mean time of rechits,
and hence 2D clusters in 200 PU. Furthermore, in the first layers, there are few hits with a
time measurement and the mean time extends to 100 ps. This shows a non-negligible PU
contribution in the first layers of the HGCAL.
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Figure 4.24: Distributions of the mean time of photon EM 2D clusters from the TICL
reconstruction as a function of the HGCAL layer in 0 PU (left) and 200 PU (right).
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Figure 4.25: Distributions of the timing resolution of photon EM 2D clusters from the TICL
reconstruction as a function of the HGCAL layer in 0 PU.

The mean time of HAD 7t 2D clusters from TICL 3D clusters are shown in Figure 4.26.
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Figure 4.26: Distributions of the mean time of 77 HAD 2D clusters from the TICL recon-
struction as a function of the HGCAL layer in 0 PU (left) and 200 PU (right).

The timing resolution of of HAD 7+ 2D clusters from TICL 3D clusters are shown in
Figure 4.27. In 0PU, the mean time of EM 7 2D clusters in TICL ranges from around
—5ps in layers 10-20 to around 20 ps in layer 40, compared to a respective range of —5ps to
30 ps when using the 5cm selection (Figure 4.20). This shows that the TICL reconstruction
achieves a more uniform distribution for approximating the time of 7+ 2D clusters. The
1/0% weighting method achieves the least spread in time and the clearest trend with the
layer. As observed with photons, the best timing resolutions for 7+ 2D clusters in TICL is
obtained from a 1/0% weighting. The truncation-only method consistently under performs
across all layers when compared to all other weighting methods. As observed with photons,
the 7% 2D cluster timing resolution is poorer in layers 30-40. This shows that HAD =« 2D
clusters are more spread in time and this is confirmed by the plots of the mean time.
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In 200 PU, the mean time of 77 EM 2D clusters ranges from —10 to 200 ps, compared to
—10 to 20 ps in 0 PU. For the HAD 2D clusters, the range in 200 PU is 20 to 200 ps. There
are clear PU contributions in layers 30 onwards which have mean times between 50 and
200 ps. As observed with photons in 200 PU, the methods using a resolution weighting give
a higher approximated mean time and are therefore more affected by the PU contributions
later in time.
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Figure 4.27: Distributions of the timing resolution of 7 HAD 2D clusters from the TICL
reconstruction as a function of the HGCAL layer in 0 PU.

Contribution from early showering

In this Section, the time of 2D clusters has been computed using the 1/0? weighting method.
2D clusters have been selected in a 2cm cylinder around the shower axis unless stated
otherwise. Time smearing has not been applied for rechits in this section so that the trend
in the mean time as a function of layer is clearer.

Under the simulation and reconstruction conditions in the samples used in this study, the
time of a photon shower is expected to be very close to 0. However, from the results shown
in the previous section, there appears to be a trend in the mean time of 2D clusters as a
function of the HGCAL layer. The mean time of layer 2D clusters appears always greater
than zero and correlates with the pattern of energy deposition across layers. To investigate
this behaviour, a dedicated photon sample was produced with the particle origin placed at
the start of the HGCAL. These are compared to standard samples where the particle origin
is at the centre of the detector. Results for this comparison are shown in Figure 4.28, where

the trend in the mean time of 2D clusters is not visible for particles produced just in front of
the HGCAL.
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Figure 4.28: Comparison between the mean time of 2D clusters as a function of the HGCAL
layer for pr 10 GeV photon samples using the standard particle gun (left) and the particle
gun at the start of the HGCAL (right).

Figures 4.29 and 4.30 show the average number of layer clusters as a function of the layer
within 2cm and 5 cm from the shower axis for both types of samples. It can be seen that
when moving from 2cm to 10 cm from the shower axis, there is no significant change in the
number of layer clusters when particles are produced just in front of the HGCAL, as opposed
to a noticeable increase in the number of layer clusters with the standard sample. The trend
is believed to be due to early conversions of photons before the first sensitive layer of the
HGCAL (e.g in the neutron moderator), leading to a pre-showering effect that results in
clusters at large distances from the shower axis, for which the time is greater than zero.

Separation of ete™ pairs in the magnetic field leads to a wider shower with clusters
away from the shower axis. The pre-showering effect can be further observed by studying
the vertex spectrum of photon conversions in the standard sample (Figure 4.31). It can be
seen that there are few conversions before the beginning of the HGCAL at approximately
300 cm. There is a flat and increased contribution in the region of the neutron moderator
(300-320 cm).
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Figure 4.29: Number of 2D clusters versus layer for pr 10 GeV photon samples using the
standard particle gun and selecting 2D clusters within 2 cm (left) and 10 cm (right) of the
shower axis.
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Figure 4.30: Number of 2D clusters versus layer for pr 10 GeV photon samples using the
particle gun at the start of the HGCAL and selecting 2D clusters within 2cm (left) and
10 cm (right) of the shower axis.
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Figure 4.31: Distribution of the vertex of photon conversions in a pr 10 GeV photon sample
produced using the standard particle gun.

4.3.4 Timing of objects
Object timing methods

From Section 4.3.3, the mean time of 2D clusters and the achievable resolutions are known.
The next step is to assign a time to the full shower to be used in particle ID and PU rejection.
In this section, a few different methods to assign a time to a full shower (object) are studied,
starting from 2D clusters obtained from the cylindrical selection. It is to be noted that
these studies are not done with the samples using the particle gun at the beginning of the
HGCAL; therefore the time of photon showers is not expected to be zero. In the samples in
this section, the pr range is 8-150 GeV for photons and 0.7-10 GeV for 7 particles for both
the 0PU and the 200 PU samples. All 2D cluster times have been computed using the 1/0?
weighting method discussed in Section 4.3.3.

Different methods to compute the time of a full shower, starting from the time of 2D
clusters, are compared:

1. simple mean: average of the time (corrected w.r.t the vertex) of 2D clusters within
2cm (5em) of the shower axis for photon (pion) 2D clusters.
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10.

11.

12.

13.

. truncation 4 simple mean: a truncation is done (window = 210 ps) before making

an average of the time (corrected w.r.t the vertex) of 2D clusters within 2cm (5c¢m) of
the shower axis for photon (pion) 2D clusters.

. weighted average (F): the times of the 2D clusters from the 2D cluster time

distribution are weighted by the energy of the respective 2D clusters before taking an
average.

. truncation + weighted average (FE): a truncation is done (window = 210 ps) + the

times of the 2D clusters from the truncated 2D cluster time distribution are weighted
by the energy of the respective 2D clusters before taking an average.

. weighted average (F?): the times of the 2D clusters from the 2D cluster time

distribution are weighted by the squared-energy of the respective 2D clusters before
taking an average.

. truncation + weighted average (E?): a truncation is done (window = 210 ps)

+ the times of the 2D clusters from the truncated 2D cluster time distribution are
weighted by the squared-energy of the respective 2D clusters before taking an average.

. weighted average (1/0): the times of the 2D clusters from the 2D cluster time

distribution are weighted by the inverse-resolution of the respective 2D cluster times
before taking an average.

. truncation + weighted average (1/0): a truncation is done (window = 210 ps)

+ the times of the 2D clusters from the truncated 2D cluster time distribution are
weighted by the inverse-resolution of the respective 2D cluster times before taking an
average.

. weighted average (1/0?): the times of the 2D clusters from the 2D cluster time

distribution are weighted by the inverse-squared-resolution of the respective 2D cluster
times before taking an average.

truncation + weighted average (1/0?): a truncation is done (window = 210 ps)
+ the times of the 2D clusters from the truncated 2D cluster time distribution are
weighted by the inverse-squared-resolution of the respective 2D cluster times before
taking an average.

weighted average (1/error): the times of the 2D clusters from the 2D cluster time
distribution are weighted by the inverse-error of the respective 2D cluster times before
taking an average.

truncation + weighted average (1/error): a truncation is done (window = 210 ps)
+ the times of the 2D clusters from the truncated 2D cluster time distribution are
weighted by the inverse-error of the respective 2D cluster times before taking an
average.

weighted average (1/error?): the times of the 2D clusters from the 2D cluster time
distribution are weighted by the inverse-squared-error of the respective 2D cluster
times before taking an average.
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14. truncation + weighted average (1/error?): a truncation is done (window = 210 ps)
+ the times of the 2D clusters from the truncated 2D cluster time distribution are
weighted by the inverse-squared-error of the respective 2D cluster times before taking
an average.

For the weighting schemes that involve the resolution of 2D clusters, the fit to the
respective distribution of the 2D cluster resolution as a function of the 2D cluster energy is
used. As mentioned before, the method of selecting 2D clusters within a cylinder centered
on the shower axis is suboptimal to properly reconstruct a full shower. For the purpose of
preliminary shower studies, the approximation suffices. The timing characteristics of 3D
clusters reconstructed using TICL are studied later in this section.

Time of a shower

In the plots that follow, results from methods using a truncation are studied separately from
methods not using a truncation for clarity. The distributions of the photon shower times
from each weighting method are overlaid and shown in Figure 4.32 for methods with and
without a truncation.
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Figure 4.32: Distribution of the photon shower times computed from 2D cluster times using
methods that do not adopt (top) and that adopt (bottom) a truncation. Distributions are
shown for 0 PU (left) and 200 PU (right).

In 0PU, the spread in time for the photon showers (including the very last tails) is
approximately + 30 ps and is consistent (within a few ps) for all methods. It is clear that
the methods involving a truncation result in less tails for the timing distribution. It is also
important to note that in 0 PU the truncation does not affect the central distribution, but
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merely helps to remove tails which would otherwise skew the time approximation for the
photon shower. Clearly, methods with no truncation are less central and give a poorer
shower timing resolution. In 200 PU, the spread in the photon shower time extends well
beyond =+ 30 ps as shown in the distributions for methods not using a truncation. In 200 PU,
a truncation helps to remove 2D clusters in the tails of the 2D cluster time distributions to
recover a distribution more similar to that in 0 PU. This is because 2D clusters from PU are
unlikely to have a distribution peaked at zero in time and are likely to have times which are
not consistent with the times of 2D clusters from the main event.

The distributions of the 7 shower times from each weighting method are overlaid and
shown in Figure 4.33 for methods with and without a truncation.
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Figure 4.33: Distribution of the 7 shower times computed from 2D cluster times using
methods that do not adopt (top) and that adopt (bottom) a truncation. Distributions are
shown in 0 PU (left) and 200 PU (right).

In 0PU, the time for 7+ showers have very long tails, especially in the positive time
direction. The spread is from —0.2ns to 1 ns. This shows that 7+ showers take much more
time to develop than photon showers. As with photon showers, the use of the truncation
methods largely helps to reduce the spread in shower time to approximately —0.1ns to
0.4ns. This shows that in the case of 7™ particles, there can be many 2D clusters which are
not in time with the shower, or with times much later away from the central shower time
distribution. These skew the average time of the 7+ shower, causing the approximation to
be up to 1ns away from the expected value. Truncating the time distribution of the 2D
clusters before approximating the time of the full shower is therefore very useful with 7"
showers. In 200 PU, the 7" shower time ranges between —1.5ns and 5ns as observed in
the distributions for methods not using a truncation. When compared to the plot in 0 PU,
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it can be deduced that PU contributions mainly occur later (by up to 4ns) than the 7
showers. The effect of PU on the distribution of the 7+ shower time is significantly reduced
(to a range of —1 to 1ns) by using truncation methods; the long positive tail in the 200 PU
distribution above 1ns is completely removed.

The timing performance in terms of the mean and resolution of shower time given by the
various timing approximation methods is studied as a function of the energy of the shower.
The distributions of the mean photon shower times from each weighting method are shown
in Figure 4.34 for methods with and without a truncation.
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Figure 4.34: Distribution of the mean photon shower times, where the shower time is
computed from the time of 2D cluster times using methods that do not adopt (top) and
adopt (bottom) a truncation. Distributions are shown in 0 PU (left) and 200 PU (right).

In 0 PU, the mean time of the photon shower is approximated very closely by all methods,
and is consistent within errors among all methods. The spread in the mean time of the
shower over the energy range is approximately 10 ps. Note that since rechit times are being
corrected to the vertex, the time of the photon is actually a measure the time of the vertex
(to a resolution of approximately 10 ps). The similarity in the approximation between the
truncation methods and the non-truncation methods further emphasises that the truncation
does not affect the approximated time of the photon shower but only helps to remove the
tails. The mean time seems to peak around 300-400 GeV. From Figure 4.32 , the bulk of the
shower time distribution is between —0.015ns and 0.01 ns, with a peak at about —0.005 ps;
this translates to the 0-200 GeV range in the mean time plots, which is very consistent with
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the nominal 8-150 photon pr range of the samples. In 200 PU, the mean time of the photon
showers increases with increasing energy and shows no clear peak. In the 0-200 GeV range,
the mean times are around —0.005ns as expected from the bulk distribution in the PU
contributions in Figure 4.32. When compared to the 0 PU distributions, there is a noticeable
rise in mean times in the 300-600 GeV range, where the mean times range from —4 to —2 ps.
This is consistent with the long tails in distributions in Figure 4.32, especially on the negative
end of the time axis. PU hits are more likely to have negative times, given the showering is
more likely to start before the HGCAL. An interesting point in 200 PU is that the mean
object time is very well approximated and stable even in the presence of PU 2D clusters
with late times as shown in Figure 4.15.

The distributions of the timing resolution of photon shower times from each weighting
method are shown in Figure 4.35 for methods with and without a truncation.
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Figure 4.35: Distribution of the photon shower timimg resolution, where the shower time
is computed from the time of 2D cluster times using methods that do not adopt (top) and
that adopt (bottom) a truncation. Distributions are shown in 0 PU (left) and 200 PU (right).
The variables p0 and pl are the fitted values of A and the floor C respectively.

The generator-level rechit smearing function is used to fit the resolution distribution of
the different methods vs energy. The photon shower resolutions do not follow the relationship
as closely at energies below 200 GeV. The simple mean or truncation-only methods clearly
give poorer resolutions compared to methods where a weighting procedure is used. In 0 PU,
there is not much difference in the resolution distributions obtained from methods using
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a truncation and methods not using one. This also shows that the truncation does not
affect the resolution of the photon shower in 0 PU. The best resolution is obtained from the
truncation + weighted average (1/error?) method. In 0PU, the timing resolution of the
photon showers is approximately 3-4 ps. When compared to the corresponding plots in 0 PU,
there is a clear degradation in the achievable photon shower timing resolution for all methods
in 200 PU. Generally, the degradation in resolution for non-truncation methods is by 2-9 ps
with methods involving energy weightings, the truncation + weighted average (1/error?)
method being the less affected in 200 PU. As described in Section 4.3.3, in 200 PU, the
timing resolution on 2D clusters worsens, which would cause methods which use a resolution
weighting to under-perform. The degradation in 200 PU (when compared to 0 PU timing
resolution distributions) for methods that use a truncation is less pronounced and ranges
from 1-6 ps. Again energy weighting and error weighting methods outperform methods using
the resolution weighting because of the degradation in the timing resolution of 2D clusters in
200 PU. Thus considering performance in both 0 PU and 200 PU, the truncation + weighted
average (1/error?) method remains the preferred method for approximating the time of
photon showers. The distributions of the mean 7+ shower times from each weighting method
are shown in Figure 4.36 for methods with and without a truncation
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Figure 4.36: Distribution of the mean 7 shower times, where the shower time is computed
from the time of 2D cluster times using methods that do not adopt (top) and that adopt
(bottom) a truncation. Distributions are shown in 0 PU (left) and 200 PU (right).
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In 0 PU, as with photons, the truncation does not affect the central distribution and the
mean time of 7" showers is between —5 and 20 ps in this energy range. As expected, showers
with higher energy deposits occur earlier. 7+ showers also have a mean time around 20 ps
later than photon showers in 0 PU. In 200 PU, in the distributions for the non-truncation
methods, the trend of the mean time versus energy is not clear. In the plot with the
truncation methods, the trend versus energy is clearer and 7 showers have a mean time
between —10 ps and 40 ps in 200 PU. This is in line with the distributions shown in Figure
4.33. When compared to the 0 PU mean shower time distribution, it can be seen that even
with the truncation, PU contributions have shifted the approximated time of the 7% showers
forward by approximately 20 ps. The different approximation methods give similar mean
times for the 77 shower. An interesting point in 200 PU is that the mean object time is
very well approximated and stable even in the presence of PU 2D clusters with late times as
shown in Figure 4.17.

The timing resolution of 7 shower times from each weighting method are shown in
Figure 4.37 for methods with and without a truncation.
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Figure 4.37: Distribution of the 7% shower timimg resolution, where the shower time is
computed from the time of 2D cluster times using methods that do not adopt (top plots) and
that adopt (bottom plots) a truncation. Distributions are shown in 0 PU (left) and 200 PU
(right). The variables p0 and pl are the fitted values of A and the floor C' respectively.

In 0 PU, it can be seen that all the shower time approximation methods give a 7 shower
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timing resolution between 9 and 15 ps above a shower energy of 6 GeV. As expected, the
methods using a truncation give a better resolution and, as observed with photons, the best
method for approximating 7 shower times is the truncation + weighted average (1/error?)
method. Compared to photon showers in 0 PU, the timing resolution of 7% showers is up to
10 ps worse. As expected the timing resolution in 200 PU is better with truncation methods
but only slightly (by about 1ps). However, it is useful to note that in 200 PU, methods
adopting a resolution weighting under-perform compared to methods adopting an energy
weighting, due to the degradation in the timing resolution of 2D clusters in 200 PU.

4.3.5 Timing of TICL 3D clusters

The timing of the EM and HAD 3D clusters from the TICL reconstruction framework is
studied. In this section, the 0 PU samples have a pr point of 10 GeV. The pr range in
200PU is 8-150 GeV for photons and 0.7-10 GeV for 7" particles. Thus the 0 PU and 200 PU
samples are not directly comparable. Because of the better results obtained with methods
using a truncation in the previous section, only truncation methods are investigated in
approximating the time of TICL 3D clusters.

The distributions of the EM photon and HAD =+ 3D cluster times from each weighting
method are overlaid and shown in Figure 4.38.
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Figure 4.38: Distribution of the photon EM (top) and 7 HAD (bottom) 3D cluster times
computed from 2D cluster times using methods that adopt a truncation. Distributions are
shown in 0 PU (left) and 200 PU (right).

In 0PU, photon EM 3D clusters have a bulk time distribution between —20 and 20 ps
(note that the time is slightly shifted because of early showering described in Section 4.3.3).
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Very slight tails extend to —30 and 30 ps. It is clear that a truncation only results in a less
central and sub-optimal distribution. Amongst the remaining methods, it is unclear which
give the better performance by looking at the time distributions alone. In 200 PU, the time
of EM 3D clusters lies between —1.5 and 1.5 ns with a very slight contribution above 2 ns.

Compared to photons, the spread in time for 7 3D clusters in 0 PU is much wider and
the bulk distribution in 0 PU is between —60 and 60 ps (twice the range found for photon
3D clusters in 0 PU). This further supports the claim of slower shower propagation for 7+
particles. For 77 HAD 3D cluster times, there is a clear positive tail extending beyond 40 ps
for most methods. This represents the slow hadronic component in 7+ showers. As with
photons, it is clear that using a truncation only, without any weighting, gives long tails in
the distribution of the time of 7+ 3D clusters. In 200 PU, the 7 3D cluster distributions are
very similar to the photon 200 PU distributions. These distributions can thus be assumed to
be entirely dominated by PU contributions.

The distributions of the photon EM 3D cluster mean times and timing resolutions from
each weighting method are shown in Figure 4.39.
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Figure 4.39: Distribution of the photon EM 3D cluster mean times (top) and timing
resolutions (bottom), with 3D cluster times computed from 2D cluster times using methods
that adopt a truncation. Distributions are shown as a function of the 3D cluster energy in
0PU (left) and 200 PU (right). The variables p0 and pl are the fitted values of A and the
floor C' respectively.

In 0PU, all methods give very close results for the mean time and resolutions of photon
EM 3D clusters. The mean time of photon 3D clusters is between —10 and —6 ps. The timing
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resolution floor for photon 3D clusters is around 4-5 ps. This is a significant improvement
compared to the timing resolution of 2D clusters. EM 3D clusters have better timing
resolution at energies above 30 GeV than below. This shows that most of the EM 3D clusters
have energies in the 30-60 GeV range. Although all weighting methods give similar 3D cluster
resolutions, it is clear than a truncation-only method gives a resolution that is consistently
worse than all the other methods by ~ 3ps in 0 PU. In 200 PU the mean time of EM 3D
clusters below 40 GeV is between —40 and 20 ps. Beyond 40 GeV, there are fewer EM 3D
clusters (large error bars) and the spread in mean time is larger. This is reflected in the plot
of the timing resolution of EM 3D clusters in 200 PU, where the resolution below 40 GeV
is about 300 ps. Beyond 40 GeV, there are fewer contributions and the resolution degrades.
Although all methods for finding the time of the 3D cluster give very similar results, the
truncation + weighted average (1/error?) method marginally outperforms other methods by
about 5ps in the EM 3D cluster timing resolution. The resolution of photon EM 3D clusters
degrades by up to 300 ps in 200 PU when compared to 0 PU.

The distributions of the mean 7 HAD 3D cluster times and the corresponding timing
resolutions from each weighting method are shown in Figure 4.40.
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Figure 4.40: Distribution of the 77 HAD 3D cluster mean times (top) and timing resolutions
(bottom), with 3D cluster times computed from 2D cluster times using methods that adopt
a truncation. Distributions are shown as a function of the 3D cluster energy in 0 PU (left)
and 200 PU (right). The variables p0 and pl are the fitted values of A and the floor C'

respectively.
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In 0PU, the spread in the mean time of 77 EM 3D clusters is between —10 and 2 ps,
with lower energy deposits occurring later in time. In 0 PU, the spread in the mean time of
77 HAD 3D clusters ranges from —10ps to 12 ps. In the plot for the mean time of 7+ HAD
3D clusters in particlular, it can be seen that the truncation method gives a very different
distribution to all remaining methods; for reasons described previously, this method is likely
sub-optimal. It is clear that the truncation + weighted average (1/error?) method gives the
best timing resolutions. This is particularly visible in the 7+ HAD 3D cluster resolution
plot, where the difference in performance of the different 3D cluster time approximation
methods is more visible. The timing resolution floor from the truncation + weighted average
(1/error?) method is around 10 ps. In 200 PU, the 7 HAD 3D clusters show an approximate
20 ps offset in the mean time. This further confirms the non-negligible time of propagation of
7T showers. The performance is more stable than with photon 3D clusters; this may be due
to the looser selection criteria for HAD 3D clusters, resulting in more statistics for fitting
the mean time and timing resolution.

4.4 Use of timing in the HGCAL reconstruction

This section explores two preliminary examples of the possible use of timing information in
the reconstruction. The aim is to give a brief idea of the possible improvements achievable
through the use of timing, and to provide a starting point for more detailed future studies.

4.4.1 Use of the time of a shower

In this section, 2D clusters which are not assigned a time measurement are not studied.
A possible cut on the 2D cluster time using the full time of the shower (Section 4.3.4) is
studied. The motivation is to be able remove 2D clusters that are not in time with the full
shower. We would expect this cut to remove PU 2D clusters but keep the distributions
similar in 0 PU. For this section, the truncation + weighted average (1/error?) method is
used. A cut of 90 (120) ps is chosen as a fairly loose cut for photon (7) 2D clusters. These
cuts represent three times the timing resolution of the corresponding 2D clusters as obtained
in Section 4.3.3. For this section, the same samples used in Section 4.3.4 are studied.

The total energy contained in the 2D clusters before and after the cut is shown in Figure
4.41 for photon and (7) showers. In 0 PU, for most photon showers, at least 99% of the
energy is contained in 2D clusters that pass the cut. For 7% showers in 0 PU, the fraction of
energy after the cut is mostly above 80%. This shows that the cut on the shower time does
not remove energetic clusters in 0 PU (as required). For photon showers in 200 PU, there
is now a clear contribution in the 95% to 99% region. Although the 2D clusters have not
been matched to generator-level simulated clusters, it is clear that this contribution is from
PU since it was not present in the 0 PU plot. This shows that, in 200 PU, the cut on the
2D cluster time can help to remove up to 5% of the reconstructed shower energy which is
likely to be from PU. For % showers in 200 PU it can be deduced that contributions to the
distribution below 60% are from PU (when compared to the 0 PU distributions). Thus for
example, a contribution at 40% in 200 PU in Figure 4.41 is likely to mean that the cut has
removed 60% of the energy reconstructed in the pion shower but that was very likely to be
PU energy.
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Figure 4.41: Distribution of the fraction of energy remaining in photon (left) and 7% (right)
showers after a 90 ps cut is applied on the time of the 2D clusters in the shower. Distributions
are shown for 0 PU (left) and 200 PU (right).

The effect of the cut may be further explored by looking at the spatial distribution of the
2D clusters in n — ¢ space for a single event in 200 PU. This spatial distribution is shown
in Figure 4.42 for a single photon event with and without the cut on the 2D cluster time.
The position of the main event is marked in grey lines denoting the generator-level n and
¢ values for the event, extrapolated along the track direction. After the cut, a significant
number of PU 2D clusters are cleared from the use of timing information alone. Although
this plot is for a single shower, it can be deduced that the cut will have the potential to
remove several PU showers when several events are overlaid. This may help significantly in
missing Fp reconstruction, where topographical cuts are not that useful. Focussing on a
2 cm region around the shower axis for the same event (Figure 4.42), it can be seen that 2D
clusters in the 2 cm selection region (and likely to be from the main event) remain unaffected
by the cut. This also shows that the 2 cm spatial selection is already a robust selection for
the photon shower in this case and the timing cut does not help to clean PU clusters within
the 2 cm. However, it should be noted that pile-up increases with 7 and at higher n values,
it is possible that the timing cut may help to remove 2D clusters within the 2 cm cylindrical
selection region. A possible future development would be to study the efficiency of the cut
as a function of the shower 7.
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Figure 4.42: Distributions of 2D clusters (top) in n—¢ space for a single photon event in
200 PU. For the same event, the region within 2cm of the shower axis in n—¢ is also shown
(bottom). All 2D clusters are included in the plots on the left while in the plots on the right,
only 2D clusters within 90 ps of the calculated photon shower time are included. The grey
lines represent the generator-level n and ¢ values for the event, extrapolated along the track
direction.

A similar spatial distribution is shown in Figure 4.43 for a single 7" event in 200 PU with
and without the respective cut on the 2D cluster time. Here, a cut on the 7+ 2D cluster time
removes 2D clusters. This is because, as seen in Section 4.3.3, PU 2D clusters in the energy
range being used for 7+ are likely to have times away from the central 7% shower time.

Focussing on a 5cm region around the shower axis, it can be seen that the cut does
remove 2D clusters in the 5cm selection region and, although these 2D clusters have not
been matched to generator-level simulated clusters, it is likely the 2D clusters removed are
PU 2D clusters because the 120 ps cut for 7 2D clusters is very loose given the distributions
in 2D cluster mean times observed in Section 4.3.3. Thus, in the case of 7 2D clusters, the
timing information provides stronger discrimination against PU 2D clusters than the spatial
selections for the particle energy range considered.
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Figure 4.43: Distributions of 2D clusters (top) in n—¢ space for a single 7% event in 200 PU.
For the same event, the region within 2cm of the shower axis in n—¢ is also shown (bottom).
All 2D clusters are included in the plots on the left while in the plots on the right, only 2D
clusters within 120 ps of the photon shower time are included. The grey lines represent the
generator-level 7 and ¢ values for the event, extrapolated along the track direction.

4.4.2 Use of precision timing in TICL doublet reconstruction

The study of the time of 2D clusters as a function of the layer and energy (Section 4.3.3),
provides information about the time of propagation of the shower. This can be used as an
additional tool in 2D cluster pattern recognition when linking 2D clusters along the depth of
the HGCAL to form 3D clusters. For this purpose, the time compatibility between a 2D
cluster already ‘clustered” and another 2D cluster candidate along the particle path can be
used. As mentioned in Section 4.3, 2D clusters are linked along the depth of the HGCAL to
produce 3D clusters in the HGCAL iterative clustering framework (TICL). The full object
(3D cluster or trackster) is built by linking individual 2D clusters, first into doublets, then
into the full object. Presently, the compatibility criteria between the two 2D clusters forming
a doublet is purely topographical. By requiring that the times of 2D clusters within a doublet
agree within 3 gy, for instance, where o, is the time resolution of 2D clusters, PU 2D clusters
can be rejected in the trackster-building process. The time of the full shower (full trackster)
could also be used to clean the trackster object of PU 2D clusters. In this section, the
difference in the time between 2D clusters (dT") in TICL doublets is studied in terms of o,
and a 30, cut on dT' is explored. More precisely, dT' is calculated by subtracting the time
of the 2D cluster with the earlier time from the time of the 2D cluster with the later time
in the doublet. For the studies in this section, both of the 2D clusters forming a doublet
are rejected if they do not pass the 3 o; cut. In the future, it is expected that topographical
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information could be used together with timing in the 2D cluster linking process so that
only the suspected PU 2D cluster is removed from the doublet. Thus in what follows, the
term PU is being used to refer to a doublet where one of the 2D clusters is from PU, but
where the whole doublet is rejected only for the purpose of this study. In this section, the
0 PU samples have a pr point of 10 GeV. The pr range in 200PU is 8-150 GeV for photons
and 0.7-10 GeV for 7" particles.

The distribution of d7" (in units of o) in 0 PU and 200 PU for photon EM 2D clusters
and 77 HAD 2D clusters is shown in Figure 4.44.
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Figure 4.44: The distribution of the difference (d7) in the time between photon EM 2D
clusters (top) and 7= HAD 2D clusters (bottom) in TICL doublets in 0 PU (left) and 200 PU
(right). The variable dT" is measured in units of oy.

For photon 2D cluster doublets in 0 PU, the EM 2D cluster doublet members may be
found up to 4 0, away in time, although the bulk of the distribution lies between —3 and
30:. In 200 PU, there are long tails in the distributions for d7', showing that 2D clusters
from PU, as expected, are not compatible in time. The bulk distribution for photon EM
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2D cluster doublets in 200 PU lies between —20 and 20 0;. This suggests that a d1" cut at
30 (for example) will reduce PU contributions significantly. For 7 2D cluster doublets
in 0 PU, the bulk distribution is found between —5 and 5 0,;, with tails extending up to
20 o;. Compared to photons, the spread in dT is wider and this suggests that 7 2D cluster
doublets might benefit from a looser dT" cut. As with photons, the dT" distributions for 7+
2D cluster doublets in 200 PU have long tails.

The fractions of photon EM 2D clusters and 7+ 2D clusters that pass the dT' cut as a
function of the d7T" cut in 0 PU and 200 PU are shown in Figure 4.45.
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Figure 4.45: The fraction of photon EM 2D clusters (top) and 7+ HAD 2D clusters (bottom)
that pass the dT" cut as a function of the d7" cut in 0 PU (left) and 200 PU (right).

dT/sigma

In 0PU, almost 100% of the 2D cluster doublets occur less than 3 o; apart in time. In
200 PU, these plots have a very different interpretation than in 0 PU. Within 3 oy, we find
(90%) of all EM 2D clusters (including PU). Thus placing a cut at 3 o, will allow to remove
10% of all 2D clusters in 200 PU. When comparing the 200 PU distribution to the 0 PU plot,
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this 10% contribution is likely to come from PU anyway, although the caveat of the 0 PU
and 200 PU samples having different py should be borne in mind. The 3 o, cut in this section
only serves as an example cut. Further d1' cut optimisation and generator-level matching of
2D clusters in 200 PU could provide more optimal results. In 0 PU, almost 100% of pion 2D
clusters pass the 3 o, cut. In 200PU, 80% of the 7™ HAD 2D clusters pass the dT cut. This
includes PU 2D clusters. The 20% contribution removed is likely to be from PU 2D clusters,
although the caveat of the 0 PU and 200 PU samples having different pr should be borne in
mind.

The fraction of energy (of the total energy in the respective 2D clusters with a time
measurement) contained in photon EM 2D clusters that pass the dT" cut as a function of
the dT' cut in 0 PU and 200 PU is shown in Figure 4.46. In 0 PU, almost 100% of the total
shower energy is contained in 2D cluster doublets compatible within 3 o; in time. This shows
that photon 2D doublets compatible in time also contain the most energetic deposits. As
such, it makes sense to place a cut at 3 0; and this can help to remove PU 2D clusters in
200 PU. In 200 PU, similar fractions to those in Figure 4.45 (the fraction of 2D clusters) are
obtained with the energy fraction of 2D clusters. This suggests that the energy distribution
in PU is relatively uniform across the 2D clusters.

The fraction of energy (of the total energy in the respective 2D clusters with a time
measurement) contained in 7% HAD 2D clusters that pass the dT cut as a function of the
dT cut in 0 PU and 200 PU is also shown in Figure 4.46. As with photons, in 0 PU, almost
100% of the total shower energy is contained in 7+ 2D cluster doublets compatible within
30y in time. Therefore, despite the tails in the dT" distributions for 7% 2D clusters (Figure
4.44), a 30, cut is still reasonable since most energy is contained in 7+ 2D clusters that pass
the 30y cut. In 200 PU 80% of the total energy (including PU energy) is retained in HAD
2D clusters that pass the 3 oy cut, the 20% of energy removed is likely to be from a uniform
PU contribution.

The distribution of the energy contained in photon EM 2D clusters with a time mea-
surement as a fraction of the total 3D cluster energy is shown in Figures 4.47. In 0 PU this
represents the base energy-finding efficiency using 2D clusters with a time measurement. In
0 PU most energy (above 80%) for photon EM 3D clusters is contained in 2D clusters with a
time measurement. This suggests that a cut on dT" could be very powerful to reject PU as
this criterium would be applied to 80% of the 2D clusters. In 0 PU, as expected, the 3 o; cut
does not affect the distributions significantly as most (almost 100%) photon 2D clusters pass
the cut as seen in Figure 4.45.

The distribution of the energy contained in 7= HAD 2D clusters with a time measurement
as a fraction of the total 3D cluster energy is also shown in Figure 4.47. In 0 PU the spectrum
is broader than with photons, especially for the 7+ HAD 2D clusters. This shows that the
dT cut for 7+ 2D clusters will not be as powerful as with photons since not many =+ 2D
clusters have timing information and there is a non-negligible amount of energy in 7+ 2D
clusters that are not assigned a time measurement. This is because the 7+ 2D clusters are
lower in energy (compared to photons) and are less likely to be assigned a time as shown by
the efficiency plots in Section 4.3.3. In 0 PU, the dT" cut does not change this distribution
significantly.
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Figure 4.46: The fraction of energy (of the total energy in the 2D clusters with a time
measurement) contained in 2D clusters that pass the dT' cut as a function of the dT" cut in
0PU (left) and 200 PU (right). Plots are shown for photon EM 2D clusters (top) and 7+
HAD 2D clusters (bottom).

The effect of the dT' cut may be observed spatially in n and ¢ by comparing the generator-
level  and ¢ (extrapolated in the track direction) for the events with the reconstructed 7
and ¢ of the 2D clusters. On these plots, off-diagonal contributions are likely to be from
PU 2D clusters. If the dT' cut is able to remove 2D clusters on the diagonal as well, this
implies that the dT' cut is likely to be a more powerful criterion for selecting 2D clusters
than topographical cuts.

For illustration, two-dimensional histograms of photon EM 2D cluster n versus the
generator-level 7 of the respective events in 200 PU before and after the 3 o, cut are shown in
Figure 4.48. It can be seen that after the 3 o; cut, the off-diagonal contributions are reduced.
Two-dimensional histograms of the photon EM 2D cluster ¢ versus the generator-level ¢ of
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the respective events in 200 PU before and after the 3 o, cut are also shown in Figure 4.48.
In ¢, the effect of the dT" cut is even more visible than in 1 and off-diagonal contributions
are greatly reduced. The dT' cut also visibly removes 2D clusters on the diagonal (PU 2D
clusters very close to the main event) and this shows that the d7' cut can be more effective
than spatial topographical cuts in n and ¢.
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4.5 Summary

The applications of precision timing, from silicon sensors in the HGCAL reconstruction chain,
was studied using the latest version of the HGCAL geometry. In particular, the mean times
and the timing resolution of rechits, 2D clusters, 3D clusters and full showers were analysed.
The nature of the showers was used in the interpretation of the timing performance results.
Notably, photon showers deposit more energy in the CE-E section while 7 showers exhibit
a main peak in the FH and BH sections with a smaller peak in the CE-E section arising from
many hits with low energy. Photon showers are better contained laterally from the shower
axis and along the HGCAL depth than 7 showers. Two different selections were studied
and compared, namely a simple rechit or 2D cluster selection within a cylinder around the
shower axis, and TICL, the more elaborate HGCAL reconstruction framework. With TICL
it is possible to apply different selections while reconstructing electromagnetic and hadronic
showers.

Rechit timing was studied both as a function of the distance of the rechit from the
shower axis and as a function of the rechit energy. Rechits further from the shower axis were
found to have higher recorded times. Overall, mean rechit times showed that 7% showers
take more time to propagate both laterally from the shower axis and along the shower
axis. Possible future timing developments could benefit from correcting for the time of
propagation of showers laterally, especially for 7 particles. Similarly, the measured time of
propagation of the showers could be used in the reconstruction. Generally, the photon rechit
timing performance was better than for 7% rechits. The rechit timing resolutions follow the
smearings applied at generator-level to within 5ps. The TICL reconstruction was found to
improve the 7 rechit timing resolution by up to 30 ps and reduce the spread in mean time
of ™ rechits.

The 2D cluster timing performance was studied both as a function of the HGCAL layer
and as a function of the 2D cluster energy. The aim of this study was to properly approximate
the time of 2D clusters so as to be able to further propagate the 2D cluster timing in the
reconstruction chain. This includes the possible use of 2D cluster timing in cluster pattern
recognition. Simply computing the time of 2D clusters from a mean of rechit times contained
in the cluster was found to be sub-optimal. Several methods were used to approximate the
time of a 2D cluster from the time of its rechits. Of the methods studied, the best method for
both photon and 7+ 2D clusters was to apply a truncation to the distribution of the rechit
times before computing a weighted average, where the weight is the inverse-squared resolution
of the individual rechits. This method gave the most optimal timing resolutions and the
most consistent trends in the mean time of photon and 7+ 2D clusters. This weighting
method has now been implemented in the HGCAL reconstruction chain. The 2D cluster
timing efficiency at 2 (5) cm from the shower axis was found to be 100 (20)% for photon
() 2D clusters. Thus future developments should aim to improve this efficiency, especially
for pions. The use of TICL was found to improve 2D cluster timing resolutions by up to 5 ps
compared to a cylindrical selection. In 200PU, there is a non-negligible PU contribution in
the first layers of the HGCAL. PU 2D clusters were found to have low energies (< 2 GeV)
and mean times of 50-200 ps.

It was investigated whether timing information is useful in assessing the compatibility
between TICL 2D cluster doublets. A cut was placed on the allowable difference in time (d7")
between 2D clusters forming a doublet. Photon (71) 2D clusters in 0 PU were found to be
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up to 4 (20) oy away in time. Some photon and 7 2D cluster doublets in 200 PU were found
to be over 60 0, away in time. In 0 PU, almost 100% of the 2D clusters were found to pass a
30 cut on dT" and almost 100% of the shower energy was found to be contained in these 2D
clusters passing the cut. In 200 PU, this cut was able to remove up to 20% of 2D clusters
(believed to be from PU). This cut was also found to remove PU 2D clusters very close to
the main events, providing a stronger selection than topographical cuts for selecting the 2D
clusters. This cut is now implemented in the HGCAL reconstruction for EM 2D clusters.
Possible future developments should consider the use of this cut for HAD 2D clusters as well.
It is expected that further optimisation of the dT" cut values and generator-level matching of
2D clusters to simulated clusters will yield better results for this study.

The time of a full shower was approximated from the time of 2D clusters using several
methods. Of the methods studied, the best method was to truncate the distribution of
2D cluster times before computing a weighted average, where the weight is the inverse-
squared error of the 2D clusters. This method gave the best timing resolutions and the most
consistent trends in the mean time of the full shower. This method was also the most robust
against PU. In 200 PU, the photon (7") shower time distributions have long positive tails.
PU contributions occur up to 4ns away from the mean time of the shower and shift the
approximated shower time by up to 20 ps. The time of the reconstructed 2D clusters and of
full showers are used to clean events of 2D clusters that are not compatible with the full
shower time. At least 90 (80)% of the shower energy is contained in photon (71) 2D clusters
that pass the tested cut. For 7 showers, this timing cut is potentially more robust that
topographical cuts for selecting the 2D clusters for a shower. The timing of TICL 3D clusters
was studied and, as with the full shower timing, the best method to find the 3D cluster time
was to truncate the distribution of 2D cluster times before computing a weighted average,
where the weight is the inverse-squared error of the 2D clusters.
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Chapter 5

Higgs boson measurements in the

diphoton decay channel

5.1 Introduction

This chapter focuses on event categorisation in the H — 77y channel using the STXS
framework presented in Section 2.3.1. As stated previously, the STXS framework represents
an improved method of conducting Higgs boson cross-section, signal-strength and coupling
measurements whereby theoretical model and uncertainty dependence is reduced, and
theoretical interpretations are made easier. Granular measurements made with the STXS
framework can therefore be updated in the long term as theory predictions are improved.
STXS measurements are made across all the major Higgs boson production modes, including
ggH, VBF, VH, ttH and tH.

Measurements in the STXS Stage 1.0 framework (Section 2.3.1) were first presented in
Ref. [3] with data taken in the years 2016 and 2017. Since, the STXS framework has been
updated to Stage 1.2, whereby additional STXS bins are defined in the categorisation process
and improved techniques have been developed to target those regions. Measurements in the
Stage 1.2 STXS framework are presented in Ref. [1] using data taken during the full LHC
Run II, namely in the years 2016 to 2018. This chapter presents the improvements made in
Ref. [1] (over Ref. [3]) in the categorisation of VBF events, including VH processes where
the vector boson decays hadronically. In particular, principles used in deriving data-driven
background models are outlined. The results of the new VBF and VH categorisation process
were first presented in Ref. [1], and therefore the results of this thesis are expected to be
close to those in Ref. [1]. However, in Ref. [1], the tHq process was only targeted through
categories designed for cases where the W boson from the top quark decays leptonically.
This chapter further presents techniques to implement a tHq hadronic categorisation tag. In
this context, the methods adopted aim to specifically distinguish the tHq hadronic process
from the ttH process as well as from backgrounds not involving the Higgs boson.

This chapter first presents a brief introduction to the reconstruction of H — ~~ events.
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Emphasis is placed on the reconstruction of photons and jets that are essential to the
categorisation of VBF, VH hadronic and tHq hadronic events into the STXS bins. The
chapter then focusses on the categorisation techniques for each production process. All
three processes discussed are targeted using boosted decision trees (BDT) which represent
a family of machine learning techniques. The steps involved in the training, optimisation
and validation of the BDT techniques are discussed in detail. For each process, the BDT
results allow the definition of analysis categories enriched in events from the target kinematic
regions and thus help to increase sensitivity to individual STXS bins. A summary of the
other categories used in the full analysis is given at the end of the chapter.

The effect of the improved categorisation process and the increased precision from the full
Run II dataset on the Higgs boson cross-section, signal strength and coupling measurements
in the full STXS Stage 1.2 framework are then later presented in Chapter 6.

In the text that follows, the term process is used to refer to a production process and the
term tag refers to a category defined in the categorisation procedure and which is used to
targed a particular production process.

5.2 Event reconstruction and selection

5.2.1 Particle flow

The CMS particle flow (PF) [154] software is used in the global reconstruction of events
produced in the CMS detector. The aim of the software is to identify and assign an energy
measurement to all the particles in an event by combining information from the individual
subdetectors discussed in Section 3.3. In particular, tracks from the tracker and muon system,
and energy clusters from the ECAL and HCAL are used. The presence or absence of a track
indicates whether a particle is charged while the pattern of energy deposition in the ECAL
or both the ECAL and HCAL helps to distinguish photons and electrons from hadrons.

A particular advantage of using PF is that the energy measurement of objects is not
solely driven by the calorimeter energy measurements but receives contributions from the
track momentum measurements if a track exists. This is particularly beneficial for particles
such as low energy charged hadrons, for which the energy deposition is often too small
to be clustered in the calorimeters. The energy measurement in PF is thus driven by the
subdetector with the best resolution. It is important, therefore, that charged-particle tracks
be unambiguously matched to calorimeter deposits by the PF algorithm and this is possible
in CMS because of high tracking precision described in Section 3.3.3. Furthermore, the
calorimeter granularities and the high magnetic field strength allow excellent separation of
energy deposits as described in Sections 3.3.2, 3.3.4 and 3.3.5.

PF uses a combinatorial track finder which is applied in several successive iterations. A
track is first seeded using a hit in the tracker, which provides a coarse estimate of the track
parameters and allows the prediction of paths compatible with the initial seed trajectory.
For each candidate predicted path, hits are added to the tracks and the track parameters are
iteratively adjusted. A selection is further applied to the candidate tracks based on quality
criteria and compatibility with other event parameters. In the next iterations, with new
seeds, the hits associated with the tracks already reconstructed are removed. This reduces
the algorithm complexity and allows progressively more relaxed thresholds to be used which
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in turn helps to increase the track-finding efficiency, particularly for low-pt or more displaced
tracks.

The energy clustering algorithm in PF uses the energy and position of hits (in the
calorimeters) with an energy deposition above an energy threshold. The clustering algorithm
first selects a seed which is defined as the most energetic hit in a region of 4-8 neighbouring
hits. Neighbouring hits which possess a common side or common corner are used to create a
topological cluster which may subsequently contain several seeds. If a hit is shared between
two clusters, the hit contributes a fraction of its energy to each cluster depending on its
distance from the seed of each cluster. The cluster energy, computed iteratively as hits are
added, is assumed to be maximum in the core and decreases with the radius following a
Gaussian function. The energy of the topological clusters are then calibrated for the energy
lost in absorbers, and because of threshold conditions. A similar clustering algorithm is
used for both the ECAL and HCAL calorimeters, however, with different thresholds and
calibration parameters. PF uses tracks and energy clusters as input to form collections of
candidates for five types of particles: muons, electrons, photons, neutral hadrons and charged
hadrons. For muons, the path extrapolated from the tracker is required to be consistent
with the track in the muon system. The muon track reconstruction is not specific to PF and
was described briefly in Section 3.3.6. If the particle is charged, the track curvature and the
calorimeter deposits are used to calculate the particle energy. For neutral particles, only the
relevant calorimeter clusters are used. These identified objects may be used further to build
jets and reconstruct missing transverse momentum. PF thus produces physics objects ready
for use in analyses. While a brief overview of the object reconstruction and selection process
is given in the next sections, further details may be found in Ref. [1].

5.2.2 Photon reconstruction

Photon EM showers are initiated by eTe™ pair-production over a distance of ~ 1 radiation
length, and the subsequent emission of additional photons from bremsstrahlung occurring
from the electron pairs in the magnetic field of the detector solenoid. Eventually, photons
and electrons, with energies below the bremsstrahlung and pair-production thresholds, are
absorbed, causing an excitation of the ECAL crystals which, upon de-excitation, emit
scintillation photons with a wavelength of approximately 420mm [155]. The latter are
collected by photo-diodes and photo-triodes, located behind the crystals in the calorimeter
barrel and end-caps respectively. Analogue signals, created in the form of voltage pulses, are
digitised and read out by a dedicated electronic system.

At the high-level trigger (HLT), clustering algorithms are deployed to identify candidate
photons by scanning the ECAL crystals for seeds with local energy deposits above a threshold.
The energies in adjacent seed crystals are summed to form clusters which, if found to match
patterns consistent with photon or electron showers, form a supercluster. In the ECAL
barrel, the latter are formed from strips of five crystals in the direction of 7, and a variable
length in ¢, while in the end-caps, 5 x 5 crystal matrices with a narrow width in n are
used. Where available (| n | > 1.65), the pre-shower energy is added for superclusters in
the endcaps. To account for crystal imperfections and gaps, pile-up, and shower losses for
photons that undergo pair-production in the tracker, a multivariate regression is performed
to estimate the required correction to the energy of a photon, depending on the location of
the associated supercluster in 17 — ¢ coordinate space. In particular, a R9 variable, defined as
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the ratio of the sum of the energy within the centre 3 x 3 array of crystals in a supercluster to
the energy of the entire supercluster, is used to identify pair-conversion occurring upstream
of the ECAL. Supercluster energy is further scaled in data to match Z — ete™ events from
simulation. As a result, approximately 95% of the energy of photons is recovered. Events
passing the HLT are recorded and have at least one supercluster with an associated pr over
a threshold. Off-line analysis is performed with events triggered by two superclusters within
the ECAL fiducial region defined by | n | < 2.5, and excluding the barrel-end-cap transition
region given by 1.44 < | n | < 1.57. Thus, superclusters with showers in both the barrel and
end-caps are not included. Other selection criteria on photon pr, shower width, R9, electron
veto and the ratio of HCAL to ECAL supercluster energy are further applied.

5.2.3 Vertex identification

Since photons trajectories are not visible in the silicon tracker, identification of the primary
diphoton vertex is not a trivial task. The latter is, however, essential to obtain the polar
angles of the photons and subsequently derive the diphoton invariant mass (Section 2.2.2).
If the chosen vertex is found within 1 cm of the correct one, the error in the angle between
the photons is negligible and the reconstructed diphoton mass resolution is limited by the
energy resolution of the ECAL. Remarkably, the latter scenario ends up being the case for
approximately 80% of events. When the photons convert in the ECAL, kinematic variables
related to the tracks produced and the transverse momentum of the diphoton system may
be used for vertex identification. For photons which undergo pair-production before reaching
the ECAL, electron trajectories in the tracker and impact points in the ECAL may be
extrapolated back to the diphoton vertex. The vertex probability or vertex-finding efficiency
is estimated on an event-by-event basis by a boosted decision tree trained on the kinematics of
tracks recoiling from candidate vertices and is used in conjunction with the energy resolution
of the event to estimate the corresponding event mass resolution. For the case of unconverted
photons, Z — up events, with muon tracks removed are fed to the vertex probability BDT.
The output vertices are compared to the known Z — ppu vertices from the muon tracks.
This process helps to verify that the output of the vertex probability BDT, which has been
trained on simulated events, is still sensible when applied to data. For photons which have
converted, the validation is done with v 4 jet events by comparing the selected vertex to the
vertex associated with the jet.

5.2.4 Photon identification

All superclusters reconstructed in the ECAL are not necessarily prompt photon-initiated; they
may also originate from electrons or neutral pions. Although prompt diphoton production
constitutes an irreducible background, misidentified jets may be discriminated from prompt
photons. After pre-selection, photon shower shape variables and kinematics, including shower
topology and isolation, i of the supercluster, and event density per unit area p, are used
as inputs to a photon ID BDT. A score is assigned to every photon candidate and is a
measure of how prompt or fake it appears to be. In particular, the energy sum of all charged
and neutral particles around the photon considered is indicative of how isolated it is and
may be used to reject showers from neutral pion decays. However, this sum also includes a
contribution from other collisions in the same bunch crossing and is misleading if the wrong
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primary vertex is chosen. In this context, p is used to account for the pile-up dependence
in shower isolation variables while a selection requirement, dependent on the photon pr, is
applied to the isolation sum under the vertex hypothesis that maximises the sum. Depending
on the n-R9 bin in which a photon is found, a different threshold is used to apply a cut
on the photon ID, requiring the same signal purity in each bin. Good-quality photons are
thereby selected while making the maximum use of the available resolution in different parts
of the detector. Indeed, the different n bins exploit the superior sensitivity of the barrel
over the endcaps while the R9 bins exploit the better energy resolution of photons that do
not undergo pair-production. In addition, the change in crystal geometry and the detector
material significantly impair the achievable resolution in the barrel-end-cap transition region.
Since mismatch between data and simulation affects the BD'T performance, shower shape
and isolation corrections are derived and applied differentially in pr, n, ¢, and p using a
method known as chained quantile regression whereby conditional shapes of the variable
distributions in simulation are required to match those in data [1]. The photon ID BDT is
validated by Z — ee events where the electrons are reconstructed as photons.

5.2.5 Jet reconstruction

As described in Section 2.1.2, because of colour confinement, quarks and gluons are not
observed freely but occur as colour-neutral hadrons. One of the signatures of the hadronisation
process is a collimated spray of particles, called a jet. PF flow brings multiple benefits to
the reconstruction of jets since ~ 90% of the measured jet energy originates from charged
hadrons (60%) and photons (30%), measured with the high-resolution CMS tracker and ECAL.
However the remaining ~ 10% of the reconstructed energy originates from neutral hadrons
in the HCAL which has a poorer resolution. PF therefore improves the jet energy resolution
compared to methods using the calorimeter information only. Precise jet reconstruction is
particularly important for the STXS analysis since jets are used to categorise events into the
STXS bins and to distinguish between the Higgs boson production modes.

Jet reconstruction is done using the sequential clustering algorithm, anti-k7. The
algorithm takes as input particles for which charged hadron contributions not associated
with the primary vertex are removed. The distance between every particle and the beamline
is determined. The distance between all particles is also computed using a distance metric
dependent on a distance parameter, D, set to 0.4 in CMS. Every particle is combined with
the particle closest to it to form a new particle. Following this, all distances are recomputed
and the jet clustering procedure is repeated iteratively for all particles until the smallest
distance for a particle is the distance to the beamline. This process is repeated for all jets.

The jet energy corrections (JEC) serve to re-calibrate the energy of the reconstructed
jet to obtain the particle-level energy, i.e to determine the real energy of the jet from the
energy they deposit in the detector. As a first step the offset correction uses the area of the
jet and the global average energy density to estimate and subtract the energy of the jet not
associated with high pr scattering (generally attributed to electronic noise and PU). The
correction factors are determined as a function of  and pr from two samples of simulated
events with identical interactions, where one contains additional PU interactions. In the
second step, JEC factors are obtained by comparing simulated events to the generator
jets and are applied as a function of jet pr and n. These JEC factors cover effects from
calorimeter non-linearities, jet py thresholds and geometric effects. The absolute jet energy
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scale (JES) in the central detector region (n < 1.3) is derived from events where the jet is
balanced against a well-measured reference. For instance, Z + jet events where the Z boson
decays to muons is used and the Z pp is well measured from the muon pr resolution of
the CMS muon system. Similarly, v + jet events may also be used for this purpose. The
relative JES factors in the forward detector regions are obtained from QCD-dijet events,
with one of the jets required to be central. The two jets are expected to be balanced and
the JES is derived relative to the central jet. Any residual discrepancy between data and
simulation in the JES is then calculated as a data-to-simulation ratio. PU collisions may
also give rise to jets which tend to have low pr but can overlap and mimic high pr jets. A
BDT is trained to learn jet shape variables and track variables from the interaction vertex
of the jet to identify PU jets. The output score from the PU jet identification (PUJID)
BDT is used to define thresholds in 1 and pr to reject PU jets. Jets used in the analysis are
required to pass the PUJID threshold and the thresholds pr > 25 and n < 4.7. Depending
on the analysis, stricter theresholds and conditions may be applied. Reconstruction tools
also aim to distinguish between quark and gluon jets, the latter being made up of softer and
less collimated particles. In particular, jets arising from the hadronisation of b quarks are
specifically targeted by deep neural networks (DNN) trained to identify displaced vertices.

5.2.6 Additional objects

While the reconstruction of photons and jets has been described in detail as it is relevant
to the specific production modes (VBF and tHq hadronic), studied in this chapter, other
objects such as electrons, muons and missing transverse momentum are useful to target other
production modes such as leptonic VH and ttH channels.

Electrons (muons) are required to pass a pr threshold of 10 (5) GeV and an 7 threshold
of 2.4, excluding the barrel-endcap transition area. Other requirements, including sufficient
isolation from photons and jets, are imposed. Further details of the reconstruction of electrons
and muons may be found in Ref. [156] and Ref. [141] respectively. In particular, muons are
reconstructed using a mixture of tracks in the inner tracking system and in the muon system,
which are required to be consistent. Electron reconstruction is very similar to the photon
reconstruction process described in previous sections with the additional requirement of the
presence of a track in the inner tracking system. The electron reconstruction also accounts
for energy lost to bremsstrahlung.

The missing transverse momentum is measured by the imbalance in the sum of the
transverse momentum of all reconstructed objects once all scale and resolution corrections
have been applied. This allows the presence of neutrinos to be inferred and is possible
because of the hermetic nature of the CMS detector as described in Chapter 3.

5.3 Samples

5.3.1 Data

The data used in this analysis is from LHC proton-proton collisions at /s = 13 TeV collected
in the years 2016, 2017 and 2018 with integrated luminosities of 35.9, 41.5, and 59.4 fb~1
respectively. The full Run II dataset therefore contains data amounting to an integrated
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luminosity of 137 fb~1.

In the data, diphoton events are selected by the L1T and HLT (Section 3.3.7). Each HLT
path is required to be seeded by at least one electromagnetic candidate at the L1T, i.e only
one of the two photons is needed at the L1T. The individual photon candidates are selected
based on shower shape and isolation criteria described in Section 5.2.2 and are required to
pass pr thresholds on the leading (subleading) photon pr of 30 (30) GeV in 2016 data and
of 22 (18) GeV in 2017 and 2018 data. The triggering efficiency is measured in Z — ete™
events in data using a “tag-and-probe” technique [157], whereby one electron (the tag) is
required to pass strict identification criteria while only a loose requirement is placed on the
second electron (the probe). The triggering efficiency measured this way is binned in pr, 1
and R9 before being applied as weights to simulated events.

5.3.2 Simulation

Simulation samples are used in this analysis to train BDT classifiers described in Section
5.4, and to create a signal model as will be described in Section 6.3.1. Furthermore, these
samples provide a baseline for the evaluation of the results expected from the analysis, such
as the signal yields and significances in the STXS framework. The simulation software
MADGRAPH5 aMC@NLO [158] is used to generate Monte Carlo (MC) simulation signal
events at parton-level for each of the Higgs boson production modes. These samples are
produced at three different mass points for my, namely 120, 125 and 130 GeV. The accuracy
in perturbative QCD is at next-to-leading order (NLO). Additional signal samples are also
generated at other mass points by the software POWHEG [159], also at NLO accuracy
in QCD. Parton showering and hadronisation is simulated by the software PYTHIAS and
CUETP8MI1 respectively which take as inputs the parton-level samples [160]. While the
MADGRAPH samples (after the showering and hadronisation step) are used to compute
the SM production cross-section prediction in each STXS bin, the POWHEG samples are
used to train the BDT classifiers used in the categorisation process. It is important that the
samples used to train the classifiers in the categorisation process be independent of those
used to construct the final signal model (Section 6.3.1).

Simulated background samples are produced for the main backgrounds in the diphoton
channel, namely ~v, v+jet and jet+jet events, where in the latter two cases, jets are
misidentified as photons. The simulated background samples are merely used for training
classifiers in the categorisation process while the final background model (Section 6.3.2) is
derived from the diphoton mass distribution in data, with the Higgs boson mass window
excluded. The dominant, irreducible background, SM v~ production, is simulated with the
software SHERPA [161], while the remaining two reducible backgrounds, v+jet and jet+jet,
are modelled with PYTHIAS, where the samples are enriched with jets showing significant EM
components. The Drell-Yan events used in the reconstruction corrections (Section 5.2) and
the validation of the categorisation classifiers are simulated with MADGRAPH5_ aMC@QNLO.

The response of the CMS detector is simulated using the GEANT4 package [162] which
accounts for PU vertices at the nominal bunch crossing (in-time PU) and PU vertices in
previous and following bunch-crossings (out-of-time PU). Weights are then applied to the
simulated events to reproduce the distribution of interaction vertices in data. The average
number of interactions per bunch crossing in the 2016 (2017 and 2018) datasets is 23 (32).
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5.4 Event categorisation

5.4.1 Categorisation strategy

The H — ~7v analysis aims to distinguish a narrow signal peak from the smoothly falling
background in the diphoton mass distribution. The event selection and categorisation process
increases the ratio of the number of signal events to the number of background events in the
analysis regions considered. This enhances the sensitivity of the analysis to specific processes
and reduces the expected uncertainties on the measured parameters. Furthermore, Higgs
boson measurements aim to measure, amongst other parameters, the couplings of the Higgs
boson to vector bosons and fermions. For this reason, the VH, VBF, ttH and tH production
modes are of particular importance and are specifically targeted in the STXS analysis. The
use of separate tags for these processes allows the specific Higgs boson couplings to be
measured independently. The granular STXS categories still provide good sensitivity to more
inclusive quantities, such as the overall or per-production mode cross-sections and signal
strengths.

For each production mode, the event categorisation targets all of the STXS bins for which
some sensitivity is achievable in the H — v decay channel with the available data. The
different particle-level bins defined in the STXS framework (Section 5.4.2) are first targeted
through cuts on corresponding reconstructed event variables and multivariate techniques
such as boosted decision trees. To increase the overall sensitivity of the analysis, events
are subsequently separated into categories with different signal-to-background ratios. The
category boundary values are chosen to maximise the significance of the Higgs boson peak.
A brief description of the event categorisation in other production channels, not addressed
explicitly in this chapter but used in the full analysis, is given in Section 5.7. The full list of
all the categories measured in the STXS analysis is given in Table 5.11.

In order to enable the simultaneous measurement of different cross-sections, it is important
that the contamination in each analysis category from processes in non-target STXS bins
is kept to a minimum. Given that an event may satisfy the selection criteria for more
than one analysis category, a priority sequence needs to be defined to assign these events
to the analysis category with the highest priority. Generally, analysis categories with a
lower expected signal yield are given a higher priority. This increases the sensitivity to low
cross-section Higgs boson processes, giving analysis categories with a sufficiently high number
of these rarer events. An adequate number of events is necessary to perform measurements
of these low cross-section processes.

The main categorisation regions targeted in Ref. [1] are given in Figure 5.1 in order of
the tag priority. In general, selection criteria get looser along the tag priority line. Leptonic
regions are considered before the hadronic categorisation regions since single isolated leptons
are more easily identified through strict criteria than quarks and gluons which appear as
hadronised jets in the detector. Events first pass the tHq leptonic criteria, followed by
the ttH leptonic, the VH leptonic and the VH MET tags. Events not selected for the
leptonic categorisation regions are considered for ttH hadronic and VBF categories (which
include the VH hadronic tag). Hadronic regions involving the ¢ quark are considered first
because of the dedicated b-tagging techniques available to identify the ¢t quark decay. The
ggH categories are populated by all remaining events (which do not pass the VH hadronic tag).
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Figure 5.1: The order of event tagging priority for the categorisation regions considered in
the H — vy STXS analysis described in Ref. [1].

In particular, the definition of the categories in the VBF and VH hadronic regions are
detailed in this chapter. Additionally, the definition of a new tHq hadronic tag, not used in
Ref. [1], is explored. The tHq hadronic tag is considered after the VH MET tag and before
the ttH hadronic tag. The tHq hadronic tag is given priority over the ttH hadronic tag given
the similarity in the decay products between the two processes and the smaller tHq hadronic
cross-section; this order allows a relatively pure tHq hadronic tag to be constructed with
minimal ttH hadronic contamination, although the correlation between these categories is
expected to remain high.

Analysis categories are constructed by using the datasets from 2016 to 2018 grouped
together. This provides a large training dataset for event classifiers, resulting in more
optimal category definitions, especially for processes with low cross-sections and branching
fractions. The process of grouping years together requires fewer categories to be defined
and optimised but does result in the loss of year-dependent information such as variations
in detector conditions and in the m., resolution. However, the gain in sensitivity from
the increased number of events in the grouped dataset is found to outweigh the effects of
the loss in year-dependent information. Particularly, this is because variations in detector
conditions are small, and not substantially greater than variations within a given year of data-
taking. Nevertheless, variations in the detector and LHC beam parameters are accounted for
by generating simulation events for each year separately, with the corresponding detector
conditions, before they are merged together. Furthermore, corrections to the photon energy
scale and other elements of the event reconstruction are performed for each year individually.
Thus, simulated and data events from different years are only processed together at the stage
of the event categorisation and final result extraction. Once the selection criteria for each
analysis category are defined, results are obtained by performing a simultaneous fit to the
resulting m,., distributions in all analysis categories. These results are presented in Chapter
6.

5.4.2 The STXS Stage 1.2 framework

The STXS Stage 1.2 framework is illustrated in Figure 5.2. STXS bins are bins of phase
space which are split by production mode and further by kinematic variables within each
production mode.

The gg — H (ggH) region in blue is split into STXS bins using the Higgs boson transverse
momentum (p4) and the number of jets. Notably, the ggH region has a VBF-like region
with high dijet invariant mass (m;;) defined by > 2 jets and m;; > 350 GeV. This VBF-like
region is split into four STXS bins according to m;;, and the transverse momentum of the
Higgs boson and dijet system (pgjj ). VBF-like ggH events falling in these regions may be
targeted by the VBF categorisation process, described in Section 5.5. The bb — H (bbH)
and gg — Z(qq)H (ggZH) production modes are grouped with the ggH production mode
in the categorisation process. The VBF and hadronic VH (V(qq)H) modes make up the
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electroweak qqH production region (in orange). Here the STXS bins are defined using the
number of jets, pff, m;; and (pgjj ). The four STXS bins which make up the "qqH rest" region
(in white) are not explicitly targeted in this study. The leptonic VH bins (in green) are split
into three separate regions representing the WH, ZH, and ggZH production modes, which
are further split according to the number of jets and the transverse momentum of the vector
boson (p¥. ) that decays leptonically. The ttH production mode (in pink) is split by pZ. The
tH STXS bin (yellow) includes contributions from both the tHq and tHW production modes.

ggH = ggH + gg — Z(qq)H + bbH = VBF + qq — V(qq)H
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Figure 5.2: Diagram showing the full set of STXS Stage 1.2 bins [1], defined for events with
a Higgs boson rapidity less than 2.5. The solid boxes represent each STXS Stage 1.2 bin.
The units of pi, m;; , pi”’, and pY. are in GeV. The shaded regions indicate the STXS bins
that are divided at Stage 1.2, but are not measured independently in this analysis.

After being classified into STXS bins, events are divided into analysis categories, referred
to as tags. The tag names are given in decreasing order of the expected ratio of signal-to-
background events (S/B). For example, the tag with the highest S/B targeting the ggH zero
jet bin with pr < 10 GeV is denoted 0J low p) Tag 0.

Before events are categorised in the above-mentioned STXS bins, the event selection
in all analysis categories requires the two leading preselected photon candidates to have
pp > m.,/3 and pi? > m.., /4, with an invariant mass in the range 100 < m.,, < 180 GeV.
Both photons must also satisfy the pseudorapidity requirement || < 2.5 and must not
be in the barrel-endcap transition region 1.44 < |n| < 1.57. An additional requirement is
placed on the Higgs boson rapidity |yg| < 2.5. This removes the theoretical uncertainty
which arises when measurements are extrapolated to the full phase space, a large part of
which is not accessible experimentally. The experimental acceptance of H — ~v events with
lyr| > 2.5, although negligible, is still taken into account [40]. Events are categorised using
the detector- level equivalents of the particle-level quantities used to define the STXS bins.
For instance, pj7 is used to construct analysis categories targeting STXS bins defined by p#
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values. There is an additional selection applied to events when optimising the categorisation
process; the region of the Higgs boson mass window (115-135 GeV) is kept blinded in data,
so as not to introduce any bias in the categorisation definition.

As described previously, the STXS framework is developed in stages, namely Stage
0, Stage 1.1, Stage 1.2. Measurements of Stage 0 cross-sections in the H — 7y decay channel
were performed in a previous CMS H — ~v analysis [106]. Results for ggH and VBF in the
STXS Stage 1 framework are described in the previous version of this analysis, documented in
Ref. [3]. In this chapter, the following improvements from Ref. [1] (over the Ref. [3] analysis)
are described:

o The inclusion of 2018 data, which increases the total integrated luminosity from
77.4fh™! to 137fb!

e An extended and improved categorisation strategy for the VBF production mode. This
includes the ability to constrain ggH production modes with a VBF-like final state

topology

o The addition of analysis categories targeting associated production (VH) where the
vector boson decays hadronically.

» A wider range of measurements and interpretations (discussed in Chapter 6). These
include inclusive and per-production mode signal strengths, measurements of Higgs
boson couplings using the x-framework, and additional two-dimensional scans.

In addition to these improvements, already included in Ref. [1], the definition of a new tHq
hadronic tag is explored.

5.4.3 Boosted decision trees

BDTs [163] are used for several purposes in CMS, including event reconstruction (Section
5.2) and, especially, event categorisation. The BDT provides an output score which indicates
how signal-like an event is. Thresholds may be placed on this output score when selecting
events or defining analysis categories.

In the case of event categorisation in the H — v analysis, the algorithm is trained on
simulated events for which the truth process is known. Characteristics of the simulated
events are used as inputs or predictors to the machine learning algorithm. These predictors
are reconstruction-level quantities and may be, for instance, the pr and 7 of photons and jets,
and are chosen so as to provide maximum discrimination between signal and background
events.

The performance of the boosted decision tree depends on several hyperparameters
including the learning rate, the allowable tree depth, the loss functions, the stopping criteria
and the number of base learners (estimators) amongst others. These parameters are tuned
to maximise the BDT performance while minimising overfitting. The performance and
generalisability of the BDT may be evaluated on a test sample which consists of observations
not used in the training.

Where BDTs are used in the H — vy analysis, two types of validations are performed.
Firstly, the simulated background samples used to train the BDT are compared to the data.
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This helps to ascertain that background processes used to train the BDT are accurately
modelled. Since the simulated background samples are only used to train the BDTs, and
not to produce the final results, it is not essential that the agreement in the background
validation be perfect. The background model used in the extracting the final results (Chapter
6) is derived directly from data; poor agreement in background-like regions do not induce
any biases in the results, but only result in sub-optimal performance of the BDT. In the
second validation step, the classifier output scores in simulation and data are compared in a
signal-like region. This second comparison is more important since it verifies that simulated
Higgs boson signal events from the simulated Higgs boson signal model, used in the final
measurement, is well-modelled. Therefore simulation and data should be expected to agree
within statistical and systematic uncertainties in the signal validation. Furthermore, for all
of the BDTs, the input variables are chosen such that m., cannot be inferred. This prevents
the BDT from being biased to the mass of the Higgs boson in the simulated samples used in
signal modelling.

5.4.4 Diphoton BDT

A tighter selection is required to specifically target diphoton events from a H — v+ decay, A
diphoton BDT uses information from the photon ID BDT, the vertex identification BDT,
the per-event mass resolutions under the right and wrong vertex hypotheses, together with
kinematic variables of the diphoton system, to assign scores to diphoton events. In all BDTs
used, the photon pr variables are scaled by the diphoton invariant mass to ensure that the
output is unbiased by the value of m.,,. Events with diphoton BDT scores below a threshold
are not selected for further analysis.

5.5 Event categorisation in the qqH channel

5.5.1 VBF and VH hadronic kinematics

In proton-proton collisions at the LHC, production of the Higgs boson via VBF has the
second highest cross-section after ggH (Section 7.2). Oppositely-directed vector bosons are
radiated from quarks into the forward/backward detector regions (Figure 5.3) and appear as
narrow cones due to hadronisation. The presence of two such jets with a high pseudo-rapidity
separation has been shown to help in tagging the VBF production mode. Moreover, since
the interacting quarks do not exchange colour, there is low hadronic activity in the central
rapidity region, where the Higgs boson decay products are most likely to be produced. This
allows better efficiency in the identification of decay final states and the vetoing of jet activity
in the central region, especially for the rejection of background processes which proceed
through t-channel colour exchange such as top pair production. In addition, the photon pr
from VBF H — ~~ events is generally higher than those from gluon-gluon fusion H — ~v
events; thus VBF events can also be targeted through tighter photon pr cuts. A VBF-like
ggH region is targeted as part of the VBF categorisation process.

From the decay products alone, it is not possible to distinguish hadronic VH production
from VBF production. Thus these two processes are grouped together under electroweak
qqH production in the STXS framework. Given that VBF events are expected to have two
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high pr jets, the m;; distributions of VBF-like qqH events are expected to have much higher
m;; than VH-like qqH events. In the STXS framework, these two regions, namely VBF-like
qqH and VH-like qqH are defined separately based on particle-level m;; cuts.

CMS

J{u ,r:
LMS Experiment at LHC, CERN
Data recorded: Mon Sep 26 20:18:07 2011 CEST

Run/Event: 177201 / 625786854
Lumi section: 450

Figure 5.3: A diphoton plus dijet candidate event. This event contains two well-isolated
central barrel photons. The tracks in yellow are part of two very high pr jets which are well
separated in 7.

5.5.2 VBF and VH hadronic selection and STXS bin definitions

In the STXS framework, the qqH production mode includes both VBF events and VH events
where the vector boson decays hadronically. Within qqH production, there are five STXS
bins that correspond to typical VBF-like qqH events, with a single bin for VH-like qqH
events. The definitions of the qqH STXS bins with SM cross-section predictions are given
in Table 5.1. These correspond to the orange entries in Figure 5.4. The first VBF-like bin
(qqH BSM) is defined as having a high pZf, with a threshold set at 200 GeV. The remaining
four bins have pf < 200 GeV. They are defined by boundaries on pi?? at 25 GeV and M
at 700 GeV. The pfjj threshold is chosen to separate events containing two jets from those
containing three or more, which are referred to as two-jet-like (p?/ < 25) and three-jet-like
(pgjj > 25) bins, respectively. The bin representing hadronic VH production is defined at the
particle level by 60 < m;; < 120 GeV. The bins for events with fewer than two jets, and bins
with two jet events with an m;; < 60 GeV or 120 < mj; < 350 GeV are not considered as
parameters of interest in the final result extraction and are assumed to have their respective
SM cross-sections. The ggH STXS framework has a VBF-like region with high m;; (Figure
5.2). This VBF-like ggH region is split into four STXS bins according to m;;, and p?jj .
The analysis regions are defined using the reconstructed observables corresponding to
each particle-level quantity; these are the pJ’, the reconstructed m;;, and the reconstructed
pjlfjj. Events are further divided into analysis categories using both the respective BDT
output probabilities and the diphoton BDT score. Two analysis categories are constructed
to target each STXS bin. In particular, two analysis categories targeting the set of four
VBF-like ggH STXS bins together are constructed. VBF-like qqH and VBF-like ggH events
have a dedicated categorisation scheme described in Section 5.5.4. VH-like qqH events are
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categorised as described in Section 5.5.5. No analysis categories are constructed to tar-
get the zero or one jet qqH STXS bins, nor those with m;; < 60 GeV or 120 < m;; < 350 GeV.

Stage 1.2 _ = VBF+V(—qq)H
[ [
— 0det |[ = 1et |

myj;
0
L+ | L»
60
120
350
0 25 .00
Pr
p;fjjo

Figure 5.4: The STXS Stage 1.2 bins for EW qqH production.

Table 5.1: Definition of the qqH STXS bins. The product of the cross-section and branching
fraction (B), evaluated at /s = 13 TeV and my = 125 GeV, is given for each bin in the last
column. The fraction of the total production mode cross-section from each STXS bin is
also shown. Unless stated otherwise, the STXS bins are defined for |yg| < 2.5. Events with
lyr| > 2.5 are mostly outside of the experimental acceptance and therefore have a negligible
contribution to all analysis categories.

. Definition Fraction of cross-section
STXS bin units of p¥, my; and pi¥ in GeV VBF  ¢f > W({)H qq— Z(qQ)H asuBB (fb)
qqH forward lym| > 2.5 6.69% 12.57% 9.84% 0.98
qqH 0J Exactly 0 jets 6.95% 5.70% 3.73% 0.77
qqH 1J Exactly 1 jet 32.83% 31.13% 25.03% 3.82
qqH m;; < 60 At least 2 jets, my; < 60 1.36% 3.58% 2.72% 0.23
qqH VH-like At least 2 jets, 60 < my; < 120 2.40% 29.43% 28.94% 1.23
qqH 120 < m;; < 350 At least 2 jets, 120 < mj; < 350  12.34% 13.92% 12.59% 1.53

At least 2 jets, pi < 200,

qqH VBF-like low mj; low pi?? 550 < my; < 700, pi' < 95 10.26% 0.44% 0.35% 0.90
qqH VBF-like low m;; high pii 3?3 fﬁf 26;3’0?5;?2 2302’5 3.85% 1.86% 1.74% 0.39
qqH VBF-like high m;; low pi’% Atﬂi‘;jsi idgi}ﬁ b 225?0 15.00%  0.09% 0.08% 1.30
qqH VBF-like high m;; high pi Atﬂi‘:jsi ";ggt;g,’ﬁ j 22;)0’ 4.25% 0.40% 0.39% 0.38
qqH BSM At least 2 jets, m;; > 350, pif > 200 3.98% 0.88% 0.711% 0.37
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When constructing the corresponding analysis categories at reconstruction level, a dijet
preselection is applied. The VBF preselection requires two jets within |n| < 4.7, with
pr > 40(30) GeV for the leading (subleading) jet, in addition to mj; > 350 GeV. The
hadronic VH preselection requires two jets within || < 2.4 and with pr > 30GeV, in
addition to 60 < m;; < 120 GeV. Jets are also required to pass a threshold on PUJID score
(Section 5.2.5). Due to the use of the data control samples (Section 5.5.3) with photon ID
BDT score below —0.5 in the qqH categorisation, an additional requirement that the two
photons have a photon ID BDT score of larger than —0.2 is placed on events entering the
qqH analysis. The pre-selections applied for the VBF-like and VH-like events are given in
Table 5.2.

Table 5.2: The cuts applied on reconstruction-level event variables to select VBF and VH
dijet events before the full categorisation process.

full VBF pre-selection full VH pre-selection
100 < m,,, < 180 GeV 100 < my, < 180 GeV
pr /My, >1/3 pr /My >1/3
Pr/may > 1/4 pr/may > 1/4
Ny < 2.5 Ny < 2.5
n; < 4.7 n; < 2.4
P > 40 GeV P > 30GeV
7 > 30GeV PP > 30GeV
mj; > 350 GeV 60 < mj; < 120 GeV
photon ID scores > —0.2 | photon ID scores > —0.2

5.5.3 Data-driven background modelling

The dominant backgrounds in the VBF phase space are y+jet events, made up of one prompt
photon and a jet which is mis-identified as a photon. ~-jet and jet-jet events originate mainly
from specific types of quark/gluon fragmentation processes which are not easily modelled
and, therefore, simulated samples for these backgrounds are limited, especially when the
event selections are applied, as shown in Figure 5.5. As a result, the weights, which serve to
normalise the total number of simulated events to the appropriate number of expected events
for a given integrated luminosity, tend to be high for events in these simulation samples.
Training the VBF and VH BDTs on such events results in inefficient tagging, with qqH
categories being contaminated by tH and ttH events. Such an effect was partially fixed in
the previous versions of the analysis by reducing QCD weights during the BDT training,
or by removing the fake-fake component. Such approaches impact the performance of the
multi-class BDT for rejecting QCD background.

110
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Figure 5.5: Distributions of the VBF BDT score in Ref. [106] without (left) and with (right)
VBEF selections. It can be seen that the jet-gamma line (dark blue) is very uneven, which a
result of the low MC statistics. The resulting high weights in the sample can cause problems
with the training of the BDT.
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Figure 5.6: A schematic of the distribution of 7-jet and jet-jet events in photon ID coordinate
space. The photon ID cuts are generally at —0.2.

An alternative solution is to re-use data from a control region to model the prompt-fake
and fake-fake backgrounds by inverting the photon-ID requirement for the leading and
sub-leading photons as shown in the schematic of Figure 5.6. These control regions benefit
from a large number of QCD-like events from recorded data. Figure 5.6 illustrates how the
photon ID;-photon IDy space is populated by ~-jet and jet-jet events in simulation samples.
As expected, by applying photon ID cuts (> —0.2) very few ~-jet and jet-jet backgrounds
end up in the simulated signal region (where both photon ID values are > —0.2) and are
inadequate for training the BDTs. Higher statistical samples for these processes in the signal
region may be obtained by employing a data-driven method for generating background
samples. Three control regions (CRs) are populated by events passing the standard selection
and inverted photon ID cuts and are illustrated in Figure 5.6 by two (prompt-fake and
fake-prompt) regions outlined in blue for y-jet events and one (fake-fake) region outlined in
orange for jet-jet events.
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In the data-driven method, higher statistics for 7-jet and jet-jet in the signal region
are obtained using data events in the control regions to generate a combined data-driven
background sample, labelled QCD. Simulation samples for the diphoton, ggH, VH and VBF
process are used in training BDTs without any such modification. Simulation samples do
contain sufficient v — v background events since these are made up of two prompt photons
which will generally pass the photon ID cuts. The simulated ~-jet and jet-jet samples are
used to extract factors to link the prompt-fake (or fake-prompt) region to the prompt-prompt
region in simulation. Reconstruction-level (reco) regions are defined using cuts on the photon
ID score as shown below. Note that, given these regions are defined at reconstruction level,
truth prompt-prompt events may land in a different reco region (not reco prompt-prompt).

+ Reco prompt-prompt region: both photons have an ID MVA score > —0.2

« Reco prompt-fake region: lead photon has an IDMVA score > —0.2, sublead photon
has a photon IDMVA score of < —0.4

» Reco fake-prompt region: sublead photon has an IDMVA score > —0.2, lead photon
has a photon IDMVA score of < —0.4

e Reco fake-fake region: both photons have an ID MVA score < —0.4

For the backgrounds in the VBF-like categorisation, the data-driven factors are extracted
after a relaxed preselection is applied to the simulation samples, instead of the full VBF
preselection (Table 5.3).

The relaxed VBF selection has looser requirements on pr/m.., m;; and jet pr because
of the already low statistics of the v-jet and jet-jet events in the signal region. Once the
factors are extracted from simulation samples and applied to data control regions to obtain
the QCD data-driven sample, the full VBF preselection is applied before the BDT training
procedure. For the backgrounds in the VH-like categorisation, the data-driven procedure
was found to work well even without a relaxed preselection.

Table 5.3: List of relaxed (full) VBF preselection cuts used before (after) extracting the
data-driven factors.

full VBF preselection | relaxed VBF preselection
100 < m,, < 180 GeV | 100 < m., < 180 GeV

pr /My >1/3 Py [may > 1/4

pr /My, > 1/4 Pr /My > 1/5

Ny < 2.5 Ny < 2.5

P > 40 GeV P> 30 GeV

P > 30GeV PP > 20 GeV

mj; > 250 GeV mj; > 120 GeV

The fake factors are derived on a per-photon basis; there is a fake factor for the lead
photon f(7), one for the sublead photon f(7,). Both factors are derived as the ratio of
the number of simulated events in the reco signal region (N°%) to the number of simulated
events falling in the reco control regions (N°F) as
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N (), pr(7:)) .
f(’yz) f(n(%)apT(%)) (NCR(U<%),}?T(%))) o 1 1,2. (51)

For f(v1), the fake factor is binned in the n(y,) (EE, EB) and pr(y1) (0-30, 30-50, 50-70,
>70 GeV) of the lead photon. For f(vs), the fake factor is binned in the n(vy2) and pr(7y2) of
the sublead photon. The events in this control sample can potentially have both a different
normalisation and different kinematic properties from those in the signal region. The binning
in 7 and pr ensures that these two key variables are well-modelled. The distribution of
the remaining variables is assumed to be the same between objects passing and failing the
photon ID cuts. This assumption is found to work well when the distributions from the
data-driven method are compared to data in the validation of the data-driven procedure,
illustrated later in this section.

j > x f(y1)
' N
pr S PP b
(Signal Region)
S » x f(y)
N Nt x f(y1) X f(y2)

Figure 5.7: A schematic of how fake factors can provide a link between the number of v-jet
and jet-jet events in the control and signal regions.

The fake factors are applied to the weights of the events in the control regions in data
(Figure 5.7) as follows:

o if the data event falls in the reco fake-prompt region in data, the f(7;) factor
(derived from MC ~-jet events) is applied.

o if the data event falls in the reco prompt-fake region in data, the f(72) factor
(derived from MC 4-jet events) is applied.

o if the data event falls in the reco fake-fake region in data, a f(v;) X f(72) factor
(derived from MC jet-jet events) is applied. The two factors are assumed not to be
correlated for the purpose of this method so the product is used. The data-driven
validation procedure shows that this method works well.

For illustration the fake factors are shown for simulation samples for the year 2018 for the
VBF backgrounds (Figure 5.8) and VH backgrounds (Figure 5.9). The fake factors derived
for the years 2017 and 2016 may be found in Appendix B (C) for VBF (VH) selections.
Although, some of the errors on the fake factors are large, varying the fake factors within
the errors was not found to affect the agreement with data as later shown in the validation
of the data-driven method.
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Figure 5.8: VBF f(v1) factors (left) and f(72) factors (right) derived from v-jet (top) and
jet-jet (bottom) simulation samples for the year 2018. The f(71) and f(72) factors are binned
in the  and pr of the lead and sublead photon respectively.
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Figure 5.9: VH f(v1) factors (left) and f(v2) factors (right) derived from v-jet (top two) and
jet-jet (bottom two) simulation samples for the year 2018. The f(v;) and f(72) factors are

binned in the n and pr of the lead and sublead photon respectively.

QCD purity fractions are also derived from simulation samples. The reason that number
is needed is because when the fake factors are applied to the control regions in data, only
the v-jet and jet-jet samples need to be replaced. However, control regions data samples
also contain real vy events. The QCD fractions are derived on a per-photon basis; there is a
fraction for the lead photon p(7;) and one for the sublead photon p(v2). Both fractions are

defined as



NER 4+ NGR
(i) = p(n(vi), pr(v) = = 2 i=1,2. (5.2)
NG NTNGE)

For p(71), the fraction is binned in the n and pr of the lead photon. For p(7s), the fraction
is binned in the 1 and pr of the sublead photon. The factors are applied to the weights of
the events in the control regions in data as follows:

o if the data event falls in the reco fake-prompt region in data, the p(y;) factor is
applied.

o if the data event falls in the reco prompt-fake region in data, the p(vys2) factor is
applied.

o if the data event falls in the reco fake-fake region in data, a p(7;) X p(72) factor is
applied.

For illustration the QCD fractions are shown for simulation samples for the year 2018
for the VBF backgrounds (Figure 5.10) and VH backgrounds (Figure 5.11). The QCD
fractions derived for the years 2017 and 2016 may be found in Appendix B (C) for VBF
(VH) selections. Although, some of the errors on the fake factors are large, varying the fake
factors within the errors was not found to affect the agreement with data as later shown in
the validation of the data-driven method.

PFFP PP PFFP PP -
EB EE EB EE

QCD fraction

10 10 10°
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Figure 5.10: VBF p(v) factors (left) and p(v2) factors (right) from ~-jet (top two) and jet-jet
(bottom two) simulation samples for the year 2018. The p(71) factors and p(vs) factors are
binned in the 1 and pr of the lead and sublead photon respectively.
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Figure 5.11: VH p(71) factors (left) and p(vs) factors (right) from ~-jet (top two) and jet-jet
(bottom two) simulation samples for the year 2018. The p(7;) factors and p(72) factors are
binned in the n and pr of the lead amd sublead photon respectively.

The fake factors and QCD fractions, once extracted from simulated events, are applied
to the control regions in data as event weights w...n:. The fake factors are applied as events
weights as a function of the leading and the sub-leading photons kinematics and are given by

p(n(y1), pr(11)) x f(n(), pr(11)), c FP

Wevent = § P(N(72), pr(72)) X f(n(12), pr(12)), € PF
p(n(11),pr(n)) X f((7), pr(n)) X p(N(12), pr(12)) X f((12), Pr(12)), E(FF)

5.3

These reweighted events are subsequently used to train the respective BDTs. A schematic
illustrating the application of the data-driven procedure is shown in Figure 5.12 to summarise
the steps.

Data from detector MC samples
(contains gg, gj and jj events all together and not separable) (a9, gj, ii, vbf, ggh separable)
Define control regions by inverting photon ID cuts Use these events to extract fake factors and QCD fractions

[ Obtain QCD category ] +use gg}vbff;ngbg_lg::_asi:riggles from MC

Figure 5.12: A schematic illustrating the application of the data-driven procedure to derive
a QCD sample with sufficient observations to train BDTs used in the categorisation.

Once the factors have been applied, it is verified that the input variables of interest (used
in BDTs) are better modelled with the data-driven procedure than with using simulation
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samples only. This validation procedure helps to also verify the assumptions made during
the derivation of the fake factors and the QCD fractions. For illustration, validation plots
for the year 2018 for variables used in training BDTs and for some additional diphoton
variables are shown in Figure 5.12 for VBF and in Figure 5.12 for VH hadronic selections.
The corresponding 2016 and 2017 validations are included in Appendix B (C) for VBF (VH
hadronic) selections.

It can be seen that variable distributions are better modelled with the "data-driven +
Monte Carlo" (DD+MC) method (ratio plot with black dots) than with MC only (ratio
plot with blue dots); a better agreement between data and background is obtained when
the data-driven method is used. Note that the overall normalisation is of no importance
in these plots since class weights are normalised before BDT training as discussed later in
this chapter; only the shapes of the distributions matter. Allowing the fake factors and
QCD purity fractions to vary within their errors was found not to change these distributions
significantly. Within these variations, the DD+MC method still consistently outperforms the
MC-only method. Note that the blue shaded error bars are the errors are from the simulated
diphoton, 7-jet and jet-jet samples. When there are only a few vy-jet and jet-jet events, the
diphoton error dominates. Since there are enough diphoton events in simulation, the weights
are low and the error is tiny. When there are many ~v-jet and jet-jet events, the y-jet and
jet-jet weights dominate; these are high and result in large errors.
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Figure 5.12: 2018 validation of the data-driven method on various kinematics variables
relevant to the VBF BDT. The data points represent data outside the Higgs boson mass
window (115-125 GeV) and satisfying the VBF preselection criteria. The DD+MC method is
compared to data in the ratio plot with black dots while the MC-only method is compared
to data in the ratio plot with blue dots.
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Figure 5.12: 2018 validation of the data-driven method on various kinematics variables
relevant to the VH BDT. The data points represent data outside the Higgs boson mass
window (115-125 GeV) and satisfying the VH preselection criteria. The DD+MC method is
compared to data in the ratio plot with black dots while the MC-only method is compared
to data in the ratio plot with blue dots.

5.5.4 VDBF categorisation

In this analysis, a similar approach to previous analyses [3, 106] is used for VBF categorisation;
a dedicated BDT is constructed to separate VBF from ggH and non-Higgs backgrounds.
However, in this analysis, the BDT implemented comprises of three classes compared to the
binary BDT used in the previous analyses. To train this multi-class BDT, simulation events
passing the full VBF preselection are divided into three classes, namely VBF signal, ggH
background, and non-Higgs backgrounds, each treated separately. The simulated non-Higgs
backgrounds where at least one photon is not prompt are replaced using the data-driven
method described in the previous section.

The inputs to the BDT include various jet kinematic and angular variables, as well as the
pr/m.~ of each photon and angular variables involving both jets and photons. These input
variable distributions for ggH are significantly different to those from non-Higgs backgrounds.

120



Thus it would be sub-optimal to leave ggH events out of the BDT training process or to
consider them together with non-Higgs backgrounds. In previous analyses, various attempts
have been made to optimally separate the VBF signal from these two distinct sources of
background. In the 2016 analysis [106], a BDT with VBF trained against both ggH and
non-Higgs background was trained first. Subsequently, a combined BDT was trained using
the output of the dijet BDT together with the diphoton BDT, but omitting ggH from the
training. However, in the 201642017 analysis [3], this approach was found not to perform as
well as simply placing thresholds on the VBF and diphoton BDTs directly.

The use of a multi-class BDT, as described in this section, enables the construction of
a dedicated category targeting VBF-like ggH production for the first time in the STXS
analysis. The multi-class VBF BDT is trained to estimate the probability that an event
passing the VBF preselection originated from VBF, ggH, or non-Higgs boson backgrounds.
Categories are constructed using cuts on the BDT output probabilities, together with cuts on
the diphoton BDT. The final categorisation therefore uses cuts on three outputs: the VBF
probability, the ggH probability, and the diphoton BDT score. The non-Higgs background
score is not used since it is determined once the VBF and ggH probabilities are specified.
For categories targeting VBF production, the event is required to have a VBF score greater
than a threshold, and a ggH score below a threshold. For the categories targeting VBF-like
ggH processes, the opposite is true. Optimisation of these thresholds are also discussed in
this section.

The parameters of the multi-class VBF BDT, trained on simulation events, are propagated
to the main CMS analysis software, to be used on real data during the categorisation process.

Input variables to the VBF BDT

The inputs to the VBF BDT are chosen to maximise the discrimination of the VBF signal.
These include various jet kinematic and angular variables, as well as the pr/m.,., of each
photon, and angular variables involving both jets and photons. Additionally, a centrality
variable ¢, dependent on the pseudo-rapidities of the jets (1, 72) and the diphoton system
(74+), is used to introduce an idea of the compatibility between the di-jet and diphoton
systems. The dijet centrality variable is defined as:

2
4 i+ 172
Cyy = exp( - m (77'77 T o ) ) (5.4)

The list of input variables to the VBF BDT is given below:

o the transverse momentum of the lead photon divided by the diphoton invariant mass
(pr' /M)

o the transverse momentum of the sublead photon divided by the diphoton invariant
mass (pJ7 /M)

o the transverse momentum of the lead jet (pjTl)
o the transverse momentum of the sublead jet (pJTQ)

« the dijet invariant mass (m;;)

121



o the difference in pseudorapidity of the leading and subleading jets (An;;)

e the minimum distance between the leading (or subleading) jet and lead (or sublead)
photon (AR,in(7, 7)), this is to veto photons reconstructed as jets

« the difference in ¢ between the lead and sublead jets (A¢;;)

« the difference in ¢ between di-jet and diphoton systems (A¢;; )

the dijet centrality variable (c,,)

The full set of normalised distributions for the input variables of the three class VBF BDT
are shown in Figure 5.12. The plots highlight the differences between the VBF, ggH and
non-Higgs background processes; this motivates the separation of these three classes in the
classifier. The non-Higgs background processes considered here include ~-jet, jet-jet and -
events. All events are required to pass the full VBF preselection and the PUJID cuts. These
normalised distributions are representative of the direct BDT inputs since the three class
weights are equalised during the BDT training. During the training, the region 115 < m,., <
135 GeV was removed.

CMS Phase-2 Simulation Preliminary CMS Phase-2 Simulation Preliminary
g —— VBFMC § 0.18} —— VBF MC
€Y 0.1— ggH MC =T C —— ggH MC
s —wwme T 016~ —wwe
% +Vi, ji (data - driven) % E +Vi, ji (data - driven)
2 2 o014
= 0.08— = C
012
0.06/— 0.1
0.08/—
0.04/—
0.06/—
0.04[—
0.02— C
0.021
P AP N R ‘ PPN | i TR
0 0.5 1 1.5 2 ., 25 0 02 04 06 08 1 12 14 16
pr/my Primy
CMS Phase-2 Simulation Preliminary CMS Phase-2 Simulation Preliminary
xS 3014
=1 =1
2 o1 VBFMC o VBF MC
% —— ggH MC % L —— ggH MC
= — wMe 2 012 WM
= +Yi, jj (data - driven) - L +Yi, jj (data - driven)
008 04—
0.08L 0.08]-
- 0.06-
0.04—
0.04-
0.02— L
L 0.02—
o) SR P N P P e o) PRI N P PR
0 50 100 150 200 250 300 350 400 450 500 0 50 100 150 200 250 300
p. p:
T T

122



CMS Phase-2 Simulation Preliminary CMS Phase-2 Simulation Preliminary

% —— VBFMC \;,: E —— VBFMC
2 014 ggH MC £ 0.06— —— ggH MC
2 N —— wMC % C —— wMC
- = +Yi, ji (data - driven) 5 C +Yi, ji (data - driven)
0.2/ S 0.05—
C 3 C
04— = C
C 0.04—
0.08- -
r 0.03—
0.06— F
L 0.02
0.04— C
002~ 00t
) R I IR o e == ‘ ) N I N N N i Lo
400 600 800 1000 1200 1400 1600 1800 0 35 4 45
m; ARmin(Y, )
CMS Phase-2 Simulation Preliminary CMS Phase-2 Simulation Preliminary
= = 03
g" 0.07— VBF MC = C VBF MC
5 C ggH MC § - ggH MC
3 0.06 Yy MC 1 025; v MC
3 +Yi, i (data - driven) 2 E +yi, i (data - driven)
= C 2 L
E T o2
E 015
£ 01—
= 005
(P O NN AU (SN SRR ) PR = : i NI V1 P
OO 3.5 00 0.5 1 1.5 2 3.5
|4 1A% il
CMS Phase-2 Simulation Preliminary CMS Phase-2 Simulation Preliminary
= =
S —— VBFMC § —— VBFMC
g —— ggH MC T 0.07 —— ggH MC
g —— yy MC % —— yy MC
= +Yj, jj (data - driven) | E 0.06 +Yj, jj (data - driven)

0.05

0.04/

0.03

0.02

0.0

P A A I i N, Livy

0 1 2 3 4 5 6 7 8

Anj;

Figure 5.12: Distributions of the input variables to the VBF BDT for the combination of
the 2016, 2017, and 2018 datasets.
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Training and validation of the VBF BDT

The VBF BDT is trained to discriminate between three classes, namely VBF, ggH and non-
Higgs backgrounds. The latter are is a mixture of diphoton, -jet and jet-jet processes, where
the data-driven background sample is used for v-jet and jet-jet events, The weights of all three
classes are equalised in training the BDT so that there is no bias towards the statistically
dominant process. The BDT is implemented as a Gradient-Boosted Classifier (GBC) in
XGBoost [164]. A range of hyper-parameters of the BDT are studied in order to maximise the
performance. The effect of changing the input variables or the BDT hyperparameters may be
gauged by monitoring the loss function or the receiver operating characteristic (ROC) curves,
discussed later in this section. Of the set of hyper-parameters studied, a train/test split of
90%/10%, a learning rate of 0.2, and a maximum tree depth 6, with all other parameters
set to default were found to give optimal performance [1]. The loss function that quantifies
model performance is the multi-class logarithmic loss function, otherwise known as the
cross-entropy. The cross-entropy increases as the predicted probability diverges from the
true class label, resulting in more penalisation for models that predict class probabilities far
from the true values.

BDT score distributions for the three classes are shown in Figures 5.13, 5.14 and 5.15.
The figures also compare the results of training the VBF BDT on MC-only backgrounds,
without the data-driven procedure applied. As expected, the truth VBF, ggH and non-Higgs
background processes receive the highest VBF, ggH and background scores respectively.
With the data-driven process included in the training inputs, it can be seen that the total
simulated background agrees well with the data. This serves as a validation that the simulated
background processes used to train the BDT are well modelled.
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Figure 5.13: VBF BDT VBEF score distribution for data events passing the VBF preselection
(black points), and for simulated background events (blue filled histogram). In the left (right)
plot, the data-driven background modelling is (not) used. Here, "ggh" denotes the ggH
process and "qqh" denotes VBF events and VH events which fall in the VBF STXS regions.
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Figure 5.14: VBF BDT background score distribution for data events passing the VBF
preselection (black points), and for simulated background events (blue filled histogram). In
the left (right) plot, the data-driven background modelling is (not) used. Here, "ggh" denotes
the ggH process and "qqh" denotes VBF events and VH events which fall in the VBF STXS
regions.
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Figure 5.15: VBF BDT ggH score distribution for data events passing the VBF preselection
(black points), and for simulated background events (blue filled histogram). In the left (right)
plot, the data-driven background modelling is (not) used. Here, "ggh" denotes the ggH
process and "qqh" denotes VBF events and VH events which fall in the VBF STXS regions.

A set of simulated events, generated in the same way as training events, are not used in
the training but are used as an independent check of the generalisation ability of the trained

VBF BDT. The result of the check is shown in Figures 5.16, 5.17 and 5.18, where it can be
seen that the test samples have been scored in a similar way to training samples, confirming
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that there has no over-training when the data-driven background modelling is used. These
figures further illustrate the poor quality of training and lack of generalisation ability when
the VBF BDT is trained on simulated samples only, without any data-driven background

modelling.
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Figure 5.16: A comparison of the VBF BDT output VBF scores between the training sample
(blue filled histogram) and the testing sample (red points) with (left) and without (right)
the data-driven background modelling implemented.
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Figure 5.17: A comparison of the VBF BDT output background scores between the training
sample (blue filled histogram) and the testing sample (red points) with (left) and without
(right) the data-driven background modelling implemented.
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Figure 5.18: A comparison of the VBF BDT output ggH scores between the training sample
(blue filled histogram) and the testing sample (red points) with (left) and without (right)
the data-driven background modelling implemented.

The diagnostic decision-making capability of the VBF BDT may be investigated through
receiver operating characteristic (ROC) curves. The probability that a true VBF event will be
assigned to the VBF class (true positive rate) is plotted against the probability that an event
from a different process (background or ggH) will be classified as VBF (false positive rate)
for different decision thresholds. These rates are representative of the network sensitivity and
1-specificity respectively. A classifier with a perfect discrimination capability would produce
a ROC curve with 100% sensitivity and 100% specificity that passes through the upper left
corner of the ROC plot. The area under a ROC curve, referred to as AUC, corresponds to
the average value of sensitivity over all specificity values or the average specificity over all
sensitivity values. Hence when the classifier is unable to distinguish between two classes, the
AUC is equal to 0.5 and the ROC curve coincides with the diagonal. However, for perfect
classification, the AUC is equal to 1 [165, 166]. ROC performances are evaluated both on
the testing and training samples and, if there is no overtraining, the two curves should be
similar. The ROC curves for the individual VBF, ggH and background classes are shown in
Figures 5.19, 5.20 and 5.21. These figures also include comparisons to the case where the
data-driven background modelling is not implemented.

It is clear that the use of the data-driven samples results in better discrimination and less
overtraining. The ROC curves give an idea of the sensitivity and specificity achievable at
different cuts on the output probabilities. This helps in understanding the cuts later defined
to construct the VBF categories
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Figure 5.19: ROC curves for the VBF class versus the ggH and background classes with the
training (solid yellow line) and testing (dashed blue line) datasets with (left) and without
(right) the data-driven background modelling implemented.
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Figure 5.20: ROC curves for the background class versus the ggH and VBF classes with the
training (solid yellow line) and testing (dashed blue line) datasets with (left) and without
(right) the data-driven background modelling implemented.
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Figure 5.21: ROC curves for the ggH class versus the VBF and background classes with the
training (solid yellow line) and testing (dashed blue line) datasets with (left) and without
(right) the data-driven background modelling implemented.
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In this analysis the signal model is taken from simulation. Therefore it is necessary
to ensure that there is reasonable agreement between data and simulation for signal-like
objects, for both the inputs to the diphoton BDT and the output score itself. Drell-Yan
Z — ee events, where the electrons are reconstructed as photons, are used to verify that
the input signal is properly simulated. The Z — ee events are selected through an inverted
electron veto while the trajectories from the electrons in the tracker are not considered in the
reconstruction. The invariant mass of the electron pair is required to lie within the Z boson
mass window (80-100 GeV). Drell-Yan processes are chosen for this validation since electron
and photon showers are similar and the Z — ee decay is relatively free from backgrounds.
All shower shape and photon isolation corrections discussed in the reconstruction (Section
5.2) are applied. A minimal re-weighting of simulated samples to match data, in bins of
Pree is applied, such that the simulated sample agrees with data by construction for this
variable. This is designed to correct for known pr mis-modelling in simulation, and improves
agreement in BDT inputs correlated with pre.. The VBF preselection criteria required to
enter the VBF-like analysis categories are also applied to the Z — ee events. Key systematics
affecting the input variables are included in the systematic band. These are the uncertainties
on the photon IDMVA, the og/F shift (where o is the photon energy resolution and E' is
the photon energy), and on the jet energy scale and resolution corrections (JES and JER
respectively).

The output score distribution for the BDT signal validation is shown in Figure 5.22
for each of the three classes for the combinatation of data taken in 2016, 2017, and 2018.
Reasonable agreement between data and MC is observed, and discrepancies are mostly
covered by the systematic uncertainties. Similar plots for all the VBF BDT input variables
can be found in Appendix B. The principal sources of di-jet systematic uncertainties are
jet reconstruction and pile-up jet identification efficiency. The latter is largely affected
by uncertainties on parton distribution functions and the QCD scale factor. Both the jet
energy scale (JES) and the jet energy resolution (JER) contribute to the jet reconstruction
efficiency. The jet energy scale may be shifted by £1o0 to estimate JES systematics, while
JER systematics are evaluated by comparing the average width of the jet pr distributions
at generator and reconstruction level (pg,.. — pr...) for jets in simulation. The migration
of events in and out of di-jet categories as a result of the mentioned jet reconstruction
systematics are also separately considered. The differences between data and simulation in
the pr and n distributions for Z + 1 jet events are further used to find the shift required
in order to cover the data/simulation disagreement and estimate pile-up jet identification
systematics. Additional studies have shown that without PUJID, low pr jets and high n
jets enter the analysis, such that the resulting JEC are larger. Large JECs in the plots have
been shown to come from cases where at least one of the jets is at | n | > 2.5.

Boundary optimisation for VBF categories

Each of five STXS VBF bins are targeted individually while the four STXS VBF-like ggH
bins are targeted as a group. For each of the target regions, two categories (tags) are defined
by simultaneously optimising cuts on the BDT VBF and ggH output probabilities and the
diphoton BDT score. The VBF score is maximised when targeting VBF-like VBF bins and
minimised when targeting the VBF-like ggH bins. The ggH score is minimised when targeting
VBF-like VBF bins and maximised when targeting the VBF-like ggH bins. Boundary values
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in a three-dimensional volume, where each dimension corresponds to a choice of boundary,
are evaluated. The point giving the highest overall significance (Equation 5.5) in the target
region is chosen. The parameter b,.4 is set to 3.

Zo = Jz ((s + b+ byeg) In (1 +- +Sbreg> - s> (5.5)
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Figure 5.22: The score distributions for the VBF, ggH, and background classes, from the
VBF BDT classifier in the Z — ee control region. The DY simulation (grey histogram) is
compared to data taken in 2016, 2017, and 2018 (black points) for each output score.

The optimised cuts defining each of the VBF-like categories is shown in Table 5.4
(with data-driven background modelling) and in Table 5.5 (without data-driven background
modelling), together with the expected composition and significances. The signal yields
shown in the table are extracted by fitting a simulated signal model to simulation signal
events and integrating in a window of 125 £ o.s¢. The background yield is derived by fitting
a smoothly falling function to data and and integrating in a window of 125 4+ o.s, where
the 0. is defined as the smallest interval containing 68.3% of the m,, distribution. The
expected VBF significance, obtained from summing individual VBF STXS bin significances
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in quadrature, is 5.8 (4.7) 0 with (without) the data-driven modelling procedure applied.
Thus, the data-driven modelling brings a substantial improvement (23% increase) in the
inclusive VBF significance.

Table 5.4: The expected number of signal and background events, and the expected signif-
icance of each category in the VBF phase space for all years, resulting from cuts on the
diphoton BDT, VBF probability, and ggH probability. The table also includes the VBF-like
ggH process. The data-driven background modelling procedure has been applied.

Bin Category | Diphoton BDT VBF probab\i/l]?c}li Bg]?gﬁ probability S B Significace
low, low %2 (1) 0.800, 0.779 0.379, 0.279 0.565, 0.726 Z:Z ;i? (1):2 1.8
high, low Ei (1) 0.790, 0.606 0.410, 0.260 0.583, 0.919 g:i 3472é?4 8:; 0.8
low, high %2 ? 0.826, 0.650 0.302, 0.137 0.928, 0.876 11?‘08 13; g; 3.8
high, high %g ? 0.800, 0.774 0.611, 0.218 0.362, 0.742 190'?’1 égg 1? 2.2
VBF BSM Eg (1) 0.918, 0.509 0.268, 0.051 0.756, 0.965 130_38 173?1 (Q)Z 3.0
VBF-like ggH Eg (1) 0.829, 0.720 0.599, 0.478 0.482, 0.319 1471:(5) 1115746.18 (1):2 1.2

Table 5.5: The expected number of signal and background events, and the expected signif-
icance of each category in the VBF phase space for all years, resulting from cuts on the
diphoton BDT, VBF probability, and ggH probability. The table also includes the VBF-like
ggH process. The data-driven background modelling procedure has not been applied.

Bin Category | Diphoton BDT VBE probab\i/lli?cf; Bgl,)ga probability S B Significance
low, low ?;;gg 10 0.827, 0.604 0.435, 0.370 0.657, 0.573 Z:g 199‘?4 (1]3 1.6
high, low %zi (1) 0.649, 0.636 0.460, 0.398 0.407, 0.698 f;’ ;}:3 8:;1 0.5
low, high TTZgg 10 0.780, 0.595 0.752, 0.407 0.659, 0.539 14;4 341'%2 ;:g 3.1
high, high Ei ? 0.783, 0.602 0.552, 0.390 0.413, 0.614 16%9 g;i ég 2.1
VBF BSM Ei (1) 0.795, 0.651 0.437, 0.356 0.661, 0.439 ?f gg (2):2 2.0
VBF-like ggH %2 (IJ 0.835, 0.552 0.456, 0.510 0.663, 0.312 125-§6 12702..42 (1)? 1.2

5.5.5 VH categorisation in the hadronic channel

Categories targeting the VH hadronic STXS Stage 1.2 bin are constructed using an additional
dedicated BDT. This is trained with the VH hadronic simulated process as signal, and all
other Higgs and non-Higgs processes treated trogether as background. As described in Section
5.5.3, the 7-jet and the jet-jet samples are replaced by a data-driven background sample. The
diphoton BDT score and the score from the VH hadronic BDT are simultaneously optimised

131



to define the final analysis categories. The use of a BDT to target the VH hadronic STXS bin
was not used in previous analyses. In particular, in Ref. [106], the bin was targeted through a
simple cut-based selection on the jets from the hadronic decays of the vector bosons. These
included cuts on the jet pr, m;; and a veto for electrons/photons reconstructed as jets. One
of the important variables identified in Ref. [106] for the discrimination of VH hadronic
from ggH was cos#*, the angle that the diphoton system makes, in the diphoton-dijet
centre-of-mass frame, with respect to the direction of motion of the diphoton-dijet system in
the lab frame. The distribution of this variable is rather uniform for VH events, while it is
strongly peaked at 1 for background and events from ggH production (Figure 5.22).

Input variables to the VH hadronic BDT
The input variables for the VH hadronic BDT are very similar to those used in the VBF

BDT. Variables that aid in identifying events consistent with the vector boson decay are
added, including cos 8*. The full list of input variables to the VH hadronic BDT are given
below. These input distributions are shown for VH and background processes (including
ggH) in Figure 5.22, for the combination of the 2016, 2017, and 2018 simulated samples.
Good separation between classes is seen in inputs such as pr and cos 6*.
o the transverse momentum of the lead photon divided by the diphoton invariant mass
(p7' /M)
o the transverse momentum of the subleading photon divided by the diphoton invariant
mass (py /M.y )
« the transverse momenta of the two leading jets (pl ,p2?)
« the pseudorapidities of the two leading jets (n;,,1;,)
o the difference in pseudorapidity of the two leading jets (An;;)

« the dijet invariant mass, m,;

e cosf*, where 6 is the angle that the diphoton system makes, in the diphoton-dijet
centre-of-mass frame, with respect to the direction of motion of the diphoton-dijet
system in the lab frame.
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Figure 5.22: Distribution of the input variables to the VH BDT. Events in the distributions
are required to pass the full VH preselection.
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Training and validation of the VH hadronic BDT

The VH BDT is trained to discriminate between two classes, namely VH hadronic and all
backgrounds (non-Higgs backgrounds and ggH). The data-driven background sample is used
for v-jet and jet-jet events. The sum of weights of the signal and background processes are
equalised to reduce bias in the training. Given there are two classes, the loss function is a
binary logistic one. Of the set of hyper-parameters studied, a train/test split of 90%/10%, a
learning rate of 0.4, and a maximum tree depth 6, with all other parameters set to default
were found to give optimal performance [1].

The BDT score distribution is shown in Figure 5.23. The figure also compares the
result of training the VH hadronic BDT on MC-only backgrounds, without the data-driven
procedure applied.

As expected, the truth VH hadronic events receive the highest VH hadronic BDT score.
With the data-driven process included in the training inputs, it can be seen that the total
simulated background agrees well with the data.

CMS 137 fb~1 (13 TeV) CcMs 137 fb~1 (13 TeV)

[ gghx10? mmm background 1 gghx10? Ji

1 qqhx10° stat error on background 1 qghx10° == background
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Figure 5.23: VH BDT score distribution for data events passing the VH preselection (black
points), and for simulated background events (blue filled histogram). In the left (right) plot,
the data-driven background modelling is (not) used.

As done with the VBF BDT, a set of events, generated in the same way as training events,
are not used in the training but are used as an independent check of the generalisation ability
of the trained VH hadronic BDT. The result of the check is shown in Figure 5.24, where
it can be seen that the test samples have been scored in a similar way to training samples,
confirming that there has no over-training when the data-driven background modelling is
used. These figures further illustrate the poor quality of training and lack of generalisation
ability when the VH hadronic BDT is trained on simulated samples only, without any
data-driven background modelling.
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Figure 5.24: A comparison of the VH hadronuc BDT output background scores between the
training sample (blue filled histogram) and the testing sample (red points) with (left) and
without (right) the data-driven background modelling implemented.

The ROC curves for the binary classifier are shown in Figure 5.25. This figure also includes
a comparison to the case where the data-driven background modelling is not implemented.
It is clear that the use of the data-driven samples results in better discrimination and less
overtraining.

!

0.8

=
o

0.6 /

0.4

=
i

true positive rate [ = sensitivity)
true positive rate ( « sensitivity)
~

=
)

0.24

vh vs rest
AUC train 0.863 luck
AUC test 0.785

vh vs rest
AUC train 0.857 luck
AUC test 0.851 0.0

ROC train
oo = ROC test

ROC train
— ROC test

oo 0z 04 06 08 10 0.0 0.2 0.4 0.6 0.8 1.0
false positive rate [ = 1-sensitivity) false positive rate (x 1-sensitivity)

Figure 5.25: ROC curves for the VH hadronic class versus all backgrounds with the training
(solid yellow line) and testing (dashed blue line) datasets with (left) and without (right) the
data-driven background modelling implemented.

Drell-Yan Z — ee events, where the electrons are reconstructed as photons, are used to
verify that the input variables are properly simulated, as done with the VBF BDT. A VH
hadronic pre-selection is applied whereby the pr of both the leading and sub-leading jets are
required to be greater than 30 GeV, and the dijet mass is required to be between 60-120 GeV.

The signal validation for the VH hadronic BDT output score is shown in Figure 5.26.
Reasonable agreement between data and MC is observed, and discrepancies are mostly within
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the systematic uncertainties. For reference, similar validations for the input variables to the
VH hadronic BDT with data from all three years, and simulation, are given in Appendix C.
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Figure 5.26: The score distributions from the VH hadronic BDT classifier in the Z — ee
control region. The DY simulation (grey histogram) is compared to the combination of data
taken in 2016, 2017, and 2018 (black points)

Boundary optimisation

The final categories are defined by placing thresholds on the VH BDT output score and the
diphoton BDT. It is found that two categories are required to reach the optimal sensitivity.
Further increasing the number of categories results in less than 1% increase in significance.
The resulting categories are summarised in Table 5.7 with the optimised boundaries. The
improvement in significance over a cut-based analysis, as was performed for the previous
version of the analysis with a VH hadronic tag included [106], is slightly more than 20%.
The signal yields shown in the table are extracted by fitting a simulated signal model to
simulation signal events and integrating in a window of 125 £+ o.¢s. The background yield is
derived by fitting a smoothly falling function to data and and integrating in a window of
125 £ 0.p. The expected VH significance is 1.47 (1.34) o with (without) the data-driven
modelling procedure applied.

Table 5.6: This table shows the expected number of signal and background events, and
the expected significance of categories targeting the VH hadronic process. The data-driven
background modelling procedure has been applied.

Category ‘ VH BDT score ‘ Diphoton BDT score ‘ S ‘ B ‘ Significance
VH hadronic Tag 0 >(0.842 >(.832 5.8 | 12.7 | 1.25 147
VH hadronic Tag 1 | 0.613 - 0.842 >0.745 11.1 | 168 | 0.79 ’
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Table 5.7: This table shows the expected number of signal and background events, and
the expected significance of categories targeting the VH hadronic process. The data-driven
background modelling procedure has not been applied.

Category ‘ VH BDT score ‘ Diphoton BDT score ‘ S ‘ B ‘ Significance
VH hadronic Tag 0 >0.703 >(0.805 13.4 | 103.2 | 1.28 134
VH hadronic Tag 1 0.288-0.703 >0.834 7.3 | 307.3 | 0.41 '

5.6 Event categorisation in the tHq hadronic channel

The STXS analysis in Ref. [1] only targets leptonic tHq production. In this section, the
construction of a category, specifically targeting hadronic tHq production, is described. Due
to the similarities between the final state topologies, there is a significant overlap in the
signal regions for ttH and tHq events. In the full Run II ttH STXS analysis [167], it was
found that the level of contamination from tHq is between 6-9% in each ttH analysis category.
Since in the H — ~~ analysis framework, the analysis categories implemented by defining a
priority for each tag, the yields in the ttH and tHq categories will therefore depend on the
ordering, with the higher priority tag being assigned the events which could have potentially
entered either category. Thus, the tHq hadronic tag is given priority over the ttH hadronic
tag given the similarity in the decay products between the two processes and the smaller tHq
hadronic cross-section; this order allows a relatively pure tHq hadronic tag to be constructed
with minimal ttH hadronic contamination, although the correlation between these categories
is expected to remain high.

In this section, two BDTs are used. One BDT is used to reject possible ttH events from
entering the tHq hadronic tags. This ensures the minimum possible contamination, and
therefore reduces the anti-correlation between the two in the final result extraction. The
second BDT is used to discriminate between tHq hadronic events and non-Higgs boson
backgrounds.

5.6.1 tHq kinematics

As decribed in Section 2.2, the final state of the tHq production process consists of a Higgs
boson, a top quark and a quark. The top quark decays to a bottom quark and a W boson;
the W boson may decay hadronically or leptonically. Since the Higgs boson is being radiated
from the one of the heavier legs of a t-channel process, the light quark is expected to have
high rapidity and this can be seen from the forward jet n distribution. Therefore, these
special features, namely the forward jet 1 and the angular separation of the forward jet with
different final state objects, are considered in the categorisation to select tHq events.

Note that the middle diagram in Figure 2.6 is actually a VBF process. Normally we
would want to target this process in the VBF categorisation but, since at reconstruction-level,
only the final objects are visible, the process is considered in the tHq categories. Correlations
with the VBF categories are quantified in Chapter 6. The definitions of the ttH and tHq
STXS bins with SM cross-section predictions are given in Table 5.8. These correspond to
the purple and yellow entries in Figure 5.2.

The hadronic tHW process, which has similar final states (one additional final state
quark) to the hadronic tHq final state, is also considered in this section. The SM predicts
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production cross-sections of about 71, 16, and 2.9 fb for the t-channel process, the tHW
process, and the s-channel process respectively, at a centre-of-mass energy of /s = 13 [40].
The full Run IT dataset is not expected to be sensitive to the tHW process individually.

Table 5.8: Definition of the ttH and tH STXS bins. The product of the cross-section and
branching fraction (B), evaluated at /s = 13TeV and my = 125 GeV, is given for each
bin in the last column. The fraction of the total production mode cross-section from each
STXS bin is also shown. Unless stated otherwise, the STXS bins are defined for yg < 2.5.
Events with yy > 2.5 are mostly outside of the experimental acceptance and therefore have
a negligible contribution to all analysis categories.

Definition Fraction of cross-section

STXS bin units of p# in GeV ttH tHq tHW osuB (fb)
ttH forward 1.35% - - 0.016
tH forward yg > 2.5 - 2.79%  1.06% 0.005
ttH pH < 60 No jet requirements, p2 < 60 22.42% - - 0.259
ttH 60 < pi < 120 No jet requirements, 60 < p¥ < 120  34.61% - - 0.400
ttH 120 < p < 200 No jet requirements, 120 < pf < 200 25.60% - - 0.296
ttH 200 < pH < 300 No jet requirements, 200 < p < 300 10.72% - - 0.124
ttH pi > 300 No jet requirements, p > 300 5.31% - - 0.061
tH No additional requirements - 97.21% 98.94% 0.204

5.6.2 tHq hadronic selection

The cuts applied in the tHq hadronic preselection are outlined in Table 5.9. Although the
hadronic tHq process has four jets in the final stage, only three jets or more are required in
the preselection to allow for jet merging and other inefficiencies in the reconstruction. It was
also found better not to place a cut on the number of b-jets before training the BDT.

Table 5.9: The cuts applied on reconstruction-level event variables to select tHq hadronic
events before the full categorisation process.

tHq preselection

100 < m., < 180 GeV
pr /myy > 1/3
Pr/may > 1/4

photon ID scores > —0.7
number of jets > 2
PP, P, P > 25 GeV
Ale’Yl’ Aijm ARjz’Yl? ARjﬂz’ ARJ’:&;’H? ARj

> 0.4

3,72

5.6.3 Discrimination vs ttH

A BDT is trained to discriminate between hadronic tHq events and ttH events. Hadronic
tHW processes which pass the tHq hadronic preselection are considered together with tHq
hadronic in the signal class when training the BDT. This method gives better discrimination
against ttH than when the tHW process is considered as part of the background class.
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Input variables to tHq hadronic BDT vs ttH

The input variables to the tHq hadronic BDT vs ttH, listed below and shown in Figures
5.27-5.30, are chosen to maximise the discrimination of tHq hadronic events from the ttH
processes. The output of a b quark tagging algorithm is also used [167].

o the transverse momentum of the leading and subleading photons divided by the
diphoton invariant mass (p}' /My, Py /Meyy)

o the transverse momentum of the diphoton system divided by the diphoton invariant

mass (pr’ /m.,)

» the difference in distance, in n-¢ coordinate space, between the lead and sublead
photons (AR,,)

+ the cosine of the angle in ¢ between the lead and sublead photons (cos ¢.-)

« the pseudorapidity of the lead and sublead photons (1,,, 7,,)

« the ¢ value of the lead and sublead photons (¢.,, ¢,)

o electron veto values for the lead and sublead photons (leadPixelSeed, subleadPizelSeed)
« the minimum photon ID score out of the lead/sublead photons (min photon IDMVA)
e the maximum photon ID score out of the lead/sublead photons (maz photon ID MVA)
o the number of jets, the number of b jets, the number of central jets

o the transverse momentum and pseudorapidity of the most forward jet (pr and n of
most forward jet)

» b-tagging scores of the two jets receiving the highest b-tagging scores (highest and
second highest b-scores)

o the transverse momentum of the jet receiving the highest b-tagging score (b-jet 1 pr)

 the b-tagging scores of the three most forward jets (jet 1 b-score, jet 2 b-score, jet 3
b-score)

o the transverse momentum of the three most forward jets (jet I pr, jet 2 pr, jet 3 pr)
« the pseudorapidity of the three most forward jets (jet 1 n, jet 2 n, jet 3 n)

« the difference in distance, in n-¢ coordinate space, between the lead photon and the
most forward jet (AR,,;,)

« the difference in distance, in 7-¢ coordinate space, between the sublead photon and
the most forward jet (AR,,;,)

o the difference in distance, in 7-¢ coordinate space, between the jet receiving the highest
b-tagging score and the most forward jet (AR, ;,)

o the rapidity of the diphoton system (diphoton rapidity)
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Figure 5.27: Distribution of the input variables to the tHq hadronic BDT vs ttH for the
combination of the 2016, 2017, and 2018 datasets. Events in the distributions are required
to pass the full tHq hadronic preselection.
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Figure 5.29: Distribution of the input variables to the tHq hadronic BDT vs ttH for the
combination of the 2016, 2017, and 2018 datasets. Events in the distributions are required
to pass the full tHq hadronic preselection.
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Figure 5.30: Distribution of the input variables to the tHq hadronic BDT vs ttH for the
combination of the 2016, 2017, and 2018 datasets. Events in the distributions are required
to pass the full tHq hadronic preselection.
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Training and validation of the tHq hadronic BDT vs ttH

The tHq hadronic BDT vs ttH is trained to discriminate between two classes, namely tHq
(with tHW included) and ttH. The sum of weights of the signal and background processes
are equalised to reduce bias in the training. Of the set of hyper-parameters studied, a
train/test split of 90%/10%, a learning rate of 0.4, and a maximum tree depth 6, with all
other parameters set to default were found to give optimal performance.

The BDT score distribution is shown in Figure 5.31. The figure shows both distri-
butions normalised by the process and the distributions normalised to the full Run II
luminosity with the data included. As expected, the truth tHq hadronic events receive the
highest tHq hadronic BDT score. Given that the data is expected to be more background-like
(non-Higgs boson backgrounds) than signal like, these distributions are not expected to
match between simulation and data.

CMS simulation CMS simulation 137 fo~! (13 TeV)
035
COttH [ tHg 0.25 —ttH ¢ data
— tHw . tHW MC bkg normalised to data
- tHg

0.25

o
N
S

normalised events
°
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0985 0.2 6.4 0.6 0.8 1o 0.08; X Lo
BDT score BDT score

Figure 5.31: tHq hadronic BDT vs ttH score distribution for data events passing the
tHq preselection (black points), and for simulated signal and background events (coloured
histograms. The left plot shows a distributions normalised by process and the right plot
shows distributions normalised to the full Run IT luminosity, with the different process
histograms stacked.

As done with the qqH BDTs, a set of events, generated in the same way as training events,
are not used in the training but are used as an independent check of the generalisation ability
of the trained tHq hadronic BDT vs ttH. The result of the check is shown in Figure 5.32,
where it can be seen that the test samples have been scored in a similar way to training
samples, confirming that there has no overtraining.
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Figure 5.32: A comparison of the tHq hadronic BDT vs ttH output scores between the
training sample (blue filled histogram) and the testing sample (red points).

The diagnostic decision-making capability of the tHq hadronic BDT vs ttH is investigated
through ROC curves. The probability that a true tHq hadronic event will be will be assigned
to the tHq hadronic class (true positive rate) is plotted against the probability that an
event from ttH will be classified as tHq hadronic (false positive rate) for different decision
thresholds. The ROC curves for the binary classifier are shown in Figure 5.33.
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Figure 5.33: ROC curves for the tHq hadronic class versus ttH with the training (solid yellow
line) and testing (dashed blue line) datasets.

The BDT trained to separate tHq from the ttH background is validated with the dedicated
ttZ and tZq control region events. The tZq and ttZ modes have very similar kinematics to
tHq and ttH processes respectively, which gives a test of the data and simulation agreement
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in the MVA distributions. The invariant mass of the electron pair is required to lie within
the Z boson mass window (80-100 GeV). All the tHq hadronic selections in Table 5.9, except
the cut on the diphoton invariant mass, are also applied.

The signal validation for the tHq hadronic BDT vs ttH output score is shown in Figure
5.34. Several other backgrounds are also included in this validation, namely jet-jet, v-jet
and Drell-Yan events. Reasonable agreement between data and simulation is observed, and
discrepancies are mostly covered by the statistical uncertainties. It is to be noted here that
the tZq yield is very small and the test is not perfect for this reason.
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Figure 5.34: The BDT score (denoted here by PredY _witH) distributions from the tHq
hadronic BDT vs ttH classifier in the Z — ee control region. The simulation (stacked
coloured histograms) is compared to the combination of data taken in 2016, 2017, and 2018
(black points).

5.6.4 Discrimination vs non-H backgrounds

The second BDT used in the tHq hadronic categorisation is a classifier used to discriminate
tHq hadronic events from non-Higgs boson backgrounds. The simulated backgrounds used
while training the BDT include vy, v+jet, tt+vyv, tt+vy+jet, t+y-+jet, tt+jets, jet-jet events.

Input variables

The input variables to the tHq hadronic BDT vs non-H backgrounds are chosen to maximise
the discrimination of the tHq hadronic events from the non-H backgrounds. The output of
a b quark tagging algorithm is also used. The list of chosen input variables is given below,
with plots of the normalised input variable distributions given in Figures 5.37-5.40. In the
variable distributions, it can be seen that diphoton, jet-jet, and ~-jet backgrounds dominate
the tHq preselection region.

146



the transverse momentum of the lead and sublead photons divided by the diphoton
invariant mass ( pJ' /My, DI /Myy)

the transverse momentum of the diphoton system divided by the diphoton invariant

mass (pg' /M)

the difference in distance, in 7-¢ coordinate space, between the lead and sublead
photons (AR,,)

the rapidity of the diphoton system (diphoton rapidity)
the cosine of the helicity angle of the diphoton system (cos(helicity angle(6)))
electron veto values for the lead and sublead photons (leadPizelSeed, subleadPizelSeed)

the minimum of the photon ID scores of the lead/sublead photons (min photon IDMVA
score)

the maximum of the photon ID scores of the lead /sublead photons (mazx photon IDMVA
score)

the number of jets
the number of b jets
the number of central jets

b-tagging scores of the three jets receiving the highest b-tagging scores (highest, second
highest and third highest b-score)

the transverse momentum of the three jets receiving the highest b-tagging scores (b-jet
1 pr, b-jet 2 pr, b-jet 3 pr)

the pseudorapidity of the three jets receiving the highest b-tagging scores (b-jet 1 7,
b-jet 2 m, b-jet 3 n)

the b-tagging scores of the three most forward jets (jet 1 b-score, jet 2 b-score, jet 3
b-score)

the transverse momentum of the three most forward jets (jet 1 pr, jet 2 pr, jet 3 pr)
the pseudorapidity of the three most forward jets (jet 1 n, jet 2n, jet 3 n)

the difference in distance, in 7-¢ coordinate space, between the lead photon and the
most forward jet (AR,,;,)

the difference in distance, in 7-¢ coordinate space, between the sublead photon and
the most forward jet (AR,,;,)

the difference in distance, in 1-¢ coordinate space, between the jet receiving the highest
b-tagging score and the most forward jet (AR, ;,)
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Figure 5.35: Distribution of the input variables to the tHq hadronic BDT vs non-H back-
grounds for the combination of the 2016, 2017, and 2018 datasets. Events in the distributions
are required to pass the full tHq hadronic preselection.
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Figure 5.37: Distribution of the input variables to the tHq hadronic BDT vs non-H back-
grounds for the combination of the 2016, 2017, and 2018 datasets. Events in the distributions
are required to pass the full tHq hadronic preselection.
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Figure 5.38: Distribution of the input variables to the tHq hadronic BDT vs non-H back-
grounds for the combination of the 2016, 2017, and 2018 datasets. Events in the distributions
are required to pass the full tHq hadronic preselection.
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Figure 5.39: Distribution of the input variables to the tHq hadronic BDT vs non-H back-
grounds for the combination of the 2016, 2017, and 2018 datasets. Events in the distributions
are required to pass the full tHq hadronic preselection.
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Figure 5.40: Distribution of the input variables to the tHq hadronic BDT vs non-H back-
grounds for the combination of the 2016, 2017, and 2018 datasets. Events in the distributions
are required to pass the full tHq hadronic preselection.
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Training and validation of the tHq hadronic BDT vs non-H backgrounds

The tHq hadronic BDT vs non-H backgrounds is trained to discriminate between two classes,
namely tHq (with tHW included) and non-H backgrounds grouped together. Of the set
of hyper-parameters studied, a train/test split of 80%/20%, a learning rate of 0.3, and a
maximum tree depth of 4, with all other parameters set to default were found to give optimal
performance.

The BDT score distribution is shown in Figure 5.41. The figure shows both distri-
butions normalised by the class and the distributions normalised to the full Run II luminosity
(using SM branching fractions) with the data included. As expected, the truth tHq hadronic
events receive the highest tHq hadronic BDT score. It can be seen that the total simu-
lated background agrees well with the data. This serves as a validation that the simulated
background processes used to train the BDT are well modelled.

102 EMS simulation CMS simulation 137 fb1 (13 Tev)
1 tHq [ tt+ jets 3 tHg [ttty jet
T W ot ptjet I tHw t+y et
== ged t+y+jet 105 == qed ety
B ytjet e gy . 0 v+ jet i bkg MC error
= w mem bkg MC error * *

normalised events

10 0.0 .. 3 X 0.8 10

BDT score BDT score

Figure 5.41: tHq hadronic BDT vs non-H backgrounds score distribution for data events
passing the tHq preselection (black points), and for simulated signal and background events
(coloured histograms). The left plot shows a distributions normalised by process and the
right plot shows distributions normalised to the full Run II luminosity.

As done with previous BDTs, a set of events, generated in the same way as training
events, are not used in the training but are used as an independent check of the generalisation
ability of the trained tHq hadronic BDT vs non-H backgrounds. The result of the check
is shown in Figure 5.42, where it can be seen that the test samples have been scored in a
similar way to training samples, confirming that there has no overtraining.
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Figure 5.42: A comparison of the tHq hadronic BDT vs non-H backgrounds output scores
between the training sample (blue filled histogram) and the testing sample (red points).

The diagnostic decision-making capability of the tHq hadronic BDT vs non-H backgrounds
is investigated through ROC curves. The probability that a true tHq hadronic event will
be assigned to the tHq hadronic class (true positive rate) is plotted against the probability
that an event from the non-H backgrounds will be classified as tHq hadronic (false positive
rate) for different decision thresholds. The ROC curves for the binary classifier are shown in
Figure 5.43.
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Figure 5.43: ROC curves for the tHq hadronic class versus non-H backgrounds with the
training (solid yellow line) and testing (dashed blue line) datasets.

The BDT trained to separate tHq from non-H backgrounds is validated with the dedicated
ttZ and tZq control region events. The invariant mass of the electron pair is required to lie
within the Z boson mass window (80-100 GeV). All the tHq hadronic selections in Table 5.9,
except the cut on the diphoton invariant mass, are also applied. The signal validation for the
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tHq hadronic BDT vs non-H backgrounds output score is shown in Figure 5.44. Reasonable
agreement between data and simulation is observed, and discrepancies are mostly covered by
the statistical uncertainties.
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Figure 5.44: The score (denoted by PredY nonH) distribution from the tHq hadronic BDT
vs non-H backgrounds classifier in the Z — ee control region. The simulation (stacked
coloured histograms) is compared to the combination of data taken in 2016, 2017, and 2018
(black points).

5.6.5 Category optimisation

The final categories are defined by placing thresholds on the tHq hadronic BDT vs ttH
output score and the tHq hadronic BDT vs non-H backgrounds output score. It is found
that one category is sufficient to reach the optimal sensitivity. The resulting categories
are summarised in Table 5.10 with the optimised boundaries. The signal yields shown in
the table are extracted by fitting a simulated signal model to simulation signal events and
integrating in a window of 125 & o.¢s. The background yield is derived by fitting a smoothly
falling function to data and and integrating in a window of 125 +o.¢;. Note that the
fact that there is contamination from ttH processes, and the fact that ttH measurements
have some uncertainty, affects the measurement of the tHq hadronic production and the
correlations are studied in Chapter 6.

Table 5.10: The expected number of signal and background events, and the expected
significance of categories targeting the tHq hadronic process.

signal
No.cat. | Cat. BDT vs BDT vs tHq + | data | ttH data + Sig. Total
ttH score non-H score ttH sig.
tHW
1 Tag 0 | >0.11 >0.943 0.819 | 8.169 | 2.001 | 10.17 | 0.223 | 0.223
Tag 0 | >0.11 >0.946 0 9999 |0 9999 0
Tag 1 | 0.062 - 0.11 | 0.628 - 0.946 | 0.813 | 8.164 | 1.979 | 10.143 | 0.222 | 0.222
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5.7 Event categorisation in other production channels

This section briefly describes the categorisation process for the remaining production modes
(other than qqH and hadronic tHq) measured in the STXS Stage 1.2 framework. These
categorisation techniques are not part of the work of this thesis but are used in the full
Stage 1.2 categorisation process, and hence in the final measurements in Chapter 6. The full
details of these studies may be found in Ref. [1].

The ggH BDT is used to target the ggH STXS bins; the BDT targets the eight bins
defined by zero, one and two jets with p# < 200 GeV and mj; < 350 GeV. All events in
the four ggH STXS bins with pX > 200 GeV are grouped together and form the ninth bin
targeted by the ggH BDT. The diphoton BDT is used, after events are classified by the ggH
BDT, to define analysis categories within each of the nine bins.

The leptonic VH categorisation process targets events in which the Higgs boson is produced
in association with a W or Z vector boson that subsequently decays leptonically. A dedicated
BDT is used in each of the three leptonic VH channels where the final states include zero,
one, or two charged leptons. The ZH leptonic BDT targets the Z(I{)H production mode, with
events with two same-flavour reconstructed leptons with a dilepton invariant mass consistent
with the Z boson decay (60 < my < 120 GeV). The Run II dataset is not sensitive to the
individual leptonic ZH STXS bins, and thus the leptonic ZH mode is targeted inclusively.
Boundaries on the ZH leptonic BDT score are used to define ZH leptonic categories. The
WH leptonic BDT targets the W(lrv)H production mode, with events with one reconstructed
lepton, and additional cuts on the photon ID BDT. The Run II dataset is sensitive to a
reduced set of leptonic WH STXS bins, defined by pJ7 < 75 GeV, 75 < pi? < 150 GeV, and
pr > 150GeV. The VH MET BDT is used to target the Z(vv)H production mode, with
events with no reconstructed leptons and a missing transverse momentum of p*** > 50 GeV.
These categories also receive contributions from W(lv)H processes.

The ttH categorisation process targets leptonic and hadronic decays of the top quarks
separately. Additionally the leptonic tHq mode is also targeted as part of the ttH categorisa-
tion. A deep neural network, called the top DNN, is used to distinguish between leptonic
tHq events and ttH events (leptonic and hadronic). In each of the three resulting bins
(leptonic tHq, leptonic ttH, hadronic ttH), a dedicated BDT is used to reduce non-Higgs
boson backgrounds. These BDTs are called tHq BDT-bkg, ttH leptonic BDT-bkg and ttH
hadronic BDT-bkg respectively. The final tHq leptonic analysis category is defined by a cut
on both the top DNN and the tHq BDT-bkg. The ttH hadronic channel is defined by zero
isolated leptons, while the leptonic channel requires one or more isolated leptons. The inputs
to the ttH leptonic and ttH hadronic BDTs are photon, lepton and jet kinematics, but also
scores from a top quark tagger and background-specific DNNs. The events are then split
into the specific STXS bins using the reconstructed p7.’ values.

5.8 Summary

The CMS detector uses information from all of its subdetectors in order to reconstruct
different types of particles, using a technique known as particle low. Photon candidates
reconstructed by the particle flow algorithm are subjected to a set of selection requirements
before entering the H — ~~ analysis. In particular, a diphoton BDT uses information from
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the photon ID BDT, the vertex identification BDT, the per-event mass resolutions together
with kinematic variables of the diphoton system, to assign scores to diphoton events.

Candidate events from the reconstruction are categorised using reconstruction-level
event variables to target the particle-level bins of the STXS Stage 1.2 framework. The
framework allows events to be separated into the different production modes and into different
kinematic regions within the production modes. The qqH region of the STXS Stage 1.2
framework consists of five VBF-like bins and one VH-like bin which are targeted in the
categorisation, while the remaining bins are constrained to their SM expectations. Events
from the reconstruction are required to pass preselection criteria before being categorised.
Two BDTs, namely a VBF BDT and a VH hadronic BDT are trained to categorise events into
the target STXS bins. Notably, the VBF BDT provides sensitivity to four VBF-like ggH bins
in the ggH region of the STXS framework. The BDTs are trained on simulated events and
for simulated backgrounds involving jet-jet and 7-jet processes, a data-driven background
modelling procedure is adopted to improve the BDT performance. The use of the data-driven
background modelling was found to increase the expected observation significance in each
of the qqH STXS bins targeted by approximately 4-50%, the inclusive VBF significance by
~20%, and the inclusive VH significance by ~10%. The hyperparameters of the BDTs are
optimised to maximise discrimination in simulation, while preserving the generalisability
of the algorithms. The simulated background samples used in the training are validated
by comparisons to data while the simulated signal models are validated using Drell-Yan
events where the electrons are reconstructed as photons. The output scores from the BDTs
indicate how signal- or background-like an event is and may be used to set thresholds or
boundaries to define categories within the target STXS bins. These boundaries are defined
by optimising cuts on the VBF (or VH) BDT output scores and the diphoton BDT output
score simultaneously. The weights of the trained BDTs are stored and are applied to data
events during the categorisation process.

An additional tHq hadronic tag is defined to target tHq processes where the vector boson,
from the top quark decay, decays hadronically. Two BDTs are trained to target this process;
one BDT is trained to provide discrimination against ttH processes while a second BDT
prvides discrimination against non-Higgs boson background processes. Boundaries on the
scores from these two BDTs are optimised simultaneously to define the tHq hadronic tag.

A summary of the different regions of the analysis and the targeted STXS stage 1.2 bins
is shown in Table 5.11.
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Table 5.11: Description of the different STXS categorisation regions, listed in descending
order of priority in the first column. The priority is used to perform the category assignment
for events which pass the requirements for more than one analysis category. The second
column shows each targeted STXS bin, or merged group of bins, together with the number of
associated analysis categories. The last row contains the bins for which no analysis categories
are constructed.

Categorisation Particle level STXS bin, Number of
region (units in GeV) categories
tHq leptonic tHq 1

ttH plf < 60 3

tH 60 < pl < 120 3
ttH leptonic  ttH 120 < p¥ < 200 2

ttH 200 < p2 < 400 1

ttH plf > 300 1

. all ZH lep and

ZH leptonic 74 lep bins (10 bins total) 2

WH lep p} < 75 2
WH leptonic  all WH lep 75 < p¥ < 150 (3 bins total) 2

WH lep p¥ > 150 1
VH MET all VH leptonic bins (15 bins total) 3
tHq hadronic  tHq

ttH plf < 60

ttH hadronic

ttH 60 < pif < 120
ttH 120 < p# < 200
ttH 200 < p2 < 400
ttH pf > 300

VBF

qqH VBF-like low m;; low pi7
qqH VBF-like low m;; high pgjj
qqH VBF-like high m;; low pj’?
qqH VBF-like high m,; high pi”/
qqH BSM

all ggH VBF-like (4 bins total)

VH hadronic

qqH VH-like

ggH

ggH 0J low p2

ggH 0J high pZ

ggH 1J low p2

ggH 1J med pif

ggH 1J high pZ
goH >2J low pi
ggH >2J med pZ
ggH >2J high pi’
ggH 200 < p# < 300
ggH 300 < pi < 450
ggH 450 < plf < 650
geH plf > 650

o RN WWWWWWWW N (DD NDDNNDDNWEREWW =

No categories

qu 0J, 1J, mj; < 60,120 < mj; < 350,
bbH, tHW, (6 bins total)
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Chapter 6

Higgs boson measurement results and

uncertainties

6.1 Introduction

The categories defined in Chapter 5 are used as regions within which maximum likelihood fits
of the signal and background models to the observed m.,, distributions in data are performed.
Event yields from these fits are in turn used to measure Higgs boson properties.

The elements of the fitting process are presented in this chapter and include signal and
background models for the m., distributions in each analysis category. The signal models
are derived from simulation while the data-driven background models use a combination
of different functions to describe the smoothly falling m,., background spectrum with the
discrete profiling method [168]. The statistical procedure is identical to that used in previous
CMS H — ~v analyses [1, 3, 106].

This chapter further describes the treatment of uncertainties, both statistical and system-
atic, which affect the fits and the measurements made. The systematic uncertainties include
both theoretical and experimental uncertainties. Every uncertainty is accounted for in the
fitting procedure in the form of a nuisance parameter, which is any parameter of the signal
and background model for which an uncertainty interval is not constructed. The values of
nuisance parameters are allowed to vary in the fits; the nuisance parameters are said to be
profiled.

The expected event yields in the various categorisation regions defined in Chapter 5 are
presented and these shed light on the sensitivity to various processes in the analysis and on
the levels of contamination from non-target processes within categories.

The values of the parameters of interest are estimated using the profile likelihood test
statistic, whereby twice the negative log-likelihood (2NLL) is minimised simultaneously in all
analysis categories. The best-fit value of a parameter and its uncertainty may be extracted
from the resulting 2NLL curve. The process of profiling nuisance parameters widens the
2NLL curve and increases the uncertainty in the measured parameter. In this analysis,
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the measurements made include those of signal strength modifiers, cross-sections in two
bin-merging scenarios of the STXS framework, and coupling modifiers. Additionally, the
correlations between the various parameters measured are also presented.

Most of the elements of this analysis were first presented in Ref. [1], where the results
after including the VBF BDT and the VH hadronic BDT (Chapter 5) were reported. Thus
the results in this chapter are expected to be very close to the results presented in Ref. [1], the
only difference being the effects arising from the addition of the new tHq hadronic category
described in Chapter 5.

6.2 Systematic uncertainties

The systematic uncertainties considered in this chapter are mostly unchanged from those
used in previous STXS analyses [1, 3].

The systematic uncertainty associated with the data-driven background estimation is
treated using the discrete profiling method, as described in Section 6.3.2. The systematic
uncertainties which affect the signal model are handled in one of two ways. Uncertainties
which modify the shape of the m,, distribution are included in the signal modelling process
as nuisance parameters. These uncertainties are generally experimental uncertainties relating
to the energy of the individual photons. Uncertainties which do not change the shape of the
m.~ distribution are treated as a log-normal variation in the event yield. These uncertainties
include theoretical uncertainties, and experimental uncertainties such as those relating to
the BDTs used in the event categorisation process. The magnitude of the impact of each
uncertainty on the measured quantities is determined individually in each signal bin in each
analysis category.

6.2.1 Theoretical uncertainties

Theoretical uncertainties in the overall cross-sections are considered as uncertainties in the
SM predictions and are not included in the cross-section measurement uncertainty in each
STXS bin. Uncertainties relating to the event kinematics which affect the distributions
of variables used in the event selection and categorisation processes are included in the
cross-section measurement uncertainty in each STXS bin. Both types of uncertainties, i.e
cross-section and event kinematics uncertainties, are included in the measurement of signal
strengths and coupling modifiers. When deriving the effect on the kinematic distributions,
the impact on the STXS bin cross-section normalisation is factored out to avoid double
counting.
The sources of theoretical uncertainty considered in this analysis are outlined below:

o QCD scale uncertainties: these uncertainties arise from variations of the renormalisation
and factorisation scales used when computing the expected SM cross-section and
event kinematic variables. These account for the missing higher-order terms in QCD
perturbative calculations and are treated as per the recommendations provided in
Ref. [40]. The uncertainty in the overall normalisation is estimated using three sources:
varying the renormalisation by a factor of two, varying the factorisation scale by a
factor of two, and varying both in the same direction simultaneously. The size of the
uncertainty in the overall normalisation varies from around 0.5% for VBF production
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to 15% for tHq production. To estimate the uncertainty in the event kinematics, the
distribution of events falling into each analysis category is re-evaluated after varying
both the renormalisation and factorisation scales by a factor of two in the same direction
simultaneously. In this process, the overall cross-section for a given STXS bin is kept
constant. The 22 bin-to-bin event migration uncertainties are around 1%.

Uncertainties in the ggH STXS fractions: uncertainties in the modelling of the p
distributions, the number of jets in the event, and the ggH contamination in the
VBF categories, are additionally considered for ggH production. The migration
of events around the p# bin boundaries at 60 and 120 GeV are estimated by two
sources respectively, each depending on the number of jets and the p4. An additional
uncertainty in p arises from the assumption of an infinite top quark mass in the
ggH loop and is determined by comparing the p distribution to the predictions from
finite-mass calculations. Two further sources account for the migration of events
between the 0J, 1J and > 2J bins. The uncertainty in the ggH production of events
with a VBF-like dijet system is covered by two sources corresponding to the prediction
in the 2J-like and 3J-like bins. The total magnitude of these uncertainties varies from
around 5% to 30%, with events that have one or more jets and high values of p¥
typically having the greatest associated uncertainty.

Uncertainties in the qqH STXS fractions: for qqH production, additional sources are
introduced to account for the uncertainty in the modelling of the pZ mj; and pgjj
distributions, and the number of jets in the event. Six sources are defined to reflect
migrations of events across m;; boundaries at 60, 120, 350, 700, 1000 and 1500 GeV.
Two additional nuisance parameters account for migrations across the p¥ bin boundary
of 200 GeV and the p?“ bin boundary of 25 GeV. A single source is defined to account
for a migration between the 0J, 1J, and > 2J bins. In each case, the uncertainty is
computed by varying the QCD scales and recalculating the fractional breakdown of
qqH STXS Stage 1.2 cross-sections. The total magnitude varies between bins but is at

most 8%.

Uncertainties in the ttH STXS fractions: for ttH production, four nuisance parameters
are used to account for the uncertainty in the pf distributions. Each nuisance parameter
represents the migration across one of the boundaries at the pX values of 60, 120, 200,
and 300 GeV that define the ttH STXS bins. The magnitudes of these uncertainties
are derived by varying the renormalisation and factorisation scales, and have values of
up to 9%.

Uncertainties in the VH leptonic STXS fractions: for leptonic VH production, additional
sources are introduced to account for the uncertainty in the modelling of the pY
distributions, and the number of jets in the event. Four independent sources are
defined to reflect the migrations of events across the pY. boundaries at 75, 150, and
250 GeV, in addition to the migration between the 0J and > 1J bins for events with a p¥.
of 150-250 GeV. These sources are defined separately for the WH leptonic, ZH leptonic,
and ggZH leptonic production modes. In each case, the uncertainty is computed by
varying the renormalisation and factorisation scales and recalculating the fractional
breakdown of VH leptonic STXS Stage 1.2 cross-sections. The total magnitude varies
between bins but is at most 5% for the dominant WH and ZH leptonic production
modes.
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o Uncertainty in the ggH contamination of the top quark associated categories: the
theoretical predictions for ggH are less reliable in a regime where the Higgs boson is
produced in association with a large number of jets. Three different contributions
are considered. The uncertainty from the parton shower modelling is estimated by
taking the observed difference in the jet multiplicity between MADGRAPH predictions
and data in tt+4jets events. The uncertainty in the gluon splitting modelling is
estimated by scaling the fraction of events from ggH with real b quark jets in simulation
by the measured difference between data and simulation of o(tthb)/c(ttjj) and the
uncertainty due to the limited size of the simulated samples. The combined impact of
these uncertainties in the top quark associated signal strength is about 2%.

o PDF (parton density functions) uncertainties: these account for the uncertainty due
to imperfect knowledge of the composition of the proton, which affects which partons
are most likely to initiate high energy events. The overall normalisation uncertainties
are computed following the PDF4LHC prescription [71, 169], while the uncertainties
in the event kinematics are calculated from the NNPDF3.0 [170] PDF set using the
MC2HESSIAN procedure [171]. The overall normalisation uncertainties are between 1-5%,
with the migrations significantly smaller, usually less than 1%.

o Uncertainty in the strong force coupling constant: the uncertainty in the value of the strong
force coupling constant ay is included in the treatment of the PDF uncertainties, following
the PDF4LHC prescription. An additional source is included to account for changes in the
event kinematics due to the uncertainty in «,. This is calculated using a similar procedure
to the QCD scale migration uncertainties but by varying the value of a4 instead.

o Uncertainty in the H — ~~ branching fraction: the probability of the Higgs boson decaying
to two photons is required to calculate the SM expected cross-section, but this branching
fraction is not known exactly. The uncertainty is currently estimated to be 2% [40].

o Underlying event and parton shower uncertainties: these uncertainties are obtained using
dedicated simulated samples where the choice and specific tune of the event generator have
been modified. The normalisation uncertainties are in general around 5%, but can be as
large as 30% for bins corresponding to high p¥ and high jet multiplicity. The impact of the
migration uncertainties range from 1-16% depending on the process and analysis category.
The impact is in general around 5%, but can be as large as 30% for bins corresponding to
high p%{ and high jet multiplicity.

o Uncertainties in the composition of merged STXS bins: as described in Section 6.6.1, it
is necessary to merge certain STXS bins when measuring cross-sections to avoid large
uncertainties or very high correlations between parameters. The act of merging bins across a
boundary means the cross-section measurement is sensitive to the relative fraction of the
two bins. As a result, the uncertainty sources accounting for migrations across the merged
boundaries are included in the relevant cross-section measurements.

6.2.2 Experimental uncertainties
The uncertainties which affect the shape of the signal m.,, distribution are:
o Photon energy scale and resolution: the uncertainties associated with the corrections

applied to the photon energy scale in data and the resolution in simulation are evaluated
using Z — ete” events. The estimate is computed by varying the regression training
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scheme, the distribution of the Ry variable, and the electron selection criteria. For
most photons, the energy scale uncertainty lies in the range 0.05-0.15%, with very high
pr photons having an energy scale uncertainty in the range 0.5-3.0%.

o Non-linearity of the photon energy scale: a further source of uncertainty covers possible
remaining differences in the linearity of the photon energy scale between data and
simulation. The uncertainty is estimated using boosted Z — ete™ events. In this
analysis, an uncertainty of 0.2% on the photon energy scale is assigned, which accounts
for the non-linearity across the full range of photon pr values.

o Shower shape corrections: an uncertainty in the shower shape corrections accounts for
the imperfect modelling of shower shapes in simulation. The impact is estimated by
comparing the energy scale before and after the corrections to shower shape variables
(used to improve the agreement between data and simulation) are applied. The
magnitude of this uncertainty lies in the range of 0.01-0.15% depending on photon 7
and Rg values.

o Longitudinal non-uniformity of light collection: an uncertainty is associated with the
modelling of the light collection as a function of emission depth within a given ECAL
crystal. The calculation of this uncertainty is described in detail in Ref. [97]. The
uncertainty is between 0.16-0.25% for photons with Ry > 0.96; the magnitude for low
Ry photons is below 0.07%.

o Modelling of material in front of the ECAL: the amount of material through which
objects pass before reaching the ECAL affects the behaviour of the electromagnetic
showers, and may not be perfectly modelled in simulation. Dedicated samples with
variations in the amount of upstream material are used to estimate the impact on
the photon energy scale. The magnitude of the resulting uncertainty ranges from
0.02-0.05% for the most central photons, increasing to up to 0.24% for those in the
endcap.

o Verter assignment: the largest contribution to the uncertainty in the fraction of
right and wrong vertices comes from the modelling of the underlying event and the
uncertainty in the ratio of data and simulation obtained using Z — uu events. A
nuisance parameter is included in the signal model that allows the fraction of events in
each vertex scenario to vary by +2%.

The uncertainties that only modify the event yield have an effect of around 4% on the
inclusive Higgs boson signal strength modifier measurement and include the set of sources
below:

o Integrated luminosity uncertainties: these are estimated to be 2.5%, 2.3% and 2.5% for
the 2016, 2017 and 2018 data sets respectively [172-174].

o Photon identification BDT score: the uncertainty arising from the photon identification
BDT score is estimated by requiring the systematic variation to account for the residual
discrepancies between data and simulation. The uncertainty in the signal yields is
estimated by propagating this uncertainty through the full category selection procedure.
The impact in the most sensitive analysis categories is around 3%.
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o Jet energy scale and smearing corrections: the energy scale of jets is measured using
the pr balance of jets with Z bosons and photons in Z — ete™, Z — up and vy+jets
events, as well as the pr balance between jets in dijet and multijet events [175]. The
uncertainty in the jet energy scale is a few percent and depends on pr and 7. The
impact of jet energy scale uncertainties on event yields is evaluated by varying the jet
energy corrections within their uncertainties and propagating the effect to the final
result. Correlations between years are introduced for the different jet energy scale
uncertainty sources, ranging between 0 and 100%. The impact on the analysis category
yields is largest for those targeting VBF, hadronic VH and top-associated production
and can be as high as 22% for the scale uncertainties, but is less than around 8% for
the resolution.

o Per-photon energy resolution estimate: the uncertainty in the per-photon resolution is
parametrised as a rescaling of the resolution by +5% about its nominal value. This is
designed to cover all differences between data and simulation in the distribution, which
is an output of the energy regression. The maximum yield variation in an analysis
category is around 5%. However, for most categories, the impact is at the sub-percent
level.

o Trigger efficiency: the efficiency of the trigger selection is measured with Z — ete™
events using the tag-and-probe technique. The size of its uncertainty is less than 1%.
An additional uncertainty is introduced to account for a gradual shift in the timing
of the inputs of the ECAL L1 trigger in the region |n| > 2.0, which caused a specific
trigger inefficiency during 2016 and 2017 data taking [1]. Both photons, and to a
greater extent jets, can be affected by this inefficiency. The resulting uncertainty is

largest for the categories targeting VBF production, with a maximum impact on the
yield of 1.4%.

o Photon preselection: the uncertainty in the preselection efficiency is computed as the
ratio between the efficiency measured in data and in simulation. Its magnitude is less
than 1%.

o Missing transverse momentum: this uncertainty is computed by shifting the recon-
structed pr of the particle candidates entering the missing transverse momentum
computation, within the momentum scale and resolution uncertainties appropriate to
each type of reconstructed object, as described in Ref. [175]. In this analysis, the impact
on the analysis category yields is never larger than 5%, even for analysis categories
which explicitly use the missing transverse momentum in their definition.

o Pileup jet identification: the uncertainty in the pileup jet classification output score is
estimated by comparing the score of jets in events with a Z boson and one balanced
jet in data and simulation. The magnitude is of the order 1%.

o Lepton isolation and identification: this uncertainty, affecting electrons and muons, is
computed by varying the ratio of the efficiency in simulation to the efficiency in data
and using the tag-and-probe technique in Z — ete™ events. The resulting impact on
the categories selecting leptons is up to around 1%.

o Uncertainties in b-tagging: uncertainties in the b-tagging efficiency are evaluated
by comparing data and simulated distributions for the b-tag discriminator. The
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uncertainties include the statistical component on the estimate of the fraction of heavy
and light flavour jets in data and simulation. Its magnitude is around 2% for the
analysis categories targeting top associated production, which make use of the b-tagging
discriminant.

6.2.3 Uncertainty correlations

Since the analysis inputs and the analysis category definitions are constructed by merging the
2016, 2017 and 2018 datasets, the theoretical and experimental uncertainties can be chosen
to be correlated or uncorrelated across years. If an uncertainty is taken to be correlated
between years, only one nuisance parameter is used to represent this uncertainty in the final
fits. Conversely, if an uncertainty is uncorrelated between years, three independent nuisance
parameters are introduced in the final fits.

In this analysis, all the sources of theory systematic uncertainties are taken to be
correlated between years. This is done because the underlying theoretical predictions are
the same for each year and independent of the data-taking conditions. For the experimental
uncertainties, most uncertainties are left uncorrelated since both the data-taking conditions
and the reconstruction procedures vary between years. Exceptions include the uncertainty
on the photon identification BDT output, which is kept correlated because the uncertainty
prescription is identical across years, and the partially correlated integrated luminosity
and jet energy correction uncertainties. This is expected, since the predominant source of
uncertainty in all the STXS measurements is statistical in origin. A cross-check of the final
results with all uncertainties taken to be correlated confirmed that the difference between
the two correlation treatment schemes is minimal.

6.3 Statistical procedure

The statistical procedure used in this analysis is identical to that described in Ref. [89], as
developed by the ATLAS and CMS Collaborations.

In each analysis category, a fit of the analytic signal and background models to the
observed m., distribution in data is performed.

The type of fit performed is a binned maximum likelihood fit in the range 100 < m,., <
180 GeV. The bin size (250 MeV) is chosen to be sufficiently small so as not to affect the
diphoton mass resolution. In this analysis, the my is fixed to its most precisely known value
of 125.38 GeV [97]. This choice is made to ensure that all measurements are consistent with
the best available knowledge of my.

For each analysis category, the likelihood function (£.) may be defined as

— —

Nb .
L(datal, 0) = [ Poisson (di[s:(&, ) + b:(0)) x C(0), (6.1)
=1

where & represents the set of parameters of interest (POIs). In this analysis, the POIs can be
signal strengths, cross-sections or coupling modifiers, depending on the fit being performed.
Here, 0 is the set of nuisance parameters (defined previously); N, is the number of bins
used for the binned maximum likelihood fit in the analysis category; Poisson indicates a
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Poisson function evaluated with the observed number of events in the i*" bin d;, and the
expected number of events from the sum of the signal expectation s; and the background
expectation b;; C (5) penalises deviations of signal nuisance parameters from expected values.
The expected number of signal events in each bin depends on the POIs, and the nuisance
parameters, whilst the expected number of background events depends only on unconstrained
nuisance parameters.

The product of likelihoods over all categories gives the total likelihood function (£),

defined as

—

Nc
L(data|7,0) = [] L.(data|7, 0), (6.2)
c=1

where N, is the number of analysis categories.

The fit is performed by minimising the value of the negative log-likelihood (2NLL) which
is defined as

—

2NLL = —21In L(data|d, 6) (6.3)

Thus the POIs and the background nuisance parameters are the only free parameters in

—

the fit; the signal nuisance parameters may vary within the constraints of the C(#) term.

The statistical data analysis package, RooFit [176], is used to numerically minimise the
value of the 2NLL and extract the corresponding best-fit values of the POlIs.

The uncertainty on each POI is extracted using the distribution of the likelihood ratio
test statistic, 2ANLL or ¢, given by

DANLL = —21y Hdatald.6) (6.4)
)

—

where 0 is the set of conditional best-fit nuisance parameters at the POIs values of &, while &

and 0 are the global (unconditional) best-fit values of the POIs and the nuisance parameters
respectively.

The distribution of the likelihood ratio test statistic is used to derive the uncertainties on
the measured POIs. Over a sufficient number of events, the likelihood ratio test statistic can
be approximated from a x? distribution with a number of degrees of freedom equal to the
number of POIs [177]. Thus confidence intervals for the values of the POIs may be extracted
approximately from the corresponding x? distributions. For example, the 68% confidence
interval may be interpreted as the interval containing the true POIs value in 68% of cases.
For a single POI, the parameter values corresponding to +0.99 (3.84) for the 2ANLL can
be used as the boundaries of the 68% (95%) confidence interval. In the case where there
are multiple parameters of interest in the fit, the intervals are determined treating the
other parameters as nuisance parameters. For two-dimensional measurements, such as those
performed to coupling modifiers in the x-framework, the 68 and 95% confidence regions are
defined by the set of parameter values corresponding to the range between 2ANLL values of
+2.30 and +5.99 respectively.

After the cross-section in each STXS analysis category has been measured as a POI, the
value is divided by the SM prediction. It is to be noted that the cross-section measurement
is independent of the SM prediction and the related theoretical uncertainties. In signal
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strength modifier measurements, however, the SM prediction uncertainties are included in
the fit since the definition of the signal strength modifier includes the SM prediction in the
denominator.

The signal and background models are described in detail in the remainder of this section.

6.3.1 Signal modelling

An analytic signal model, derived from simulation, is constructed for each particle level STXS
bin in each reconstructed analysis category. Both the shape and normalisation of the model
are parametrised as functions of mg. Moreover, since the shape of the m.,, distribution is
dependent on whether the right vertex (RV) or wrong vertex (WV) was chosen, the signal
modelling is performed separately for each of these cases. The correct vertex is defined as
being within 1cm of the true vertex position.

Each signal model is constructed using a sum of up to five Gaussian functions. The shape
of the m,., distribution and the number of available simulated events dictates the number
of Gaussian functions required. The number of Gaussian functions is determined using an
F-test [178]. For categories where there is an insufficient number of simulated events to
produce a signal model, the shape from the STXS bin with the highest expected yield in the
analysis category being considered is used as a replacement. This procedure is justified since
events ending in the same analysis category tend to have similar diphoton mass resolutions.

Simulated signal samples with different nominal my values are used. A simultaneous
fit to all the different mpy samples is performed, where the individual parameters of the
Gaussian functional form are themselves polynomials of mpyg. The floating parameters in the
fit are the coefficients of these polynomials. This method guarantees a sensible parametric
model with the shape and normalisation varying smoothly as a function of my.

Systematic uncertainties corresponding to the smearing and scale of the individual photon
energies, the fraction of events where the RV was correctly identified, and the material
corrections and ECAL crystal light yields are incorporated into the signal model as nuisance
parameters.

The final fit function for each analysis category is obtained by summing the individual
functions for all STXS bins in both vertex scenarios. The relative size of the RV and
WYV shapes in the summed fit is given by the vertex selection efficiency determined in the
simulation as a linear function of my. For categories with few simulated events, where a
replacement model was needed, the RV fraction is set to 1. The contribution from each STXS
Stage 1.2 bin in a given analysis category is estimated using inclusive SM cross-sections
and H — 7y branching fractions taken from Ref. [40]. The fraction for the cross-sections
of each individual STXS bin are taken directly from the simulation. The product of the
detector efficiency and analysis acceptance is also taken into account and is modelled as a
linear function of mpy. This is calculated as the fraction of events entering a given analysis
category for each signal bin, taking into account the events which are not selected to enter
any analysis category.

The signal models for the VBF 2J-like Tag 0, VBF-like ggH Tag 0, qqH VH-like Tag 0
and tHq hadronic analysis categories are shown in Figure 6.1. The plots show the shape
and normalisation of the model for each year individually, as well as the summed model for
all years together. The full set of the signal models for each analysis category is shown in
Appendix E.
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Figure 6.1: Signal models for the VBF 2J-like Tag 0 (top left), VBF-like ggH Tag 0 (top
right), qqH VH-like Tag 0 (bottom left) and tHq hadronic (bottom right) analysis categories.
Models are shown for each year separately (dotted lines) and all years summed together. The
open squares represent weighted simulation events and the blue line shows the corresponding
model. Also shown in the grey shaded area is the o, value (half the width of the narrowest
interval containing 68.3% of the invariant mass distribution).

6.3.2 Background modelling

The background model is determined directly from data and serves to model the smoothly
falling spectrum of the m., distribution resulting from non-Higgs boson production processes.
The analytic background model for each analysis category can take one out of a range
of different functional forms. The choice of this function affects the signal yields and the
uncertainty associated with this choice should be accounted for in the final results.

Figure 6.2 shows the functions chosen in the background modelling for the same analysis
categories as shown in Figure 6.1. It is clear from these plots that different choices of
functions lead to a different number of events integrated under the signal peak. Equivalent
plots for the remaining categories are included in Appendix F.
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Figure 6.2: Functions chosen to fit the background using the discrete profiling method.
Background models for the VBF 2J-like Tag 0 (top left), VBF-like ggH Tag 0 (top right),
qqH VH-like Tag 0 (bottom left) and tHq hadronic (bottom right) categories are shown.

In this analysis, the discrete profiling (or envelope) method is used to model the diphoton
mass m.., distribution between 100 and 180 GeV in each analysis category. The method is
described in detail in Ref. [168], and has been used in many past H — -+ analyses. Only a
brief description is given in this section. Following this method, the systematic uncertainty
associated with choosing a particular analytic function to fit the background m., distribution
is treated as a discrete nuisance parameter in the likelihood fit to the data. This treatment of
the background uncertainty is similar to the treatment of other nuisance parameters, the only
difference being that the choice of background function is discrete rather than continuous.
A different 2NLL curve is generated by each choice of background function, and the final
2NLL curve represents the envelope of each of these individual curves. Since the resulting
envelope is necessarily wider than any of the individual curves corresponding to individual
functions, the final 2NLL curve returns a greater uncertainty. Thus the discrete profiling
method accounts for the uncertainty in the background function.

For each analysis category, a range of analytical functions are used as candidates to the
discrete profiling method. A large set of candidate function families is considered, including
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exponential functions, Bernstein polynomials, Laurent series, and power law functions. To
maintain computational efficiency, an F-Test is performed to determine the maximum order
of parameters needed for each family of functions. This test measures the increase in the
goodness-of-fit with each increase in function complexity. To prevent functions of arbitrarily
high order from being selected, a penalty equal to the number of parameters in the function
is applied to the value of the 2NLL. The minimum order is obtained by placing a requirement
on the goodness-of-fit to the data.

Figure 6.3 shows the result of the signal-plus-background model fit in the same categories
as shown in Figures 6.1 and 6.2.
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Figure 6.3: Data points (black) and signal-plus-background model fit to the mass sidebands
in the VBF 2J-like Tag 0 (top left), VBF-like ggH Tag 0 (top right), qqH VH-like Tag 0
(bottom left) and tHq hadronic (bottom right) analysis categories. The solid red line shows
the contribution from the total signal, plus the background contribution. The dashed red
line shows the contribution from the background component of the fit. The bottom plot
shows the residuals after subtraction of this background component. The parameter i shows
the observed inclusive signal strength over all categories.
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Each of the background functions selected as described in the previous section is considered
in the final signal-plus-background (S+B) fit to the data, where the one resulting in the
overall best fit is chosen for each value of the POIs. In the fit, the normalisation and shape
parameters for the background functions are also free to float. The per-production-mode
signal strengths p; are allowed to float and my is fixed to 125.38 GeV. In the plots, the signal
model for the respective analysis category is shown to illustrate the signal-to-background
ratio. Equivalent plots for the all analysis categories are provided in Appendix G.

The signal-plus-background model fit, performed simultaneously to all analysis categories,
is shown with data in Figure 6.4. In the plot, the contribution from each analysis category
is weighted by the ratio of signal events to background events, such that the absolute signal
yield is kept constant. The signal peak due to Higgs boson production can be clearly seen.
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Figure 6.4: Data points (black) and signal-plus-background model fit for the sum of all
categories is shown. The solid red line shows the total signal-plus-background contribution,
whereas the dashed red line shows the background component only. The bottom panel shows
the residuals after subtraction of this background component. In the plot each analysis
category is weighted by S/(S+B), where S and B are the numbers of expected signal and
background events, respectively, in a £ lo.;s mass window centered on my. The parameter
ft shows the observed inclusive signal strength over all categories.

6.4 Event yields and analysis category compositions

Simultaneous fits to all the categories are performed under different scenarios to extract
best-fit values and uncertainties of Higgs boson properties. All analysis categories suffer
from varying levels of contamination from non-Higgs boson background events as well as
from Higgs boson processes other than those being targeted. The extent of contamination
affects the sensitivity of the analysis category during the fitting procedure.

The expected number of signal events for a Higgs boson mass of 125 GeV is shown for each
analysis category in Tables 6.1 to 6.4. For expected results, an Asimov dataset (a dataset
in which all observed quantities are set equal to their expected values) is generated with a
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signal rate set to the SM prediction and the background obtained from the best-fit candidate
function. The percentage contributions to the total signal yield from each production mode
is also shown. Additionally, the percentage of signal events originating from the targeted
STXS stage 1.2 processes is given. The o.g are listed and serve as a measure of the m.,
resolution in each analysis category. The expected ratio of signal to signal-plus-background,
S/(S+B), quantifies the purity of each analysis category. Here, the S and B are the expected
signal and background yields in a +1 o.g mass window around 125 GeV. The S/(S+B) ratio
is highest in the Tag 0 categories and decreases as the tag number increases.

Table 6.1: The expected number of signal events for a Higgs boson mass of 125 GeV in
categories targeting ggH production. The yield in each analysis category is broken down
into percentage contributions from each production mode, and also the percentage of events
originating from the targeted STXS Stage 1.2 bins. The o, defined as the smallest interval
containing 68.3% of the invariant mass distribution is listed as a measure of the resolution in
each analysis category. The final column shows the expected ratio of signal to signal-plus-
background, S/(S+B), where S and B are the numbers of expected signal and background
events in a + lo.g window centred on my.

SM 125 GeV Higgs boson expected signal
Analysis categories Total Target Production Mode Fractions S/S+B
STXS bin(s) ggH bbH qqH  VHlep top oeg (GeV)
0J low p' Tag0 295.4 87.1% 98.6% 1.3% 0.2% - - 1.93 0.06
0J low pJ’ Tagl 337.7 89.1% 98.7% 1.2% 0.1% - - 2.35 0.03
0J low p' Tag2 277.8 90.0% 98.9% 1.1% - - - 2.60 0.01
0J high pJ7 Tag0 618.2 84.0% 97.0% 1.5% 1.5% - - 1.68 0.09
0J high pJ7 Tagl 1123.4 81.7% 96.9% 1.5% 1.6% - - 2.22 0.04
0J high pJ7 Tag2 1173.4 80.5% 96.6% 1.6% 1.5% 0.3% - 2.58 0.02
1J low py Tag0 126.5 66.4% 89.5% 0.9% 88% 0.7% - 1.61 0.10
1J low p} Tagl 328.5 66.6% 89.3% 0.9% 89%  0.9% - 2.01 0.05
1J low p} Tag2 250.2 66.6% 88.9% 1.0% 9.1% 1.0% - 247 0.02
1J med pj’ Tag0 174.9 66.0% 82.3% 0.5% 15.8% 1.4% - 1.73 0.13
1J med pJ’ Tagl 295.3 67.0% 84.5% 0.5% 13.4% 1.6% - 1.96 0.07
1J med pj' Tag2 277.0 66.2% 84.8% 0.6% 12.7% 1.9% - 2.17 0.03
1J high p}7 Tag0 34.1 62.3% 76.8% - 22.9%  0.3% - 1.63 0.26
1J high p}7 Tagl 29.0 62.0% 75.9% 0.3% 234% 04% - 1.89 0.13
1J high p}7 Tag2 75.0 63.3% 77.9% - 214%  0.8% - 2.05 0.06
>2J low py’ Tag0 17.1 53.8% 78.0% 07% 181% 1.1% 2.2% 1.66 0.06
>2J low p)) Tagl 55.4 55.1% 75.5% 0.7% 19.7% 14% 2.7% 1.97 0.03
>2J low py’ Tag2 42.1 51.5% 73.8% 0.7% 20.3% 1.4%  3.9% 2.60 0.01
>2J med p)” Tag0 20.3 65.6% 81.9% 0.3% 15.7% 04% 1.7% 1.56 0.14
>2J med p}’ Tagl 66.6 63.2% 79.5% 03% 174% 06% 2.3% 1.93 0.06
>2J med p}’ Tag2 128.9 59.0% 75.9% 04% 194% 0.9% 3.4% 2.17 0.02
>2J high py’ Tag0 26.9 67.9% 80.2% - 18.0% 0.3% 1.5% 1.58 0.20
>2J high p;’ Tagl 48.8 65.2% 78.4% - 188% 0.8% 2.1% 1.88 0.09
>2J high py’ Tag2 43.2 60.8% 76.1% - 19.9% 09% 3.1% 2.04 0.05
BSM low pr" Tag0 27.6 78.2% 80.0% - 19.0% - 1.0% 1.47 0.35
BSM low p} Tagl 36.1 73.0% 76.8% - 20.6% 0.6% 2.0% 2.02 0.09
BSM med-low pj’ Tag0 | 13.8 76.5% 78.0% - 20.3% 04% 1.3% 1.64 0.30
BSM med-low py Tagl | 2.3 67.5% 69.3% - 22.6% 2.6% 5.6% 1.96 0.06
BSM med-high p)’ 2.8 60.2% 63.4% - 31.1%  1.5%  4.0% 1.61 0.18
BSM high p)’ 0.5 52.5% 52.5% - 371%  5.1%  54% 1.44 0.20
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Table 6.2: The expected number of signal events for a Higgs boson mass of 125 GeV in
categories targeting EW qqH production. The yield in each analysis category is broken
down into percentage contributions from each production mode, and also the percentage of
events originating from the targeted STXS Stage 1.2 bins. The o.¢, defined as the smallest
interval containing 68.3% of the invariant mass distribution is listed as a measure of the
resolution in each analysis category. The final column shows the expected ratio of signal to
signal-plus-background, S/(S+B), where S and B are the numbers of expected signal and
background events in a + lo.g window centred on myg.

SM 125 GeV Higgs boson expected signal
Analysis categories Total Target Production Mode Fractions S/S+B
STXS bin(s) ggH VBF VHyad VHlep top oeg(GeV)
ggH VBF-like Tag0 13.0 39.2% 63.7% 271% 2.7% - 15% 201 0.11
ggH VBF-like Tagl 29.7 31.5% 63.2% 30.9% 3.0%  01% 2.9%  1.98 0.08
qqH low mj; low pi”’ Tag0 16.4 52.7% 34.7% 65.3% - - - 2.01 0.17
qqH low mj; low pi?’ Tagl 13.1 51.7% 35.2% 64.7% 0.1% - - 1.83 0.17
qqH high m;; low pi7 Tagd | 255 70.1% 16.9% 83.1% - - - 1.87 0.44
qqH high my; low pi#/ Tagl | 12.3 57.4% 20.6% 79.4% - - - 2.09 0.22
qqH low mj; high pi”7 Tagd | 9.8 12.4% 57.7% 40.9%  0.7% - 0.6%  2.22 0.10
qqH low mj; high pp#/ Tagl | 18.5 14.2% 61.2% 353% 1.7% - 1.7% 1.96 0.06
qqH high m;; high p?” Tag0 | 17.8 29.7% 28.0% 72.0% - - - 1.99 0.26
qqH high m;; high pj’? Tagl | 17.3 28.0% 38.6% 60.2% 0.2% - 1.1% 2.18 0.11
qqH BSM Tag0 10.1 73.4% 235% 76.5% - - - 1.70 0.50
qqH BSM Tagl 6.3 57.5% 37.9% 605% 0.6% - 1.1% 172 0.36
qqH VH-like Tag0 15.2 58.9% 36.5% 2.0% 581% 04% 31% 177 0.22
qqH VH-like Tagl 445 28.4% 65.9% 32% 287% 0.3% 2.0% = 1.77 0.11

Table 6.3: The expected number of signal events for a Higgs boson mass of 125 GeV in
categories targeting VH leptonic production. The yield in each analysis category is broken
down into percentage contributions from each production mode, and also the percentage of
events originating from the targeted STXS Stage 1.2 bins. The o.g, defined as the smallest
interval containing 68.3% of the invariant mass distribution is listed as a measure of the
resolution in each analysis category. The final column shows the expected ratio of signal to
signal-plus-background, S/(S+B), where S and B are the numbers of expected signal and
background events in a + lo.g window centred on myg.

SM 125 GeV Higgs boson expected signal
Analysis categories Total Target Production Mode Fractions S/S+B
STXS bin(s) ggH qqH WHlep ZHlep ggZHlep top oer (GeV)
ZH lep Tag0 2.4 99.9% - - - 93.9% 6.0% 0.1% 1.79 0.52
ZH lep Tagl 0.9 98.0% - - - 92.2% 5.8% 2.0% 2.54 0.23
WH lep p}. < 75 Tag0 2.1 81.4% 0.3% - 95.7% 3.3% - 0.7% 1.96 0.43
WH lep py. < 75 Tagl 4.9 77.1% 2.2% - 88.7% 7.2% - 1.9% 1.98 0.18
WH lep 75 < p¥ < 150 Tag0 | 3.2 78.4% 1.0% - 94.6% 3.1% - 1.4% 2.02 0.52
WH lep 75 < p¥% < 150 Tagl | 3.4 62.7% 1.6% 05% 85.8% 8.1% 0.4% 3.6% 2.14 0.31
WH lep py > 150 Tag0 3.7 81.7% 0.3% - 93.8% 3.6% - 2.3% 1.81 0.78
VH MET Tag0 2.3 98.4% 0.9% 04% 245%  59.1% 14.8%  0.4% 2.05 0.47
VH MET Tagl 3.7 92.5% 45% 23% 29.9%  49.5% 13.0%  0.7% 2.15 0.34
VH MET Tag?2 6.6 75.8% 14.6% 7.8% 29.6%  37.3% 9.0% 1.8% 2.17 0.17




Table 6.4: The expected number of signal events for a Higgs boson mass of 125 GeV in
categories targeting top associated production. The yield in each analysis category is broken
down into percentage contributions from each production mode, and also the percentage of
events originating from the targeted STXS Stage 1.2 bins. The o.¢, defined as the smallest
interval containing 68.3% of the invariant mass distribution is listed as a measure of the
resolution in each analysis category. The final column shows the expected ratio of signal to
signal-plus-background, S/(S+B), where S and B are the numbers of expected signal and
background events in a + lo.g window centred on my.

SM 125 GeV Higgs boson expected signal
Analysis categories Total Target Production Mode Fractions S/S+B
" STXS bin(s) ggH qqH VHlep ttH tHqg tHW o (GeV)
tHq had 19.5 8.8% 481% 19.7% 0.7% 22.6% 6.8% 2.0% 1.75 0.21
tHq lep 1.7 32.0% 5.0% 24% 34.3% 263% 25.6% 6.4% 1.72 0.43
ttH lep pJ? < 60 Tag0 0.7 93.5% - - 0.8% 97.8% 08% 0.5% 1.90 0.54
ttH lep p)7 < 60 Tagl 0.9 91.7% 0.3% - 1.7%  95.6% 1.7% 0.8% 1.82 0.45
ttH lep p)? < 60 Tag2 1.6 87.1% 03% 01% 56% 89.5% 34% 1.2% 2.08 0.15
ttH lep 60 < pJ7 < 120 Tag0 1.3 94.6% - - 1.0%  97.0% 1.1% 0.9% 1.65 0.58
ttH lep 60 p)’ < 120 Tagl 0.6 89.6% - 08% 1.6% 94.4% 1.9% 1.3% 1.76 0.44
ttH lep 60 p}’ < 120 Tag2 1.9 89.0% - 02%  3.6% 92.0% 2.7% 1.5% 2.03 0.34
ttH lep 120 < p)7 < 200 Tag0 3.2 90.1% 0.1% - 22%  92.9% 24% 2.4% 1.80 0.63
ttH lep 120 < p)’ < 200 Tagl 0.8 78.0% 21%  0.7% 10.5% 80.3% 3.6% 2.9% 1.87 0.37
ttH lep 200 < p)7 < 300 Tag0 2.3 84.5% - - 4.3% 86.6% 3.6% 5.5% 1.69 0.61
ttH lep pj? > 300 Tag0 1.9 59.7% 12%  0.3% 181% 66.7% 3.6% 10.0% 1.68 0.57
ttH had pJ7 < 60 Tag0 1.1 93.1% 24%  0.4% - 95.5% 1.1% 0.4% 1.97 0.42
ttH had pJ’ < 60 Tagl 0.3 92.1% - 1.3% - 95.9% 2.1% 0.6% 1.91 0.31
ttH had p}7 < 60 Tag2 2.7 90.0% 1.7%  1.0% 02% 928% 35% 0.8% 2.08 0.12
ttH had 60 < pJ7 < 120 Tag0 1.6 92.7% 0.6% 0.1% 0.1% 972% 13% 0.6% 1.74 0 .69
ttH had 60 p} < 120 Tagl 0.4 88.5% 4.7%  1.3% - 90.7% 2.3%  0.9% 1.87 0.28
ttH had 60 p)’ < 120 Tag2 4.7 88.2% 2.0%  1.7% - 91.1% 4.1% 1.1% 2.00 0.19
ttH had 120 < pJ7 < 200 Tag0 | 2.8 91.8% 1.5%  0.2% - 94.4% 2.5% 1.4% 1.68 0.55
ttH had 120 < pJ7 < 200 Tagl | 1.7 83.6% 46% 21% 02% 86.7% 44% 1.9% 1.93 0.32
ttH had 120 < pJ? < 200 Tag2 | 1.3 75.8% 9.0% 43% 04% T7.7% 64% 2.2% 1.89 0.21
ttH had 120 < pJ? < 200 Tag3 | 2.1 62.1% 138% 9.7% 1.2% 64.7% 85% 2.2% 1.91 0.11
ttH had 200 < pJ7 < 300 Tag0 | 1.3 89.8% 0.9% 0.7% 0.5% 91.2% 3.7% 3.0% 1.65 0.60
ttH had 200 < pJ? < 300 Tagl | 1.0 74.3% 9.6% 35% 1.0% 764% 59% 3.7% 1.52 0.52
ttH had 200 < pJ? < 300 Tag2 | 1.1 56.7% 18.0% 88%  0.9% 58.6% 9.4% 4.3% 1.62 0.26
ttH had pJ” > 300 Tag0 0.7 67.8% 9.2% 34% 0.8% 69.0% 82% 9.4% 1.86 0.53
ttH had pJ” > 300 Tagl 0.8 43.6% 25.3%  9.0% 1.8% 44.7% 10.9% 8.2% 1.94 0.43

As described in Chapter 5, all categories are merged across years. This benefits categories
with low statistics since more data is available for constraining the parameters of the
background model and for training the BDT classifiers. As described in Section 6.3.1,
the signal models are constructed separately for each year to maintain mass resolution
information and to keep track of year-dependent systematic uncertainties. The gain in
sensitivity from splitting the high statistics categories by year and using the year-dependent
resolution information was found to be negligible.

Figure 6.5 shows the expected signal compositions of the year-merged analysis categories
in terms of a reduced (merged) set of the STXS Stage 1.2 bins. The contribution of each
Stage 1.2 bin to the total number of expected signal events in an analysis category is
displayed, meaning the values in each row sum to 100%. In the plot, signal compositions
of the individual analysis categories are weighted according to the ratio S/(S+B). The
fractional contribution of the total signal yield in a given analysis category group arising
from each process is shown. The migration matrix in Figure 6.6 shows the percentage of each
signal process falling into the analysis categories (normalised by column) for the same set of
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reduced STXS Stage 1.2 bins. The overall efficiency x acceptance is consistent with the value
observed in Ref. [106], which was around 40%. In general, the migration between categories
due to p}' is very low, while significantly higher migrations arise from jet miscounting.
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Figure 6.5: The signal composition of each year-merged analysis category in terms of the
signal processes defined in a reduced set of STXS bins. Analysis categories targeting a
common STXS region are summed, where the signal compositions of the individual categories
are weighted in the sum by the expected ratio of signal to signal-plus-background events.
The colour scale indicates the fractions of each STXS process (column) in a given analysis
category (row). Each row therefore sums to 100%. Entries with values less than 0.5% are
not shown. Simulated events for each year in the period 2016 to 2018 are combined with
appropriate weights corresponding to their relative integrated luminosity in data. The column
labelled as gqH rest includes contributions from the qqH 0J, qqH 1J, qqH m;; < 60 GeV and
qqH 120 < m., < 350 GeV STXS bins.

176



CMS simulation H—syy (13 TeV)

> tHg had 2 4 9 10 5 2 8 19 42|18 100/0\
j - tHq lep 13 2/3]s o~
(@) ttH lep p]' > 300 3 2 27| 3
&')) ttH lep 200 < p.' < 300 26 2 90 <
ttH lep 120 < p?’ < 200 14 1 9
-+ T g}
© ttH lep 60 < p" < 120 E S
(&) ttH lep p!’ < 60 8 o)
T - —
-— ttH had p.’ > 300 2 10| 1 80 =
GCJ 1tH had 200 < p!" < 300 12 1 n
o
R | °
b 70 @
itH had p!” < 60 10 N
VH MET 3 911 8
ZH lep 10 (@]
WH lep pY > 150 3 |46 60 Dh_
WHIep75<p¥<150 2 16 4
WH lep p¥ <75 12 3
qqH VH-like 3 98 8 28 23 2 5 _ 50
qqH BSN_! 3 32
agH high m, high pjff 5 1.9 2 27
qaH low m_ high p:" 8 6 17
qgH high m, low p:" 4 2 23 6 — 40
qqH low m, low p:" 5 19 4
ggH VBF-like 3 8 4 14 3 4 1 2
‘i
BSM py’ > 650 12 _I3p
BSM 450 < p!' < 650 - 1
BSM 300 < p’ <450 49 3 3 3
BSM 200 < p] < 300 30 1 1 8 4 1
>2J high p’ 3 18 2|2 2 2 2 1 3 2 —20
=2J med p’ 1 12 1]2 1 2 1 5 3
=20 low p! 12 2 2 7 2
1J high pr” 23 3 112 1 3 3 1
10 med p* 27 10 4|9 s 4 1|5 8 |7 —10
1J low p:' 1 15 7 1]15(|2|2 5
0Jhighpl’| 2 26 11 6 5 2
0Jlow i’ [31 1 1 o
W A d W 8 8 8 £ Bi.faTata D £ 2833 §88888 %
3 £ 3 9 £ 3 0D g L - 2 2 ccmf VT T o VT
> e O o O w T
i_)’ = ;O £ £ 2 E £ va va IAP § :‘ET L 2 f—? E’ :g, S > >VF >A>a N T IVF Ivl— 1VF I/\P
= 8 - = =5 a a a e. La. Q o E.: £ = T g T a o o T a o o o
I I == Q T T e g T e Vv g E V vV v T
5 T o T I ¢ AN AN o o 23 z2 5 z < T T w = o o o ¥
58°588%L %N 8 L 285 NS r~ 8
-1 © = £ g = T
& 5 I T 292 9% ° =R i o
3 3 T = = x T LS
T 2
> 2 9 5
> > 9
T T3
S &8%3g

STXS stage 1.2 bins (reduced)

Figure 6.6: Migration matrix showing the percentage of each signal process falling into the
analysis categories. The signal processes correspond to those defined in a reduced set of
STXS bins. The colour scale indicates the fractions of a given process (column) in each
analysis category (row). Each column therefore sums to 100%. Entries with values less
than 0.5% are not shown. Simulated events for each year in the period 2016 to 2018 are
combined with appropriate weights corresponding to their relative integrated luminosity in
data. The column labelled as qqH rest includes contributions from the qqH 0J, qqH 1J, qqH
mj; < 60GeV and qqH 120 < m,, < 350 GeV STXS bins.

6.5 Results for signal strength modifiers

A common signal strength modifier, u, is defined as the ratio of the observed product of
the Higgs boson cross-section and diphoton branching fraction to the SM expectation. The
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inclusive signal strength, i has an expected value of

p= 1007515 = 1.00%556(Th.) “53(Exp.) Fg 57 (Stat. ).
The observed value is

o= 114791 = 1147508 (Th.) £ 05 (Exp.) T9 0 (Stat.).

The uncertainty is decomposed into theoretical systematic, experimental systematic, and
statistical components. The statistical component includes the uncertainty in the background
modelling. The systematic component of the uncertainty on the POI is determined by
subtracting the statistical component from the total uncertainty. The compatibility of the
observed fit with respect to the SM prediction, expressed as a p-value, is approximately 16%.

The expected likelihood scan for the inclusive signal strength is shown in Fig. 6.7, with
the observed scan shown in Fig. 6.8. As stated previously, in this fit (and in all subsequent
fits), my is fixed to its most precisely measured value of 125.38 GeV [97]. The precise
determination of my and the systematic uncertainties that enter its measurement are not
in the scope of this analysis. It was checked that profiling my without constraint, rather
than fixing it to 125.38 GeV, has a small impact on the measured results; the best fit signal
strength values change by 0.7-1.8%, and in each case, the change is less than 10% of the
measured signal strength uncertainty.
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Figure 6.7: Expected likelihood scan where are all signal processes are made to scale according
to a common signal strength, . Three scans are shown: one corresponding to the full fit,
one corresponding to the fit without theoretical uncertainties, and one corresponding to the
fit without any systematic uncertainties.
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Figure 6.8: Observed likelihood scan where are all signal processes are made to scale according
to a common signal strength, . Three scans are shown: one corresponding to the full fit,
one corresponding to the fit without theoretical uncertainties, and one corresponding to the
fit without any systematic uncertainties.

Signal strength modifiers for each Higgs boson production mode are also measured. A fit
is performed with four signal strengths which scale the four production modes independently:
Heeti; HvBF, Mvi and fiep. Unlike the subsequent STXS fits described in Section 6.6, the
VH hadronic and VH leptonic processes are grouped to scale according to pvy, whereas the
VBF' production mode scales with pvgr. The parameter jip, scales the ttH, tHq and tHW
production modes equally and . scales both ggH and bbH production. The expected
results are extracted using an Asimov dataset with all y; = 1 (SM) and are summarised in
Figure 6.9. The observed results are shown in Figure 6.10. The full set of likelihood scans
for the fits are included in Appendix H. The precision of these measurements is significantly
improved from previous analyses performed by the CMS Collaboration in the H — v decay
channel. In particular, the measurement of the puyy signal strength modifier has improved
substantially from that shown in Ref. [106], beyond what would be expected from the increase
in the size of the dataset alone. The p-value of the production mode signal strength modifier
fit with respect to the SM prediction is approximately 52%.

The observed (expected) significances for the individual production modes are:

« ggH: 1230 (11.40)

« VBF:3.60 (3.60)

« VH: 470 (3.60)

o Top = ttH + tH: 6.90 (3.80)
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Figure 6.9: Expected results of the per-production-mode signal strengths fit. The contribu-
tions to the total uncertainty in each parameter from the theoretical systematic, experimental
systematic, and statistical components are shown. The colour scheme is chosen to match the
diagram presented in Figure 5.2.
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Figure 6.10: Observed results of the per-production-mode signal strengths fit. The contribu-
tions to the total uncertainty in each parameter from the theoretical systematic, experimental
systematic, and statistical components are shown. The colour scheme is chosen to match
the diagram presented in Figure 5.2. The compatibility of this fit with respect to the SM
prediction, expressed as a p-value, is approximately 42%. Also shown in black is the result
of the fit to the inclusive signal strength modifier, which has a p-value of 16%.
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The expected and observed correlation between the signal strengths are shown in Figures
6.11 and 6.12 respectively. The highest correlation is between the VBF and ggH production
modes.
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Figure 6.11: Expected correlations between the parameters in the per-production-mode
signal strengths fit
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Figure 6.12: Observed correlations between the parameters in the per-production-mode
signal strengths fit.
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The signal-plus-background fits to data under this parameter scheme are shown in Figure
6.13. Here, the analysis categories are divided into groups for those targeting the ggH, VBF,
VH and top production modes. In each group, the individual categories are again summed
after weighting by the ratio of the number of signal to signal-plus-background events, where
signal corresponds to all Higgs boson events regardless of production mode.
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Figure 6.13: The best-fit signal-plus-background model with data points (black) in the
per-production mode signal strength fit. The model is shown separately for groups of
categories targeting the ggH (top left), VBF (top right), VH (bottom left) and top (bottom
right) production modes. Here, the categories in each group are summed after weighting
by S/(S+B), where S and B are the numbers of expected signal and background events
in a 105 my, window centered on mpy. The solid red line shows the total signal-plus-
background contribution, whereas the dashed red line represents the background component
only. The bottom panel in each plot shows the residuals after subtraction of this background
component.
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Impacts

The observed and expected main sources of systematic uncertainty affecting the signal
strength modifier in each each production mode are summarised in Figure 6.14. The
dominant contributions to the measurement systematic uncertainty in the pigen, prvi and fiiop
signal strength modifiers come from the corresponding renormalisation and factorisation scale
uncertainties, whereas the underlying event and parton shower uncertainties are the dominant
sources of uncertainty in the puypr measurement. The largest experimental uncertainties
originate from the integrated luminosity, the photon identification, and the photon energy
measurement for the pgn and pyy signal strength modifiers. The uncertainties in the
jet energy scale and resolution have a larger impact on pypr and fiop, Where fio, has an
additional large contribution from the uncertainty in the b-tagging. Further details may be
found in Appendix I.

CMS 137 fb" (13 TeV)

Integrated luminosity . . . ] .
ggH VBF VH top
Photon identification
Photon energy scale and smearing
Per photon energy resolution estimate
Jet energy scale and resolution
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Figure 6.14: A summary of the impact of the main sources of systematic uncertainty in the fit
to signal strength modifiers of the four principal production modes. The observed (expected)
impacts are shown by the solid (empty) bars. The background modelling uncertainty is
defined as a statistical uncertainty. The colour scheme is chosen to match the diagram
presented in Figure 5.2.
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6.6 Results in the STXS framework

6.6.1 Parameter merging scenarios

The data available is insufficient to constrain all STXS Stage 1.2 bins simultaneously. Certain
bins, if kept separate, would induce very large uncertainties on some parameters or very high
correlations between parameters. Therefore, these bins are merged in the fit to form a single
bin defined by a common POL.

Two different parameterisations are considered, with varying levels of granularity defined
by the merging of certain bins. The parameter merging scenarios are shown by the schematics
in Figures 6.15 and 6.16. The solid black boxes indicate the parameters of interest in the fit,
such that the merged bins are covered in a single box. The hatched boxes show the regions
of phase space which are fixed to the SM prediction.

Merging fewer bins keeps the model-dependence of the results as low as possible, as
no additional assumptions are made about the relative contributions of different STXS
bins to the merged bin. The results with reduced model-dependence, however, have larger
uncertainties in the measured cross-section parameters. The first merging scenario is referred
to as the maximal merging scenario, where STXS bins are merged until their expected
uncertainty is less than 150% of the SM prediction. The second scenario, referred to as the
minimal merging scenario, instead involves the merging of as few bins as possible whilst
ensuring that parameter anti-correlations stay below around 90%.

Maximal bin merging scenario

The maximal merging scheme defines 17 parameters of interest and is summarised in Table
6.5. The VBF-like regions (> 2-jets, m;; > 350 GeV) in the ggH and qqH schemes are
merged to define the ggH VBF-like and qqH VBF-like parameters respectively. The four
bins with pZ > 200 GeV in the ggH scheme are merged into a single bin, labelled as ggH
BSM. Additionally, the WH leptonic, ZH leptonic and ttH bins are each fully merged into
single parameters. The ZH leptonic parameter groups both ZH and ggZH production.

Minimal bin merging scenario

The minimal merging scheme defines a more granular fit than the maximal merging scheme,
with 27 parameters of interest and is also summarised in Table 6.5. The qqH VBF-like region
is fully split into the four STXS Stage 1.2 bins defined by the boundaries at m;; =700 GeV
and pgjj =25GeV. To avoid large correlations between the fitted parameters, the four ggH
VBF-like bins are merged with the corresponding bins in the qqH scheme. Additional
splittings are included in the ggH scheme at plf =300 GeV and p% =450 GeV, and in the
WH leptonic scheme at pY. =75GeV and pY¥. =150 GeV. Furthermore, the ttH region is split
into five parameters according to the boundaries at pZ =60, 120, 200, and 300 GeV.

Table 6.5 summarises the maximal and minimal merging schemes by listing the STXS
bins that contribute to each parameter of interest. The STXS bins that are constrained to
their respective SM predictions in both fits are also listed.
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Table 6.5: A summary of the maximal and minimal parameter merging scenarios. The STXS
bins that contribute to each parameter are listed. Furthermore, the bins that are constrained
to their respective SM predictions in the fits are listed in the final row.

Scheme Parameters STXS stage 1.2 bins (total number of bins)
geH 0J low pZf geH 0J low pZf (1)
geH 0J high p geH 0J high p, bbH (2)
geH 1J low p4 geH 1J low p#f (1)
gegH 1J med pif geH 1J med pif (1)
geH 1J high p# geH 1J high pZ (1)
geH > 2] low p2 geH >27J low p# (1)
geH > 2] med p# geH >2J med p# (1)
Maimal ggH > 27 high pff ggH >217 high pf (1)

(17 parameters)

ggH BSM

ggH VBF-like

qqH VBF-like

ggH BSM 200 < p¥ < 300, ggH BSM 300 < p < 450 @

ggH BSM 450 < p < 650, ggH BSM p > 650

ggH VBF-like low mj; low p;”j_,_ ggH VBF-like low m;; high p?jj 3
ggH VBF-like high m;; low pi’?, ggH VBF-like high m;; high pf%/
qqH VBF-like low m;; low pr*’, qqH VBF-like low my; high py*/
qqH VBF-like high m;; low Pl qqH VBF-like high my; high pitas

o
o

Minimal
(27 parameters)

qqH VH-like qqH VH-like (1)

qqH BSM qqH BSM (1)

WH lep All WH lep (5)

ZH lep All ZH lep and ggZH lep (10)
ttH All ttH (5)

tH tH = tHq + tHW (1)

geH 0J low p¥ geH 0J low p¥ (1)

ggH 0J high p¥

geH 1J low pif
geH 1J med p#
geH 1J high p#

geH > 2] low pZ

geH > 2] med p4

ggH > 2J high pff

ggH BSM 200 < p# < 300
geH BSM 300 < pi < 450
geH BSM pif > 450
VBF-like low m;; low P
VBF-like low m;; high p;"’
VBF-like high m;; low pii
VBF-like high m;; high pgjj
qqH VH-like

qqH BSM

WH lep p¥ < 75

WH lep 75 < p¥% < 150

WH lep p¥ > 150

ZH lep

ttH p < 60

ttH 60 < p < 120
ttH 120 < pX < 200
ttH 200 < pX < 300
ttH pif > 300

tH

gegH 0J high pZ, bbH (2)
geH 1J low pif (1)
geH 1J med pi (1)
ggH 17 high pf’ (1)
ggH >2J low pff (1)
geH >2J med p# (1)
ggH >21] high pf (1)
g BSM 200 < p < 300 (1)
geH BSM 300 < pi < 450 (1)
geH BSM 450 < pi < 650, ggH BSM pZ > 650 (2)
ggH + qqH VBF-like low m,; low P (2)
geH + qqH VBF-like low m;; high pf’ (2)
ggH + qqH VBF-like high m,; low pei (2)
ggH + qqH VBF-like high m;; high P (2)
qqH VH-like (1)
qgH BSM (1)
WH lep p¥ < 75 (1)
WH lep 75 < p¥ < 150 (1)
WH lep 0J 150 < p¥% < 250, WH lep >1J 150 < p¥% < 250
WH lep p¥. > 250 } )

All ZH lep and lep (10)
ttH pf < 60 (1)

ttH 60 < p < 120 (1)
ttH 120 < pif < 200 (1)
ttH 200 < pi < 300 (1)
ttH pH > 300 (1)

tH = tHq + tHW (1)

Constrained to SM prediction

qqH 0J, qqH 1J, qqH m;; < 60, qqH 120 < mj; < 350 (4)
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6.6.2 Cross-sections

This section details the fits performed to extract cross-sections within the STXS framework
and their respective 68% confidence level (CL) intervals. The theoretical uncertainties in the
normalisation of the signal parameters are not included in the cross-section measurements.
In each fit, ggZH events in which the Z boson decays hadronically are grouped with the
corresponding ggH STXS bin. All bbH events are treated as part of the ggH 0J high p bin.
The hadronic VH processes are grouped with VBF production to form the qqH parameters.
Parameters which are not measured are constrained to their SM prediction, within theoretical
uncertainties. These are the 0J, 1J, m;; < 60 GeV, and 120 < m;; < 350 GeV bins in the qqH
binning scheme. Two fits are performed with varying levels of granularity. The two STXS
Stage 1.2 fits correspond to the parameter merging scenarios described in Section 6.6.1: the
maximal merging fit (17 parameters) and the minimal merging fit (27 parameters). These
merging scenarios are effectively a reduced set of the STXS Stage 1.2 bins. The expected
and observed results of the fits are shown in the summary plots in Figures 6.17 and 6.18.
The parameters are colour-coded according the colours used in the STXS framework (Figure
5.2). The full set of likelihood scans for the fits are included in Appendix H.

The values for the best-fit cross-sections and 68% intervals for the two merging schemes
are given in Tables 6.6 and 6.7. All of the cross-section measurements are statistically limited.
Overall, the results from both merging scenario fits are in agreement with SM predictions;
the observed p-values with respect to the SM predictions are 61% and 87% for the maximal
and minimal merging scenarios respectively. In the maximal merging scenario, the product
of the tH production cross-section times the H — =~ branching fraction is measured to be
0.4707 fb, corresponding to an excess of 1.97%3 times the SM expectation. This represents a
more SM-like measurement than that in Ref. [1], where the value reported was 6.3733.. The
minimal merging scenario fit represents the current most granular cross-section measurement
performed in a single Higgs boson decay channel, with good sensitivity to many different
regions of Higgs boson production phase space. In the minimal merging scenario, the product
of the tH production cross-section times the H — v branching fraction is measured to
be 0.615:8 fb, corresponding to an excess of 2.8737 times the SM expectation. This still
represents a more SM-like measurement than that in Ref. [1], where the value reported was
8.47%2. The observed (expected) upper limit on the tH cross-section as a fraction of the SM
expectation is 9.47 (7.89) and 9.47 (9.47) for the maximal and minimal merging scenarios
respectively. This represents an improvement to the limits in Ref. [1].

The correlations (expected and observed) between the fitted parameters are shown for
each fit in Figures 6.19 to 6.22. The correlations for the ggH parameters are observed to be
small between adjacent pZ bins and larger between adjacent number of jet bins. This results
from the fact that pJ7 is a well-measured quantity, whereas reconstructing the number of jets
in an event is more arbitrary. The application of the ggH BDT in the event categorisation
helps to minimise these correlations. The largest correlations in the maximal merging
scheme exist between the ggH VBF-like and qqH VBF-like cross-sections and the ttH and
tH cross-sections, with expected values of —0.76 and —0.58 respectively. In particular, the
expected correlation between the ttH and tH cross-sections (—0.58) is smaller than the value
(—0.63) expected in the Ref. [1] analysis. This reflects the effect of introducing a new tHq
hadronic category. The difficulty in distinguishing ggH 2J production from VBF is illustrated
in the high anti-correlation between the ggH 2J and qqH parameters.
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Figure 6.17: Expected (top) and observed (bottom) results of the STXS Stage 1.2 fit in
the maximal parameter merging scenario. The best-fit cross-sections are plotted with the
respective 68% CL intervals. The systematic uncertainty in each parameter (coloured boxes)
and the theoretical uncertainties in the SM predictions (hatched grey boxes) are shown. The
lower panel shows the ratio of the fitted values to the SM predictions. The cross-sections are
constrained to be non-negative (hashed pattern below zero). The colour scheme matches
that in Figure 5.2. The observed fit has a p-value of approximately 61%.
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Figure 6.18: Expected (top) and observed (bottom) results of the STXS Stage 1.2 fit in the
minimal parameter merging scenario. The parameters corresponding to merged ggH and
qqH bins are shown by orange and blue dashed lines. The remaining elements of the plots
are similar to those in Figure 6.17. The observed fit has a p-value of approximately 87%.
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Table 6.6: The best-fit cross-sections with 68% confidence intervals for the maximal merging
scenario. The uncertainty is decomposed into the systematic and statistical components. The
expected uncertainties on the fitted parameters, computed assuming the SM predicted cross-
section values, are given in brackets. Also listed are the SM predictions for the cross-sections
and the theoretical uncertainty in these predictions.

STXS stage 1.2: maximal merging scheme

O'B [fb] UB/(O’B)SM
Parameters SM prediction Observed (Expected) Observed (Expected)
(mpg = 125.38 GeV) Best fit Stat unc. Syst unc. Best fit
ggH 0J low pff 1521 1382 | 9.52 755 (ii:ﬁ) TS (Tads ) To% (F638) | 0.63 058 (1057
ggl 0J high pff | 44.25 5530 | 56.46 73 (*757) f650 (Ihir) L (GE) | 128 E0aT (047
ggH 1J low pff 16.20 1355 | 1411 1895 (2850 ) 13@ (L83) 10 (L63) | 0.87 103 (1057
ggH 1J med pff 1122 405 | 1437 230 (1355) 1340 (1332) 05 (7031) | 128 103 (103
ggH 1J high pf! 2.00 Fg31 | 255 Tga7 (Toms ) Toor (F0se) T3 (Foo8 1.28 7035 (1047
geH >2J low pff | 282708 | 418 1530 (52F) 1@ (2358) 103 (030 148 7531 ( Zoios
geH > 2J med pff | 4531500 | 071355 (£580) 1% (D3s6) 1030 (£037) | 0.16 1058 (2048
ggH > 2T high pf | 2121935 | 1.25 1982 (F198)  F107 (T1af) 2007 (f0os) | 059 L0281 (1058
ggH VBF-like 220503 | 620 7307 (1338) 3 (E8a7) 046 (Foat) | 281 1L (fiot
ggll BSM 1435650 | 129185 (1057)  10as (035) 005 (003 ) | 0.90 fos2 (1038
qqH VBF-like 29501 | 070553 (f35)  Lo% (M) L83 (M0i1) | 0.24 1530 (1053
qqH VH-like 122 5000 | 154 R () S (Ta3R)  fOod (oo 1.26 T195 (100
qqH BSM 0.37 ¥ot1 | 0.65 037 (T03s)  Todr (To38) o0 (Fo0r) | 176 T07 (o
WH lep 0.88 X003 | 1.20 X030 (1038) 04 (f03%) o3 (1000 1.36 1032 (105
ZH lep 0.53 7305 | 0.65 7937 (035 ) 031 (F0ss) 08 (000 1.23 X082 ( *0:66
ttH L1350 | 165 108 (10a8)  fOaS (T0a5)  TOes (oo 1.46 7535 (046
tH 0.20 X§0; | 0391555 (030 )  Tos (F631) 6o | Fooo 191 5331 (560
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Table 6.7: The best-fit cross-sections with 68% confidence intervals for the minimal merging
scenario. The uncertainty is decomposed into the systematic and statistical components. The
expected uncertainties on the fitted parameters, computed assuming the SM predicted cross-
section values, are given in brackets. Also listed are the SM predictions for the cross-sections
and the theoretical uncertainty in these predictions.

STXS stage 1.2: extended merging scheme

U'B [ﬂ)] O'B/(O’B)SM
Parameters SM prediction Observed (Expected) Observed (Expected)
(mp = 125.38 GeV) Best fit Stat unc. Syst unc. Best fit

gt 0J low pf 1520 [ os g (M) (M) 88 (93) | oe2tin (43
ggfl 07 high pff 44.25 Hgt | 5642 T7kg (1757) 165 (Trar) T (Lid) | 127 Zoa7 (S6a7
ggH 1J low pff 16.20 1537 | 14.06 55 (555 ) 565 (I57) 105 (Lo15) | 087 1635 (057
ggH 1] med pff 11.23 1138 | 1444 300 (T550) TR (1835) TOh (F0RT) | 129 TR (00
ggH 17 high pf 200 %056 | 257 Tous (Tows) 081 (T055) 0% (00s) | 128 705 (0%
geH > 2J low pff 282706 | 4260 7550 (53F) BN (BR) 0% (%) | 1AL TS (Toss
geH > 2J med pyf 453 7100 | 0.60 0G0 (TH6)  THE (Thee) Tods (T035) | 013105 (0
geH > 2J high pf 212705 | 124 0% (T96)  Tres (TiE) 008 (Tooo) | 059 TosY (1038
ggH 200 < pif < 300 L10 %537 | 098 7548 (1055) 048 (T0&) 00 (To%0) | 089 T5i3 (105
ggH 300 < pif < 450 0.28 7007 | 022790 (T03) O (F03) Tooi (T06) | 077 08 (T0R
geH pif > 450 0.05 7985 | 0157013 (T00a )  Toa7 (Tood) oo (o) | 3.25 33 (08
VBF-like low my; low pr” | 159 %08 | 1325088 (F005) 041 (F06) *00 (T003) | 0837107 (F0A
VBF-like low my; high pr” | 1.25 703 | 429 5397 (7398) 134 (M%) 030 (00%) | 342 TR (H16
VBF-like high my; low pr”/ | 1.60 Z557 | 1.00 248 (1070) 1087 (107) 008 (1665) | 063 103 (10l
VBF-like high my; high py” | 0.73 %998 | 045 7057 (7075) 1058 (F07) *owo (T0e7) | 061 Fout (F1d
qqll VH-like 1225068 | a4 R (T18) A (M%) Toos (Tooo) | 126 Tife (6
qqtl BSM 0.37 7985 | 0.65 7037 (7035) T03 (T038) oo (Tobo) | 176 0% (T0d
WH lep py < 75 047 7003 | 074108 (T05) O (T0E) Tom (To0e) | 158 T (T
WH lep 75 < p{/ < 150 0.29 7003 | 04105 (T03]) 050 (T035) Tom (T008) | 1.39 Tiod (Todl
WH lep py. > 150 012756 | 0.14 %00 (T603) oo (T005) Tomo (T000) | 117 0% (0
ZH lep 0.54 7003 | 0.67 %055 (T058) 088 (Tose) Tom (T003) | 124108 (06
ttH pff < 60 0.26 7905 | 0.26 7033 (7035)  T0R (1038) Toor (To0) | 1.02 TG ( ok
ttH 60 < pif < 120 0.40 905 | 0.62 7037 (T031)  To (F03%) oo (T0%3) | 157 0@ (Toe
ttH 120 < pff < 200 029 7061 | 0.37 %03 (T038) o (Tods) Tooi (o) | 1.26 105 (06
ttH 200 < pf < 300 0127988 | 025 7047 (T031)  ToaT (Foai) oo (To6o) | 201 Tool ( ok
t¢H pff > 300 0.06 7661 | 0.00 *5a0 (608 ) oo (Toos) Tooo (T000) | 0.00 Fo5d (160
tH 0.20 %003 | 0.56 058 (T050) 08 (T050) Tom (Toor) | 276 3% (T
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ggH 0J low p:'

ggH 0J high p’

CMS B
137 b (13 TeV)

ggH 1J low p:'

ggH 1J med p'' 0.0 0.02 0.10 0.6
ggH 1J high p|-0.00 0.01 005 0.12 He e, m =12538 GeV
ggH +2J low p:' -0.02 0.00 -0.29 0.00 -0.01 0.4
H
ggH +2J med p_710.01 0.02 0.02 :0.34 0.01 0.05 0.2
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Figure 6.19: Expected correlations between the 17 parameters considered in the STXS Stage
1.2 maximal merging fit. The size of the correlations is indicated by the colour scale.

193



ggH 0J low p:'
H0shigh CMS
a9 g pT 0.8
H
ggH 1J low p 1
! 137 b (13 TeV)
ggH 1J med p:' -0.00 -0.03 0.11 0.6
ggH 1J high p*{0.00 0.00 0.05 0.19 He ¢, m =125.38 GeV
ggH *2J low p:' -0.02 0.00 -0.30 0.00 -0.02 )
ggH *2J med p:' 0.00 0.00 0.02 -0.33 0.01 0.02 0.2
ggH +2J high p:' 0.01 0.01 -0.01 0.03 -0.17 0.08 0.02
ggH BSM|0.01 0.03 -0.01 0.08 0.16 0.08 0.04 0.15 0
ggH VBF-like | 0.01 0.04 0.00 -0.02 0.00 0.04 -0.03 0.00
[ ]
qqH VBF-like |-0.00 -0.01-0.00 -0.02 -0.04 0.05 0.05 0.07 0.2
qqH BSM |0.00 0.01 0.01 0.00 0.01 0.00 0.00 0.00 -0.26 -0.01 0.01
04
gqH VH-like [0.00 0.01 0.02 0.03 0.04 -0.08 -0.19 -0.29 -0.17 0.04 -0.03 0.05
WH lep |0.01 0.01 -0.01 -0.01 0.00 -0.00 -0.00 0.00 0.02 0.01 -0.01 0.00 0.01 *0.6
ZH lep [0.00 0.01-0.00 -0.01 0.00 0.00 0.00 0.00 0.00 0.00 -0.00 -0.00 0.00 -0.17
ttH|0.01 0.01 0.01 0.00 0.00 0.01 0.01 0.01 0.03 0.02 -0.00 0.01 0.03 0.07 0.01 «0.8
tH|0.00 0.00 0.01 0.01 0.01 -0.01-0.02 -0.05 -0.08 -0.03 0.03 0.00 -0.06 -0.16 -0.02
1
:I:O_n— Io_p— IQ»— IQ_»— IQ_»— IQ_»— IQ_»— Io_l— % Aq_ﬂ) é) (% g E. E. 55 _.]_:'
8 53 8 5 3 8 5 @ 4L L @ £ I T
- & = € © = € & T o m I > = N
3 2 2 5 52 QA > 2 88229 1
2 1 = - Y d 9 @21z %3
T T . ° oD O o
S 5 ]c:n [<) :53 T I o o
> 7 °° 533

Figure 6.20: Observed correlations between the 17 parameters considered in the STXS Stage
1.2 maximal merging fit. The size of the correlations is indicated by the colour scale.
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Figure 6.21: Expected correlations between the 27 parameters considered in the STXS Stage
1.2 minimal merging fit. The size of the correlations is indicated by the colour scale.

195



ggH 0J low p:'
ggH 0J high p:
ggH 1J low p:

CMS B
137 b (13 TeV)

He oo m, = 125.38 GeV

H
ggH 1J med p’ }0.00-0.03 0.11
T
ggH 1J high pH 0.00 0.00 0.05 0.19
T
ggH *2J low p" }0.02 0.00 :0.30-0.00-0.02 06
T
ggH * 2J med pH 0.00 0.00 0.02 -0.33 0.01 0.02
T
! H
ggH -« 2J high pT 0.01 0.01 -0.01 0.03 -0.17 0.08 0.02
. 0.4
ggH 200 < p”" < 300 |0.01 0.02 -0.01 0.07 0.14 0.07 0.04 0.13 .
T
ggH 300 < pH <450 ]0.00 0.01 -0.01 0.03 0.07 0.04 0.02 0.08 0.14
T
ggH pH > 450 |0.00 0.01 -0.01 0.03 0.08 0.04 0.01 0.07 0.18 0.11 0 2
T
) i .
VBF-like low mjj low p % 10.00 0.02 0.01-0.04-0.02 0.00 0.01 0.03 0.02 0.01 0.01
.
. . Hij
VBF-like low m_high p [0.01 0.02 0.00 0.00 0.01 0.05-0.03 0.00 0.09 0.07 0.07
i T
. . Hjj
VBF-like highm low p " |0.00 0.02 -0.01-0.03-0.03 0.02 0.01 0.03 0.02 0.01 0.01 -0.13 0.10
ii T
. . . Hijj
VBF-like high m high p " |0.00 -0.01 0.01-0.00-0.04 0.00 0.01-0.02 0.01 0.00 0.00 0.04 -0.14
i T
qgH BSM [0.00 0.01 0.01 0.00 0.01 0.00 0.00 0.00 :0.28-0.07-0.02 0.01 -0.01 0.01 -0.01

qqH VH-like [0.00 0.01 0.02 0.03 0.04 -0.08-0.18-0.29-0.15-0.09 -0.01 0.00 0.04 -0.00 0.01 0.05

%
WH lep p’ <75 [0.00 0.01-0.02 -0.01 0.01 -0.01 0.00 0.01 0.01 0.00 0.01-0.00 0.01 0.00 -0.00 0.00 0.01
T

WH lep 75 < p: <150 {0.00-0.00 0.01 -0.01-0.00 0.00 -0.00 -0.01 0.01 0.00 0.01-0.00 0.01-0.00 0.00 0.00 0.01 -0.31
WH lep p\T/ > 150 [0.00 0.01-0.00 0.01 0.00 0.01 0.01 0.01 0.01 0.00 0.01 -0.00 0.01-0.00 0.00 0.00 0.01 0.07 -0.25

ZH lep [0.00 0.01-0.00 -0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.00-0.00 -0.00 0.00 -0.01-0.10-0.12

ttH p: < 60 |0.00 0.00 0.01 0.00 0.00-0.02 0.01 0.01 0.01 0.00 0.01 0.00 0.01-0.00 0.01 0.00 0.02 0.00 0.01 0.02 0.00

ttH 60 < p: <120 [0.00 0.00 0.01 0.01-0.00 0.01-0.02 0.02 0.01 0.01 0.01 0.00 0.02 0.01 0.01 0.01 0.02 0.01 0.01 0.03 0.00 0.01
ttH120<p
ttH 200 < p

ttH p

<200 {0.00 0.00 0.00-0.00 0.01 0.02 0.03 0.00 0.03 0.01 0.02 0.00 0.02-0.00 0.01 0.01 0.03 0.03 0.02 0.05 0.01 0.06 0.08
< 300 {0.00 0.01-0.00-0.00 0.00 0.02 0.03 0.03 -0.01 0.01 0.03 -0.01 0.04-0.00 0.01 0.01 0.03 0.03 0.04 0.06 0.01 0.07 0.11 0.18

> 300 {0.00 0.00-0.00 -0.01-0.00 0.03 0.04 0.05 0.04 -0.04-0.03 -0.01 0.06 -0.00 0.01 0.00 0.06 0.05 0.06 0.06 0.02 0.12 0.18 0.34 0.33

- T4 T T

tH ]0.00 0.00 0.01 0.01 0.00 -0.03-0.05-0.07 -0.06 -0.03 -0.05 0.02 -0.07 0.01 -0.01 -0.01-0.08 -0.07 -0.08 -0.13-0.03-0.15-0.23

I FTL_ VT VT _ I _+T_ T T _ FO O O & =& = = QL O O O O O O O
e = mIQ_'—IQ_EQ_'—IQ_"(% =~N0O 0 00 d o 99 E=
2 £ 295 £ 2 5 £ ‘1“";_‘:;_{:m-v‘_‘_Iv‘_C\I
53 25 2235 22V VvaAZHEEDS T, v A Gy vvoa
5 £ 3 E-C_, E-CI»—Ib—Il——'_E—'_E :'O:'> o T > - Q I T +T_+T_+
OBF - o2 Q - o o a o = :=E:= —9 T o o o T a o a a
TSIy vz EeE e 88y g By
=) o L I 22 3 = £ v 2 222 9 =
@gmmgmzloomgggﬁ, I"I © N ©
o mmgwm > 2 € = EQ'; r —
© I T S oo, @ E L I
>3 == T A
T
F =
> >>49

Figure 6.22: Observed correlations between the 27 parameters considered in the STXS Stage
1.2 minimal merging fit. The size of the correlations is indicated by the colour scale.

6.7 Results for coupling modifiers

The k-framework defines coupling modifiers as parameters which directly parametrise de-
viations from the SM expectation in the couplings of the Higgs boson to other particles
[71].

Two different likelihood scans, each with two dimensions, are performed. Full details of
each parameterisation are given in Ref. [105].
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In the first fit, the resolved x model is used. This means that the scaling factors of
loops are resolved into their SM components, in terms of the other x parameters. The most
important of these are in the ggH production and H — v decay loops, but others, such
as the loop in ggZH production, are also resolved. The expected and observed results of
a two-dimensional scan in ky and kg, scaling the Higgs boson coupling to vector bosons
and to fermions, respectively, are shown in Figure 6.23. The best fit point is consistent
with the SM expectation at approximately the 68% CL. The H — v decay rate contains
an interference term proportional to xkykp. This means that the rate of ggH and ttH
production (o< k%), relative to the rate of VBF and VH production (o< xi), can be used
to gain sensitivity to the relative sign of the tt-H and VV-H couplings. In addition, the
tHq and tHW production modes also include a term proportional to xykp. This analysis
explicitly targets tHq production via the tHq leptonic and tHq hadronic analysis categories,
the inclusion of which helps to further reduce the degeneracy between positive and negative
rp values. The region with negative values of kg is observed (expected) to be excluded with
a significance of 3.0 (2.4) standard deviations.
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Figure 6.23: Expected (left) and observed (right) two dimensional likelihood scan of ky-vs-kp
in the resolved x model. The expected 68% and 95% confidence regions are given by the
solid and dashed contours respectively. The SM point is shown by the red diamond. The
colour scale indicates the value of the test statistic.

A second fit is performed using the unresolved x model, where the ggH and H — vy
loops are given their own effective scaling factors denoted by x4, and &, respectively. These
parameters are particularly sensitive to possible BSM states, that contribute to the rate of
Higgs boson production and decay via loop processes. The expected and observed results of
a two-dimensional scan in these two parameters is shown in Figure 6.24. In the scan, the
other xk parameters in the unresolved model are fixed to unity. The observed scan shows no
evidence for BSM physics.

197



CMS 137 fb” (13 TeV) CMS 137 fo! (13 TeV)

o J\\\‘\\\\\\\\\\\\\\\\\\\\‘\\\\‘\\\\‘\\\\ 25’-8.’ (o)) J\\\‘\\\\\\\\\\\\\\\\\\\\‘\\\\‘\\\\‘\\\\ 25/\0’
° E o ° C o
1.8~ . 1.8~
L \._/ L
1.6 20° 1.6F
1.4 14
1.2~ 15 1.2
1= 1=
0.8~ 10 0.8~
0.6 : 0.6 )
C =+ Best fit L 4 Best fit
0.4 — 68% CL 5 0.4~ — 68% CL
C v 95% CL C v 95% CL
02— H- 0-,mH=125.38GeV 02— He+ <+, m =12538 GeV
o 4 sM E " 4 SM
077\\\‘\\\\‘\\\\‘\\\‘\\\‘\\\\‘\\\\‘\\\\‘\\\\ 077\\\‘\\\\‘\\\\‘\\\‘\\\‘\\\\‘\\\\‘\\\\‘\\\\

9 1 11 12 13

04
)
o
3
o
3
ofF

9 1 11 12 13

04
o
o
3
o
o
of

Figure 6.24: Expected (left) and observed (right) two dimensional likelihood scan of xy-vs-x,
in the unresolved x model. The expected 68% and 95% confidence regions are given by the
solid and dashed contours respectively. The SM point is shown by the red diamond. The
colour scale indicates the value of the test statistic.

6.8 Summary

Several Higgs boson properties have been measured by performing fits to the m,, distribution
in the H — v decay channel using the full LHC Run II dataset. Signal and background
models are fitted in categories targeting the kinematic regions defined by the STXS Stage
1.2 framework. The signal models are constructed from simulated events while background
models are constructed from data. The parameters of interest are obtained by performing a
simultaneous maximum likelihood fit in all the categories considered. The theoretical and
experimental uncertainties which affect the measurements have been quantified, together
with the statistical uncertainties. Furthermore, studies of the contamination of categories
from non-target Higgs boson processes have been presented.

The amount of data available does not allow all STXS Stage 1.2 bins to be measured
individually. The parameters of interest principally include Higgs boson cross-sections
measured in two STXS Stage 1.2 bin merging schemes: a maximal merging scheme with
17 POIs and a minimal merging scheme with 27 POIs. The expected and observed best-fit
values for these cross-sections have been presented, together with their 68% CL intervals.
The corresponding p-values with respect to the SM are 61% and 87% for the maximal and
minimal merging scenarios respectively. For all of the cross-sections measured, the statistical
uncertainty is the limiting factor.

In both merging schemes, the tH kinematic region is measured including a tHq hadronic
category for the first time. In the maximal merging scenario, the product of the tH production
cross-section times the H — ~~y branching fraction is measured to be 0.4737 fb, corresponding
to an excess of 1.97%3 times the SM expectation. In the minimal merging scenario, this value
is measured to be 0.6758 fb, corresponding to an excess of 2.8753 times the SM expectation.
Both of these measurements are more SM-like when compared to the value reported in
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Ref. [1]. The observed (expected) upper limit on the tH cross-section as a fraction of the SM
expectation is 9.47 (7.89) and 9.47 (9.47) for the maximal and minimal merging scenarios
respectively. This represents an improvement to the limits in Ref. [1]. Correlations between
the fitted parameters were also studied. The largest correlations in the maximal merging
scheme exist between the ggH VBF-like and qqH VBF-like cross-sections and the ttH and tH
cross-sections. In particular, the expected correlation between the ttH and tH cross-sections
(—0.58) is smaller than the value expected in the Ref. [1] analysis. This reflects the effect of
introducing a new tHq hadronic category.

Measurements outside of the STXS framework were also performed. These include signal
strength modifier measurements. The total Higgs boson signal strength, relative to the
SM prediction, is measured to be 1.147015. A simultaneous measurement of the signal
strengths of the four principal Higgs boson production mechanisms was performed and found
to be compatible with the SM prediction with a p-value of 42%. All other results, such as
measurements of the Higgs boson couplings to vector bosons and to fermions, are also in
agreement with the SM expectations.
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Chapter 7

Conclusions and future prospects

7.1 Conclusions

Since the discovery of the Higgs boson, LHC experiments have been focusing on conducting
precise measurements in the Higgs sector. In this context, the STXS framework has been
developed to perform granular measurements of the Higgs boson cross-sections and to enable
wider interpretations of experimental measurements as compared to the LHC Run 1 findings.
In this thesis, measurements of the Higgs boson production cross-sections via the decay of the
Higgs boson to two photons are reported. The measurements are made using data collected
in the period 2016-2018 by the CMS detector at the LHC in proton-proton collisions at a
centre-of-mass energy of 13 TeV, amounting to an integrated luminosity of 137 fb~1.

Candidate events from the reconstruction are categorised using reconstruction-level event
variables to target the particle-level bins of the STXS Stage 1.2 framework. The framework
allows events to be separated into the different production modes and into different kinematic
regions within the production modes. Key elements of the analysis in this thesis include two
BDT classifiers, namely a VBF BDT and a VH hadronic BDT, which are trained to categorise
events into the target qqH STXS bins. A data-driven background modelling procedure is
adopted to improve the BDT performance. The use of the data-driven background modelling
was found to increase the expected observation significance in each of the qqH STXS bins
targeted by approximately 4-50%), the inclusive VBF significance by ~20%, and the inclusive
VH significance by ~10%. The results of applying these two classifiers were first presented
in Ref. [1]. This thesis also introduces a new tHq hadronic tag to target tHq processes where
the vector boson, from the top quark decay, decays hadronically.

Several Higgs boson properties have been measured by performing fits to the m.,
distribution in the categories targeting the kinematic regions defined by the STXS Stage 1.2
framework. The parameters of interest are obtained by performing a simultaneous maximum
likelihood fit in all the categories considered. The parameters of interest principally include
Higgs boson cross-sections measured in two STXS Stage 1.2 bin merging schemes. The
expected and observed best-fit values for these cross-sections have been presented, together
with their 68% CL intervals. All results were found to be in agreement with the SM. In both
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merging schemes, the tH kinematic region is measured via a tHq hadronic category for the
first time.

The theoretical and experimental uncertainties which affect the measurements have been
quantified, together with the statistical uncertainties. For all of the cross-sections measured,
the statistical uncertainty dominates, indicating that the systematic limit has not yet been
been reached with the full LHC Run II dataset. This limit is expected to be reached in
future runs of the LHC, and thus future analyses should also focus on understanding and
minimising the impact of systematic uncertainties.

Measurements outside of the STXS framework were also performed. These include signal
strength modifier measurements. The total Higgs boson signal strength, relative to the
standard model (SM) prediction, is measured to be 1.147)15. The observed upper limit on the
tH cross-section as a fraction of the SM expectation is 9.47. This represents an improvement
to the limits in Ref. [1]. All other results, such as measurements of the Higgs boson couplings
to vector bosons and to fermions, are also in agreement with the SM expectations.

7.2 Future prospects

Despite excellent agreement of the measured quantities with the SM, many of the corre-
sponding uncertainties are still relatively large. Notably, several BSM theories expect Higgs
coupling parameters to deviate from the SM at the percent level [179]. In this context, the
STXS framework is a useful tool to characterise any possible deviations from the SM, for
example within effective field theories [180]. Although all the STXS measurements have been
found to be statistically-limited, future LHC runs are expected ro reach the systematic limit
for several measurements and thus further progress will require improvements in theoretical
predictions, experimental data-collection and event reconstruction techniques.

The HL-LHC physics programme is expected to deepen our present understanding of
the Higgs boson obtained from Runs I and II data and to increase both the statistical
and experimental reach of the LHC experiments. To address the issues that arise from the
high-luminosity environment, the CMS detector will be upgraded and one of the key upgrades,
discussed in this thesis, is the implementation of fine-grained endcap calorimeters (HGCAL).
The HGCAL is expected to provide unprecedented granularity and timing capabilities in the
forward dectector regions. In particular, precision timing from silicon sensors in the HGCAL
reconstruction chain was studied in this thesis, and possible improvements to the HGCAL
reconstruction using the results of the timing studies were presented.

The HL-LHC will provide improved precision on existing measurements in the Higgs
sector and will also enable entirely new measurements to be made. The key future prospects
from the HL-LHC are outlined in the following paragraph. Any projections are taken from
Ref. [181].

Uncertainties in signal strength in the 300 fb™! dataset are expected to be roughly halved
with 3000 fb! of data, achieving the precision required to test BSM models. A 2-10%
precision is foreseen on the measurement of each of the Higgs boson couplings. Coupling
predictions show a more pronounced improvement in measurements of fermionic couplings
which are generally statistically limited, over the normally theoretically-limited measurements
of bosonic couplings. Higgs boson couplings to gg, vy, and Z~ proceed via W boson and top
quark loops in the SM and are therefore sensitive to possible radiative corrections from BSM
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particles. With 3000 fb™! of integrated luminosity, CMS projects 20-24% uncertainty on the
inclusive signal strength of the H — Z~ decay, and ~10% precision on xz,. The HL-LHC
will also provide increased accessibility to the rare H — J/¢y and H — eey decays which
are sensitive to Higgs boson couplings to light quarks and leptons respectively. With the
HL-LHC dataset, CP-odd Higgs boson contributions, which are required to vanish in the
SM, are expected to be constrained to 2%. CP measurements of the Higgs boson may be
extracted from the H — ZZ decay, the H — 77 decay, and the VBF production mode. The
limits on the Higgs boson invisible branching ratio, BR — invisible, can be derived from
the rates of measured decays by assuming SM Higgs boson couplings to visible particles.
The current upper limit is ~ 19% and is expected to reach ~ 6% with the 3000 fb™! dataset.
While complementing non-collider direct dark matter searches in the lower mass range, the
HL-LHC will further provide the opportunity to explore production mechanisms coupling
dark matter to the Higgs boson namely, mono-Higgs production [182] whereby a single Higgs
boson is produced together with invisible particles. An experimental test of the SM Higgs
field potential may be made by measurement of the Higgs boson trilinear self-coupling Ay g g,
and its subsequent comparison to the SM value of 3m% /v. Pair production of the Higgs
boson provides sensitivity to Aggg through a self-coupling diagram involving the off-shell
H* — HH process [183]. The value of oy is predicted to be significantly enhanced in many
BSM scenarios. With the HL-LHC datasets, O(1) limits are expected to be set on the value
of Aggg. Prospects for measuring A\ggy from anomalous trilinear couplings in single-Higgs
boson processes are also being considered [184]. Generic two-Higgs-doublet models (2-HDM)
[185] involve an extension of the SM to accommodate a second Higgs doublet and are further
parameterised by the ratio of the vacuum expectation values of the Higgs doublets, tan 3,
and the mixing angle a between the two CP-even states. In restricted tan § parameter space,
heavy flavour measurements have placed a lower limit of ~1 TeV on the mass of additional
Higgs bosons. Nonetheless, the HL-LHC aims at surveying the whole range of tan 5 up to
Higgs boson masses of at least 500 GeV [186, 187].

7.3 Outlook

Measurements of Higgs boson cross-sections, signal strengths and couplings have all been
consistent with SM predictions to date. More precise measurements are needed to test the
SM as thoroughly as possible, to understand several physical phenomena relating to the
Higgs boson which still remain unexplained, and to constrain BSM theories. It is expected
that increased precision will be achieved through the HL-LHC phase through the availability
of more data and the use of improved experimental techniques. Nonetheless, theoretical
predictions still need to be improved so that uncertainties from SM predictions are maintained
below the achievable experimental precision. Current projections for HL-LHC measurements
show immense potential for further progress in Higgs boson measurements at the HL-LHC.
In this context, the LHC and its associated detector collaborations represent an ongoing
global scientific effort to improve our fundamental understanding of the universe and to
extend the present discovery reach for new physics.
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A.1 Photon 2D cluster timing as a function of energy
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Figure A.1: Distributions of the mean time (left) and the timing resolution of photon 2D
clusters within 2 cm of the shower axis, with the time of 2D clusters computed from rechit
times with no weighting procedure applied.
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Figure A.2: Distributions of the mean time (left) and the timing resolution of photon 2D
clusters within 2 cm of the shower axis, with the time of 2D clusters computed from rechit
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Figure A.3: Distributions of the mean time (left) and the timing resolution of photon 2D
clusters within 2 cm of the shower axis, with the time of 2D clusters computed from rechit
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Figure A.4: Distributions of the mean time (left) and the timing resolution of photon 2D
clusters within 2 cm of the shower axis, with the time of 2D clusters computed from rechit
times with an inverse-resolution weighting procedure applied.
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Figure A.5: Distributions of the mean time (left) and the timing resolution of photon 2D
clusters within 2 cm of the shower axis, with the time of 2D clusters computed from rechit
times with inverse-resolution-squared weighting procedure applied.
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A.2 7 2D cluster timing as a function of energy
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Figure A.6: Distributions of the mean time (left) and the timing resolution of 7 2D clusters
within 2 cm of the shower axis, with the time of 2D clusters computed from rechit times with

no weighting procedure applied.
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Figure A.7: Distributions of the mean time (left) and the timing resolution of 7 2D clusters
within 2 cm of the shower axis, with the time of 2D clusters computed from rechit times with

an energy weighting procedure applied.
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Figure A.8: Distributions of the mean time (left) and the timing resolution of 7% 2D clusters
within 2 cm of the shower axis, with the time of 2D clusters computed from rechit times with
an energy-squared weighting procedure applied.
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Figure A.9: Distributions of the mean time (left) and the timing resolution of 7 2D clusters
within 2 cm of the shower axis, with the time of 2D clusters computed from rechit times with
an inverse-resolution weighting procedure applied.
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Figure A.10: Distributions of the mean time (left) and the timing resolution of 7™ 2D
clusters within 2 cm of the shower axis, with the time of 2D clusters computed from rechit
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times with inverse-resolution-squared weighting procedure applied.
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A.3 photon 2D cluster timing as a function of the HG-

CAL layer
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Figure A.11: Distributions of the mean time (left) and the timing resolution of photon 2D
clusters within 2 cm of the shower axis, with the time of 2D clusters computed from rechit
times with no weighting procedure applied.
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Figure A.12: Distributions of the mean time (left) and the timing resolution of photon 2D
clusters within 2 cm of the shower axis, with the time of 2D clusters computed from rechit
times with an energy weighting procedure applied.

222



mean(t) ns

04 CMS Phase-2 Simulation Preliminary

E |- p v
0.03— pr 5Ge
E |— p} 10GeV
0.02—
C —— p; 30GeV
0.01
oF r §.] [ }
B P
o eagtt I8
—0.01F FrEcebb e et tt
= i I
-0.021
-0.03F
e T
layer

o, (ns)

CMS Phase-2 Simulation Preliminary

r —— p;/_ 5GeV
A=
L I pY 10GeV
I Y
008l |— p} 30GeV
0.06_
0.04]- { l
r &{.'} {T 3t
L * 5 *i '* 426‘ {
0.02 boggd L . *
[ 4 . ,.!: o,
o e e e )
layer

Figure A.13: Distributions of the mean time (left) and the timing resolution of photon 2D
clusters within 2 cm of the shower axis, with the time of 2D clusters computed from rechit
times with an energy-squared weighting procedure applied.
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Figure A.14: Distributions of the mean time (left) and the timing resolution of photon 2D
clusters within 2 cm of the shower axis, with the time of 2D clusters computed from rechit
times with an inverse-resolution weighting procedure applied.
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Figure A.15: Distributions of the mean time (left) and the timing resolution of photon 2D
clusters within 2 cm of the shower axis, with the time of 2D clusters computed from rechit
times with inverse-resolution-squared weighting procedure applied.
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A.4 7" 2D cluster timing as a function of the HGCAL
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Figure A.16: Distributions of the mean time (left) and the timing resolution of 7t 2D
clusters within 5 cm of the shower axis, with the time of 2D clusters computed from rechit
times with no weighting procedure applied.
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Figure A.17: Distributions of the mean time (left) and the timing resolution of 7+ 2D
clusters within 5 cm of the shower axis, with the time of 2D clusters computed from rechit
times with an energy weighting procedure applied.
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Figure A.18: Distributions of the mean time (left) and the timing resolution of 7+ 2D
clusters within 5 cm of the shower axis, with the time of 2D clusters computed from rechit
times with an energy-squared weighting procedure applied.
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Figure A.19: Distributions of the mean time (left) and the timing resolution of 7+ 2D
clusters within 5 cm of the shower axis, with the time of 2D clusters computed from rechit
times with an inverse-resolution weighting procedure applied.

226



05 CMS Phase-2 Simulation Preliminary 012 CMS Phase-2 Simulation Preliminary

% E —— pit 5GeV ‘Eﬁ E —— pi* 5GeV
§°'°4; —— p* 10GeV °'1; —— p™* 10GeV
0_03:4 —— pf* 30GeV 0_03; —— pi* 30GeV
. il - l
0.02 0.06
: gl ; :
ootE-] ﬂ H{{ { 0.047%% i * {
Ei :t.[,ii-*%*{i*%{'.i(‘iip{*{
of i£ RGN iis %ﬁ ;iﬁ m{ | IR XU R I i
r HIDY L
E ifi“*tiiii&ﬁi§¥ -
B T T R R - O~ —"He =20 80 40 50
layer layer

Figure A.20: Distributions of the mean time (left) and the timing resolution of 7™ 2D
clusters within 5 cm of the shower axis, with the time of 2D clusters computed from rechit
times with inverse-resolution-squared weighting procedure applied.
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Appendix B

B.1 VBF fake factors for the years 2016 and 2017
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Figure B.1: VBF f,; factors derived from 7-jet simulation samples for the year 2016. The
f1 factors are binned in the 1 and pr of the lead photon.
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Figure B.2: VBF f,, factors derived from v-jet simulation samples for the year 2016. The
f+2 factors are binned in the 1 and py of the sublead photon.
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Figure B.3: VBF' f,; factors derived from jet-jet simulation samples for the year 2016. The
f1 factors are binned in the 1 and pr of the lead photon.
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Figure B.4: VBF' f,, factors derived from jet-jet simulation samples for the year 2016. The
f2 factors are binned in the n and pr of the sublead photon.
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Figure B.5: VBF f,; factors derived from 7-jet simulation samples for the year 2017. The
fy1 factors are binned in the 1 and pr of the lead photon.
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Figure B.6: VBF f,, factors derived from v-jet simulation samples for the year 2017. The
f+2 factors are binned in the 1 and py of the sublead photon.
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Figure B.7: VBF' f,; factors derived from jet-jet simulation samples for the year 2017. The
f1 factors are binned in the 1 and pr of the lead photon.
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Figure B.8: VBF' f,, factors derived from jet-jet simulation samples for the year 2017. The
f2 factors are binned in the n and pr of the sublead photon.
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B.2

Figure B.9: VBF p.,; factors derived from 7-jet simulation samples for the year 2016. The

VBF QCD purity fractions for the years 2016 and

2017
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Figure B.10: VBF p.s factors derived from 7-jet simulation samples for the year 2016. The
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Figure B.11: VBF p,; factors derived from jet-jet simulation samples for the year 2016. The
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Figure B.12: VBF p,, factors derived from jet-jet simulation samples for the year 2016. The
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P2 factors are binned in the 1 and pr of the sublead photon.
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Figure B.13: VBF p,; factors derived from v-jet simulation samples for the year 2017. The
p~1 factors are binned in the 7 and pr of the lead photon.
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Figure B.14: VBF p.s factors derived from 7-jet simulation samples for the year 2017. The
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Figure B.15: VBF p,; factors derived from jet-jet simulation samples for the year 2017. The
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Figure B.16: VBF p,s factors derived from jet-jet simulation samples for the year 2017. The
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P2 factors are binned in the 1 and pr of the sublead photon.
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B.3 VBF data-driven background modelling validations

VBF preselection VEF preselection 10000 VEF preselection
4000 Vi + jj (data-driven) ggH x10 4000 v + jj (data-driven) ggH x10 yj + jj (data-driven) ggH x10
vy (Sherpa) —  VBF x10% vy (Sherpa) —  VBF x10? vy (Sherpa) —  VBF x10?
3500 + data stat 3500 + data stat 8000 + data stat
3000 - M 3000 — Mc Z e
6000
ke
£ 2000 £ 2000 g
H ] 3 4000
© 1500 % 1500 H
N =
1000 1000 2000 =
500 500
i i ]
I 15 T 15 W15
8 8 . o g
8 10 = ++*+++ L 8 10 - B a3 e 8 10 Lgee- I
+ + + +
Q05 Q05 g o5
-
-
-
15 15 15 & -
g .- g -, )l .
- . - .- - -
810 - 10 = e e a3 SN R S—— e
g - et S 5 g —- -+ g -
O + 0s £ e e
+
02 04 06 08 1.0 12 14 020 025 030 035 0.40 045 050 055 0.60 00 02 04 o6 08 10
PFimyy pFImy Gy
VEF preselection VEF preselection VEF preselection
4000
4000 ¥i + ji (data-driven) ggH x10 ¥i + ji (data-driven) ggH x10 2000 ¥i + i (data-driven) ggH x10
3500 Yy (Sherpa) —  vBF x107 3500 Yy (Sherpa) —  VBF x10? 750 Yy (Sherpa) —  VBF x10?
+ data stat 3000 + data stat + data stat
3000 — MC — MC 1500 — MC
I,
2 2000 2 2000 — s 2 1000 fj
= S S
H £ 1500 H
@ 1500 2 - 3 750
1000 1looo 500
500 500 250
bl il il
&1s &1s s
= = . = + 5 st
210 et e, o + 210 RS s G e o 810 LRI, NP dbhdi
a G + 5 3 101 + 3 M0 e
+ +
v os{* Y os v os
= = £
¥
-
o 19 o 1 - - ™ o 15
g10 -~ e E10 - —t g olet
a - QL0 e e -~ ¥ aioyg W
S — ey + g - M + dJ . ot et s
Zos| ¥ + =05 + =o05{e **
e
50 75 100 125 150 175 200 30 40 50 60 70 80 90 100 100 110 120 130 140 150 160 170 180
dipho lead pr dipho sublead pr myy (GeV)
VBF preselection VBF preselection VBF preselection
8000
4000 ¥i + i (data-driven) ggH x10 7000 ¥i + i (data-driven) ggH x10 ¥i + i (data-driven) ggH x10
vy (Sherpa) —  VBF x107 vy (Sherpa) —  VEBF x10? 7000 vy (Sherpa) —  VBF x107
3500 + data stat 6000 + data stat 5000 + data stat
- MC - MC - MC
3000 5000
il E -
m g 1y 4000
£ 2000 4 2
] < 3000 ]
2 1500 H 2 3000
1000 2000 2000
>
500 1000 1000
_—
= 2 =
15 ]
g1s " " 3 | | g1s
= —-b 4 3 . =
310 o abae ey T 10 - 210 . . -
a Lot d * ¥ a 4 a =+ e
& * Sos e ++++ T, +
g 05 2 v os
= 4 + £
15 15 =
i 2 N 2 e
3 8 1.0 T : Brotee = > e ...-+
S g e . + g
= =05 +*++++++ + 245 . e el .
%0 800 800 1000 00 05 10 15 20 25 30 35 4.0 0.0 02 04 06 08 1.0
myj p¥imyy cosAdyy

Figure B.17: 2016 validation of the data-driven method on various kinematics variables
relevant to the VBF BDT.
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Figure B.18: 2016 validation of the data-driven method on various kinematics variables
relevant to the VBF BDT.The data points represent data outside the Higgs boson mass
window (115-125 GeV and satisfying the VBF preselection criteria. The DD+MC method is
compared to data in the ratio plot with black dots while the MC-only method is compared

to data in the ratio plot with blue dots.
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Figure B.19: 2017 validation of the data-driven method on
relevant to the VBF BDT.
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Figure B.20: 2017 validation of the data-driven method on various kinematics variables
relevant to the VBF BDT. The data points represent data outside the Higgs boson mass
window (115-125 GeV and satisfying the VBF preselection criteria. The DD+MC method is
compared to data in the ratio plot with black dots while the MC-only method is compared
to data in the ratio plot with blue dots.
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B.4 VBF BDT signal validation
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Figure B.21: VBF BDT signal validation in
is compared to data taken in 2016, 2017, and 2018 (black points) for each variable.
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Figure B.22: VBF BDT signal validation in the Z — ee control region. The DY simulation
is compared to data taken in 2016, 2017, and 2018 (black points) for each variable.
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Figure B.23: VBF BDT signal validation in the Z — ee control region. The DY simulation
is compared to data taken in 2016, 2017, and 2018 (black points) for each variable.
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Figure B.24: VBF BDT signal validation in the Z — ee control region. The DY simulation
is compared to data taken in 2016, 2017, and 2018 (black points) for each variable.
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Figure B.25: VBF BDT signal validation in the Z — ee control region. The DY simulation
is compared to data taken in 2016, 2017, and 2018 (black points) for each variable.
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Appendix C

C.1 VH fake factors for the years 2016 and 2017
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Figure C.1: VH f,; factors derived from 7-jet simulation samples for the year 2016. The f,,
factors are binned in the n and pr of the lead photon.

245



* PFFP PP + PFFP PP

fake factor

0.2

0.0

102 10? 10? 10?
priyz) priyz)

Figure C.2: VH f,, factors derived from 7-jet simulation samples for the year 2016. The f,»
factors are binned in the n and pr of the sublead photon.
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Figure C.3: VH f,; factors derived from jet-jet simulation samples for the year 2016. The
fy1 factors are binned in the 1 and pr of the lead photon.
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Figure C.4: VH f,, factors derived from jet-jet simulation samples for the year 2016. The
f2 factors are binned in the n and pr of the sublead photon

=
S

+ PFFP PP + PFFP PP
EB EE

o = =
@ =} ¥

fake factor
=]
(=]

o
'S

o
[N}

e
o

102 10° 102 10%
priy1) priyy)

Figure C.5: VH f,; factors derived from ~v-jet simulation samples for the year 2017. The f,;
factors are binned in the 1 and pr of the lead photon.
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Figure C.6: VH f,, factors derived from 7-jet simulation samples for the year 2017. The f,»
factors are binned in the n and pr of the sublead photon.
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Figure C.7: VH f,; factors derived from jet-jet simulation samples for the year 2017. The
fy1 factors are binned in the 1 and pr of the lead photon.
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Figure C.8: VH f,, factors derived from jet-jet simulation samples for the year 2017. The
f2 factors are binned in the n and pr of the sublead photon.
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C.2

Figure C.9: VH p,; factors derived from v-jet simulation samples for the year 2016. The p,;
factors are binned in the 1 and pr of the lead photon.

Figure C.10: VH p., factors derived from v-jet simulation samples for the year 2016. The

VH QCD purity fractions for the years 2016 and

2017
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Figure C.11: VH p.; factors derived from jet-jet simulation samples for the year 2016. The
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Figure C.12: VH p. factors derived from jet-jet simulation samples for the year 2016. The
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Figure C.13: VH p.; factors derived from v-jet simulation samples for the year 2017. The
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p1 factors are binned in the 7 and pr of the lead photon.
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Figure C.14: VH p., factors derived from v-jet simulation samples for the year 2017. The
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P2 factors are binned in the 1 and pr of the sublead photon.
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Figure C.15: VH p.; factors derived from jet-jet simulation samples for the year 2017. The
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Figure C.16: VH p.» factors derived from jet-jet simulation samples for the year 2017. The
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C.3 VH data-driven background modelling validations
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Figure C.17: 2016 validation of the data-driven method on various kinematics variables

relevant to the VH BDT.
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Figure C.18: 2016 validation of the data-driven method on various kinematics variables
relevant to the VH BDT. The data points represent data outside the Higgs boson mass
window (115-125 GeV and satisfying the VH preselection criteria. The DD+MC method is
compared to data in the ratio plot with black dots while the MC-only method is compared
to data in the ratio plot with blue dots.
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Figure C.19: 2017 validation of the data-driven method on various kinematics variables
relevant to the VH BDT.




VH preselection

3500

3000

2500

events

1500

1000

500

vj + jj (data-driven) ggH %10
—  VH x10?

stat

yy (Sherpa)
data
Mc

(MC + DD)/Data

VH preselection

8000

7000

6000

| +

4000

3000

events

2000

1000

Vi + jj ldata-driven) ggH x10
—  VH x10?

stat

vy (Sherpa)
data
MC

15

-
Lo 9 o

1.0

Y g -

(MC + DD)/Data

e

—1.00-0.75-0.50-0.25 0.00 0.25 0.50 0.75 1.00

Figure C.20: 2017 validation of the data-driven method on various kinematics variables
relevant to the VH BDT. The data points represent data outside the Higgs boson mass
window (115-125 GeV and satisfying the VH preselection criteria. The DD+MC method is
compared to data in the ratio plot with black dots while the MC-only method is compared

cos@ *

3500

3000

2500

events

1500

1000

500

(MC +DD)/Data

MC/Data

7000

6000

5000

3000

events

2000

1000

(MC +DD)/Data

VH preselection

Vi + ji (data-driven) ggH %10
vy (Sherpa) —  WH x10?
data stat

mMc

VH preselection

Vi + jj (data-driven) ggH x10
—  VH x10?

stat

yy (Sherpa)
data
MC

e

.. ++++++

40

60

to data in the ratio plot with blue dots.

80 100
dijet lead pr

120 140

258

4000

3000

events

1000

b
15
< +]
Q . -
3 10 D i o ++ ]
Iy
Y 05
£
15
g -
o
0 10 = o
2y, e L
0.5 . - . +
0.0 0.5 1.0 15 2.0 2.5 3.0
An
VH preselection
8000 ¥j + jj (data-driven) ggH %10
7000 yy (Sherpa) —  VHx10?
+ data stat
6000 — M
=~
19 4000
=

3
3 3000
2000

1000

(MC + DD)/Data

MC/Data

2000

VH preselection

vi + i (data-driven)

vy (Sherpa)
data
- MC

ggH x10
—  VHx10?
stat

0.5

.

- e e

30

35

40

45 50 55
dijet sublead pr

60 65 70



C.4 VH BDT

Events

Figure C.21: VH BDT signal validation in the Z — ee control region. The DY simulation is

signal validation
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Figure C.22: VH BDT signal validation in the Z — ee control region. The DY simulation is

compared to data taken in 2016, 2017, and 2018 (black points) for each variable.
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Figure C.23: VH BDT signal validation in the Z — ee control region. The DY simulation is
compared to data taken in 2016, 2017, and 2018 (black points) for each variable.
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Figure C.24: VH BDT signal validation in the Z — ee control region. The DY simulation is
compared to data taken in 2016, 2017, and 2018 (black points) for each variable.
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Figure C.25: VH BDT signal validation in the Z — ee control region. The DY simulation is
compared to data taken in 2016, 2017, and 2018 (black points) for each variable.
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Appendix D

D.1 tHq hadronic BDT signal validation
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Figure D.1: tHq hadronic BDT signal validation in the Z — ee control region. The simulation
(stacked coloured histograms) is compared to the combination of data taken in 2016, 2017,
and 2018 (black points).
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Figure D.2: tHq hadronic BDT signal validation in the Z — ee control region. The simulation
(stacked coloured histograms) is compared to the combination of data taken in 2016, 2017,
and 2018 (black points).
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Figure D.3: tHq hadronic BDT signal validation in the Z — ee control region. The simulation
(stacked coloured histograms) is compared to the combination of data taken in 2016, 2017,

and 2018 (black points).
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Figure D.4: tHq hadronic BDT signal validation in the Z — ee control region. The simulation
(stacked coloured histograms) is compared to the combination of data taken in 2016, 2017,
and 2018 (black points).
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Figure D.5: tHq hadronic BDT signal validation in the Z — ee control region. The simulation
(stacked coloured histograms) is compared to the combination of data taken in 2016, 2017,
and 2018 (black points).
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Figure D.6: tHq hadronic BDT signal validation in the Z — ee control region. The simulation
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Figure E.1: Signal models for the STXS Stage 1.2 analysis categories.
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Figure E.2: Signal models for the STXS Stage 1.2
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Figure E.3: Signal models for the STXS Stage 1.2
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Figure E.4: Signal models for the STXS Stage
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Figure E.5: Signal models for the STXS Stage 1.2 analysis categories.
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Figure E.6: Signal models for the STXS Stage 1.2 analysis categories.
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Figure E.7: Signal models for the STXS Stage 1.2 analysis categories.
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Figure E.8: Signal models for the STXS Stage 1.2 analysis categories.

275



Events / (0.5 GeV ) Events / (0.5 GeV ) Events /(0.5 GeV )

Events / (0.5 GeV )

Figure E.9: Signal models for the STXS Stage

CMS Simulation Preliminary

T

RECO_VBFLIKEGGH_Tag1

+ Simulation

Parametric
model

251 - 2016:-

2017:+ =176 GeV

F o ----2018:- =209 GeV
151
P, =198Gev
1
0.5
FROS———" ‘
‘?05 110 115 120 125 -
CMS Simulation Preliminary 13 TeV
T L AL A S S e B
THe . RECO_VBFTOPO_BSM_Tag1 |
: + Simulation :
0.8(—
N Parametric T
F model —
06l 20160 =10 cev ]
r 2017:+ =153 GeV B
[ ----2018:. = 181Gev i
0.4} —
P e =172Gev 4
0.2(— —
L ' i
Ly e e Mscoolog ]
05 110 115 120 125 130 135 140
m.. (GeV)
CMS Simulation Preliminary 13 TeV

221+ ++RECO_VBFTOPO_JET3 HIGHMJJ_Tag1

+ Simulation {3
1.
1 Parametric
: model
1.4 - 2016:+ =206 Gev
12 2017:+ = 1.99 GeV

©7-2018:- =239 GeV

14

m.. (GeV)

CMS Simulation Preliminary 13 TeV
T TR B e A B
[ He «¢RECO_VBFTOPO_JET3_LOWMJJ Tagt |

[ + Simulation B
oL _
[ Parametric ]

N model ]
1.5 -+~ 2016:- =196 Gev -
L 2017: -, =1.80 GeV B

[ -~ 2018+ ,=205Gev ]
1 _
B * =196 GeV ]
0.5— =
?05 110 115 120 125 130 135 14

276

Events / (0.5 GeV ) Events / (0.5 GeV ) Events /(0.5 GeV )

Events / (0.5 GeV )

CMS Simulation Preliminary 13 TeV
L e e B A o
14-He oo RECO_VBFTOPO_BSM_Tag0 —
[ + Simulation ]
121 .
L Parametric ]
11— model —
[ 2016 ]
08— 2017: ]
[ " 2018+  =192GeV ]
0.6? -
P =170Gev R
041 -
=
m.. (GeV)

CMS Simulation Preliminary 13 TeV

3| = L L B

22 H e+ «+RECO_VBFTOPO_JET3_HIGHMJJ_Tag0

+ Simulation

1.8
1.6
14
1.2

Parametric
model

“-++ 2016: - =202 GeV

2017:+ =179 GeV

©0-2018:-  =211GeV

-

e = 199GeV

140

m.. (GeV)
CMS Simulation Preliminary 13 TeV
147‘ TTT[rr [ rrrr[rrrr[rrrorprrrrprrrrj
[ He <«RECO_VBFTOPO_JET3 LOWMJJ_Tag0 |
12 r + Simulation ]
1 L Parametric * 4
r model B
C 0 2016:-  =241GeV 7
0.8— —
r 2017:+ =179 GeV T
© 2018 =231GeV T
0.6— —
[ +,=221GeV ]
04— —
0.2~ .
L N f ) o
95 110 11 120 125 130 135 14
m.. (GeV)
CMS Simulation Preliminary 13 TeV
P B L B B B
[ H REG®_VBFTOPO_JET3VETO_HIGHMJJ_Tag0
3 } + Simulation {
250 Parametric —
C model |
E 20161+ ;=181 Gev ]
. -
r 2017:- ,=181GeV |
£ -~ 2018:- = 1.92Gev ]
1.5 i
F + =187 Gev 1
Ly 7
05 -
’905 110 115 135
m.. (GeV)

1.2 analysis categories.



CMS Simulation Preliminary 13 TeV CMS Simulation Preliminary 13 TeV

- 164 Trr[rrrrprrrr[prrrrprrrrprrrorpri1] - Frrrr[rrrrrprrrrprrrrprrrrprrrrprrrig
% [ H RE€®_VBFTOPO_JET3VETO_HIGHMJJ_Tag1 % 2.2~H RE€©_VBFTOPO_JET3VETO_LOWMJJ_Tag0 —
O 14 . O E
[te) C + Simulation ] [T) + Simulation 1
S L A o 1 —
= b Parametric b - Parametric 7
; r model ] ; 1. model 7:
- 1 . - 1
% [ - 2016:+ =199 Gev l g 1.4 -~ 2016:- ,=202GeV —
Lﬁ O.Si 2017:+ =192 Gev 7: Lﬁ 1. 2017:+ =185 Gev é
[ -°-2018:- ,=226Gev ] 00 2018: -, =2.10 GeV E
0.6F - E
[ "ar™209Cev ] 0.8 . =201Gev E
0.4F . 0. -
N ] 0. =
0.2— — E
[ ] 0. -
it e L T el L] ity L]

‘POS 110 115 30 135 140 130 135 140
m.. (GeV) m.. (GeV)
CMS Simulation Preliminary 13 TeV CMS Simulation Preliminary 13 TeV
— L A L — L L L B L L BB
% [ H sRECO_VBFTOPO_JET3VETO_LOWMJJ_Tag1 J % 2F-He «- RECO_VBFTOPO_VHHAD_Tag0
O 18- . E o . 1
'-D_ E + Simulation E LD + Simulation -
o 16 — o =
- C Parametric ] - Parametric 7
o 14E model - > model E
<= E ] <= B
c C - 2016: - , = 1.87 GeV 1 c ©772016: - = 1.69 GeV ]
o 12 o = [ o B
> r 2017:+ =168 GeV B > 2017:+ =168 GeV ]
w e - ° = w “ ° ]
r ©-2018:- , =1.92GeV st ©°-2018:- =188 GeV -
0.8F - I
P -, =1830Gev ] =TT GeV ]
0.6 = E
0.4~ - 3
0.2 - =
b i ] \ : ‘ i SO

905 110 115 120 125 130 135 140 110 115 120 125 130 135 140
m.. (GeV) m.. (GeV)
CMS Simulation Preliminary 13 TeV CMS Simulation Preliminary 13 TeV
— . e e B T 5 . e
% e He o RECO_VBFTOPO_VHHAD_Tag1 % FHe o RECO_VH_MET_Tag0 |
o - ] o - ]
0 C + Simulation ] [Te) 0.25~ + Simulation -
o 5 A o + B
= N Parametric ] = L Parametric ]
» r model b * model -

= =

c 4 - 2016:- =178 Gev 7 c [ 2016: =214 GeV 1
g C 2017 Gi ] g F 2017 Gi ]
te =170 Gev r te = 185GeV q
w T aT o ] 1 015 a1 -
3 - 2018, =181GeV — [ """ 2018:- =214 GeV ]
2:77 + =177 Gev E 04— =205 GeV -
1 - 0.051~ B

110 115 120 125 130 13! 0 ‘P 140
m.. (GeV) m.. (GeV)
CMS Simulation Preliminary 13 TeV CMS Simulation Preliminary 13 TeV
_ 045;\ LINLL L  F  L  L L L ILL L  BL \; —_ LI L L I L L L L L L =
% TTEHe e RECO_VH_MET_Tag1 1 % . RECO_VH_MET_Tag2
O oaf . E o _— ]
[t} E + Simulation E 0 + Simulation 7:
© 0.35F 3 o ]
= E Parametric B = Parametric E
0 03 model 3 » model ]

= E B =

c C ©2016:- =216 GeV | c ©002016:- =232 GeV ]
g 0.25F 2017:+ , =2.06 GeV - g 2017:+ ,=2.02 GeV E
O E s 3 E O s 3 i
020 -+ 2018:- , =221GeV = ----2018:- =223 GeV E
0_15;7'eﬂ=2.156ev é i
01 3 02k 4
0.05[— | 0.1~ —

110 115 120 135 140 95 110 115 120 125 130 135 140

Figure E.10: Signal models for the STXS Stage 1.2 analysis categories.
277



CMS Simulation Preliminary 13 TeV
P N0 < = 2 I B B B B B
%, FHe oo RECO_WH_LEP_PTV_0_75_Tag0 |
O] [ ]
v 0.25— + Simulation |
o [ ]
- C Parametric ]
—~ . del |
ﬂ 027 model N
c I - 2016:- =208 Gev 4
G>J F 2017: =1.67 GeV ]
ITRL] emioree -
r ©-2018:. =213 GeV ]
04—+, =196Gev -
0.05F -
(o e eert i sm g 1]

‘?05 110 115 120 125 130 135 140
m.. (GeV)
CMS Simulation Preliminary 13 TeV
—_ frorrprrrrrrrr T rrrrprrooy
0.4 —
%, FHe <« RECO_WH_LEP_PTV_75_150_Tag0 -
(D F ]
ITe) 0.35 ; + Simulation 7:
C>. : |
= 0.3 F Parametric =
..‘L) F model E
C 025~ -~ 2016:+ =192 Gev |
[ F 1
Lﬁ ozi 2017:- ,=182GeV E
“r -+ 2018: . =2.22 GeV |
015 + g =202GeV =
01 =
0.05[ —
L L

‘905 110 115 120 125 130 135 140
m.. (GeV)
CMS Simulation Preliminary 13 TeV
— L B I B B |
%, o5 He® *° RECO_WH_LEP_PTV_GT150_Tag0
(D L 4
[Te) r + Simulation ]
o [ ]
: 0.4 L Parametric |
» [ model 4
2 [ ]
c L - 2016:-  =188GeV B

[

Lﬁ 03~ 2017:+ = 161 Gev -
[ - 2018 ,=193Gev ]
02 © 4= 1.81GeV B
01~ -

DB S 120 125 130 136 140

CMS Simulation Preliminary 13 TeV
—~ Lt B |
%, CHe oo RECO_WH_LEP_PTV 0 75 Tagl
O o6} o 3
[Te) r + Simulation ]
o C J
‘\" 0.5~ Parametric |
" = model 1
c E - 2016:-,,=193Gev 1
o 04F o= 193 Ge -
Lﬁ F 2017:- =183 GeV 1
0.3; ©0-2018:.  =211GeV {
P * 4= 1.98 GeV ]
021~ -
0.4 -
(e e, L R,

‘POS 110 115 120 130 135 140
m.. (GeV)
CMS Simulation Preliminary 13 TeV
—~ L B |
%, o4l H* *+ RECO_WH_LEP_PTV_75_150 Tagl
ot + ]
£ Simulati ]
'-D_ 0350 imulation E
o £ ]
- E Parametric B
; O-3;7model =
IS E 2016 =217 Gev 1
© 025 e =
Lﬁ F 2017:+ =190 GeV ]
0.2[— ---~2018:- =230 GeV —
015 . =214Gev E
01F 3
0.05- =

‘PO 140
m.. (GeV)
CMS Simulation Preliminary 13 TeV
—_ L L L L L L L L L L R B B
> FHe e ]
> o_as;H RECO_ZH_LEP_Tag0 =
O] £ o ]
[Te) C + Simulation ]
o 03¢ =
= F iaor:ervevic B
® 025 —
c [~ 2016:- =179 GeV |
q>) = 2017 G o
— Lo =158 GeV —
o 02F - o ]
L =" 2018:. ;=194 GeV J
0.15F —
F - ,=179Gev B
0.1F -
0.05 —

0 115 40
GeV)

13 TeV

CMS Simulation Preliminary

[He oo
0.1 + Simulation
Parametric
0.08 model

0.06

Events / (0.5 GeV )

0.04— - =254GeV

0.02

©02016:- =323 GeV
2017:+ ;=210 GeV

-e-2018: - =241 GeV

ECO_ZH_LEP_Tag1

Figure E.11: Signal models for the STXS Stage 1.2 analysis categories.
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F.1 Background models
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Figure F.1: Set of functions chosen to fit the background in STXS Stage 1.2 analysis
categories using the discrete profiling method.
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Figure F.2: Set of functions chosen to fit the background in STXS Stage 1.2 analysis
categories using the discrete profiling method.

280



~ 900 -~
< & Duta-RECO_1._PTH 60_120_Teg0 < 1800 & Data-RECO_1U_PTH_60_120_Tag
5 800 v pdl_12_13TeV_bems % 1600 e 13,15To0_borns
£ —_ £
& 700 § env_pdt13_1316V_barnd
b @ 1400 —— onv_pef_13_157eV_oxp (BestFit Py
600 — o _pd_13_13TeV_powt
1200 e en_pdf_13_13TeV_lau1
500 e onupd 12 1STeV Jaut 1000 env_pot_13_15TeV_Jaz
400 800
300 600
200 400
100 200
PETEEN E A RIS RSN A P B e b b b e b b e b e
100 110 120 130 140 150 160 170 180 100 110 120 130 140 150 160 170 1
m.. (GeV) m.. (GeV)
= = 180
= —8§— Data-RECO_1J_PTH_60_120_Tag2 = | —— f::i ‘;;Ef:]‘;ff‘j,:zliaﬂ,ﬁﬂ,'wﬂ
2 3000 vt 16_15TeV. o £ 160 § onv_pa 15_13TeV_born3
& & env_pdf_15_13TeV_bern4
£ o _pat_14_13TV_borms 2 140 Al 15_13TeV_oxp
W 2500 o B env_paf_15_13TeV_exp3 (Best Fit P
o onu_pd1_14_1STV_anp3 (BestFt Pty
e env_pdf_14_13TeV_pow1 120
2000
o pat_1e_toTeV 2 100
1500 80
1000 60
40
500
20
TR ISP IO BRI I IR AT RN TSP I EAFAI AFAEPIN IR IR P
1 110 120 130 140 150 160 _ 170 _ 180 100 110 120 130 140 150 160 170 1
wE] {, % ¥ )
m.. (GeV) m.. (GeV)
N _ S Preliminary 13 TeV
= 900 - 1800
- —8— Data-RECO_GEZ)_PTH.0_60_Tag = —8— Data-RECO_GE2J_PTH_0_60_Tag2
2 800 —— env_pd_16_13TeV_bem3 2 1600 ———— onv_pdr_17_13TeV_bern3
§ . orv_pol_16_13TeV._beré § — env_pdf_17_13TeV_bernd
& 700 £ 1400 ———— onv_paf_17_13TeV_boms
- ———— onv_paf_17_13TeV_exp3 (Bost Fit Pl
600 - 1200 ———— env_pdf_17_13TeV_powl
o onu_pd1_16_13TeV_powt (Best Pt ey anv_pd_17_13TeV_powd
500 env_pdf_16_13TeV_laut 1000 — env_pdf_17_13TeV_lau1
400 800
300 600
200 400
100 200
v b b b b b b b e b b b b b e b by
100 110 120 130 140 150 160 170 180 100 120 130 140 150 160 170 180
- % = 200 p*
g 80 ‘n + Data - RECO_GE2J_PTH_120_200_Tag0 g 180 Y + Data - RECO_GE2J_PTH_120_200_Tag1
£ \ oy _pdt 10 13TV bom2 2 o pL1O_ISTOY_bemt
g 3 16
2 n o onu_pd1_10_13TeV_born (Best it Pty 2 B o onu_pd1_19_13TeV_bornz (BestFit Pty
60 & v pat 1o 13TV _enpt 140 [ —— enu_pat_10_15TeV_expt
P 1B_13TV_powt 120 B oy _pL19_ 13TV powt
50 P o pat_te_t3TeV_tut oy _pot_ta_13TeV ot
100
40
80
30
60
20 40
10 20
el e b 0% oW = Gl e e b b L Lo
110 120 130 140 150 160 170 180 100 120 130 140 150 160 170 180

Figure F.3: Set of functions chosen to fit the background in STXS Stage 1.2 analysis
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categories using the discrete profiling method.
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categories using the discrete profiling method.




< " oma-Reco pm_ssa_ss0_tog0 < " owa-Reco_pT_crese_temo
2 L2837V ot (Bt PP 2 anv_pat_25_15ToV_ban1
3 J— 1 25_13TeV_expt }j e _pot 20 t3TeV_expt
i o237V powt o pd_29_13T0V_powt (Bt FtPa
————— env_pdf_28_13TeV_lau1 3 | ————— env_pdf_29_13TeV_laut
5P\ " »
oz eV 2 .l anv_pat_20_15ToV Jaz
4 9 b
S
i H { 15k
" 18] K
o 0.5
1 1 1 I 1 E MJ A 1 1 1 1 1 T
110 120 130 140 150 160 170 180 100 110 120 130 140 150 160 170 180
l 1 \va T il l
Krimr .M—W
m.. (GeV)
~ - . M
- —§— Data-RECO_THQ_HAD. = [ —&— Data-RECO_THQ_LEP.
2 ———— onv_pdf_30_13TeV_bernt 2 £
5 B § sp o anvp31_1STeV_bornt (Bt it P
w w C — env_pdf_31_13TeV_exp1
C env_pdf_31_13TeV_laut
3]
oI
1
v b b b b b el ‘M‘J‘LJ\L‘H\HH\HH\HH\HHHHH
100 110 120 130 140 150 160 170 180 100 0 140 150 160 170 180
o 2 z
B {. % rmmmmLHiI WWWWAW
i -y

m.. (GeV)
CMS _Preliminary 13 TeV

- = | —§— Data-RECO_TIH_HAD_PTH_0_60_Tagt
2 2 30
2 € £ w_pat_33_13ToV_born1
H H F oot 531
2 2 H
w _32_13TeV_expt w 25QH ‘env_pdf_33_13TeV_exp (Best Fit Pdf)
e @0V_pelf_32_13TeV_pow1 (Best Fit Pdf) £ ‘env_pdf_33_13TeV_pow1
o
o _pat 32 13TVt H o _p 3TV ot
1.5 0

9
T —

1 110 120 130 140 150 160 170 180 0

B 120 130 140 150 160 170 180
%‘lﬁldﬂl LHH\HHHL\HHH\HLHHLHHHHH\H A

m.. (GeV) m.. (GeV)

1« CMS pPreliminary 13 TeV

—§— Data~RECO_TTH_HAD_PTH_0_60._Tag2

———— onu_pd(_34_13TeV_born1

Events /(1)
Events /(1)

_34_13TeV_bern2

_34_13Te_exp1 (Best Fit Pa)

1_34_13TeV_powt

e onu_pdf_34_13ToV_laut e onv_pet 35_1TeV a1

8 3
6
Py
4
1
2
L i
PN RN B S | AR = P P i e s
10 110 120 130 140 150 160 170 180 130 140 150 160 170 180

n M@lxmiw ] IAWW ll
' 6 6 600 65600 GELES BUS OU SUSINISY

m.. (GeV)

Figure F.5: Set of functions chosen to fit the background in STXS Stage 1.2 analysis
categories using the discrete profiling method.

283



- eF ) - E )
= L —§— oma-Reco_TTH H0_PT 120 20_Tagt - 7E .
2 £ 3 E
g SR 2 E
§ sk U 5 of
w C ome_pa 36_13TeV_oxp1 [in} E
4k o pdt.30_12ToV_powt S
E R ——
3 H
JE
1
P N RPN PR P P i e
100 110 120 130 140 150 _ 160 _ 170 _ 180
m.. (GeV) m.. (GeV)
S - = :
£ e — Sorrren ¢ 3 g
g Wb - & ,shl
F - F
o — 2
6 by 15[
4 119
2 ﬂL : :
SRR TP O 0 0 010 0 ol 0 A P P o e e
100 110 120 _ 130 _ 140 __ 150 _ 160 _ 170 _ 180 110 120 130 _ 140 _ 150 _ 160 __ 170 _ 180
%@_MW B AT
LE e ¥ e
m.. (GeV) m.. (GeV)
= CMS _Preliminary 13 TeV _ CMS Preliminary 13 TeV,
= E [
= 455 [ S Togt - L ) 300_Tag2
2 E 2 £
§ 4 ? e enw_pdf_40_13TeV_bern1 (Best Fit Pa) § 51 41.13TeV_bemt
W 35F ——— e pdt 40 13TeV_expt w N 41_15TeV_oxpt (Best Fiepan
3E] [ pp—— 4 a1 116y pot
E —— onv_pe_40_13TeV ot u anv_pat41_137oV._laut
255 af
2 5
1.5 214
1E g
E 18
05 £
e Ol e e C Ll w\wHl\mm\w“w‘mr‘w“wmrmm
1 110 120 130 140 150 160 170 180 100 110 120 130 140 150 160 _ 170 _ 180
: ;mmimm 1SS ST O M&—QM@%—M
L haadd B
m.. (GeV) m.. (GeV)
< asE 5 Ont-RECO_ITH_WAD_PTH_80120_Tog0 = s £ - owa-REco_TTH WAD_PTHs0_20_Tost
£ LB — anpLaLIST ot £ E o431V b (Bes PPt
2 E J— {42_13TeV_born2 2 =
w35 o o5 ——— onv_pdf 45 13TeV_expt
— 1_42_13TeV_powt C —
15
1E
05l
=
Eoiy [y e " | T I O s s i
100 110 120 _ 130 _ 140 _ 150 _ 160 _ 170 _ 180 10 110 120 130 _ 140 _ 150 _ 160 __ 170 180
. aﬂm J'Lﬂ WW41TWTTWHWWWWWWW ety AR
- C U = o

m.. (GeV) m.. (GeV)

Figure F.6: Set of functions chosen to fit the background in STXS Stage 1.2 analysis
categories using the discrete profiling method.

284



f

CMS_Proiimi AT

S 5 oma-Reco,TTH_AD 0120102 < 75— oun-nmce i uss_ o oron e
g 12r e TSToY bt 2 3 S
3 £ o env_pdf_44_13TV_bem2 (Best Fit P} 2
w10 H| w 250 ———— onv_pdf_45_13TeV_oxp1
F -
£ e @0WV_pdlf_44_13TeV_pow1 e env_pdlf_45_13TeV_pow1 (Best Fit Pdf)
8] e 2
— ot t5Te Ja S
6 1.5
4 19
2t 05[-
£ | | | | I y L |
L L L L L e L L Ly [ T ———y
1 110 120 130 140 150 160 170 180 109 110 120 130 140 150 160 170 180
- Bl ARl
m.. (GeV) m.. (GeV)
z 4§ oma-reco_TTH_iAD__cTa0n_Tag < G oma-Reco_Tm_Lep_p0 0. Tag0
£ et 13T s Bt Pt g 3 st 4 1370 e
i T ekt G o5l Y —
e enV_pdlf_46_13TeV._lau2. 2 e enV_pdlf_47_13TeV_lau1
1.5
19
0.5
— -
Y ORI RSSO P | PSP I s | L
110 120 130 14;0 15‘0 160 170 180 19 110 120 1(;0 140 150 160 170 180
R RSN ha AR ThaRhaAN :WHLWWW LT
Bless dededebis ARSI -
m.. (GeV) m.. (GeV)
N g:w‘s Preliminary 3 TeV ~ 10 CMS _Preliminary 13 TeV
< asf §— oua-RECO.TIH.LEP_PTHL0_00Tagt - —§— oua-RECOTTH LeP_PTHL0 00 Teg2
2 H v d 15T bt g L e ST et
¢ H [ — e 8 et 1570V bz
W35k i
- — a0 15T0Y o1
3H e nv_pdf_48_13TeV_pow1 (Best Fit Pdf) 6 H e enV_pdf_49_13TeV_pow1
1
4 ble
, O
[ ot
i — ) P S S R A SV SRR PO A 1 e
1 110 120 130 140 150 160 _ 170 _ 180 100 110 120 130 140 150 _ 160 _ 170 _ 180
. ﬂ@ ST .
m.. (GeV)
- CMS pPreliminary 13 TeV - CMSMMI&M
s F — = 45F [ SR
£ sE i R -
fir E - . [y S p——
£ — pas ot -
3 ; ‘env_pdf_50_13TeV_lau1 25 ? — onv_pdf_51_13TeV_laut
£ 2k
2 15F
E £
05
P P PP P s
130 140 150 160 170 180 100 120 130 140 15‘0 160 170 180
LTI m;mmm# . LMHHH TJWHHHHH \ HHH\HHHHWHWL
o' eabaie w 0 N

m.. (GeV) m.. (GeV)

Figure F.7: Set of functions chosen to fit the background in STXS Stage 1.2 analysis
categories using the discrete profiling method.
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Figure F.8: Set of functions chosen to fit the background in STXS Stage 1.2 analysis
categories using the discrete profiling method.
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Figure F.9: Set of functions chosen to fit the background in STXS Stage 1.2 analysis
categories using the discrete profiling method.
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Figure F.10: Set of functions chosen to fit the background in STXS Stage 1.2 analysis
categories using the discrete profiling method.
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Figure F.11: Set of functions chosen to fit the background in STXS Stage 1.2 analysis
categories using the discrete profiling method.
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Appendix G

G.1 Signal-plus-background models
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Figure G.1: Data points (black) and signal-plus-background model fit for STXS Stage 1.2
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Figure G.2: Data points (black) and signal-plus-background model fit for STXS Stage 1.2
analysis categories.
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Figure G.3: Data points (black) and signal-plus-background model fit for STXS Stage 1.2
analysis categories.
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Figure G.4: Data points (black) and signal-plus-background model fit for STXS Stage 1.2
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Figure G.5: Data points (black) and signal-plus-background model fit for STXS Stage 1.2
analysis categories.
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Figure G.6: Data points (black) and signal-plus-background model fit for STXS Stage 1.2
analysis categories.
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Figure G.7: Data points (black) and signal-plus-background model fit for STXS Stage
analysis categories.
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Figure G.8: Data points (black) and signal-plus-background model fit for STXS Stage 1.2
analysis categories.
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Figure G.9: Data points (black) and signal-plus-background model fit for STXS Stage 1.2
analysis categories.
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Figure G.10: Data points (black) and signal-plus-background model fit for STXS Stage 1.2
analysis categories.
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Figure G.11: Data points (black) and signal-plus-background model fit for STXS Stage 1.2
analysis categories.
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Appendix H

H.1 Likelihood scans

H.1.1 Expected likelihood scans per production mode
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Figure H.1: Expected likelihood scans in the per-production mode signal strength fit.
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H.1.2 Observed likelihood scans per production mode

—~, 20¢ —~. 20F
8 [ CMS g t CMs
& 18F Prelimi “gn = 10900110 o 8¢ Prelimi * o = 09981050
[ b Preliminary o b Preliminary
16 16r
[ Observed .= 1.080 70T O () O star) [ Observed . 209987207 % (Exp) O™ stat)
14 - Remove th. unc o e 145 e Remove th. unc ver 0053 050
12; ----- Stat.‘.‘ only 12; ---- Stat. only
100 100
81 8
61 61
4r 4F
2 2f
O:w Ly P 0: I
0.6 0.8 1 1.2 14 1.6 1.8 0 0.5 1 1.5 2 25
. .
ggH VBF
—~ 20 —~ 20[
.~ 5. CMS 2 [ CMS
= 18 . S = 1243 0 < 181 e * o= 149900500
o b Preliminary o b Preliminary "
16 16
© — Observed =123 05T O ) (st [ — Observed " = 1499 TGN OO Ep) | S (Stal
14E e Remove th. unc 14 - Remove th. unc
12 ; ----- Stat. only 12 ; ----- Stat. only
100 100
81 8
6 61
4r 4r
2F 2F
T IS I N T RS S S | I S R B R N | P T I S I BT
00 0.5 1 1.5 2 25 3 0 0.5 1 1.5
VH top

Figure H.2: Observed likelihood scans in the per-production mode signal strength fit.
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H.1.3 Expected likelihood scans in the STXS maximal merging

scheme
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Figure H.3: Expected likelihood scans in the 17 parameter maximal merging STXS Stage
1.2 fit.
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Figure H.4: Expected likelihood scans in the 17 parameter maximal merging STXS Stage
1.2 fit.
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Figure H.5: Expected likelihood scans in the 17 parameter maximal merging STXS Stage
1.2 fit.
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H.1.4 Observed likelihood scans in the STXS maximal merging

scheme
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Figure H.6: Observed likelihood scans in the 17 parameter maximal merging STXS Stage
1.2 fit.
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Figure H.7: Observed likelihood scans in the 17 parameter maximal merging STXS Stage
1.2 fit.
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Figure H.8: Observed likelihood scans in the 17 parameter maximal merging STXS Stage
1.2 fit.
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H.1.5 Expected likelihood scans in the STXS minimal merging

scheme
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Figure H.9: Expected likelihood scans in the 27 parameter minimal merging STXS Stage 1.2
fit.
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Figure H.11: Expected likelihood scans in the 27 parameter minimal merging STXS Stage
1.2 fit.
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Figure H.12: Expected likelihood scans in the 27 parameter minimal merging STXS Stage

1.2 fit.
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H.1.6 Observed likelihood scans in the STXS minimal merging
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Figure H.13: Observed likelihood scans in the 27 parameter minimal merging STXS Stage
1.2 fit.
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Figure H.14: Observed likelihood scans in the 27 parameter minimal merging STXS Stage
1.2 fit.
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Figure H.15: Observed likelihood scans in the 27 parameter minimal merging STXS Stage
1.2 fit.
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1.2 fit.
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Appendix 1
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Impacts for per-process signal strengths
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Figure I.1: Impacts for the ggH signal strength.
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Figure 1.2: Impacts for the VBF signal strength.
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Figure 1.3: Impacts for the VH signal strength.
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Figure 1.4: Impacts for the top signal strength.
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