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Abstract

The description of LFV p — e conversion in nuclei proves challenging due to the various
energy scales involved, ranging from the BSM scale via chiral scales down all the way to
nuclear and bound-state physics scales. Nevertheless, this is a pressing matter in light
of the upcoming experiments Mu2e and COMET, which will improve the experimental
limits by four orders of magnitude. This can be done in a model-independent way using
an effective field theory framework in terms of effective BSM operators, which however
crucially depends on hadronic and nuclear matrix elements. In this work, we present the
comprehensive EFT formalism we developed, which describes bound-state physics and
nuclear responses at the same time, and discuss the related hadronic and nuclear uncer-
tainties. In particular, the uncertainties inherent in these non-perturbative inputs limit
the discriminating power among different BSM scenarios that can be achieved. In order to
quantify the associated uncertainties, we revisit nuclear charge densities and propagate
uncertainties from elastic electron scattering experiments. These charge densities,
parameterized in terms of Fourier-Bessel series, are crucial ingredients, in combination with
EFT and nuclear-structure techniques, for the evaluation of general ;1 — e conversion rates
with quantified uncertainties. Using this framework, we could also transfer the very strong
experimental limits for ;1 — e conversion onto LFV decays of light pseudo-scalars, result-
ing in indirect limits surpassing the direct experimental ones by several orders of magnitude.
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Chapter

Introduction

The Standard Model (SM) of particle physics [3| classifies the known elementary particles
and the interactions between them via three of the four fundamental forces: electromagnetic,
strong, and weak interactions. The SM particles are listed in Fig. 1.1 and are categorized
as either fermions (half-integer spin) or bosons (integer spin). Quarks and leptons have
spin 1/2 and are fermions, while the gauge bosons have spin 1 and the Higgs boson has
spin 0. The symmetry group of the SM is realized as a

SU(3). x SU(2) x U(1)y, (1.1)

which describes the strong interactions via the non-Abelian SU(3).. [4-6], and electromag-
netic and weak interactions are unified in the SU(2), x U(1)y [7,8]. Below the electroweak
scale the SU(2), x U(1)y symmetry breaks spontaneously into Abelian U(1)ey, describing
electromagnetic interactions, and gives rise to a vacuum expectation value of the Higgs
field [9-11], which generates masses for the quarks and leptons via the Yukawa couplings.
The interactions between the particles in the SM are mediated by the gauge bosons. Strong
interactions are mediated by the gluon, electromagnetic interactions via the photon, and
weak interactions via the W=*- and Z-boson. The latter ones are the remaining degrees of
freedom for weak interactions after the spontaneous symmetry breaking and also become
massive in the process. In the context of this thesis, the leptons play a predominant
role. Within the SM, leptons interact only weakly or electromagnetically. Based on the
symmetry group of SU(2), and their weak interactions, we can categorize the leptons
into three flavors, grouping each charged lepton e, u, 7 with its corresponding neutrino
Ve, Uy, Vr, as illustrated in Fig. 1.1. For every process in the SM, the lepton flavor (LF)
is a conserved quantity, which however is an accidental property and not demanded by
construction.

The SM in its current form has been proven to have high predictive power and to be
extremely precise. For example, the SM predicted top quark, tau neutrino, and the
Higgs boson significantly in advance of their experimental discovery [12-16]. Furthermore,
quantities like the magnetic moment of the electron could be calculated using the SM up to
a relative accuracy of ~ 10712 [17, 18], which makes this one of the most precisely verified
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Figure 1.1: The SM of particle physics, highlighting the three different Lepton Flavors,
which are the focus of this work.

predictions in physics. Despite these impressive achievements, we know that the SM is
incomplete. First of all, on cosmological scales, a lot of observations are not described
within the SM. Primarily, there is no gravity in the SM and no unification with general
relativity. Secondly, we have strong observational claims for dark matter [19-22| and dark
energy [23-27]. These cosmological observations require an extension of the SM. Further,
the matter anti-matter asymmetry in the universe requires sizable C'P violation [28]. In the
SM the complex phases of the CKM-matrix can generate CP violation [29], which can be
quantified by the rephrasing invariant Jarlskog invariant [30], which, however, is too small
to explain the observed matter anti-matter asymmetry [31-33|. Furthermore, there are
lots of precision experiments that test the predictions of the SM on measurable quantities.
In some of these experiments, like for example the magnetic moment of the muon [34,35],
we have seen slight tensions to the SM prediction, where it remains to be seen if these
persist. Moreover, the observation of neutrino oscillations [36], requires non-zero neutrino
masses, which is not possible without an extension of the SM. In particular, neutrino
oscillations also violate LF by converting between different neutrino flavors.

All these indications for physics beyond the SM (BSM) motivate a systematic study of
possible BSM physics. As already elaborated, LF is an accidental property of the SM and
is furthermore violated by the experimentally observed neutrino oscillations. This makes
the study of other potential processes that violate LF a prominent probe for BSM physics.
One of the most stringent bounds on LF violation (LFV) comes from y — e conversion in
nuclei, which is the focus of this thesis.
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Figure 1.2: The LFV process 1 — e via rotation to the mass basis of the neutrino.

1.1 Lepton Flavor Violation

LF is a quantum number related to the three families of leptons (e, v), (1, v,) and (7, v, ),
which exist within the SM (see Fig. 1.1). Within the SM individual LF is conserved,
which means each particle of each family appears in the same amount on each side of a
process (with anti-particles counted negatively). For example, a muon decays within the
SM via u~ — e, and fulfills LF conservation, which necessitates the two neutrinos.
A similar process without the neutrinos on the other hand would violate LF and is not
allowed within the SM. If LF'V interactions exist, they need to be described by going
beyond the SM. As already elaborated earlier, there are good motivations to investigate
potential BSM physics. In particular, neutrino oscillations are experimentally observed [36]
and not described within the SM, as these would break LF conservation. Thus, the
investigation of potential other sources of LF'V is very attractive. This is further reinforced
by the fact that LF conservation is an accidental property of the SM. Writing down the
most general dimension four Lagrangian containing the SM fields, one can only construct
interactions that fulfill LF conservation. However, it is not necessary to demand this
condition explicitly, and extending the SM Lagrangian beyond dimension four naturally
generates LF'V interactions. Hence, it comes naturally to expect that BSM physics might
violate LF. In fact, as already pointed out, neutrino oscillations break LF and are thus a
kind of neutral LFV (NLFV), between the different neutrino flavors. This kind of LFV is
extremely inefficient and requires the neutrinos to travel long distances to oscillate. In
principle, the same mechanism could be used to mediate charged LEFV (CLFV) between
the charged leptons e, 4, and 7. For example, one could generate the LFV process yu — ey
with a diagram as shown in Fig. 1.2, where the intermediate neutrino propagates in its
mass basis and thus can change between coupling as a muon neutrino at the first vertex
to coupling as an electron neutrino at the second vertex. However, the decay rate of this
process scales with (fn—";v”)‘l, which, dependent on the input for the neutrino mass difference
Am,, results in a decay rate < 107°°, which is hence suppressed beyond anything that
can be expected to be measured [37-41]. Thus, this kind of indirect CLFV via neutrino
mixing does not play a role on normal particle physics scales. However, this means any
positive observation of CLFV would be a clear signal of BSM physics, and since there
are no directly competing SM processes, this would result in a very clean probe of BSM
physics.



LFV process current limit (planned) experiments

b e <4210 [43] MEG I [45]

1w 3e <1010 [44] Mu3e [46]

T 07,30,P,... <107 [52 59 Belle I1 [60], . ..

K — pe, pem, perm < 1071 [61-64] KOTO [65], LHCb [66]
7 s e < 3.6- 10719 [63,64, 67, 68|

n — e < 6-107° [69]

PR S A7 10-4 10 JEF [50], REDTOP [51]
Aup™ — Aue” <7-1071371]

Tip~ — Tie <6.1-107 [72]

Alp~ — Ale™ < 10717 (projected) Mu2e [48], COMET |[49]

Table 1.1: A selection of LEV processes and limits on their branching ratios given at 90%
confidence level. The conversion rate is, based on historical conventions, normalized to the
muon capture rate [73].

There are plenty of potential LE'V processes. The most stringent bounds are on the one
hand from the leptonic processes of 1 — ey [43| and p — 3e [44], which will further improve
via the experiments MEG2 [45] and Mu3e [46] (and potentially beyond [47]) and on the
other hand from the semi-leptonic process of ;1 — e conversion in nuclei, where significant
improvements of up to four orders of magnitude to the current limits are projected for
the experiments Mu2e [48] and COMET [49]. These three processes probe quite the
complementary set of LF'V operators, where 1 — e conversion in particular, due to the
interaction with the nucleus, also covers interactions with quarks and gluons. Furthermore,
the LFV decays of P — Jie for the light pseudo-scalars P = 7%, 7, 7 can be an independent
constraint on LFV interactions between electrons and muons. These are less stringent. In
particular, for 7 and 1’ these limits are quite weak, which could be improved substantially
from the proposed JEF or REDTOP experiments [50,51|. In Tab. 1.1 an overview of the
experimental limits of some of the most important LF'V processes and the ones that will
be of importance for this work, as well as the related experiments is given. With all these
experiments continuing to improve the experimental limits on LF'V processes, this also
necessitates improvements on the theoretical side, on the one hand to project sensitivities
of specific channels and on the other hand to assess potential BSM physics, once measured.

1.2 The Process of u — e Conversion

The process of ;1 — e conversion occurs when a muon bound to a nucleus converts into
an electron, without any neutrinos. At the initial state of this process, a muonic atom is
formed. The muon can be generated by hitting a proton beam onto a production target
and then extracting out the muons among the generated particles. These are then focused
onto the target material, where the muon quickly cascades down into the ground state
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Figure 1.3: Schematic representation of g — e conversion in nuclei

of the nucleus. If now p — e conversion occurs, apart from a small recoil correction, all
energy of the mass of the muon is translated into the momentum of the generated electron.
Consequently, the electron is ejected from the nucleus and can be experimentally observed
as a very clean experimental response of an electron with a fixed momentum. In Fig. 1.3 a
schematic representation of the process is shown.

Competing processes in this scenario are, on the one hand, the muon capture 73|, namely
AM 4+ — ,AM + vy, with M, M’ the corresponding nucleus, which will not be visible
in the experimental setup, as neutrinos will not be detected. This process is however
nevertheless for historical reasons the normalization for the y — e conversion rates as
shown in Tab. 1.1, though there have been recently some suggestions to change these
conventions [75]. On the other hand, the muon can decay via the SM with two neutrinos
also called the decay in orbit (DIO). In this process, however, also the two neutrinos may
carry away energy and the probability of all the energy just going towards the electron is
very small. Fig. 1.4 shows a schematic representation of the DIO spectrum loosely adapted
from Ref. [76], where u — e conversion sits at the very end of the phase space spectrum. A
third source of background comes from cosmic radiation, which mainly consists of cosmic
muons interacting with the detector setup and producing electrons, which can end up in
the detector. All other sources are even smaller and well under control. In total all these
backgrounds are quite small and are well below a single observation for the initial stages

of Mu2e and COMET [76, 77].

From the theoretical point of view, ;1 — e conversion has been an attractive process to
study for quite some time [78,79] due to its quite stringent bounds, which are at the
same time difficult to interpret due to the involved nucleus and the related nuclear and
bound-state effects. The involved scales reach from the BSM scales 2 TeV, where the LEV
operators live, via hadronic scales ~ 100 MeV, which is roughly the transferred momentum,
down to the muon bound-state energies and recoil onto the nucleus at < 1 MeV. Thus,
for a systematic study of u — e conversion, the most sensible choice is an effective field
theory (EFT) framework, which combines different effective descriptions at different scales.
Various works have studied EFT descriptions of 1 — e conversion and the complementarity
of i — e conversion in combination with other LFV proves like y — ey or u — 3e [80-87].
The groundwork for the modern descriptions of ;1 — e conversion were laid in Ref. [88],
where the conversion rate was calculated for scalar, vector and dipole interactions including
bound-state effects for the leading nuclear responses. Subleading nuclear responses, which
go with the spin of the nucleus, were studied in Refs. [89,90] using a simplified description
of the lepton physics in terms of plane waves, also discussing Renormalization Group (RG)
evolution of the LE'V operators. At the same time, a detailed study on the RG evolution for
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Figure 1.4: Conceptional DIO spectrum, reconstructed after Ref. [76]

LFV processes including electrons and muons was also performed in Ref. [91]. Furthermore,
two-nucleon interactions were studied in Refs. [92,93]. More recently, a nuclear-level EFT
was developed in Refs. [94-96], which includes the charged lepton bound-state physics in
terms of adjusted plane waves, but otherwise neglects Coulomb corrections.

The aim of this thesis is to construct an EFT framework, which includes all LE'V operators
up to dimension 6 and describes also subleading nuclear responses at the same time with
bound-state effects. In this way, in particular, Coulomb effects are completely taken into
account. We further, discuss and collect the necessary hadronic inputs for such a framework
and extract in that context nuclear charge densities from elastic electron-nucleus scattering.

1.3 QOutline of the Thesis

For such an EFT framework for u — e conversion, we need to combine inputs at very
different scales, starting from the EFT operators at high energies, via hadronic scales down
to nuclear and bound-state physics. The theoretical groundwork for such a framework is
laid in Chap. 2, where the different aspects are introduced and discussed individually. In
Chap. 3 these concepts are then combined into a comprehensive EFT framework describing
{1t — e conversion in nuclei, as schematically shown in Fig. 1.5. We then demonstrate based
on two commonly considered scenarios, either focusing on the charged lepton bound-state
physics or the nuclear responses, how this general framework can describe 1 — e conversion
including bound-state physics and nuclear responses at the same time!.

Such a framework facilitates a quantitative study of the appearing LFV interactions, also
in the light of the upcoming Mu2e and COMET experiments, and in combination with

!From here on we will use the term bound-state physics to refer to the bound-state physics of the
charged leptons, while bound-state effects of the nucleons are considered via the term of nuclear response.
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Figure 1.5: Schematic representation of the components of the EFT framework for 4 — e
conversion

complementary LF'V processes like 1 — 3e or p — e7y. As a first exercise, we can display
this in the context of LF'V decays of light pseudo-scalars, as done in Chap. 4. As these
decays are mediated by LFV operators which can also mediate y — e conversion, the
limits on these processes act as complementary constraints on the underlying operators.
Since in practice the limits on p — e conversion are a lot more stringent than the LFV
pseudo-scalar decays, we are able to derive indirect limits, which improve upon directly
measured ones by several orders of magnitude.

For a quantitative description of u — e conversion, robust inputs for the different com-
ponents illustrated in Fig. 1.5 are crucial. In particular, the non-perturbative inputs from
hadronic and nuclear physics, are hard to predict precisely and a precise treatment of the
bound-state physics also requires numerical calculations. While the common hadronic
matrix elements are usually available from either phenomenological considerations or from
LatticeQCD [97], calculating nuclear responses model independently is more complicated.
Historically, only very light nuclei could be calculated directly from first principles, and
for anything heavier empirical models, like the nuclear shell model [98,99], needed to be
employed. Only recently a new strategy of ab-initio calculations was developed, which are
able to calculate nuclear responses also for comparably heavy nuclei, while still being built
upon QCD principles [100-102].

While the correlations among different quantities for these nuclear models are empiric-
ally shown to be quite consistent, the central value predictions still vary a lot between
different models. Hence, it is advantageous to calibrate these based on quantities that
are easily accessible experimentally. The charge density and the related charge radius are
such quantities, which can be extracted from elastic electron-nucleus scattering. These
charge densities are also of interest for y — e conversion in two other ways. Foremost,
the calculation of the bound-state physics requires input for the nucleus electric potential
given directly by the electric charge distribution of the nucleus and is thus crucial for a
quantitative description of these bound-state effects. Furthermore, if ;1 — e conversion
happens via a one-photon exchange, the interaction is analogous to elastic electron-nucleus
scattering, and the matrix element will be directly proportional to the charge form factor,
which is directly given as the Fourier transform of the charge density. Hence, for this kind
of interaction, the charge density can be directly employed, without additional input from
nuclear theory calculations.

For all these reasons, quantitative input for the charge density is crucial. Unfortunately,
the historically available model-independent extractions of the charge densities do not
provide proper uncertainty estimations. Thus, we first review the groundwork for calcu-
lating general elastic electron-nucleus scattering in Chap. 5, and then extract in Chap. 6



charge densities for a set of nuclei most relevant for ; — e conversion, directly from elastic
electron nucleon scattering data. These results are also fully documented and conveniently
provided to the community, for use in other projects, like for example for neutrino-nucleus
scattering or parity-violating electron scattering (PVES).

Finally, in Chap. 7 we demonstrate how these results can be used to generate quantitative
inputs for the nuclear and bound-state physics in terms of so-called overlap integrals.
For dipole interactions, these overlap integrals are straightforward to calculate, as these
directly depend on the charge density. This lets us showcase how uncertainties from the
charge densities can be systematically propagated onto the overlap integrals. For scalar
and vector interactions the overlap integrals depend on the proton and neutron densities,
which are not directly accessible experimentally. This challenge can be addressed by
correlating modern ab-initio calculations for the proton, neutron, and charge densities,
which can be calibrated based on the experimentally extracted charge densities. We take
the first steps in executing such a strategy and discuss the necessary procedure to obtain
quantitative overlap integrals for scalar and vector interactions.

In Chap. 8 we conclude the thesis and give a brief outlook on related and future projects.



Chapter

Theoretical Framework

The description of u — e conversion requires lots of different scales, starting from BSM
and weak scales, via hadronic and nucleon scales all the way down to nucleus-level and
lepton-bound-state scales. EFTs make it possible to systematically combine inputs from
all these different scales. The physical scale of ;1 — e conversion is given on one side by the
momentum of the electron which is pretty close to the mass of the muon m, ~ 100 MeV,
and on the other hand by the binding energy of the muon and the recoil onto the nucleus
which is < 1MeV. The BSM physics generating the necessary operators, however, sit
somewhere above 1TeV. To bridge this gap of several orders of magnitude, a tower of
effective field theories can be employed.

Since we do not know the UV complete theory above the SM, we can only construct the
most general EFT extending the SM, covering all possible BSM theories sitting above the
SM. This strategy falls under the name of the SM effective field theory (SMEFT) [103-105],
which adds all possible higher dimensional operators fulfilling the same symmetries as the
SM and only using SM field. These infinitely many operators are then ordered by inverse
powers of the cutoff scale A, which denotes at which point the effective theory breaks down.
At energies of around 100 GeV the SM experiences the spontaneous symmetry breaking
of the Higgs field, generating mass terms for the fermions and weak bosons. In turn,
once we are below this scale, the heavy degrees of freedom of the SM can be integrated
out resulting in a low-energy effective theory of the SM(EFT) also called the Low-energy
effective field theory below the electroweak scale (LEFT) [105]. This theory now only
contains the light quarks ! u, d, s, the leptons, photons, and gluons, and everything else is
integrated out. In particular, weak interactions are point interactions and handled as in
Fermi’s theory of weak interactions [106,107|, and the BSM operators have similar shapes.
At this level, in the following called the quark-level, we construct our effective field theory
containing all possible LE'V operators contributing to i — e conversion up to dimension 7,
as further explained in Sec. 2.1. To now deduce the influence of these operators sitting
just below the electroweak scale on the process happening at < 1 — 100 MeV, we need to

!Depending on the considered energy scale the ¢, b quarks are also part of the LEFT, but are integrated
out at the corresponding thresholds for our application.



AZTeV?

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Booeoienn R

SMEFT

integrate out

heavy SM particles

le {57 H, 7-}7 Ve, hadronization

/
N e {p,n},mn,7,...
NR expansion,
multipoles

numerically solve

DIRAC equation ~ Mg

T ~ 100 MeV

,,,,,,,,,,,,,, |
physics

[ — e conversion:
Mu(ls) — Me

u(ls),ée,. ..

Figure 2.1: Schematic representation of the EFT scales for y — e conversion

further descend on the effective field theory ladder. Below ~ 1GeV quarks and gluons
confine to mesons and baryons, necessitating a non-perturbative description of QCD. This
comes in the form of chiral perturbation theory (ChPT) [108], a low-energy effective theory
based on the approximate chiral symmetry of QCD, directly containing the meson and
baryon fields, as well as their interactions with external fields. These operators can then
be matched to the quark-level operators, where the relative coupling strengths of these
interactions can either be fixed by phenomenological considerations based on experimental
input or by LatticeQCD calculations. The resulting structures are the so-called hadronic
matrix elements, which are explained in more detail in Sec. 2.2. To incorporate the nuclear
physics, presented by the fact that the lepton is interacting with a whole nucleus and not
a single nucleon, we need to consider nuclear interactions below 100 MeV. First of all, this
means, that the nucleons are non-relativistic and their interactions can be expanded in
their momenta, resulting in corresponding non-relativistic nucleon operators. Now based
on these non-relativistic operators, and after a multipole decomposition, the response of
the whole nucleus is classified. More details on this can be found in Sec. 2.4. At this level,
also the bound-state physics on the side of the leptons starts to matter. As the muon starts
in a bound state of the nucleus and the outgoing electron is distorted by the nucleus, we
also need to consider these effects, which also happen at an energy level of < 1MeV. For
more details on how these effects can be included rigorously, we refer to Chap. 5. Fig. 2.1
shows schematically how the different energy scales and effective theories are related.

2.1 Effective Field Theory Description

We may describe Lepton Flavor violating processes under the premise of SMEFT [105].
This is a model-independent effective field theory extension of the SM, which simply
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Figure 2.2: Some LF violating vertices relevant for  — e conversion

contains all possible interactions with all SM fields while fulfilling the same symmetries as
the SM. This promotes the SM to being the leading terms of a low-energy effective theory
to an unknown high-energy ultra-violet (UV) complete theory. Constructing the next
terms in the effective theory constitutes a systematic approach to investigating potential
BSM physics, without limiting ourselves to a specific UV theory. Since the overlying theory,
which would generate the effective theory by integrating out the new physics degrees of
freedom, is not known, the coupling strengths of the effective operators, also called Wilson
coeflicients, are unknown. Nevertheless, experimental limits on BSM physics can give
limits on the size of these Wilson coefficients and thus limit in turn potential UV theories
that could generate the effective operators. As already pointed out earlier, since LF is an
accidental property of the SM, taking this approach naturally generates LF'V operators,
as shown in Fig. 2.2. As we consider a low-energy process, we directly integrate out heavy
SM fields and consider the so-called LEFT Lagrangian, below the electro-weak scale. The
effective Lagrangian can be written as

ng C(d
[LEFT _ Loep + Locp + L£O 4+ 20 4 £ — Z = O(d (2.1)

where the upper index refers to the dimension of the contained operators. Here A is
the BSM scale, which makes the Wilson coefficients C’i(d) dimensionless and may serve
as a scale at which the effective field theory breaks down. For example, in a simple UV
extension of the SM, this could refer to the lightest mass of the introduced BSM particles,
whose propagator contracts to a point and generates a 1/M ~ 1/A when integrated out.

To describe u — e conversion, in particular, the following operators are relevant up to
dimension seven

~(5)
L5 30 TP O, = > cpop,
Y=L,R Y=L,R
o5y Y Y Buen Ly Y Y opop
Y=L,R X=S,P, q=u,d,s Y=L,R X=S,P, q=u,d,s
£ > 3 Z XY Oy =Y Y oy, (2.2)
Y=L,R x=GaG, GG Y=L,R Xx=GG,GG

where D stands for dipole, S for scalar, P for pseudo-scalar, V' for vector, A for axial
vector, T" for tensor, and GG and GG stand for the symmetric and antisymmetric gluonic
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contributions, respectively, all referring to the hadronic part of the interaction. We can
write these as

L => 1> > coyi+ ZCX0X+hc , (2.3)

Y=L,R \ ¢q=u,d,s X=S5,P,
VAT GGGG

with

O = LX) gXta), (2.4)

where (n) € {0, u, pv} denotes the contraction of the Lorentz indices and?

LY =A% &y, Q% = qq,
Ly = Ly, Q" = ¢y’q,
L)‘f’u = A2 ey, Q,‘fq = qVu9,
Ly" = Ly*, Q' =17,
Ly" = A eyoty, Q! = o,
L3¢ =N LY, QGG—aGaﬂG
L§G = A" LE, Q% = ia,Ga,Go?,
L™ = N LD, Qb = Fu, (2.5)

where we use &y = ePy = ePy and Y € {L, R}® with Pz = (1 F+°)/2. This chiral basis
for the electron spinors makes explicit, that for m. — 0 the left-handed component e; and
right-handed component eg decouple, which we assume in the following. The BSM scale
A is here absorbed into the L;* structures.

2.2 Quantum Chromo Dynamics and the Chiral Scale

The interactions between quarks and gluons are given in the SM via Quantum Chromo
Dynamics (QCD) [4-6,109]. QCD at low energy is non-perturbative [110,111] as the
strong coupling constant «, grows exponentially as can be seen in Fig. 2.3. At low energies,
only integer and half-integer bound states of quarks and gluons exist, called baryons
and mesons, respectively. These bound states are confined to be color-neutral. In 1 — e
conversion the appearing states are the protons and neutrons inside the nucleus. Their
interactions need to be described non-perturbatively in terms of effective field theories.
Interactions between mesons and baryons at low energies can be characterized in the
framework of ChPT. For our application the matching of the LFV operators at quark level,
to the hadronic operator at nucleon level is quite straightforward, using the well-known

2VVe use oM = ['y*‘ 7"] = %(7“ Y — 4¥~H) and G‘“’ = e’“’o‘ﬁGa with 0123 = 41.
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Figure 2.3: QCD running coupling, taken from Ref. [112]

hadronic matrix elements for the quark currents. We can find the contributing operators
on nucleon level by writing down all possible structures with the same Lorentz structure
as well as individual symmetry under C, P, and T as the quark-level operators. The
prefactors of the nucleon-level structures are then called hadronic matrix elements or form
factors. These quantities can then either be measured and phenomenologically deduced or
calculated numerically from LatticeQCD.

2.2.1 Hadronic Matrix Elements

The allowed Hermitian building blocks for a spin 1/2 field v, are
DY, PiNY, Dy, Y, o, (2.6)

with 4#* the Dirac gamma matrices. These structures can be contracted or combined with
the following Lorentz structures inside the Lagrangian

Oy g, el (2.7)

If external photons or other particles with polarizations exist, they can also be used here,
which however will not be the case in our application. Higher structures with more gamma
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scalar pseudo-scalar vector axial-vector tensor

Y Wy Py Py Yo oM
P +1 -1 (=DF  —(=1)» (=DH(=1)" (=1
C +1 +1 —1 +1 -1 +1
T +1 -1 (1)~ (—1)» —(=DH(=1)" —(=1)*
crPT  +1 +1 -1 -1 +1 —1

Table 2.1: Transformation properties under C', P, T' [113|. Here (—1)* = +1 for = 0 and
(=1)# = =1 for p=1,2,3. Note that the gluon field A* in the gluon field strength tensor
G, transforms as a vector and the pseudo-scalar field P transforms as a pseudo-scalar.

matrices can always be reduced to these structures by using the identities

VAP = g 4 gyt — gy — e,

1
0wy’ = +i0ap 566“6“”, (2.8)

as well as the basic properties of the Clifford algebra {v*,7"} = 2¢**14 and v, = 414.
Hence, there is no higher independent gamma matrix structure than .

Using these possible structures we can relate the quark-level interactions to the nucleon-
level interactions by matching operators with the same symmetry behavior. The structures
of Eq. (2.6) possess under C', P, T the behavior of Tab. 2.1. Hence, we find based on these
symmetry properties the following association between quark and gluon structures and
nucleon structures

scalar: GG, 19 — NN,
pseudo-scalar: Gg”ég,,, iqy°q — iNY°N, 9,N~°+y"N,
vector: ay"q — N~*N, 0"0,Nv'N, 0,No""N,
axial-vector: °v"q — Ny°y*N, i0*N~°N, 9,0,N+°7"N,
tensor: Ggo"q — No" N, OWN~YIN, ~lty No*N, (2.9)

where we used the notation ABY) = 1(A*B” — A”B") for the tensor terms. When
evaluating matrix elements with these operators, the partial derivatives become mo-
menta 0, — —i(p" — p'*) := —ig" and the momenta acting on the free states become
pun(p) = myuy(p), which simplifies and combines a few structures. Based on this
association the hadronic matrix elements are defined to be

(Vg |N) = ax (0, ) (Z—jfév <q>)uN<p,s>,

. _ m .
(N| giv°q IN) = un(p, ) (?NG?N(Q)WE)) un(p, s),
q
ot q,

(N 3" |NY = (. o) (wFf%) - F;’N@)mp, 9,

2mN
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m
(N|gv"~+°q|N) = an (', 8') [ 1*4° G5 (q) — 75251—NG%N<Q)) un(p: ),

v]

. V}
iq
Fi (q) — 4p =5 F;?,’%V(Q))uzv(p, s),
N m

’ m

o _ i 1q
(N|qo"q|N) = an (0, ) ( Fi(g) — 24

N
4
(N G4,G |NY = (i, ) —%(q)) ux(p,s).
~ Ar
(N|G:,GE IN) = un(p', ") (1a—7raN(q)75) un(p, s). (2.10)

In Chap. 4 we will also consider the LFV decays of light pseudo-scalars. Hence, it makes
sense to also introduce the appearing hadronic matrix elements for light pseudo-scalars P.
For a single pseudo-scalar meson decaying, the only existing structures are 1P and @LP
such that based on the symmetry properties the existing structures are

scalar: GG, g9 — 0,
pseudo-scalar: Gﬁ”ézw iqy°q — P,
vector: ay'q — 0,
axial-vector: g — OMP,
tensor: go'q — 0. (2.11)

As shown scalar, vector, and tensor contributions vanish due to parity, where for the tensor
even the parity breaking 09"/ P = 0 vanishes due to the anti-symmetry of the tensor.
The non-zero pseudo-scalar matrix elements become

. b
(0] myqin°q | P(q)) th?o(q%

(0l v"v°a|P(a)) = ibgfp(a)d",
(0] =G Gy, |P(q)) = ap(q), (2.12)

with b, 4 = \/Li and b, = 1 else.
The axial vector current has the special property of fulfilling the (anomalous) Ward identity
given by
_ 5 _. 5 Xs ~a Auv
0u(0V"y°a) = 2myqin’q — -GG (2.13)

This results in the following Ward identity for the hadronic matrix element for the nucleons

N quq" N __ ~qN an N __ ~qN an
GH" + e GE =G -5 5 G = - (2.14)

if we consider ¢*q, ~ —¢® < m%. And for the pseudo-scalars we have

befpaug" =bhh —ap  —  byftmp = bhh — ap, (2.15)
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since ¢" is here just the energy and momentum of the pseudo-scalar meson. These
properties enable, in either case, the elimination of one of the hadronic matrix elements.
We typically write G5 and hp in terms of the other hadronic matrix elements.

For the pseudo-scalar form factors of 7, n, and 1’ we can further reduce the number of
independent operators using isospin symmetry and neglecting strangeness and gluonic
contributions to the pion matrix elements. The remaining free parameters are the pion
decay constant F), the singlet and octet decay constants F°, F'® with the corresponding
mixing angles 0, 03 as well as the gluon parameters ag, ,. The parameters defined via
Eq. (2.12) are then given in terms of these parameters via

f#:_fg:\/éFﬁa f7sr:O7 aﬂ':O7

2 2 .. . 2 2 .
f:f :fq;l: \/;Fscosﬁg— ﬁFOSHleo, fn = —ﬁFSCOSHS— \/;FOSIHH(),

2 2 2 2
Ly = f;]i, = \/;F8 sin 0y + EFO cos By, foy = _EFS sin fg + \/;FO cos by,
a, = —apsin b, ay = G cos by, (2.16)

and the pseudo-scalar matrix elements h% are then given via (2.15).

2.3 Non-relativistic Nucleon Currents

The relativistic nucleon currents uy(p', s’)Fff,;)uN(p, s), as appearing in Eq. (2.10), with
X' =85 PV, AT and
=1, P =1, L=, T = Y75, L, = 0w, (2.17)

can be expanded non-relativistically, as for our application the nucleons are bound to the
nucleus and the transferred momentum onto the nucleons is small. The non-relativistic
spinors are given by*

)
Bvtmy( Ix (1~ s ) 1x :
uN(p7S>: e (p'5) = ’ ﬁ +0 @ ) (218)
2EN EN+mNX5

my

4We use the non-relativistic spinor normalization ufu = 1.
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with xs the two component Pauli spinor and ¢ the three-vector of pauli-matrices. A
non-relativistic expansion in the momenta up to O(mj?) results in
—@ —4p2 +4(7-p) — 2i(7- (G X
Ly = (]1 LT A A ﬁ)2 (7 ( ﬁ)))xs,
8m3y;
q-o
UN/’)/E)’U,N:XZ/(( )>X5,
2m
— e/ = —
_ —q°+ 2i(q- (0 X
uny uy = XL (]l + 1 ((]2( ﬁ))>xs,
8msy,
_ i T (_QZ+2pl+i(JXU)Z)
UN"YUN = Xg 59
2mN
—(q-0)+2(-p
uny 'y uy = XL( ( 2) ( j)xs,
my
— Y — —
i —q70; + 20(G X P); + 2(GX (T XD));
— (X )i+ 200 (5 7))
8msy,
8m?\[ S
_ i 1 i+ 7 X & i+ 2(0 % 7
i =} (BT EXDEITDY,
2TTLN
y —qPop — 2i(T X Ple — 2(7X (G %
€ijk UN' T UN = 2 Xl, (O'k + 4 %k (@ ]3)12 (@X (@X D)
8my,
+2q1(0 - p) + 2(q- p)or. — 4(a -
i (7 - P) (¢ 2]3) k ( ﬁ)pk) e (2.19)
8my;
We may identify the following structures
MM =1, hE = o,
pa = i po = 1P h?:—_(‘?xﬁ)i,
q q q
R — i(7-5)(7 - p) R — —p* R — —0ip”
=5 = ?7 R
q
B = —(d -Qﬁ)pi’ i = —(q -20)1%-7 B i(q '5')0—1" (2.20)
q q q

where we introduced the from here on used convention ¢ = |g]. We choose these labels in
association with the nuclear responses these structures will generate in a whole nucleus.
Some structures like A" experience a coherent enhancement in the nucleus, which is, why
it makes sense to include terms up to a higher order for these structures. However, as
there are no enhancement mechanisms for the ', Q”, ©, II, Z, and I structures, we will
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drop them in the following, resulting in an incomplete expansion at order O(my?) given by
2 .
_ q M —1qq; AL qq; ;¢
,]]_ = T ]_ — h/ h h Sy

YN TN = X (( 8m? ) 2mN 4m?\, 1)X
)
(-

4m?3,

4qi —iq ijkd
any'un = X, (2mN + NhA QJkN] hz) X
qi —iq
UN”Y ’7 uny = XZ’ (sz + h'Q>X87
) _ T hz zijj hA zngJh q(b hQ
UN 7 ,y UN Xs (( ) 4m?v k 4 2 k 4mN XS’
uN/a UN _ Xl (2332 hM EzijJ hZ + _h<I>> X
N my
2
€k Unouy =2 X1, ( - 5 )hE —Cktm 1 h5 + Chim I h¢> (2.21)
8m3z, 4m3; 4m3;

2.4 Nuclear Response

While the muon interacts with the nucleus, it becomes relevant how the interaction with a
free proton or neutron differs from the interaction inside a bound nucleus. This falls under
the name of nuclear response as the individual interactions with protons and neutrons can
be pooled together into different responses of the whole nucleus. The following derivation
largely follows Ref. [114], where some adjustments for a more modern notation were
made [115-117].

We have already seen in the previous section, how the non-relativistic expansion for the
interactions with a single nucleon results in different non-relativistic structures hfm). These
can be transformed into non-relativistic operators via

Wiy = N Wiyl = —iVi] N7, (2.22)

such that the derivative acting on the initial nucleon state generates the initial nucleon
momentum p in the matrix element (see also Sec. 3.4). Interactions to the whole nucleus
now result as a sum over these interactions with all individual nucleons. As this derivation
is independent of the chosen one-nucleon current, we may generally consider a semi-leptonic
process with a leptonic and a hadronic current interacting according to

L— / & L (@) (). (2.23)
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We now consider the generic semi-leptonic process L{M*® — LY M7 with some initial (final)
lepton states L’ (L') with momentum k, (k/,) and spin s (s') and initial (final) nucleon
states M’ (M7) with total spin J; (J;), spin component M; (M;) and momentum p (p'),
written as

| L (k) | M (p, Ji, My)) =: | L') | M (J;, M),
(LY (K )| (M (9, Ty, My)| =2 (LT| (M7 (Jy, My)] . (2.24)

The matrix element for this process becomes
iM = i (L] (M (J;, M)| £|L) |M(J,, M)
= @/d% (LI| L |Li) (MY (Jp, My)| H,, | M (J;, M) (2.25)
where we may consider
(LI| 1" |L') = 1re'a7, (2.26)

This makes sense in particular for free initial and final lepton states. For example, if the
leptonic interaction for this process is given between two lepton spinors ¥, o by

L = U,TH0,, (2.27)

with I'* some arbitrary Lorentz structure. Then the free field quantization of the spinors,
given by

Bk 1 ki iz
\Il(x):/( \/sz (k, $)ug (k, $)e= % + by (k, s)vg(k, s)eir ) (2.28)

i BE 1 , o
U(z) = /( o 2 (a s)aw (K, 5)e™ T 1+ bt (K, )Ty (K, s)e~* ) (2.29)

dictates

(LI L# |1 = (L7 | Wl |17 = g (K, )€™ Ty (e, £)e ™ F
= o (K, )Py (k, t)e " F—H)E (2.30)
Hence, we find in fact a structure like Eq. (2.26). The assumption of Eq. (2.26) is however
more general and can also be applied in a more general setting as we will see later. It
follows
iM=i [ Bxlre™ T (M (Jp, M| H, |M'(J;, M;))
= @/d% (M7 (Jp, Mp)| e T H,, | M (J;, M;)) . (2.31)

This description can now be further developed to give rise to the different nuclear responses.
This happens in a so-called multipole decomposition.
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2.4.1 Multipole Decomposition

The structure l“e‘i‘?fﬁ# of Eq. (2.31) can be expanded in a multipole decomposition,
which separates the different kinds of nuclear responses. For this, we first write out the
Lorentz contraction

Pe TR, — (O fpe 57— [ e, (2:32)

and then change to a system of spherical coordinates orientated around ¢ in z-direction.
This defines

=Y L. lo = lo, (2.33)
A=+,3
which are given as
&y = T (61 4 i) & = q/
+ = NG 1 2)s 3=4/q,
1

Il = F—=(l1 £ily), I3 =I3. 2.34
+ :Fﬁ(l 2) 3 =13 ( )

Here the longitudinal component is labeled with 3 instead of 0, to prevent confusion with
the time-like component which has also the index 0, however we still consider the angular
momentum of A = 3 to be 0. With this follows

~ ~

[He % = szf[ —iE, (2.35)

Expanding €% in terms of spherical harmonics Y7, 5; and spherical Bessel functions j; via

Zwm 20+ 1)i'(7- 7)Yi0(2), (2.36)
results in®
ATt =€ Z\/m@ylcf T)Yio()
= Z\/zm (20 + 1)i'5i(7 - ) (IOINILLM) Yy a0 (), (2.37)

ILM

where we introduced the vector spherical harmonics [118]

?L:L':M = Z (L'ml)\]LM> YL’m€A7 Yimé’)\ = Z (lml)\]LM> ?L,I,M- (238)

mA LM

5The X inside the Clebsch-Gordan coefficient is interpreted as an angular momentum of 0, &1, according
toA=x—£1,A=3—0
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The Clebsch-Gordan coefficient force M = A and [ = L, L = 1. Evaluating these explicitly
for the different A one finds

¢ =" \/2r(2L + 1)i qu inLL——VXJL(q CREIE

L>1

T — Z VAar(2L + 1) LVJL (q-%)YL0. (2.39)

L>0

Using these conditions we find®

Z l)\e_iﬁe_uff = Z \/ 47T(2L + 1)(—Z')L(l0ML70 — lg,CL’g)
A

L>0
VIR RO T, 2
with”
M s = jsar)Yous (7) Ho, Lrar = (Fislar)Youa (7))
T = 2 (9 % dslar)Vrns(9)) . s = (e Vo)) . (241)

These are called the Coulomb, electric longitudinal, electric transverse, and magnetic
transverse multipole, where these names are of historical nature. Note that in general for
each hadronic current H, a different set of these four multipoles exist.

Inserting this in Eq. (2.31), means now we need to evaluate the following matrix elements
<Mf(Jfa Mf)| Stm |Mi(Ji, Mz)> ) (2.42)

for S € {M, L, T*, Tm28}. We can simplify this calculation by using the Wigner-Eckart
theorem, resulting in

(M (T3, My)| Spar | M (i, M)
s (L ) el )

1 .
=, w1 e IV (MY (Jp)||Sel| M)y, (2.43)

where we used the Wigner 3j-symbol, for which further applies

Z (_Mf M Mi) (_Mf M Mi) = m5LL/5MMu (2.44)
M;,My

6Mind that here the hadronic current got contracted with ¢! instead of éx. Hence, é5e'7% needs to be
A
complex conjugated, where also the identity YLT L= 7(71)l§7’L7 L.—M was used.
“We deviate from the classic convention of including the Ik d3z integral here, for easier association with
the explicit structures of Eq. (2.45).
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The structures (M (J;)||SL||M*(J;)) can now be calculated with nuclear physics methods,
as explained in more detail in the next section. For just a single kind of interaction like in
Eq. (2.23) and for free external lepton states, one can find a general expression for the spin
averaged absolute value of the matrix element squared of Eq. (2.31), just in terms of these
reduced matrix elements, and the analytically calculable lepton spin sums. However, as for
our application both of these conditions are not met, we refer for any further considerations
in this special case to Ref. [114]. For our case, it is more advantageous to calculate matrix
elements for all spin combinations explicitly on this level and then calculate the spin
averaged absolute value squared afterwards.

2.4.2 Typical Nuclear Responses

As already mentioned, for each hadronic current H, in Eq. (2.23) a different set of the four
multipole structures of Eq. (2.41) exists. In addition, the derivation of M, »; based on
Hj and the derivation of Ly, p, TLQ}M, and Tmef based on H; are independent. Hence, the
multipole decomposition for any scalar current can be done via Hy, and for any Euclidean
vector can be done via H;, even if they are physically not part of the same Lorentz vector
H,,. Thus we can construct the multipole structures directly based on the scalar and vector
currents of Eq. (2.20), whose naming directly deduces from the name of the nucleonic
structure ﬁfmj\)[ from Eq. (2.22) according to

M (RN = S}, oy, Lom(h5™) =S iy,
e 7SN\ . - i mag 7 S,N;\ . i
TL,IM(hj N) = ZS/L,Mv TL,Mg(hj N) = SL,Ma (2.45)

which is also illustrated in Tab. 2.2. For these structures, we follow the conventions of
Ref. [119] which means

7 N - 7 N A~ — 61
M = J3(qri)Yoa (7). Dy = Joari) Yo () (U : ?),
; . = . ﬁz i . 6@ : Y% . 61
Af]M = ]J(CI?“i)YJJM(Ti) : 7, A/JM =1 (7 x]J(qTi)YJJM(Ti)> : 77
i 61 . N 61 i . Vs ~ -
Ay = (7]J(QT1)YJM(7%)> P X = Ju(qri) Y m(75) - 7,
Z/ i . 67, . }7’ N - E” i 67, . Y ~ -
JgM = ! 7 X]J((ﬁ”i) JJM(Ti) © 0, IM — 7]J(q7”i) JM(%’) © 0,
; .o s ~ - 61 3 62 . > ~ - 61
5 =i Julqr)Yoom () - (0 X 7) . = (7 XJJ(qri)YJJM(n)) - (0 X 7) :
(Vi ) AV
Oy =i <7JJ(QT’¢)YJM(7’¢)> ' <<7>< ?>7 (2.46)
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1 6V V & &xV
M M Q
Tmag AT D
Tel A/ Z/ (I)/
L A" S P

Table 2.2: Overview of the names of the used multipoles

which is consistent with Eq. (2.20).

These nuclear structures are still abstract objects. The observable quantities are the
so-called structure functions, which we define as®

P =57 [ & > b (W IISL@ DN (). (24T

with N = n,p. These are thus directly related to the reduced matrix elements. For
an exact calculation of these objects, one would need to calculate all (M||S (g, Z)|| M)
explicitly, which generally is different for every proton and neutron inside the nucleus. As
these can generally be part of several states of the nucleus, a with the number of nucleons
exponentially growing number of off-diagonal single-nucleon matrix elements would need
to be calculated. To also be able to calculate nuclei with more than just a few nucleons,
different numerical methods were developed to calculate these quantities, ranging from
empirical methods like the shell model up to modern ab-initio calculations, which are
based on QCD principles.

For a shell-model calculation, the numerically determined structure functions can be
parameterized in an oscillator basis as

n
u(q)

F@=e"2 ) culg), (2.48)

=0

where n is finite and u(q) = ¢*b?/2 with b the harmonic oscillator length, which is
empirically chosen to be
197.327 MeV fm

b= : (2.49)
1/938.919 MeV (45 MeV A~1/3 — 25 MeV A~2/3)

and ¢; the parameters.

The multipoles in Eq. (2.46) can be separated into so-called spin-independent (SI) and
spin-dependent (SD) responses. Such a distinction makes sense as the SI multipoles show
a coherent enhancement with the number of nucleons as the response of the nucleus is
simply a coherent combination of the individual responses of the nucleons. This is, in
particular, the case for the M multipole, having no nucleon-specific structure, which is
why F ]]\\,4 °(0) = >_ 5 = #N and this multipole is coherently enhanced. The ®” multipole

8We pull out a factor of 4/ 21:1 for a normalization according to FM0(0) = Z
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also shows a partial enhancement due to its relation to the orbit angular momentum. For
this reason, the contributions from the M and ®” multipoles are commonly denoted to
be the SI response. On the other hand, multipoles like ¥’ and ¥, depend on the spin of
the nucleons, which mostly cancel out in the nucleus, and are thus considered to be SD
responses, which are not coherently enhanced. In particular, SD responses only exist for
nuclei with total spin J > 0.

Furthermore, due to their behavior under time reversal, certain operator combinations
vanish for elastic processes (|[M) = |[M'(J;)) = |M7(J;))). In particular [117]

(M) =0, (M) =0
(M) = — (MISIM), (MIA MY = 43 (M M| M),
(M@0 =+ (MIS||M) (2.50)

These conditions can be used to reduce the number of independent structures that may
emerge down to M, A, ¥/, 3" ®” and ®'. Moreover, Parity conservation arrogates that
for elastic processes only multipoles with even L contribute for M and ®”, and only odd
multipoles contribute for A, ¥, ¥”. The number of multipoles L is always limited by the
spin of the nucleus, with L < 2.J for the elastic process.

2.4.3 Normalization

To fix the applied conventions for the structure functions, it makes sense to document the
used normalization. We normalize the M-response to the charge Z = }"5\40(0) and neutron

number N = FMo(0), respectively. Similarly, the normalizations Fﬁg(O) can be related to
spin-orbit corrections to nuclear charge radii [116, 120]

<7"2>so =

Tomd Z <(1 + 26p) F0(0) + Qanfg(O)), (2.51)

the ones for ¥’ to spin-expectation values (Sy)°

Fai(0) = 2\/? / #(SN), (2.52)

and the A response is related to the reduced matrix element of the angular-momentum
operator
1 JJ+1
eV
9(Sn') = 1/2 for a free proton or neutron. This normalization for the ¥’ response differs from Ref. [116]

: 2IL _ 47 E/L
according to Fpy ‘this work = 2 —2J+1]:N

Fr'(0) = (Ly). (2.53)

| [116]°

24



Dependent on the context it makes sense to think about the structure-function in a nucleon
basis with N = n,p or in an isospin basis 7 = 0, 1. One can always change between the
two representations via

C,+C,

00,1 = 2 )

Foq = Fp £ Fo, (2.54)
such that

Y CyFv=)> C.F. (2.55)

N=p,n 7=0,1
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Chapter

EFT Description of u — e Conversion

In the following chapter, we will develop a comprehensive framework for ;1 — e conversion,
built upon the methods outlined in the previous chapter. As already illustrated in Fig. 2.1,
the description of © — e conversion is challenging due to the various energy scales involved,
ranging from the BSM scale via chiral scales down all the way to nuclear and bound-state
physics scales. In particular, the different kinds of non-perturbative inputs, need to be
combined self-consistently for a comprehensive description of the whole  — e conversion
process. This is a pressing matter in light of the upcoming experiments of Mu2e and
COMET, which will improve the experimental limits by four orders of magnitude.

The key motivation in this kind of analysis is to what extent different BSM scenarios
can be distinguished, either from p — e conversion alone or in combination with inputs
from the purely leptonic processes of y — ey or u — 3e. A systematic approach to these
questions is to describe LFV processes in terms of effective operators for the underlying LF'V
interaction. As already elaborated in Sec. 1.2, there have been various detailed studies
focusing on different individual aspects, like particular effective operators, particular
multipoles, or particular simplifications to the nuclear or bound-state physics. To assess
the discriminatory power between the different operators robustly, all of these aspects
need to be quantitatively controlled at the same time. Therefore we will set up such
a framework in this chapter, and thereby lay the groundwork for a full comprehensive
description of © — e conversion, with maximized discriminatory power.

After a brief introduction of the kinematic conventions for y — e conversion in nuclei,
we will follow the schematics of Fig. 2.1 to work our way from the quark level, via the
nucleon level, all the way to the nucleus level and even including bound-state effects.
Consequently, this framework is ultimately able to combine all the just mentioned aspects
into a comprehensive description of ;1 — e conversion, directly dependent on the Wilson
coefficients of the effective Lagrangian, as illustrated schematically in Fig. 1.5.
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Figure 3.1: Feynman graphs for y — e conversion in nuclei and the internal one-nucleon
interaction. The momentum of the bound states is composed of the momentum of the
nucleus and muon according to PH = P, + k,, and the spin M of the bound state is a
combination of the spin of the nucleus J;, M;, the spin of the muon ¢t = j:% and the orbital
angular momentum [, where the combination of the latter two quantities is denoted by
k according to Eq. (5.41). &’ is analogously defined for the spin of the electron ¢’ = :I:%
and the orbital angular momentum [’. Since the muon is in the 1s ground state, we have
[ =0, k = —1. The total spin of the nucleus is the same for the initial and final state with
J=J=J;.

3.1 Kinematics

The kinematics of g — e conversion in nuclei can be considered on the nucleus level as
a two-body decay, starting with a muonic nucleus at rest in the initial state and the
ejected electron as well as the remaining nucleus in the final state. Inside the nucleus, this
interaction is mediated by interactions with the individual nucleons inside the nucleus.
Here, for now, we focus on one-nucleon interactions, but in the larger scope would like to
extend this framework to also include corrections from two- or more-nucleon interactions.
The kinematics and assigned spin and momenta labels for the ;1 — e process, as well as
the internal one-nucleon interactions, are presented in Fig. 3.1, where we use the notation
that M refers to a nucleus (i.e. M = 27Al,*®Ti,...) and N refers to the nucleons (i.e.
either proton or neutron: N = p,n). The notation M p(1s) means the muon is bound in
the 1s-orbital, so the ground state of the nucleus and é refers to the fact, that the outgoing
electron is altered by the potential of the nucleus.

In the rest frame of the bound state, namely for P = (mp, 6) with mp = my +m, + Ef(ls),
where my, is the nucleus mass, m, the muon mass and E}’ (1) < 0 the binding energy of
the muon in the ground state of the nucleus, the four-momenta are given by

Pi:(mP_Ea_E)v Pf:(mP_Ela_k?;%
k= (E,k), K = (E K,
p:(p07ﬁj7 p,:<E+pO_E/7E+ﬁ_ IZ/) (31)

Since the kinematics of the two-body decay are entirely fixed, we find

2 2 2
ms— my +m;

] L1
) |k/|:%\/)\(m?3,m?w,mg), (3.2)
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with the Killén function A(a,b, ¢) = a® + b* + ¢* — 2ab — 2bc — 2ac. Thus, we have up to
small corrections from recoil and the binding energy at leading order

E' = |K| ~m,,. (3.3)
Hence, at leading order, all of the energy of the mass of the muon is converted into kinetic

energy for the electron.

While the muons as well as the nucleons are not in momentum eigenstates and thus all
values for the momenta should in principle be considered, the fact that they are bound
to the rest of the nucleus limits the range of the momentum they can in practice attain,
without breaking loose from the nucleus. We further define the transferred momentum

Gu =k, =k =pu =P, = B — Py, (3.4)

which remains a well-defined quantity at the same time for the full process as well as for
the internal one, as long as we only consider one-nucleon interactions.

For easier reference of the here introduced kinematics we also refer to the lookup table of
App. A.2.

3.2 Quark-level Lagrangian and Hadronic Matrix Ele-
ments

To describe u — e conversion, all operators of the Lagrangian of Eq. (2.3) are relevant,
namely again

Lre = CPt Ly ™ Qi + cX L X+ he [, (35)
> |2 X ) o

Y=L,R \ q=u,d,s X=5,P,

VAT GG aé
with
L§ = A v, Q™ =ay.
L= 18, Q" = a7’q,
L;ﬁ’“ = A2 eyyiu, QL/"I = qVu9,
Lé’“ _ L¥’“, QA’q = 77,7°q,
LT = A=2 &pot s, Q! = 40t
196 — A3 L5, QY = a,G2,GS7,
L)G/G — A3 Ligf, QGG zoszagG
Le,uu — A L)T/,uu’ fi/ = F. (3.6)
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These quark-currents couple to the nucleons via hadronic matrix elements. The relevant
hadronic matrix elements are given by Eq. (2.10), namely

(N3N = an (0, ) (Z—jfﬁ <q>)uN<p, 9,

_. _ m .
(¥10i7%016) = (') (2 62V (i o).

gy
(¥lara ) = () (2 F ) - S F ) Juxp,),

. . V}
o i} o i . iq
(N|go"q|N) = an(p, s') | " Fi (q) — 29V ——F37 (q) — 4pl—5
my m

(
(

(N1 qv"7°qIN) = un (¥, s)(v VG4 (g) _’YS%G%N(Q))UN(Z),S),
( S0 o)
(

(N]G4,G |NY = () 4—SaN<q>)uN<p, )
(N| Gzyé’g” IN) =ty (p/,s) (Zi_taN(q)’y )uN(p,s). (3.7)

We may write all these relations generally as

X( q) § : (q )N nm)
=S,P,
V,A,T
with
m
qu _ N q,N _
FS,S - fq ) QS,S - 17
myq
m
¢ N _ "N ~q,N _
FP,P - _G5 ) QP,P =1,
Mg
N __ 1q,N WY v
Fyy = Fy, vv =9
F‘LN _ _qu,N oy ig“l"q”
vir — 2 2 Vi = my
q7N _ quN wy o uv
FA,A_GA7 AAT Y9
1 .
N _ -~ pq,N A T
FA,P_ZQFQ , AP = Ty
N _ q,N pv v’ I v
FT,T_FLT’ T,T =g"g",
aN _  opqN pop’ _ iglgrln’
FT,V - 2FZ,T? v my
aN _ a.N pr o _ zq["p“]
FT,S - _4F3,T ) T.8 = m%
N
Fee,s = 4may, Qca,s = 1,
N ~
Foe p = —4man, Qaca,s =1, (3.9)

and all other F\{ X, X, Y and QX ;f, are zero.

30



3.3 Matrix Element for free Nu — Ne

To match our Lagrangian on the quark level to the nucleon-level description, we calculate
the matrix element for free Ny — Ne using the hadronic matrix elements. We find

IMRS? = iCF D (N e Ly ™ QUL IN iy = iCF 7 (el Ly ™ |u) (N1 QS INY, (3.10)

with X € {S,P,V, A, T,GG,GG}, where we excluded the dipole term X = D, which
will be discussed in more detail separately in Sec. 3.7. Inserting the matrix elements of
Eq. (3.8) results in

. N, . ~X(, )N X,(n n,m) — !
iMRSD =i ST EE (e L |y @GR an DY u. (3.11)
We may further combine the same Lorentz structures on the leptonic side according to
LS = [P = AL9C = ALCGC, LV =14 (3.12)

and may thus write

ZMN—Z ZlM + ZZMXY

q=u,d,s X=S,P, X=GG, GG
AT
O (el Ly ™ ) PER an T (3.13)
Y UnN'’ (m)UN, .
XeS,V,T X'=
VAT
defining
S,S_E : S,q 1q,N —1 GG N _
CY — CY FS,S + A OY FGG,S’ PS,S — ]_
q
S,P_E : P,q rrq,N -1 GG N
q
A Viq 1pa,N ' g
Cy _ZC FV,V7 7Dv,v—gu
VA _ Aq o !
Cy E Cy F A Pya = gt
V,P _ A,q g, N W __ agt
CY - E :CY FA,P? PV,P_ mN
q
/
vir _ Vq rha, N Wy _ ightg”
CY _§:CY FV,T? P — T my
q
T.T _ T,q rpg,N AT 7 " ov!
Cy _E Cy Ffy, Pry " =g"y
T,q 17q,N v iglvph)
§ Cy'Frs, Prs = "

31



CyY =D Py, Py — W (31

mn
q

To find the appearing non-relativistic structures, we need to expand the nucleon spinors
in this expression non-relativistically, as given in Eq. (2.19). For this, we first need to
separate the Lorentz contractions in terms of temporal and spatial components. We use
the following notation

ATBY = AfBY — AFAY = A’ Byo + A;.’EB;'Z,,
AffVB’“” = —ANBY — ARBY + AXBY

% 1 1%l X i X i
= 2A[OZ]B[° + §(ei,j/kA§,§,)(eijkB)g) = A B + A Bk, (3.15)

which is valid if at least one out of AX and BY is antisymmetric. Note that here FT
well as LT are antisymmetric, so this Wlll be true for any tensor contraction that appears.
This results in

- ;- ! X’ 9’ 7 !
iMy =i Y ST oY (el Ly ™ |y PR anTun,  (3.16)
XeSVO 7, X'=SP__
77T VOVALATT
where (n) € {0,i}, now denotes the contractions of Euclidean indices and

OXX — oFX Z oX X — oY (3.17)

stays the same, as we absorb any factors of —1, 2, % into the kinematic prefactors Px x/,
which become

Pss =1, Psp =1, Pyoyo =1
ij o _ _sij _ ij _ _gij
’vav (5 3 PVO’AO 1, P‘77A. 5
. 0 . ,Z: . ]
1q i —q J —Y
P\/OJD: ot PVP: 5 PVO’f:
my ) my ) my
. 0 . m
1) — 51] 2] e mj Z;‘] L= — 2 57,]
7DV,T my PV,T oMy PT,T
- 10,.4] o
Pl - — L5 pi o _old'P pE AP
- - - 1,
T7T 2 ’ T,S m%\[ ) ; 2m?\/’ J
. y . 0 lj . k
, iq" > —iq”6 > 1q
1 %] 1,] .
. — A - o = €l 1
Pryo my’ PT7V my PT,V omy (3.18)

Now expanding « N/Fff?; YUN for the different structures non-relativistically in terms of the
nucleon momenta leads to Eq. (2.21), which we may write generally as

an T®uy = > K XL X (3.19)
SeM,X,
AQ,D
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with

Ksnr —1— L i g i lag
SM 8ma;’ S8 om2 7 ST gm?2)
LA 7 Koo =1 — ¢ i _ —1iqq’
P,E 2mN’ V! ,M Sm%\]’ VO,CD 4m?v 3
i . ik
; q - —1q . 16" qp,
Ky = ) Ky = §Y- > Ky = )
V.M 2mN V,A my V.2 2mN
i ' =9
j —q —1q o q .
Yo = , K = —, K'Y o=11- oY,
AT 2my T iy AT ( 8m?v)
PEYI Gl i _ 1 i, iaq
T Ao 4m3 AL 4m2
j iq' ] €ikjdk i j —q
Ks, = ) S . KY o = 54
.M QmN’ T.5 2my ’ T,® my ’
72 _ ikj ik
i q ij W qqx€ iwj  _ o49K€

and all others zero. Inserting these now in Eq. (3.16), we find that the kinematic prefactors
Px x, still contain some p; as well as py and ¢y dependence. These can alter the nuclear
structure as only ¢; remains a well-defined quantity also for the whole nucleus. First we
can get rid of the py, qo, as for free nucleons, we have

—

— 270 —
P P o), do _ Po—Py _ 24P

my 2my, my my Qm?\,

¢

+ O(myt). (3.21)

Note in particular, that in this interpretation hence go/my should be considered of order
O(m]_\,Q) and thus most terms including gy drop out. However, as already denoted in
Ref. [119], there arises some ambiguity in the treatment of ¢q, once we go from the free
one-nucleon interaction to a whole nucleus, since these free nucleon kinematics will not be
valid anymore, while bound to a nucleus. In particular, ¢y could also be interpreted as the
energy difference on the leptonic side of the process, which could be calculated based on
the bound-state energy of the muon. Ref. [119] finds the effects of these ambiguities to
be small, in particular, if only one-nucleon interactions are considered. And since in our
application these terms are already sub-leading, we find it sufficient to choose these free
nucleon kinematics here, though alternatives could be investigated in the future. Recently,
these ambiguities in the treatment of ¢y have also been discussed in Ref. [121] in the
context of J decays.

The now remaining p; dependencies can be combined into the non-relativistic structures
using

e P Pipy = ~Hpe, Cotbipy — — Lpr (3.22)
my my my my my my
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S Vo 1% T T all
M| S Vo /T S, TVOV (9),(V) STVOV
>| P (ThyPrA TITVPA TV TV TTVPA A
Al S ; T.V.A SV STV STV A
Q| - A0 A - - A, A°
o S T Vo TT A S T.V0 ST  STTV'A
al| S, P TVOPA TTV.PA STVV STV all

Table 3.1: List of existing intermediate X’ for each X, S combination

and all other structures that could be constructed in this way were already excluded.
Using these rules we can write

— X, X! X,(n) (n,m) = X'
iMy =i E E Cy ™ (el Ly™ ) Pxx/ unLimyun
Xesyov, X'=SP
T VOVAYATT

iy S ST G el ™ ) P K xR v

XES VO X'= P HSGMZ
T,T VOV O’A:T’T AQD
=1 E (el Ly |p) CYXS X h m)Xs> (3.23)
XeSs, VoV, SeM.X,
7:7? AQ,P

where in the last step we also applied Egs. (3.21) and (3.22). To find the prefactors C)(ﬁ? Xm;
we need to consider

} : AX, X (1) 4-(1m)
OY PX,X/ICX/,S (324)
X'=8,P,
VOV, A0 AT T

and collect all non-zero summands. The existing combinations based on Eq. (3.18) and
(3.20) can be seen in Tab. 3.1. We find, again only keeping terms up to O(my?)

)

- g
q S,S i . S,.P
Cyvsm = ( 8m?V)CY : Cyss = WC
—qul S.S i qu S,S
Cy = ——0CF", (@ = 0",
Y,S,A Qm?v Y Y,S,® 4m?v Y
v,V V,T v,V i —qi V,A
CY,VO,M = CY + 8m?\, (401/ - CY )a Y, Vo s — —ZmN OY )
. i —1
Clryop = 4(16]2 (4OVT _ va) Cyyo0 = qC;/’A,
my
ilj i
i, ij VV —q€rq v,A i g v,V
CYV A =0 C 4m?v &y OYVM 2mNCY )
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Cz,] o q€ilj /] CV7A Cz _,quz CV,A

v,V 4m?\, Yy o Y,V,a 4m?v Y
- - ilj i

i\ i q v,A g V,T I’A% qq v.p
. = (—si)[1— ovA 4 (207 —C’>+ o
vis = (707) sm3% ) Y 2my \TY v 2my,

i . iqi T,S T,T TV ij  _ —Giidi ~T,T
CYTM__mN<CY -t arY), Ol = by,

2 g
e

YT.® oy

—2 SUF — gigd o ilj
i, i TT q q" q TV ij_ _ 4qi€ T.T
CYJTE—‘”(“ T R T A T
Jo q¢ci;9° q T,S T, T TV
Op A = chs — ot 4 bV, (3.25)
2m3;

Note that the combinations (X, X', S) = (V©, T, ¥) and (f, v, M) vanished as they go
with ¢;qjeir = 0 and thus for Cy. 7 ;, only one term remains, which has a remaining p;
dependence and thus becomes a part of the Cy, 7 o term using Eq. (3.22). With these
prefactors, Eq. (3.23) is now the full matrix element for free non-relativistic Ny — Ne.

3.4 Nucleon-level Lagrangian

To construct what happens on the nucleus level, we need to construct the non-relativistic
nucleon-level Lagrangian, which can reproduce the same matrix element as calculated
for free non-relativistic Nu — Ne in the previous section. Fortunately, this is quite
straightforward to construct. One finds

cpret = N LE opy sy, (3.26)

X Svov SeM,,
VA0
7T

where

A(n,m n,m 7SN
C)(/,X,.S)' = Cx(/xg (g — —iV; il h

oy = N Wy [pi = —iVi] N7, (3.27)

such that in combination with the non-relativistic spinors, defined via
N™(2) [N(p, s)) = xse"7, (N, )| N*(2) = xLe ™7, (3.28)
the same dependencies in the matrix element are reproduced via

(N(p',s')| N*(z)VN~ () |N(p,s)) = iff x|, €77, (3.29)
VN®@, )| N*(x)N~(2) [N(p, s)) =iq XL xse' ™. (3.30)

This Lagrangian can now be utilized more generally to calculate the interactions with a
whole nucleus.
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For a nucleus M with A = Z + N nucleons N; € {n,p}, we may copy the Lagrangian A
times to describe the one-particle interactions with each nucleon according to

A
EM _ Zﬁnon rel. . (331)

=1
3.5 Matrix element for 4 — e Conversion

To calculate the matrix element for the whole © — e conversion process according to
Mu(1s) — M + €, we need to employ the Lagrangian of Eq. (3.26) for a whole nucleus
and deduce the nuclear response on the hadronic side of the interaction and include the
bound-state physics on the leptonic side. Fortunately, these two aspects party decouple,
as our interaction also separates into a leptonic and a hadronic part. Since the nucleus
is markedly heavier than the muon or the electron, from the perspective of the leptons,
the nucleus can be considered as a static potential and we may consider the bound-state
physics solely by adjusting the muon and electron states. Hence, the in-state of the
process separates into the incoming nucleus M and a bound muon p(1s) and the out-state
separates into a perturbed electron € and the outgoing nucleus M. Namely, we may write

|Mu(1s)(P, 3)) = (k= —1,0)) [M(P, M) = |u(Ls)) M),
(M(Py, J, Mp); (K, &', t')| = (M(Py, J, Mp)| (&K, &', ) =M@, (332)

where the spin and momentum labels are according to Fig. 1.3. Hence, the matrix element
for this process becomes

imy = | d3x2 o L35 () IMu(15))
-/ dez (M| 6] £33 ) [(15) 131

/d%zz (M] (e Ly ™ eI thg

=1 X,S

p(ls)) |M),

-/ BSOS (@ L5 (1)) (] G RN ). (3.33)

i=1 X,S

We can now evaluate the leptonic side via

@) [p(1s)) = ot (x), ev(x)[e) = vt (x) = Prof " (x), (3.34)

where the ¢ (z) are the full four-component position space solutions of the Dirac equation
in the presence of the nucleus potential. These can be separated into radial and angular
components and calculated numerically as explained in great detail in Chap. 5. The wave
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functions are given in Eq. (5.43), which we reveal in advance to be
L gu(r)en(7) )
Pr)=—1 . - 3.35
wﬁ(ﬁ) r <Zf,€<7”) (T) ( )
Applying this parameterization, we find

(el Ly ™ |u(1s)) = A7 U T, (3.36)

such that the amplitude becomes

i=1 X,S

To perform the common multipole decomposition as explained in Sec. 2.4 we rewrite the
leptonic side in terms of its Fourier transformation via

Kt n s d 4 L pn § ﬂf
v (@) TP () = / e v W T ) e
VTP G = [ d U () TP (! T 3.38
X Tp

b

such that we get
. d3 w! n S —iqT n,m
ity = [ [ DL S S T e g i

i=1 X,

dgq n,m K/t s —iqt 7 ;
= [ [ S5 S S o T @ e ) (339

=1 X,S

M),

where in the second step we are able to transform the —iV inside the C‘é" X’"; back to ¢,

giving back the C’X(/"Xm; This happens in the following way: Partial integration moves the
derivative onto the leptonic side (picking up a minus sign), where it acts on e % giving
exactly ¢ back. We define the leptonic current as

D = 3G T, (3.40)

where the tilde reflects the fact, that this is the Fourier transform of the leptonic current

iy =2 Crs vt wEITPw (3.41)
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We use this notation to write

d3q A ~. iga ~ )
+/(2W)3Z Iy (@) /d%e TE(M| RSN M), (3.42)

separating the scalar and vector multipole structures. Carrying out the multipole decom-
position according to Eq. (2.40) and inserting the definitions of Eq. (2.45), we find

iMYZ/(Qw ,1[

> /d3x2\/4w (2L + 1)(—i) sy (q) (M| Sy o | M)

S=M,) L>0
+ /d?’xz VAT(2L + 1)(—i) T8 yi (M| S7. 5| M)
S=%,A,® L>0
+ / d*x " /Ar(2L + 1)(—i)*
S=%,A,® L>1
Zl A (M| ST, A|M>—Z<M|S’LHIM>)] (3.43)

Reducing the matrix elements via the Wigner-Eckart theorem as given in Eq. (2.43), results
in

M d3q Ar(2L+1), .
iM —/ SZ/d3Z S T (—i)E (JM;, LO|J M)

L>0

[Z Ly (@) (MIISLolIM) + ) Tyi MHS’”HM>]

S=M,Q S=%,A,®

B & Ar(2L + 1 1
+f > JE2DS Nyt ST M L ATMy)
(2m)° & S+l VA

L>1

x [ By (~ X (M]|S}|M) — i <M|rsy||M>)] , (3.44)
S=%,A,®
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and inserting the structure functions according to Eq. (2.47) gives

i./\/ly:/ g Z Z\/2L+ (=)= (JM;, LO|J M)

x [ Z lsy (D) FN(@) + Z B ()i (q”)]
/ Z Z\/2L+ —i) IZ JM;, L—\|JMj)
[ > By @ (M@ - Si@)]. (3.45)
S=3,A,0

The conditions of Eq. (2.50) for an elastic process can be used to further reduce the
number of independent structures down to M, A, ¥/, ¥, ®” and ®'. Moreover, Parity
conservation dictates that for elastic processes only multipoles with even L contribute for
M and ®”, and only odd multipoles contribute for A, ', ¥”. For simplicity, we keep the
current notation, but keep these conditions in mind, for explicit calculations later down
the line.

To now further progress in calculating the decay rate of  — e conversion, we calculate
the reduced matrix element squared according to

My | = > MMy, (3.46)

Ml,Mf t,t

2J+1

averaging over initial spins and summing over final spins. The sums over the nucleon
spins can be carried out via (2.44) and in the scenario of free leptons standard spin-sum
techniques could be used to calculate the sum over the lepton spins. However, as our
lepton spinors are bound or distorted by the nucleus and thus only given as numerical
solutions, this will not be possible. Hence, it is more advantageous to simply calculate
the matrix elements for every spin combination and then do the spin sums in the end.
Nevertheless, in some special cases, it might still make sense to evaluate the spin sums
with the standard techniques, which we will examine later.

3.6 Power Counting

Due to the cascading definitions of the prefactor, which is on the one hand necessary for
clarity, but on the other hand very concealing, we will investigate which EFT operator
contributes via which multipole at which order. For this purpose the whole carried
out derivation is shown again schematically in Fig. 3.2, denoting between each step
the separation into different contributions and the combination of terms that have the
same structure. In particular, the terms at the level of the nucleon structures, and their
connections to the previous nodes, denote the composition of each term in Eq. (3.25) in
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Operators:
~ OX

Leptons and Quarks/Gluons:
~ LX QX
Hadronic matrix elements:

- ,
~ LX anT X uy

Expand Lorentz contraction

Non-relativistic expansion

Nucleon structures:
~ LXhS

VL ir rode = R Nuclear response:
~ (M| RS |M)
BN - =S Multipoles:
" ] ~ S, 58"

° @ e ‘ Elastic process

Figure 3.2: Schematic tree of which Wilson coefficients contribute at which order to which
multipole, following the derivation of this chapter. Solid lines are O(1), dashed lines
O(my'), dotted lines O(m}?), and anything going beyond that was dropped.

~#N T ~ #N ~ A ~1
O(1) (S — M) (V— M) - (A, T — X)
(V= A)

(GG, V,T — M)

O(75) - " (P—=x") (T —=9)
(T — ¢ ) (‘/7 A, T - E,’”)
OG&) (S— M) (VAT — M2 -

Table 3.2: Power counting of the different LFV operators. We denote with (X — S) the
initial quark-level operators OX as well as the ultimately resulting nuclear responses S
with that power counting.
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terms of its power counting. In fact, most of the power counting of the final matrix element
can be read off directly of the [ and thus the Cy x g of Eq. (3.25).

On top of this, we have different enhancements for specific multipoles. In particular, the
M-response is coherently enhanced as F ffo ~ Fﬁg ~ #N gives an enhancement scaling
with the number of nucleons in the nucleus. Furthermore, }";56/ shows a similar partial
enhancement, being related to the orbital angular momentum, which we will count in the
same way. Furthermore, scalar and pseudo-scalar nuclear matrix elements come with a
factor of 2 inside the Fg, Fpp. There is no clear consensus, on what the natural scale of
these matrlx elements is and if this should be considered as an enhancement or not. Since
it is easier to disregard than to reinsert, we will also consider this enhancement. Finally,
the gluonic contributions come with a suppression of 1/A, which we counted as O(mjy'),
but in practice could of course also be a lot more suppressed, dependent on the value of A.
Combining these effects we have a (partial) enhancement with # N in terms that go with
Cux, CF x,Cg x and an enhancement with 22 for terms that go with C*¢ and C"9.
We can now use Fig. 3.2 and Eq. (3.25) to easﬂy collect all terms up to a specific order
resulting in Tab. 3.2, where we dropped any pure O(m,?) terms as these are incomplete
anyways since we disregarded the non-enhanced O(my?) nuclear structures. We denote
for each contribution the initial quark-level operators and the ultimately resulting nuclear
response, classifying possible paths in Fig. 3.2. Note that this table is just a result of the
power counting and some of these terms might cancel to zero. As expected, we see that
at leading order scalar and vector terms dominate, where the rest starts to contribute at

effective O(1).

3.7 Dipole Contribution

The dipole operator couples to the nucleus via photon exchange, as can be seen in Fig. 3.3.
Due to the photon propagator and the higher order in A, in a pure LEFT-based power
counting this term is quite enhanced in comparison to the other terms and would most
definitely dominate ;1 — e conversion. Albeit, considering its origination from SMEFT a
coupling to the Higgs field (with vacuum expectation value v) is required and the dipole
operator actually goes with vA~2 instead of A=, which results in C'” being suppressed with
1 in comparison to the other Wilson coefficients. This can be substantial if new physics
are above the EW scale and A > v. Furthermore, while 4-point vertices can be easily
motivated by the insertion of the propagator of a new massive particle, 3-point vertices
require a loop (or they would mix directly with the SM particles), which can further
suppress this kind of interaction. For these reasons, the power counting of this operator in
comparison to the other interactions is not trivial and we handle this calculation separately,
as a discussion of the different mechanisms, how potential BSM models could generate the
considered LEFT operators, and in which power counting this would result, is beyond the
scope of this work. Furthermore, to constraint this operator we do not solely need to rely
on p — e conversion as it is independently and without competition by other operators
constrained by the limits on y — e~. For simplicity, we carry out the following calculation

with pure LEFT-based power counting.
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Figure 3.3: Dipole coupling to nucleons

To calculate the process of Fig. 3.3, the necessary coupling of the photon to the nucleus is
given in the SM via

Loy = —QqneVATaa A" qryug = —Qgnev 47704e1AMQ,‘:’q, (3.47)

where 7, refers to the sign convention for the charge.! We thus consider

V1R IN) = (V1 B ) = 3= Va0 <q;>2¢qm<N|@ijq|N>

g
=—2nev47rae1q (N [N, (3.48)

with j#  the electromagnetic current, which couples to the nucleons via the well-known
proton and neutron form factors

: i q,
(NG i IV 9) = (9% = FY 5 Yy
my
_ N v it -3
=un | Fi' "+ F un +O(my’). (3.49)
2mN

We thus may write the matrix element using

ny
o pNan N 3.50
in the same notation as before as
iIMPP =4O (e] L™ ) PR anTDun, (3.51)
with
JIrau , gl ,
CLP = —2pinCR Yo pury = LI _ pu’, (3.52)

¢

'This refers to a minimal coupling of D,, = 8,, + ine./4Amae A" [122]

42



Expanding the Lorentz contractions to Kuclidean contractions gets us

. X,(n n,m) — /
=i Y Y CEP Al LE ) PR an T un, (3.53)

XeT, T X'eD,D

where the prefactors are directly given from Py nm) = ;l‘;n) Carrying out the non-

relativistic expansion for the electromagnetic current (up to O(my?)) we end up with
(N (@) jowm [N (p))
2( N N - N N
—q°(F}" + 2F —iqq; () + 2F
:XL(<F1N+ (81 - 2))hM+( ]( 12 2) h;b X
my dmy;
(N (D) Jowm IN (p))

—q. FN —igFN icinqi (FN + FN
- <<—2ql 1 )hM+ (—Zq ! )h?+ (261’“%( D)) s
my my 2my

We may write again

anTuy = > KE XL, xe, (3.55)
SeM,x,
AP
with
Koo N ZCEY + 2F) o g (Y + 28
b°.M ! 8m?; ’ Doe 4m?3, ’
. —q; FN . —igFN . i€iiqn(FY + FY
P L A F R i i O Y UL LG W D PP
DM 2mn D,A my D% 2my

and all others zero. We can combine this again to write

=00y > (el L™ )y 8T xRt X, (3.57)

XeT. T SeEM,%,
ST A

)

with
i,.D T,D =N zq i,5.D T,.D NEzqu q
C’YTM C F mN Y, T,A — C F QW%V )
(¢°0i; — qiqy) (FY + FN)

Cyiy = Cy” (3.58)

4m3;

These could be added normally to the terms of Eq. (3.25) and combined in the calculation.
However, due to the enhancement of AmX LEFT-based power

counting, we would need to calculate these up to O(mjy") to consider interference terms
with the other operators at the same order. On the one hand, if this power counting is
genuine, the dipole will strongly dominate anything else anyway, which makes considering
interference redundant, on the other hand, we have already discussed that considering the
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SMEFT matching and potential mechanisms to generate the dipole operators introduce
further suppressions, which can compensate the enhancement. In either way, it should be
sufficient to stay at the currently considered order. Following the derivation from above

z’MQ—/ & - ST ST VRL(—i)E (IM;, LOJTMy)

N n,p L>0

x [zMYWML@ + i @OFN (@)

/dq S N VeLvi(- fz JM;, L=\ JM;)

N=n,p L>1

< [FARY@F@ - BV @I (3.50)
with
Ly (7) = iCEPFN L g ¥ g0ig (19 ()
my
. qiq Tt i s),
(@) =iCP R U e 0 ()
N
7- . qiqk FN + FN TR s
5y (@) = iCy"” (21m2 2) erje Uit gt ()
N
) FN + FN Tl 4 P
7,04 Qk( 1 2 ) s UL * ”\Il(l) (@, (3.60)

iy (@) =iCP R

where we used

— 6jOri) 0

(¢°0k — @k @) €j10"7 = QumEntt €mii €107 = GnGmemirs (Op/i0n;
= 240G i 0" " = —2¢i Q€10 (3.61)
We find
(IM, L0 M) (15 FA + il |
= iCTP A, LO|TM)
my
IS g oI L EN Y Fb| L (3.62)

X {\If:;t/aoixyﬁs%t FNFE + .

and

S (M, L=ALIM;) [—AZX,@IN — iy }

A==+

_ ;oTp i JM;, L—\JM
e ;( |JMy)

€ki PV /
QI;nk]A \IIZY’t OZJ\I’,(}S)’t %(FfV‘FFQN)F]%[L
N

|:Z)\q \IIZ;t/ M\I,(ls FNJT_-AL .
my

44



OIS 0 LMy W

A==+
4€3j—)\ N A QkE€KA 1 [ N . N\ =2
F Fyt — S(F 4 Fy ) F ot
[ my my 2( ! 2) N
. ~T,D ZQZ TR (1s),t 4
=Cy E €L )\\I/ Z]\I/ —_— 3.63
v mN/\ 1 I my ( )

X (M, L=AIMy) b FY ¥+ (J = My, L=|J = My) S5 (FY + FY) Py

where we used that (JM;, L—\|JM;) = (=1)¥(J—M;, L\|J—M;) and for the elastic
process X} is only non-zero for odd L. Notably for all terms a factor of nzl factors out.
The reduced matrix element squared (considering only the dipole Contrlbutlon) becomes

vl [ 4 / &g’ 1
Myl _/(27r)3 (2#)32;

x (Z (v (hd (@) + By (@) (@) (I8 () (&) + By (@)D ()

L>0

+5 Zle I ')th’k(Q)hf’k/*(q’)>, (3.64)

L>1

with

7 1q; e 0ivy, (18), 7 i K igq(1s),

D (@) = == W& oM (), Py (@) = - Biey U5 00U (),

my mpy ?

7 iQi . &t i, (1s),

li))k/@) = m—NZijzF o J\I!L )t(®7 (3.65)
and

D _ZC?D N =My D _ZC;C’D TS N
ho (@) = S RNEYE (@) = > 2 LN + FND) F

A2 A2
N=n,p N=n,p
Dk iCy A
205 5 ot i), o0
N=n,p

Looking at these terms we find

> RN = ZF oy

N=n,p

=g (N A 1/ N N\ 2 L
3 m—N(F1 For+ 2L (FN + F) )]—“NL> 2 (3.67)

N=n,p
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such that we may write

iCy" Dok iCLD
he' (@) = =52 Fan, BH(@) = =350k Fanae + O(g—gs])- (3.68)
We note further
Z??Y(@ = O(q—|as)- (3.69)

The O(q—|q3]) terms are generally speaking still relevant and one still needs to integrate
over these. However, one expects that the lepton integral peaks at ¢ ~ K , since the
momentum of the muon k inside the nucleus is limited. And we may choose ki without
loss of generality pointing in —é3 direction, which then results in these terms being the
most important ones for ¢ & |g3|. Hence, we may write an equivalent amplitude

MP — 2n,CP \/47T01e1/ dq my (Z,/T+ —i) (JM;, LO[T M) 10 () ZF5.(q)

L>0

£SOV T Ay fz IM:, L=ALIM;) (N D F g D)

L>1

+0(q — las])) , (3.70)

which shows that for ¢ = |g3|, the amplitude simply depends on the same elastic and
magnetic form factors, which appear for any one-photon exchange with a nucleus. Looking
at the general power counting we have predominantly two kinds of terms

A
O(TTN)m—N#N (D—>F0h<M,q)//,...)),
A
o(ms). = (D =5 Foag(A, X)), (3.71)

It remains generally true, even with ¢ # |gs|, that at leading order and for L = 0 we have
only have

, 2n,CP \/47T04e 1G; o7 s)
ZM? : 1/ 27)3 Ml,Mfi\peyt OZ\I} i <_>Z W (D). (3.72)

Since we are on amplitude level, the amplitude for the dipole interaction can be added to
the matrix element of Eq. 3.45, for a complete u — e conversion amplitude, which however,
depending on the power counting, is incomplete regarding higher order corrections to the
dipole. In Sec. 3.8.1 we will show how these terms will combine if just the leading order
terms from both descriptions are considered. The calculated cross section then also shows
how the dipole will interfere with the scalar and vector interactions.
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3.8 Special Cases

We demonstrate the capabilities of the full solution of Eq. (3.45) in two commonly
considered scenarios. First, we consider the leading nuclear response, with the full
bound-state physics, showcasing the proper treatment of the latter in the form of overlap
integrals [88] as well as how the numerical solutions of the Dirac equation can be included
consistently. Secondly, we consider Eq. (3.45) with a simplified treatment of the bound-state
physics, but discussing different kinds of nuclear responses, in particular demonstrating
the separation into SI and SD p — e conversion. Both scenarios are not only a good
consistency check but also showcase how the general framework developed here includes
both nuclear response and bound-state physics at the same time.

3.8.1 Coherently enhanced Multipoles

We consider the leading terms in ¢/my in the limit where only the #N enhanced terms
contribute. These are all terms that go with M°, where only L = 0 and only scalar,
vector, and dipole operators contribute (see Tab. 3.2). On the amplitude level, the dipole
contribution of Eq. (3.72) is simply added to the leading terms of the full solution of
Eq. (3.45) and we find

. d3 ZC%/) mN
ZMY (2 )3 Ml,Mf Z lMy (?).F ((D +277@ A l (@\/471'0[61 (CD (373)
N=n,p
where at this order
1 P T
lMy<q_) = A2 /d3 (Cgﬁ \Ijey’t \II( —}— CVV 0\11( s), ) iq
Py () = / e T (3.74)
my

The matrix element becomes?

O, d3
oy =2 | ) {2776 [ ACPUT P et a2 7 @

A2 27
+ Z / <CSS\I’ /t/\Il(ls CVV‘I/:Yt/ O\II( ) 1qmFML<q—>]
N=n,p
O, M

= —5 {2776 / FPr ACPE " U (— B(T)i;)

+ Z /dS OSS\IJS;t/\I’(ls +CVV\I/5Y ’YO\I’ (1s), )(#N>pN( )] ’ (3.75)

N=n,p

2We neglected here higher order g-dependent corrections to the hadronic matrix elements inside C'**%
and CV"V, which generally would need to be integrated as well.
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where we used that the nucleon density is given by the Fourier-Transform of the respective
M structure function and the Fourier Transformation of %Fch(d) is given by the electric
field E(r)z; according to

d3q ig; o d d3q ZFO( ) . d dq
_ZZ 0 T ch Q$ ZF
/ (2m)3 ¢ en ()¢ dz; / (2 )3 qz ¢ ar. | amzZFal@iler)
dg d dq
:/ Z ]O(qr)dl‘ /_ZFch( )QJI(QT)
2 N
B \/Fozel/%r2 /dr ¢ r(gr)in(qr)rE(r)a:

- 47T 1 7“— - 2 i E(T>
- mzwz/d o =) Blr)a: = et

where we used (see also Eq. (5.6))

, (3.76)

/drq jolgr) T*E(r).  (3.77)

=—7j1 (qr)

\/47rae1

Inserting the representation of Eq. (3.35) in Eq. (3.75) we get for the scalar and vector
contractions

K// s 1 e /

gt 1)t_r_2(g u tT¢t fli/)fgul) ﬁbtj{/ il),

K/l 7 s 1 e
o 5\1,1)t_7n_2<f> W) gt gt +gﬂ,)fﬁ)¢”+1>,
o Oq]ls)t_i< D GGt £ p gt g )

r2
Tt 50 (1s),t i e) (n) t't 4t (e) p(u) L't 4t
We iy W = T_2<fn’ 921 P01 — 9 J24 Oy ¢+1>‘ (3.78)

For the dipole terms, we can use the properties of Eq. (5.39), in particular
(@ - &)op(2) = —02,(2), (3.79)
and find
W W = (199 66 o+ o 1) )6k
= —2<f5 Dol 0k + gl 1Y oot
WP w1 i(g?g“? ol (@ 5)9y — 1919 qsz'g,@ 5)6')

(999" 6oty — 1979 010t y). (3.80)
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Using the orthogonality relation for the angular part (see also Eq. (5.42)) given as

[ 4926508 = buwiin (3.81)
we find

QU = s ( -4 f(”> = i)

e o - 7‘2 g lg - T2 H,—l 1 Y
T s 5 / (5 /

/dQ v 75‘1’8 W= Zi&z 41 <f+19 1 +9+1f ) =1 ;; Opr 41 52(7),
K// ! 5 U e e 6 /

[aauETruor = M (600 + 7)) = b o)
—T s Oy . O

[ AU 0u =25 (5060 - ) =i B ),
— , ) s . Oy

/ QW a0 Wi = 25 (F98 + g UR) = e i),

T ; Ogyr e e 5 /
/ SR ZARRRT A S ——Z%55/+1<gi%g(“ £ f;>> — @%5,“1 dy(r). (3.82)

Summing over all possible «/, the matrix element becomes

O a0 [
My — SO / dr |20 ACE(dy(r) F ido(r)) (— E(r)
0

2A2

+ 3 (i) Fisar >>+c¥vv<v1<r>ww(r»)(#zv)m(r)]

N=n,p

5M My 5tt

A2

+ 30 (oFF (s Fist™) +C¥V(V1(N):F¢VQ(N)))], (3.83)

N=n,p

A CY (Dl F ’LDQ)

where the F refers to Y = L, R and we define for ¢+ = 1,2
1 [ 1 [
SV =3 [Car ) s VO =3 [T Nt o)
0 0
D; = dr (—E(r)) d;(r), (3.84)

which are the so-called overlap integrals, as initially introduced in Ref. [88]3. We can
separate the amplitude in its real and imaginary part via My = M;y FiMsyy with

iMiy = An.CPDi+ > (CSSS(N) Loy )

N=n,p

(3.85)

5M My 5tt
A2

3Note that we used a different normalization than Ref. [88]
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For m, > 0, the Y = L, R can interfere and the reduced matrix element squared becomes

—s 1 | )
IM|” = 22+ 1) D My 4+ Mig) —i(Ma s — Mag)|
t,t/,Mi,Mf
2
1 N
= > ncPpit Y (Cfvssi(N) INGIRTA )> (3.86)
i=1,2 N=n,p
with ;5 = X £ 0¥ 1y the limit me — 0 we can identify, according to
1,2 L R
Eq. (5.48),
9 =19, A9 = 4", (3.87)
From this follows immediately
s1(r) = sa(r), vi(r) = va(r), di(r) = da(r), (3.88)
and thus
SN = g — g, v =y =y, D := D, = D,, (3.89)
with
Do [ ari—E © ) B () 1 ()"
i r(=Er) {951 (r) /20 (r) + f20(r)g i (r) ),
1 > e e
sM =2 [ ar #en() (990195 0) - R 0)).
0
v L (T N () () 41 (©) () £ 390
=5 | AN (690000 0) + 09 0), (3.90)
Accordingly M; y = Msy and the reduced matrix element squared becomes
MP = SO M P
2J+1 tt’M M; Y=L,R
i= 12
2
_ D S,S (N) A%
= Y Zlamcgp e 3 (055 v (3.91)
Y=L,R N=n,p

Inserting the definition of Eq. (3.14) for the prefactors we find

MF= Y o

Y=L,R

2

mcED+ 3 (e oS + o)

q

N=n,p
q:u7d7s
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Q

2
A An.CED + (2(}’;’»“ 1 CX,d) v L <C’¥“ n 20}\5@) o)

Y=L,R
2

m
+ > ?Nc;”qu(())sm , (3.92)

q

N=n,p
q:u7d78

where we inserted values for the vector form factors at ¢> = 0 in the second line. This
result is consistent with what was calculated in Ref. [88|*, and condenses the numerical
input from the bound-state physics into scalar quantities straightforwardly calculated by
one-dimensional integrals.

3.8.2 Simplified Bound-State Physics

To make the discussion of subleading nuclear responses clearer, we can consider simplified
wave functions for the leptons, where for simplicity we again drop the dipole term from
this calculation. The simplest case for the bound-state physics that we can consider is the
initial muon stationary at the center of the nucleus and the outgoing electron as a plane
wave. In this case we have [84,123]

1Z)32 - aZ)3/?
w;(tls)i(f) s %B—Z%lmur uM(kJ,t)e’k“ ~ % uu(()’ t)7
> (@) w1 (3:99)

H/

We can keep such a simple structure and improve our description, by calculating the
average value of the muon in the nucleus given by

4

$)\2 > Ze
(W) =am [ ar o) (ahy + 1) = AlmpeaZ) 2L (3.94)

which defines the effective charge Zeg [88], such that the initial muon wave function is

s — s (m aeIZ)3/2 Zef‘f
(@) ~ () wa(0,8) = ==

NG 7) 1, (0,1). (3.95)

4Note again, that the sign of 7, = %1 is conventional and can be absorbed into the definition of the
Wilson coefficient C{?.
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With these assumptions, we get

\Ifg;t/ljg?)\pl(}s)i(@ — /dgx \IJZ;'“‘/(:E')FE?)\IJSS”(:E) (iTT

7 3/2 7 2 ‘ .
= [ o (T ) A 0.)
T

_ (muaelz)3/2 @
B N Z

and the transferred momentum ¢ becomes equal to the momentum of the outgoing electron
k" with |k'| = m, fixed by Eq. (3.2). The matrix element becomes

iMy = Y Y V2L +1(—i)" (JM;, LO|J M)

)2 TP, (0,8) (27)2690(G — k), (3.96)

N=n,p L>0
. S//
X [ Z Loy Fy-(m,) + Z lf’g,YzFNL(mM)]
S=M,Q S=%,A,0

+ ) VeL (- WZ JM;, L—XJM;)

N=n,p L>1

x[ 3 lg,y<—AF]§L(mu)—i]—“ffi(mu)ﬂ, (3.97)

S=%,A,®
with
n,m m an / Ze 2— n
=3 A OB (Z0) 0. 699

We collect the prefactors C’Yn of Eq. (3.25) until O(1), keeping also the terms with
O(72) (see Tab. 3.2). We do not consider the #N enhancement explicitly, as we will
see, that terms with this enhancement and without will separate into the SI and SD
contributions in this calculation, which will not interfere. It remains from Eq. (3.25)

Cy,sm = 035;’5 = Zosq qu +ALo¢ G47TaN,

OY,VO,M - C}‘//’V Z CVqu N

Cros =gy =50 (Z CPITR G 4 AT O (—47raN)) ,
q

C;,JV 5 —5ICy = =5 " CpayY,
q
Oy = 090" =01 " P Y. (3.99)

q
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Hence, in this limit the matrix element only contains

iMy = 30 ST VILF (i) (M, LOTMy) [y N () + il y i (my)

N=n,p L>0

+ > ) V2Lt 1(—i

Z JM;, L—\|JM;) [—ilgyy}"f,i(mu)}, (3.100)
N=n,p L>1 \/_

with

(muo‘elz)g/Q

e
R (muaelz)g/Q( eff

Ze

h

2
> (C@S Uey (K, t/)uu(07t) + C}Y’V Uey (K, t’)'you“((),t)>7

Y — ﬁ

VA 3/2 2 _
o = %( ) (zﬁ“ O3 ey 000, (0,8) = O ey (7,27, (0, )
N

2
) (—c&“ Uy (K, )7, (0,8) + CET uey(k’,t’)e’\ijaijuu(O,t)),

O e T ) o350, (0, t)) ’ (3.101)

where we also used that for the elastic process Fx* vanishes. We calculate the reduced
matrix element squared as

M= gy 3, MM
tt’M My
T
= %Z [ Z Ly Fal +il%’YF]%,’L’] [Z Ly Fal +u§,yf§'i]
L>0 LN=n,p N=n,p
NS ol o ] > ]
L>1 A==£ LN=n,p N=n,p

T
iy [Z zM,ijyL] [Z by P 413 [Z zm.rN] [Z z;,yfﬁ’é]
L even [N=n,p N=n,p L odd LN=n,p N=n,p

T
DD [ > l%,yfﬁi] [Z l%,yfﬁi] , (3.102)

L odd M=%+ LN=n,p N=n,p

where we used that only even L for My, and odd L for ©}" contribute. For the calculation
of the leptonic sums, we can use

Z (e (7, 2], 0, t))T (e (R 2T (0,1 )

m _
= L T (TPy (A — )T (1 +A° 3.103
Ty, r(CPy (7" = ) (1 +7Y)), (3.103)
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F\F/ 1 ,.}/O _,.}/3 20.12 F\F/ _,}/1 20,23 _,}/2 20.31

1|2 2 -2 =4 —At 2 k4 T2 —di
N2 2 -2 4 208 | £4 8  —4i F8i
¥l —2 -2 2 44 —2 | 42 4 2 44
2012 | ¥4 ¥4 +4 8 203 | 4i 48 +4 8

Table 3.3: Trace calculations of Tr(I'Py (7° — +*)I"(1 ++°))

where we went to the limit of m. — 0 and K oriented in és direction, such that ky = &

= my.
Further we define I' = 4°T'T7° and used

_ptm
;u(p, s)u(p, s) = TR (3.104)

according to our normalization of the lepton spinors. The results for the trace of Eq. (3.103),
are listed for all relevant combinations of Lorentz structures in Tab. 3.3. We may then use

Z W3y = Z EANA (3.105)

J 1,2

to find for the reduced matrix element squared

IM|? = (muaaZ)® (Zeff)2

Z

2

S (c5+ o) r]

N=n,p

< 2

L even

3

> (~cyt v ackt) 7

L odd | N=n,p
2
m s
D e
L odd | N=n,p N
. (muaelZ)?’ Zeﬁ‘ 2
N 4T A
2 2
(SIS (e« 3|5 (o)
L even [i=0,1 L odd |:=0,1
2
+> 1D ( e CX;“:MOZ,;T) Fr o, (3.106)
L odd |:=0,1

where we made the dependency of the prefactors on N = n, p visible again and changed
to a isospin basis ¢ = 0,1 according to Eq. (2.54). For the C’ng interaction Ref. [116]
calculated corrections from the induced pseudo-scalar form factor, the axial radius, and
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two-body currents which we may add by writing

TP = (muaZ)’ (Z)

47 7
2 2
| XX (e ey mn] « X | (et oy wacky) £
L even |i=0,1 L odd |:=0,1
2
+ 3 Z( My O - O 1+ 8" F QCfg/T)]-}EL (3.107)
L odd |:=0,1

At ¢ = m,, they take the values 0’ = —0.28(5), " = —0.44(4).

In this representation, we now also have a clear separation between SI and SD interactions.
The first terms with even L are called SI, while the later ones for odd L are called SD.
The total decay rate becomes

i (2E)2E(2E) [ a0l -

- 3272 m
_ (aelZ)gmz Zeff 2
472 A

| XX (¥ ay)E

L even [1=0,1

2

L odd

m2
™

—£|M)? (3.108)

2

3

L odd

2

> (-aa ey s )

i=0,1

2

. (3.109)

2. (—m Oy = iy’ (1+") wc?f)ﬁ

2m
i=0,1 N

where the factors of (2E), (2E;), (2E') adjust for the non-relativistic normalization. We
may write

2
(04612)37715 Ze 2
To= (%) X |2 (0¥ +a)r"
L even [1=0,1
2
(aZ)>m?> [ Zoa\ 2 : /
o= 2 2e)' 5 (|5 (ot acit)
L odd 1=0,1

2

(3.110)

5 (st ey acty)

2m
i=0,1 N

This illustrates how the master formulae from Ref. [1] emerge as a special case of the
framework developed here.
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Chapter

LEV Pseudo-scalar Decays

We have seen that ;1 — e conversion probes a multitude of different effective operators.
Some of these operators also probe LFV decays of light pseudo-scalars 7% n,n — pe [124,
125|. This motivates a systematic comparison between limits from both of these processes.
As shown in Tab. 1.1, the limits for ;1 — e conversion are a lot more stringent than for the
LFV pseudo-scalar decays. The current experimental limits for the light pseudo-scalars
are in detail

Br[r’ — pTe ] < 3.8 x 1071 [67],

Br[r? — pet] < 3.2 x 107" [64],

Br[r? — ute” +puet] < 3.6 x 1071 [63],

Br[n — pte” +pef] <6 x107° [69],
Br[y — pfe” +pet] <4.7x107* [70], (4.1)

which are all given at a 90% confidence level. On the other hand the most stringent limits
for ;1 — e conversion are given by?

Br[u — e, Ti] < 6.1 x 107" [72],
Br[u — e, Au] < 7 x 107" [71]. (4.2)

Nevertheless, the contributing operators, which are according to Eq. (2.12) pseudo-scalar,
axial vector, and gluonic operators, give rise to the SD response for y — e conversion [81,
89,90|. In contrast to the SI response, these responses do not show a coherent enhancement
and only contribute to nuclei with non-zero spin. As controlling the nuclear structure for
nuclei as heavy as 197Au is challenging, this leaves us with 4"Ti and 4°Ti, with relatively
low natural abundances of 7.44% and 5.41%, respectively. Given both these circumstances,

IThe results of this chapter have been published in Ref. [1].

2Reference [72| represents the final result by the SINDRUM-II experiment for 4 — e conversion in Ti,
superseding the earlier limit Br[u — e, Ti] < 4.3 x 10712 [126]. We thank Peter Wintz for clarification on
this point.
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Figure 4.1: Feynman graph for P — pe.

one might assume that inputs from p — e conversion and the pseudo-scalar decays could
become competitive for these SD operators.

Nevertheless, we will find in practice that the limits from y — e conversion still surpass
substantially, which then makes it possible to derive indirect limits on the pseudo-scalar
decays from p — e conversion. In this chapter, we will discuss how we derived these limits.

4.1 Kinematics

We consider the LEV decays of light pseudo-scalars P — pe with P = 7%, 1,7’ under the
spin and momentum conventions of Fig. 4.1. In the rest frame of the pseudo-scalar P we
have

—, ~

G = (mp,0), W= (B, F= (mp— E',—K) (4.3)

with (in the limit of m, — 0)

- 2 02
E= K| = mf; mpm# (4.4)
and in particular
1. ]' 2 2
(- F) = 5(m —m2) (45)
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T n n
Ref. [127] Ref. [128] Ref. [127] Ref. [128]

Llb 1 0.80 0.77 0.66 0.56
balf -1 0.80 0.77 0.66 0.56
el 0 -126  —117 1.45 1.50
ap [GeV?) 0 - —0.017 - —0.038
aBFS[GeV?] 0 —0.022  —0.021  —0.056  —0.048

Table 4.1: Numerical values for the axial vector and gluonic matrix elements contributing
to the P — pe decays, from a phenomenological extraction via 7, n’ transition form
factors [127] and the recent lattice-QCD calculation [128] (MS scale u = 2 GeV). The
last line indicates the value of ap extracted from ff in the Feldmann-Kroll-Stech (FKS)
scheme [129]. We use F; = 92.28 MeV [130].

4.2 Lagrangian and Hadronic Matrix Elements

We again employ the effective Lagrangian given by Eq. (2.3). The for P — pe relevant
part of the Lagrangian simplifies to

1 o __ _
=5 2. [05’q(€yu)(q75(J) + Oy (@& ) (@0 a)

Y=L,R
q=u,d,s

100, 5 0 Fo
A5 Z CY ey p)GesGe? + huc, (4.6)
Y=L,R

P—pe
‘Ceff

+

as only pseudo-scalar, axial vector, and antisymmetric gluonic operators contribute. This
is dictated by the hadronic matrix elements for the pseudo-scalars given via Eq. (2.12),
namely again

(Ol mydi*a | P(@) = 2140,
(0l v"°a|P(Q)) = b fA(@)T",
(0] -GG, |P(@)) = ap(@), (4.7)

which are related via the Ward identity of Eq. (2.15), namely
by fam3 = byhh — ap. (4.8)

In Tab. 4.1 we collect selected numerical values for the hadronic matrix elements.
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4.3 The Decay Rate for P — pFe*

Based on the Lagrangian of Eq. (4.6) the matrix elements for the decay P — p~e™t become

Zng = Z_C ! Uey Vpy 0 i (0] QVSQ |P(q))

A2
M = i O 40 (0] 2P0 [P(@)
: ZaS — a Iy ~
ZMYQG A3 CGGueYUH <O’GMVGZL ’P(Q)>7 (49)

where we used for the outgoing electron ., = ., (k’,t') and for the outgoing anti-muon
vp = vp(k,t). Inserting the hadronic matrix elements of Eq. (4.7) we find

q

1 hp
iMPI = +i— P, oy ey Up

A? g
IMyp = —ZECA g fplley dv
eTe. I ca _
iMSE = —ZFOSGZUTCLPU@YU[L. (4.10)

With muon and electron on-shell, we further have
Uey G5 = Tey (K + F)vg = Tey (Mey, — My )vg & =My, vy, (4.11)

where we used momentum conservation as well as the free Dirac equation for muon and
electron. Further, we neglected the electron mass compared to the muon mass. Adding all
amplitudes we find

iMy =) (MY +iMP?) +iMEC
q

1 Aq Pa; Ip caidm -
=it > (G fimy, + C b2— - Y —Grap | te, vy (4.12)

q

The Hermitian conjugated process P — uTe™ is calculated analogously from the Hermitian
conjugated part of the Lagrangian, such that the spin averaged matrix element squared
becomes

2 |C§]/3 ] / {05 i 2 1
|MY| - A4 tr((% + m€>P7 ’%_ m#)PY) ~ A4 tr(PYh[ (’% - m#))
cfl’1 cf|”
= %54@; k) = | A‘;' (mp —m?), (4.13)
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p n

[131]  [132] [133] [131] [132]  [133]
G 0.842  0.777  0.847 0427 —0.438 —0.407
aLN —0.427 —0.438 —0.407 0.842  0.777  0.847
N —0.085 —0.053 —0.035  —0.085 —0.053 —0.035
ay [GeV] -0.39(12) -0.39(12)

Table 4.2: Numerical values for the axial vector and gluonic matrix elements contributing
to SD u — e conversion, from a phenomenological extraction via Ref. [131] and the recent
lattice-QCD calculation (MS scale ;1 = 2 GeV) [132,133]. The last line indicates the value
of ay extracted from a large N, estimate which was derived in analogy to a®X5 in Ref. [1].

where we inserted Eq. (4.5) in the last line and introduced

he 4
cy =Y (icé»%q fom, + c{jﬂgﬁ) CGG%GFCLP, (4.14)
q

q

where the & refers to P — uFe®. Adding the kinematic prefactors we find a decay rate of

T o+ W‘ ( »—m;)’ P

Y=L,R Y=L,R

where the angular integral just gives a factor of 4.

4.4 Spin Dependent u — e Conversion

Following the results of Eq. (3.110) the SD part of the ;1 — e conversion rate follows as a
special case from the general solution of Eq. (3.45) and can be written as

2

(aaZ)*m’, ( Zog\* V,A T\ ¥
To=""15 (7 ) 2 (-t oy T )E
L odd i=0,1
2
+ (2m“ Gy = O (1 +0") 3F2CZ%T)EEZ ’ (4.16)
1=0,1 my
with

’ 1 4 4 ! ' /

e (oo Oy = Q(CXX ),
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LSO IR 720 I~ CO B

Ref. [88], method 1 0.0368 0.0396 0.0435 0.0468
Ref. [88], method 3 0.0371 0.0399 0.0462 0.0495
This work 0.039 0.044

Table 4.3: Overlap integrals for Ti compared to Ref. [88]. We find Z.¢ = 17.65, using the
charge distribution from Ref. [134] in the solution of the Dirac equation (for ?"Al we have
Zeog = 11.64). Methods 1 and 3 differ mainly in the estimate of the neutron distribution.

and for N =p,n

o =3 CPq Gq’ + A'CSC (—dmay),
q

- Y WY

q

As input for the hadronic matrix elements, we can use the values from Tab. 4.2. For the
bound-state corrections, we calculated the overlap integral values from Tab. 4.3, which in
this limit condense into

74 = 11.64, 74 = 17.65. (4.19)
The corrections from next-to-leading order and 2-body currents are given in Ref. [116] as
§ = —0.28(5), 6" = —0.44(4) (4.20)

Finally, the nuclear structure functions are the results of a numerical analysis carried
out in Ref. [1]* using the nuclear shell model [98,99] with the code ANTOINE [98,135].
The calculations for Ti isotopes use the KB3G interaction [136] in a configuration space
consisting of the 0f7/2, 1p3/2, 1p1/2 and 0fs5/ proton and neutron orbitals, with a 40Ca
core. For #"Al the USDB interaction [137] and the 0ds 2, 0ds/2, 151/ configuration space
with an O core was used. Tab. 4.4 summarizes the nuclear shell-model results for the
M and ®” multipoles for all stable Ti and Al isotopes, while Tabs. 4.5 and 4.6 show the
results for 3/, 22, following the conventions from Ref. [116].#> In all cases proton/neutron
and isoscalar /isovector components are related by Fi(¢?) = Fp(¢*) £ Fn(q?).

3The numerical shell-model calculations were carried out by Javier Menéndez and are not part of this
thesis.
4Note that to arrive at the conventions of this work the ¥, ¥” multipoles need to be multiplied with a

factor of 2

2J+1

5Note that the high number of digits presented here do not reflect the precision of the parameters, but
is rather a measure to ensure reproducability, since a systematic assessment of the uncertainty for these
empirical shell-model results is difficult.
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Isotope 46y 47T 48T 49T 50T} 2TA]
JF ot 5/2- ot 7/27 ot 5/2+
n %] 8.25(3) 7.44(2) 73.72(3) 5.41(2) 5.18(2) 100
b [fm] 1.9769 1.9827 1.9884 1.9940 1.9995 1.8420
M+ —25.9987  —27.0005 —28.0021  —28.9986  —29.9991  —11.3343
M+ 3.28239 3.49161 3.6798 3.85975 4.05453  0.837814
M+ —0.0685135 —0.0797877 —0.088061 —0.0939764 —0.102896 -
M- 1.99997 2.99993 4.00016 4.99982 5.99979  0.666696
M- —0.406935 —0.617487 —0.830249 —1.03009  —1.2358 —0.0858552
M- 0.0200208  0.0310325  0.0424272  0.0518767  0.062231 -
S —4.73881  —5.91242  —6.77176  —7.96954  —8.91559  —4.98975
o 1.8957 2.365 2.70879 3.18778 3.566120  0.997985
2 —0.140202  —0.175856 —0.198666 —0.231598  —0.25760 -
2 1.61434 2.67922 3.45274 4.5949 5.54649 0.303398
& —0.645785  —1.07173  —1.38116  —1.8379  —2.2185 —0.0606814
2 0.0461341  0.0771383  0.100134  0.133188  0.160647 -

Table 4.4: Spin/parity J¥ of the nuclear ground states, natural abundance 7, harmonic-

oscillator length b, and fit coefficients for the nuclear multipoles F¥ and F2".

The

parameterizations F (u) = % Y0 cM*ul (with ¢}t = Z + N and ¢}/~ = Z — N) and
F2(u) = e 3 37 " Ful, with u = ¢%0%/2, correspond to the analytical form in the
harmonic-oscillator basis [144]. This table is reproduced from Ref. [1].

Isotope 4T 49T

L 1 3 5 1 3 5 7

P 0.0175579 0.0203333

P —0.0179636 0.00453093 - —0.0214563  —0.00759501 - -

AP 0.00314365  —0.00134858 —0.0000163753  0.00397767  0.00354166  —0.00043197 -

AP —0.0000982683  0.0000307488  0.0000216414  —0.000155929 —0.000272126 0.0000408714 —2.75178 x 10~°
o 0.19529 - - 0.271019 - - -

e —0.245141 0.0279757 - —0.357078 —0.129809 - -

" 0.0551808 —0.0120502  —0.0298524 0.0813202 0.0399765 0.0179357 -

o —0.00288588 0.0010701 0.00255996  —0.00432571  —0.00229466 ~ —0.00108624  —0.00576536
P 0.0124152 - - 0.0143777 - - -

g —0.0118426 0.00392391 - —0.0127874  —0.00657747 - -

AP 0.00272966  —0.000701449 —0.0000149486  0.00252953  0.00196317  —0.000394335 -

AP —0.000176902  0.0000103558  0.0000122962  —0.000122398 —0.000120552  0.0000438309 —2.57402 x 10~°
g 0.138089 - - 0.191638 - - -

e —0.0676043 0.0242274 - —0.0699121 —0.112418 - -

o 0.00783041  —0.00458878  —0.0272513 0.00435709 0.0179024 0.0163729

o —0.000298162  0.000464503  0.00168688  0.0000212473  —0.000600979 —0.000188205  —0.00539299

Table 4.5: Fit coefficients for the nuclear multipoles F* and Fy® of 4749Ti, using the fit
function F(u) = e~% 327 ciu’. This table is reproduced from Ref. [1].
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Isotope 2TAL

L 1 3 5

ok 0.217688 - -

P —0.199127  —0.0543796 -

&P 0.0274599  0.00651646  0.0277341
" 0.0255784 - -

S —0.00985665  0.000280434 -

& —0.00150251  —0.000488419  0.000128524
P 0.153928 - -

o —0.0262479  —0.0470943 -

A" 0.00103769  —0.00206298  0.0253177
g 0.0180868 - -

o —0.022234  0.000242867 -

& 0.00278141  0.000103865  0.000117327

Table 4.6: Same as Tab. 4.5 for 2 Al. This table is reproduced from Ref. [1].

4.5 Indirect Limits

Using the two master formulas we may calculate an indirect limit for the pseudso-scalar
decays. As the Wilson coefficients C}9, C’é’q, C¢Y do not appear in the same linear
combination in both processes there is no simple relation between the two processes.
However, in the case where only one operator dominates, the transition is immediate and
we can deduce indirect limits. Tab. 4.7 shows the limit if the triplet, octet, or singlet
component of C{;’q, Cé’q, as well as the case where only C¢% is nonvanishing. The octet,
singlet, and gluonic operators do not contribute to 7 — pe, nor do the triplet operators to
n,n — pe. Combining all these flavor combinations should provide a realistic assessment
of the sensitivities and results in a rough upper limit of

Br[r® — pe] <4 x 107", Brlnp — pe] <4 x 1072 Brly’ — pe] <5x 1071, (4.21)

To derive rigorous limits requires a scan over Wilson coefficients to minimize the effect in
i — e conversion while retaining a sizable P — pe rate.® Moreover, theory uncertainties
due to the hadronic and nuclear matrix elements need to be taken into account. To obtain
robust limits, we take the meson matrix elements either from the phenomenological or
the lattice-QCD determinations quoted in Tab. 4.1, similarly for the couplings gZ,’N from
Refs. [131-133], and for ay as well ¢’, 6" we include the uncertainties as given above. All
quoted limits then refer to the worst limit obtained under this variation of the hadronic
and nuclear input.

Equation (4.16) shows that each multipole in the transverse and longitudinal responses is
squared separately, which in 4"Ti (L = 1,3,5) and ®Ti (L = 1,3,5,7) leads to a total of
2 x 34 2 x 4 = 14 positive definite quantities. Accordingly, the only way to tune the rate
to zero is to consider the couplings directly to protons and neutrons. Such a cancellation

5We set C, = Cg throughout, as left- and right-handed components do not interfere in either rate.
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0

/

m U U
CH 11 x 10717 - ~
o - 1.5x 10717 4.0 x 10720
oo - 29x 107 2.1 x 107"
Oy 41 x 10717 ~ ~
op® — 32x107"% 42x107"
o’ - 49%x 10713 6.6 x 1071
g - 55 % 107 4.5 x 10716
Table 4.7: Limits for Br[P — pe] = Br[P — pte” + p~et] that follow from

Brjy — €, Ti] < 6.1 x 107" assuming the dominance of a single Wilson coefficient.
Cé’i, C{;’i, 1 = 3,8,0, refer to triplet, octet, and singlet components, respectively. In all
cases, we take C, = Cgr. We show the worst limits obtained when scanning over the two
sets of matrix elements from Tab. 4.1, the couplings gf{l’N from Refs. [131-133], and ay
including a 30% error.

occurs at
A u 0

OA,U . A,d CA,S _ 20

Yy — YY » Y — GS’N )

A

Pu Pd P,s B u,0

Gy” Gy Cy” _4m ga_ 2G4 (4.22)
- ’ - A Y u,0 s,N * )

Since the conditions not involving strangeness remove any isovector contribution, this
implies that for this choice of Wilson coefficients Br[r® — pe| vanishes as well. In this case,
the limit is thus protected against accidental cancellation, and a scan over the parameter
space establishes

Br[r? — pe] < 1.2 x 1071, (4.23)
as a rigorous limit. For 1, " a nonvanishing contribution
(m% m2)2 N 02
Br|P — ———— (b fpG5 — b fpG Y
Au 2 GG, .2 |2

2mC!

oy (5] + frpra| ) 2w
Y=L,R MGy = G5T)

remains, but such fine-tuned solutions are not viable due to RG corrections. As an example,
we consider the dimension-6 contribution from C;"* = C*%. If generated at a high scale A
above the electroweak scale myy, already the one-loop QED corrections below my, produce

a vector operator [89,91]
el

Oyt ~ —3Q,— log W oda (4.25)
N
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Figure 4.2: Limits on Br[r® — pe] derived from Br[u — e, Ti] [72] in combination with
a future limit on Br[g — e, Al]. Already a moderate precision for the latter suffices
to substantially reduce cancellations that otherwise dilute the limit from Eq. (4.21) to
Eq. (4.23).

with quark charges @, = 2/3, Q4 = —1/3, and thus a contribution to the SI rate as given
in Eq. (3.110). This indirect constraint gives

Br[n — pe] < 3.8 x 1078, Br[y — pe] < 9.1 x 1072, (4.26)

and thus excludes the solution via C’é’q. Therefore, a fine-tuning of Wilson coefficients can
relax the limits (4.21), but, realistically, only by a few orders of magnitude. Moreover, the
cancellations that arise from the interference of isoscalar and isovector contributions can
be substantially reduced by considering other  — e targets. Figure 4.2 illustrates this
for Br[r? — pe] as a function of a future limit for g — e conversion in Al in combination
with the current Ti constraint. As nicely illustrated, a weak limit for Al of ~107%, leaves
the combined limit basically unchanged, while already a limit at the same order as the
current limits for Ti at ~ 107!3, pushes the combined limit down to the values at the
single-operator limit at ~10717.
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Chapter

Charged Leptons in the Nucleus Potential

In the previous chapter, we have seen that a comprehensive description of ;1 — e conversion
requires numerical inputs for the wave functions of muon and electron in the nucleus
potential as well as quantitative input for the nuclear structure functions. Both of these
problems can be partly addressed by numerically solving the Dirac equation inside a nucleus
potential. On the one hand, the resulting wave functions for the initial bound muon and
outgoing electron can be used as direct input for the leptonic currents of Eq. (3.40), on
the other hand, the solutions for continuum electrons can be used to calculate elastic
electron-nucleus scattering, which directly relates to the charge form factor, which not only
has high overlap with the M-response but also directly appears for the dipole interaction.
To deduce these quantities thoroughly, quantitative input for the charge densities of the
considered nuclei is necessary, these can be determined by comparing to elastic electron
scattering data, as will be carried out in more detail in Chap. 6. In this chapter, we lay
the groundwork for calculating the Dirac equation numerically for a given charge density
and resulting charge potential, as well as computing elastic electron scattering based on it.
We largely follow our discussions of Ref. [2].

67



Figure 5.1: Elastic electron-nucleus scattering

5.1 Elastic Electron-Nucleus Scattering

Elastic electron-nucleus scattering happens at leading order via a simple one-photon
exchange via the nucleus form factors as shown in Fig. 5.1, where also the used momentum
labels are defined with momentum transfer g, = k; —ky,=p,— p:u where we still employ
q = |q] in the following.! At leading order in Born approximation, this cross-section is
given as

do do F’ 2

— = —= -— | F(q,0 5.1

- (%) Flreor (5.0
with the Mott cross section [145,146] given by

do _ad cos? (5.2)
df Mott  4E?%sin' g ‘

DD

and the recoil factor is given as

E 2F .0 E2\\ !

In the plane-wave Born approximation (PWBA), for the elastic processes, the form
factor F(q,0) can be further decomposed into longitudinal, F(q), and transverse, Fr(q),
components

2 1 0
PO = | + (5 + w0 ] ) [Frta) (54
both of which can be further expanded into pieces with definite angular momentum L

@ = Y 1ZF)”,  [F@ = Y |EE), (5.5)

Leven<2J Lodd<2J

1See again also App. A.2 for easier reference of the kinematic notation.
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where J is the spin of the nucleus.? In general, the transverse cross-section also involves
an electric part, which, however, vanishes for elastic processes due to time-reversal in-
variance [147,148]. Parity conservation then implies that only even (odd) partial waves
contribute to the Coulomb (magnetic) multipoles, respectively. For the elastic scattering
process thus the scattering cross section is given by the charge and magnetic form factors
F and F;™*8, which are directly related to the charge densities p; and magnetic currents

jLL’ Via3

20 = in [ dr 2 gulanton). o) = 55 [ o duan) 23 o)
Fpe) = tn [ 2 Gua)in(), gul) = 5 [ dod il ). 60)

In particular, the spherical symmetrical part of the charge density p(r) = po(r), is given
by the charge form factor for L = 0, which is generally the dominating contribution of the
cross-section.

We may calculate these form factors also directly from the SM in terms of nuclear structure
functions, in the same way we calculated the 1 — e conversion rate for the dipole. The
SM matrix element for free Me — Me is given by

2

iM = zj—(k Iy ulk) (M ()] 3, |M (p)) (5.7)

in accordance with Fig. 5.1 and with j% as defined in Eq. (3.48). Carrying out the same
procedure as for ;1 — e conversion and matching to the cross-section in Eq. (5.1) results in

2 FN 2FN 2 FN 2FN p 4
ZF;h:(F{VJr CUL v 2k >)]-"£”N+(q< L2 ))ffNHO(q—),

, 3
R = S (RYEY - LR+ )R + O(ﬂ%) (5.8)
N

where the various multipoles ]-"fN, S e{M,d" A ...} aregiven by Eq. (2.47). Inserting
the leading expansion of the proton and neutron form factors

2 . n K
Ff=1—<f§>q2+ﬁq2+0(q4), R mgd +0),

FY =k, + O(¢*), Fy =k, + O(g?), (5.9)

where we follow the conventions of Ref. [116], results in

6 8mz;

7‘2 7‘2
ZFCh:(1_<_p>q2_;2q2)f£wp_<7”>q2fyn 1+2np 2]_— _|_2/£n 2]_— —i—O( )

Zq

mag __
F L
my

K E; K ;L
(e e - 575 O (5.10)

2We keep the slightly unfortunate convention to denote the angular momentum components of the
longitudinal form factor F again by L.
3For a derivation we refer to App. C
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Figure 5.2: Comparison between cross sections for elastic electron-nucleus scattering at
249.5 MeV on **Ti as pure Mott, Born approximation, and including Coulomb corrections
via the phase-shift model, as well as some example data points.

as commonly used. Note that for J = 0 only L = 0 contributes and thus the charge density
is spherical symmetric with only Fg" respectively py contributing.

Unfortunately, in practice, Eq. (5.1) is not sufficient for a reasonable description of elastic
electron scattering data. Coulomb corrections, which fill up minima in the cross-section,
need to be taken into account. These can be included rigorously by calculating the
numerical wave functions for continuum electrons in the nucleus potential. An efficient
procedure to do so for L = 0 is called the phase-shift model (see Sec. 5.4), while for L > 0
the so-called distorted wave Born approximation (DWBA) is employed (see Sec. 5.6). In
Fig. 5.2 we illustrate for the example of *Ti how the inclusion of these Coulomb corrections
fills out the minima and distorts the cross-section, and how only with these corrections a
reasonable description of the example data can be achieved.

5.2 Charge Density, Electric Field, Potential

Since the charge density of the nucleus generates the electric field of the nucleus and thus
dictates how charged particles are attracted by the nucleus charge potential, all these
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quantities are related and the parameterization for the charge density directly determines
the parameterization for the nucleus potential. In turn, a calculation of elastic electron-
nucleus scattering, based on the potential, can be compared to experimental data to
determine the charge density. The charge density predicts the electric field of the nucleus
via

E(r) = V4T7;O‘el /OT dr’ v p(r'), p(r) = \/%O”%%[TQE(T)}, (5.11)

and the potential is then given by

V() = —Viraa [ 4B, B(r) =

Further, the total charge and charge radius are given by

oo 4 oo
7 = 47r/ drr?p(r), (r*) = %/ dr' v p(r"). (5.13)
0 0

Depending on the parameterization for the charge density, the electric field and the potential
have different shapes. We consider a few toy models as well as the FB parameterization as
a model-independent approach and will discuss them in the following.

In the following cases, we generally have for charge densities with a finite extent, such that
dRst. p(r>R)=0:

E(r>R) = \/@Z Vir> R) = 292 (5.14)

47 r?’ r

meaning the potential behaves asymptotically like the Coulomb potential.

5.2.1 Toy Models

We first consider a selection of toy models. For the nucleus as a full sphere, with uniformly
distributed charge, we have

37 Qe) Zr

p(T<R):FF£3, E(’T’<R): Eﬁ’ V(’T’<R>:——

and a charge radius of /(r?) = \/ER. This would be a quite naive model of a nucleus.

Similarly, we find for the nucleus as an empty sphere

aelZ
p(r) 47TR25(T R), (r<R)=0, V(r < R) 7 (5.16)
and a charge radius /(r?) = R. While this description might seem less natural in

describing the charge density of a physical nucleus, we can combine several empty spheres

71



to build a more flexible toy model of the potential. One may use [149|

- Di u
plr) =) 0 = Ry), Z=4r> p (5.17)
=1 i=1

with 0 = Ry < Ry < Ry < --- < R, = R the radii of the spheres and p; > 0 dimensionless
weights. One finds

e Z; Z; e
E(R; <1 < Rjy1) = \/%—5, VIR, <r < Riy) =V, — 250 (5.18)
T T
with
n i J
V, = —4mag Z ﬁ, Z; =4m Zp,-, (5.19)
i=1+j " i=1

<T2> - 477]- ZpiRiQ? F()Ch(Q) =dm Zpi Jo(qR;). (5.20)

i=1 i=1

With sufficiently large n, this model is quite flexible in describing any possible charge form
factor F§(q) or potential V(r), while at the same time still being solvable analytically, as
the potential is given stepwise by a pure Coulomb potential Z; with an energy offset V;,
which is known analytically (see Sec. 5.3.1). This strategy was for example employed in
Ref. [150].

5.2.2 Fourier-Bessel Series

One option for a model-independent description of charge densities is in terms of a
Fourier-Bessel (FB) series [149]. Such a series expansion takes the form

with ¢, = 2. 5.21
0, r>R "= "g (5:21)

or) = {2271 anjo(gnr), <R ™m
where N denotes the number of terms in the series, the cutoff radius R > 0 is related to
the range of the charge distribution, and a, € R are the parameters. The quantities ¢,
are chosen in such a way that jo(¢,R) = 0 Vn, ensuring that the charge density p(r) is
continuous at r = R. Such a parameterization is very flexible and can with sufficiently
many terms describe any possible shape. If the charge density is normalized to Z, it follows

N
Z=47RY (1", (5.22)
g2
n=1
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and in accordance with Eq. (5.6), the charge form factor is given by

N
. A . On
F§*(q) = — R jo(qR) Y (1) RN (5.23)
n=1 n
In particular, one has F'(q — ¢,) — 27 Ra,/(Zq?), which implies that the form factor
in the vicinity of ¢ = ¢,, is mainly determined by a,. A nucleus with the electric charge

density of Eq. (5.21) possesses the following electric field and potential

aelZ
R

N
Qp .
— AT Z q—2j0(qn7’), (5.24)

n

N
B(r< B) = Viraa 3 (ilan). Vir<R)=-
n=1 1"

n=1

and for r > R again like the Coulomb potential according to Eq. (5.14), due to the finite
extent of the nucleus. To later also incorporate inputs from transition energies from muonic
atoms, we also consider the so-called Barrett momentum

47

(rke=om) = —/ dr'r* ke p(r"), (5.25)
Z Jo

which with empirically determined values for k£ and «, are a relatively model-independent
way to classify this additional input. The charge radius and Barrett moments for the FB
parameterization are given by

(r*) = g XN:(—l)”“ (m - £>a—§, (5.26)

Z n=1 ™ qn
b —ary _ AT~ [D(24+ K0, R0 — ig,))
<7’ e > = Z anm { (o —ig, )" ,

where the generalized incomplete I' function is defined by
[(2,0,0) = T(2,0) — T(2,b),  T(a) = / dt e, (5.27)

as well as the appropriate analytic continuation for complex arguments. In the limit o — 0,
k — 2 one indeed recovers the expression for (r?).

5.3 Dirac Equation

To precisely describe relativistic lepton physics in the vicinity of a nucleus potential, it is
necessary to numerically solve the Dirac equation. To this end, we will summarize in the
following section the basics of solving the Dirac equation with a radial symmetric potential.
This introduction will also serve as the groundwork for the phase-shift model described in
the subsequent section. For more details on the topic we refer to Refs. [123,151].
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The well-known free Dirac equation is given by*
(—ihcd " + mc*) = (i —m) = 0, (5.28)
with m the mass of the lepton. The time-independent Dirac equation becomes
(=i +m)p = By% & (—=i°(V-7) +"m)y = B¢, (5.29)
with F the energy of the particle. Under the influence of a potential V (7) this becomes
(—=i7°(V - 3) +7°m + V(M) = Ey. (5.30)

We may project out the radial component by using the identity

— A ~ A A —> A 1 A —
V=rr -V)—7rx (FxV)=70,—i- r¥xL, (5.31)
r
with L = —i7” x V the orbital angular momentum. Inserting the gamma matrices in the

Dirac representation
1 ; o; 1
0 __ 2 i % 5 __ 2
v = ( _]12)a - <_Ui )a v = (]12 )7 (532)

(7-G)(L-&) = (7 L)+id - (Fx L), (5.33)
we then find

with o, =& - 7. We define

ET:(UT JT) K:((1+L.5) —(1+E-6))’ (5.35)

and get
0/ 5 I
~(97) = -5 0+ - L)) (536)
such that the Dirac equation in spherical form becomes the usually used form of

(—m52r (—& — % + 7;K) +my° + V(F))iﬂ = Ev. (5.37)

We use h=c=1.

74



For a radial symmetrical potential V' (7) = V (r), the angular dependencies of () are the
same as for the free solution and are given by

o) = > (lm, 3m[ju) Yim (F) X, (5.38)
m,m’=:|:§
with
(1+ L &)$h(7) = —rol(7), T.OL(F) = pel(),
J2OL(F) = 3 (5 + D)l(r), (7 F)ph(r) = =L (7), (5.39)

which are eigenfunctions to the total spin J2, J, and K and all commute with the
Hamiltonian. Y}, are the spherical harmonics and Yy, are the two-component Pauli spinors

given by
o [ cos g o (e “sin g
Xt = X3 = | eio sin§ )’ X= = X3 cos § ’
XLX:‘: = 17 O_:ﬁX:lz = j:X:ta (540)

with 6, ¢ the angles of 7. For a spin % particle the introduction of x makes it possible to
instead of considering two values of j =1+ % with each [ > 0, to combine these into one
quantum number x 2 0. The association is according to

1 K k>0
) — K - =, l: ’ s - ‘Z‘ 541
=kl =3 {_H_17K<0 p=j (5.41)
Hence, for example the 1s'/2 ground state with [ = 0 and j = % is the kK = —1 state. The

angular wave functions fulfill the following orthogonality relation

[ ARG ) = b (5.42)

Using theses wave functions we can parameterize the general solution for Eq. (5.37) as
o L[ as(r)dk(7) )
— M) == ! 5.43
Y = YE(7) , (lfn(r) () ( )

as already used in Eq. (3.35). We may choose the free global phase such that f,(r) and
gx(r) are real. Note that historically usually g, and f, are defined with the factor of 1/r
included. However, as we will see in the next line, the radial Dirac equation for g, and f,
takes a more convenient form if this factor is excluded. This is usually done in a second
line of definitions. We skip this intermediate step and directly separate the factor 1/7.
Inserting this definition results in the following coupled differential equation for the radial
components

ar(70) = (50) = Ce—vin-m *0T)(G0) e



We note that in the limit of m — 0, we have

()= Ceven “F)50) (2:49)

which for kK — —k can be rewritten as

(—ng_(z)”)) N (—(E :gvm) : —gvm) (fg__%) (5.46)

Hence, in this limit, we have
g,{("") 1 f—m(r)
(fﬁ(r)) =e'¥ (—g_,i(r))’ (5.47)

since they fulfill the same differential equation, and have the same normalization. Since
we chose f, and g, to be real, we can set the phase ¢ such that we have for k > 0

9s = J—r; fo = —9-r, (5.48)

in the limit m — 0, which is in line with the sign convention of the Coulomb solutions
(see Egs. (5.56) and (5.57)).

We distinguish between bound-state solutions with binding energy FEy;, = E — m, and
continuum solutions. For lim, ., V' (r) = 0, there exist potential bound-state solutions for
max(—2m, Viyin) < Fuin < 0, and continuum solutions for £ > m. For a physical potential
V(r) the bound-state solutions are regular for » — oo, while the continuum solutions
become asymptotically free. For bound-state solutions, the normalization condition is
given by

[t [0 5 = (5.49)
so that, after separating the angular components via Eq. (5.42),

/O T dr (e + 1fulr)P) = 1. (5.50)

Similarly, one has for continuum solutions®

[ [P @] U () = 208,03 (E - E), (5.51)
and thus

/0 T dr (g,’f (M gE (r) + fE(r) f,f’(r)) = 26(E — ). (5.52)

5The factor 27 is a matter of convention, e.g., Ref. [152] uses a normalization without. We chose this
normalization in agreement with Ref. [88], to facilitate the calculation of the u — e overlap integrals.
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5.3.1 Coulomb Potential

In the following, we discuss the solutions of Eq. (5.44) for a pure Coulomb potential,
namely
Z gl

V() =-=". (5.53)

For more details and derivations see Refs. [123,152]. Solving for the bound-state solutions
results in the energies

ECr = \/ = - —my/1- (A5, (5.54)
(o)
n—|Kk|tpr

with
" 1
P =V K? — (e Z)?, A = =, (5.55)
i (=)
where the main quantum number isn =1,2,3,... andl <n, j =1+ % determine x via
Eq. (5.41).

As an example, the energy levels for Z = 82 until n = 3 are shown in Fig. 5.3. As the mass
of the particle m is the only dimensionful scale, all energies are proportional to the particle
mass. As Eq. (5.54) only depends on ||, we see a degeneracy for k <+ —k. In particular,
this means that, while we see the fine-structure corrections and a splitting between the
2p'/% and 2p*/? states, the 252 and 2p'/? states are predicted by the Dirac equation to
have the same energy. The challenge of this prediction, as well as the subsequent discovery
of the Lamb shift, splitting up the two energy states, laid the foundation for quantum
electrodynamics, which is then able to describe this observation. For our application the
Dirac equation result is sufficient. Furthermore, as we consider the nucleus simply as a
potential well, hyperfine-structure corrections are also neither included nor necessary in
the scope of this work.
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Figure 5.3: Energy levels until n = 3 for a pure Coulomb potential with Z = 82

Looking at the wave functions the explicit regular and irregular solutions for the bound
states are given as

VI(E2p, +n — |k| + 1)‘
o W T2, 1)

3 C,r/i
gC’7 r/i(r) _ (Aiﬁ) (m + Engi )
e 2002 (e Z — NE ()

f)\i,imr

(2)\7fﬁmr)ip“

X [(—n + ‘HD X 1F1(—n + ’K’ + 1) :l:2pf-e + 172>‘ri7,,nm7n)

+ (k — aaZ/Ay ) X 1B (—n+ |k], £2p, + 1, 2)\iﬁmr)] :

VI(E2p, +n — |k| + 1)’
(= A T2 + 1)

() "(m — B
20072 (0 Z — Af . K)

—A%,Kmr

(2Aiﬁmr)ip“

fSI(r) = -

X [(n — kD) X 1Py (=n 4 [K] + 1, £2p, + 1,205 ;i)

+ (k= aaZ/AE,) X 1 Fy(—n + 8], £2p5 + 1, 2)\fﬁmr)] , (5.56)

where the regular solutions to the first few states are shown in Fig. 5.4. Correspondingly,
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Figure 5.4: Bound-state solutions for a pure Coulomb potential with Z = 82.

the continuum solutions are given by

; : E+m = | T(£px + 17)]
C,r/i _ 2 €2k Pk 57 K
x Re [e*ikrﬂ'nz/l(ipﬁ i) 1 Fy (e + 1+ i, £2p, + 1, Qikr)],
| E—m. o [D(p, + i
FO(r) = sign(ie) [ 2220 (g yome 80 L L2+ )]

(
k [(+2p, + 1)
(

x Im [e—ikr-i-m:/i(j:pﬁ +iv) 1 Fi(Epe + 1+ i, £2p, + 1, Qikr)} . (5.57)
with k = ‘E ‘ and where we further introduced
r T 14sign(k) 1 |: f}/Qme
= o R - Carg | py —

2 2 2 kE
N =np—7— s +n".) =—n",

. ane>
1 = 14—
+2’y< + E }, V= el

_7]-7

(5.58)
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Figure 5.5: Continuum state solutions for k = —1, -2, —3, —10 at £ = 150 MeV for a pure
Coulomb potential with Z = 82.
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Figure 5.6: Potential for *Ti in comparison to a pure Coulomb potential with Z = 22.

For the continuum solutions the confluent hypergeometric function

= T(a+m)[(c) 2™ I'(c ! 1 c—a—1 2t
1ﬂ(a,c,z)=2%m:m[] dtt* (1 —t)e et (5.59)

needs to be analytically continued to complex arguments, implementations for which in
python can be found for example in the mpmath package.

Continuum solutions for an electron at an energy of £ = 150 MeV, for Z = 82 and for
k= —1,—2,—3 and —10 can be seen in Fig. 5.5. As shown, far away from the central region

of the potential, the plane waves oscillate freely with a fixed amplitude of 4/ QEJFTT” ~ V2

in line with the normalization condition of Eq. (5.52). The wave function always starts
at r = 0 with f.(r) = g.(r) = 0, which with increasing ~ rise more and more shallowly,
probing less and less of the central region of the potential.

5.3.2 Physical Potential

While, as discussed in the previous subsection, for a pure Coulomb potential Eq. (5.44) is
still solvable analytically, for a general physical potential V(r), numerical methods need
to be employed. We define a physical potential to fulfill the following boundary conditions

—Za,
V(r—0) =V, V'(r — 0) =0, Vir — 00) — TO‘ L (5.60)

hence, asymptotically becoming the Coulomb potential and for » — 0 going flat to a
constant (for an example see Fig. 5.6). Besides these conditions, how these two boundary
cases are connected, is completely arbitrary. For such a general potential we can use
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numerical methods and input for the wave functions at a specific position to stepwise
predict the wave function at adjacent locations, using the differential equation. There
exists a large number of numerical procedures to solve such initial value problems. We
employ either an explicit RUNGE-KUTTA method of order 8 [153] (called *DOP853?) or
a backwards differentiation formula (BDF) [154] (called *LSODA’), both from the scipy
routine scipy.integrate.solve_ivp [155], as lower level procedures emerged to have
insufficient accuracy. The second method is significantly fast as it is a wrapper of the
fortran solver from odepack [156].

Since we can fix the normalization after the fact it is sufficient to supply as initial conditions
unnormalized functions for f,(r) and g.(r) for » — 0. These can be determined by solving
Eq. (5.44) in the limit » — 0 analytically. This limit will be different for the Coulomb
potential, which even for » — 0 goes like 1/r, or a physical potential, which will go to a
constant V(r — 0) = V. For the Coulomb function we find®

ge(r) = —c RZ_ale'rp“, fCr) = —crex, (5.61)

9

with ¢ the global normalization. The sign is chosen such that for ¢ > 0 the “large’
component g¢(r) is positive in the ground state (k = —1) in line with Fig. 5.4.

For a physical potential we have V(r — 0) = V; = const. This results in’

—/Zr julkor) . k>0 =7 Jr-1(kor) , >0
gn(r)zc{ .E ](0) , fn('r):c 5 . ,
7 j—n—1(kor) , k<0 =\ 5" J-rlkor) , K£<O
(5.62)

where

ko= (E-Vo)2—m?>=VEE, E=E-Vo—m, E=E-Vy+m, (563)

and j.(z) denotes the spherical Bessel function. ¢ > 0 is again the global normalization
factor, with the same choice for the sign as for the Coulomb potential. Since in both cases
these functions tend to zero for r — 0, we need to start our evaluation at an infinitesimal
r =€ (aaqm,)"'. For low partial waves we achieved good results employing e = 10712,
however as one can see for example in Fig. 5.5, higher partial waves start extremely
close to zero. This results in very large fractions between the wave functions at ¢ and

C,r m71
asymptotically. For example, in Fig. 5.5 the fraction gC,rg(]l_OlE(lZ.(S L ))71) 0100,
—-10 QelMMp

To retain the necessary information in a numerical procedure that can span such large
numerical ranges, it becomes necessary to increase € and to adjust ¢ such that all evaluated
numbers stay within the range of the precision of the programming language. Finally,
even with fine-tuning these numbers, this limits the number of partial waves that can be
calculated numerically, without additional tricks (see also Sec. 5.4).

is of order 1

For the continuum state solutions, for a finitely ranged potential, the wave functions
are asymptotically free. This is, apart from an additional r-dependent phase shift (see

SFor a derivation we refer to App. B.2
“For a derivation we refer to App. B.2
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k=—1 k=+1 K= —2

# n Il j name # n | j mname # n [ j name
1 1 3

1 9 1 5 3 2

L. 1 0 3 13? L. 2 1 3 2pi L. 2 1 3 2p§
1 5 1 5 3 2

2.2 0 35 23? 2.3 1 35 3pi 2.3 1 3 3p§
1 5 1 5 3 2

3. 3 0 5 3s2 3. 4 1 5 4p2 3. 4 1 5 4p2

Table 5.1: Associating the found bound states with quantum numbers. # refers to the
ordering by energy for each k.

Eq. (5.72)), also true for potentials, which go asymptotically like the Coulomb potential.
Thus, except for a phase shift, the asymptotic behavior is the same between a Coulomb
potential and a physical one. This phase shift, and in particular its difference to the
Coulomb one, contains a lot of information about the interaction of the particle with the
nucleus. In Fig. 5.7 the Coulomb solution is shown in comparison to a *8Ti parameterization
from Ref. [134] at £ = 500 MeV for k = —1, -2, —3 and —10. One sees clearly, that the
main difference is in the phase shifts, and how its difference to the Coulomb solution
gets smaller with higher partial waves, nicely illustrating that with increasing || the
wave function probes less and less of the inner structure of the nucleus. At some point
r. outside the nucleus, where we may assume V(r > r.) = =24Z e can match a linear
combination of regular and irregular solutions of the Coulomb potential for a valid high-
energy continuation. Based on these we can also find the global normalization as elucidated
in App. B.2. In practice, . can be chosen quite low, which then also limits the amount of
numerical calculations that need to be done to reach r.. It is usually sufficient to choose

re ~ 5m ;! as can be seen in Fig. 5.6.

While for the continuum solutions, we can simply solve the differential equation system for
a given energy FE, for the bound-state solutions we first need to identify existing energy
values. Instead of solving the (potentially) infinitely dimensional eigenvalue problem by
numerically diagonalizing the corresponding infinite-dimensional matrix, we can scan
over energy values starting from F —m = V[ < 0 going up. For energies that are not
eigenvalues, the resulting wave functions will asymptotically diverge. However, sign flips
in this divergent behavior indicate bound-state solutions in between, which then can be
systematically enclosed. Ordering the found bound states by energy makes it possible
to associate the corresponding atomic states, which is shown exemplarily for the first
few states in Tab. 5.1. Furthermore, Fig. 5.8 shows the first few energy levels for a *8Ti
parameterization from Ref. [134] in comparison to the Coulomb potential. One sees clearly
how the s-orbitals see the biggest difference in energy, as they probe the central region of
the potential a lot more than higher partial waves. Even with the most precise energy
value sooner or later the wave functions will diverge for numerical reasons. To get a
solution that is integrable until r — 0o, we match an asymptotic exponential decay at
r = 1. ~ 2000/(Zm) onto our solution. This is deemed sufficient for these low-lying
states but might need to be adjusted for higher energy states. Since it is not trivial to
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Figure 5.8: Energy levels for Ti until n = 3 and for a pure Coulomb potential with
Z = 22.

choose the increments in which one scans across the energies, as well as at which point
to evaluate f.(r) and g,(r) which is sufficiently asymptotic to indicate the sign of the
asymptotic behavior, it makes sense to benchmark this behavior comparing to the pure
Coulomb potential. For the ground state, we usually choose ~ 50 — 100 increments and
Tint ~ 100000/(Zm), but for higher partial waves these might need to be adjusted. If we
compare our explicit numerical calculation of the Coulomb potential with the analytical
one, the two plots are indistinguishable with differences below 107%. For light nuclei
one can expect, the bound-state wave functions to be quite similar to the Coulomb ones.
Comparing the “*Ti parameterization, with the pure Coulomb potential at Z = 20 results
in Fig. 5.9, where one can see how close these solutions are together and that the sign
conventions are in line with Eq. (5.48).
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Figure 5.9: Bound-state solutions for 4Ti and a pure Coulomb potential with Z = 22.

5.4 Phase-Shift Model

As already seen in the previous section, the phase shift of the continuum solution contains
information about the nucleus potential. In fact, the elastic scattering cross section for
electron-nucleus scattering can be deduced solely from these phase shifts. This procedure
falls under the name of “phase-shift model”. As this utilizes the numerically calculated
wave functions in the vicinity of the nucleus, this goes beyond the PWBA as described in
Sec. 5.1, and includes Coulomb distortion effects. In the following, we will review the main
features and challenges of implementing the phase-shift model. The following remarks
closely follow the conventions and discussions of Ref. [152], while some adjustments for
consistency and readability were made. Crosschecks were performed and further inputs
were taken in particular from Refs. [88,123,157-159|. Note that while some of the equations
are quoted with explicit m,. dependence, in practice we set m, = 0 in the calculations.

The phase-shift model describes the elastic scattering cross section for a spherically
symmetric nucleus in terms of the phase shifts of the different partial waves, which can
be deduced numerically using the solutions of the Dirac equation found in the previous
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section. In the relativistic limit (m. — 0) the cross-section takes the form

do 2 2 me=0 0 2
T =4O + Ao "= (1 + tan? 5) 4,0, (5.64)
with
1 . A
Aq(0) = 5k Z K [€°F P, (cos ) + €*°~~ P, _y(cos 0)],
k>0
Ag(0) = —S;?: (€% P (cos 0) — e*°~~P._ (cos0)], (5.65)
K>0

where P, are the Legendre polynomials, d, the phase shifts, obtained fror£1 the solution
of the Dirac equation (fulfilling 6, = d_, in the m, = 0 limit), and k = |k| denotes the
electron momentum. We may rewrite Eq. (5.65) as

1 2i6, 2i6_(t1) —. ,(0)
As = % ZGHPH(COS 9), a, = ke™" 4+ (K + 1)e -+ =1 g7, (5.66)

x>0

This series does not converge easily and would generally require an infinite amount of
partial waves. However, we may improve convergence by factoring out poles of (1 —cos )~
responsible for the poor convergence by redefining

(1 —cos)"2ikAs(0) = Z a™ P, (cos f), (5.67)
k>0
which implies
i i K+ 1 i K i
CL’({‘H) — ag) —_ 21% T 3(1,&_)’_1 — %—_1a 11. (568)

In the large-x limit, §, reduces to the Coulomb phase shift, which behaves according to

E
6¢ = —ylog |kl v = aelZE. (5.69)

Based on this expression, one can show that

(1) 2
ar, 27y _3

and additional steps further improve the convergence, so that after a few reductions the
series converges rapidly. We choose m = 3, in which case it is sufficient to calculate
between 10 to 20 partial waves, as nicely illustrated in Fig. 5.10. Note that in the limit of
m, = 0 it follows that d, = d_., which cuts the number of phase extractions that need to
be performed in half.

The phase shifts ¢, are extracted from the asymptotic behavior of the numerical solutions of
the Dirac equation. For a potential that asymptotically approaches the Coulomb potential
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Figure 5.10: Cross section comparison for reductions with m = 1 and m = 3 including
partial waves for |k| < 15 for two uniform charge densities (see Eq. (5.15)) for Gold
(Z =179) [157] at 150 MeV.

V(r) = —aaZ/r, we have the following asymptotic plane-wave solutions

+ me
k

E—m,

gr(r) — —sign(k) 2E cos [kr + 5,{(7’)],

fe(r) — sign(k)y/2 sin [kr + Sﬁ(r)] (5.71)
Since electromagnetic interactions are long-ranged, the potential never goes exactly to
zero, and the remaining asymptotic 1/r behavior of the potential results in an r-dependent
phase d.(r). Since for a physical potential, this asymptotic behavior is always Coulombic,
the r-dependent part of . is known analytically and given by

5u(r) = M7 (1) + 6., SUT(r) = ~log(2kr) — (I + 1)%, (5.72)

which also defines d, as used in Eq. (5.65). As already pointed out using Fig. 5.7, for high
k the phase shifts become the Coulomb phase shifts, which can be calculated analytically
by considering Eq. (5.57) for large r. Hence, it makes sense to further separate the phase
shift into several components based on the analytically known solution for a pure Coulomb
potential according to

6 = 09" + 0, (5.73)
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Figure 5.11: Continuum state solutions for k = —1, -2, —3, —4 at £ = 150 MeV for a pure
Coulomb potential with Z = 82, in comparison to the expected asymptotic, according to
Eq. (5.71).
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Figure 5.12: Cutoff dependence of §,, for the first few partial waves for **Ti at 150 MeV.

The Coulomb phase shifts corresponding to the regular (r) and irregular () solutions are
given as

. T .

00 = (1 +1)5 — argT(Epe +i7) + " F Spw, (5.74)
with 77" as defined in Eq. (5.58), I'(x) is the Euler T' function and r/i correspond to
upper /lower signs, respectively. The difference between regular and irregular phase shifts
takes the form

6, = §Ci — 60 = 6Cvi _ §Cur (5.75)

K

=7(pe — |K|) — arctan[tan <7r(|/<a| — p,{)> COth(ﬂ"}/)} - g —arg(ps +1y) — (. +n",.).

The phase-shift difference 6, tends to zero for large , as with increasing partial waves less
of the central region of the potential is probed. Thus, it is usually sufficient to extract 9,
for a dozen partial waves. In theory, it would be enough to numerically calculate the wave
functions until we reach the asymptotic regime and Eq. (5.71) is a good approximation.
Then the phase 9, could be extracted by simply fitting a parameterization according to
Eq. (5.71). Unfortunately, this becomes more difficult with higher partial waves, as the
region where the wave function becomes asymptotic moves to higher radii. Even with very
precise numerical methods one quickly reaches the point where numerical uncertainties
dominate the extracted phase with this procedure. How fast the asymptotic region moves
to large r is nicely illustrated in Fig. 5.11, where we show the asymptotic solutions for the
analytically known Coulomb potential.

Fortunately, we can also extract the phase at a much earlier k-independent point by
employing the analytically known solutions for a pure Coulomb potential. Once we are at
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Figure 5.13: Cross section, calculated with the phase-shift model for a selection of toy
model charge density parameterizations for Gold from Ref. [157] in comparison to the pure
Mott cross section at 150 MeV.

a large enough r that the potential becomes the Coulomb potential, V(r > r.) = —aqZ/r,
the wave function is given by a linear combination of the regular and irregular solutions,
and we can match

rc) = Angg " (T

re) = A fO7(r

G (T

fn(T Tc) + Bﬁfmaion > TC)? (576)

where g,? v/ Z(7") are the explicit regular and irregular analytical solutions to the Dirac
equation for a pure Coulomb potential as given in Eq. (5.57). It follows

A, I9Hr) =98 (@)
B 4C c fu(re)” (5.77)
Be o S (re) = g (r) 3

which is independent of 7 and independent of the (global) normalization ¢ of f, and g,.
We may use this knowledge to extract ¢, in the following way

_ e gin(ATe) + sin(f, + ATe) -
tan (0, + Al) = L= : ARy AT = kr. + 667, 5.78
an <) g—: cos(Are) + cos(f, + Are) " " " (5.78)

which follows by inserting Eq. (5.71) into Eq. (5.76) and solving for §,. Moreover, while
Eq. (5.71) is only valid when f, and g, become asymptotic, we may extract A, /B, at
the a lot smaller and x-independent point r = r.. As already illustrated in Fig. 5.6, this
happens quite early and an examination of the dependence of 6, on 7. as shown in Fig. 5.12,
confirms this. We choose usually r. ~ 5m,,, except for the FB parameterization which has
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this work Ref. [157]

|| Oc O Oy o Oy 0, 0%

1 0.40734 —1.17382 —0.85814 —0.71689 —1.3-107% —0.85820 —0.71683
2 —0.23797 —0.54727 —0.27138 —0.18790 —7.4-107'% —0.27143 —0.18795
3 —0.53303 —0.36073 —0.07631 —0.04845 —5.9-107' —0.07633 —0.04846
4 —0.72658 —0.26951 —0.01495 —0.01065 —5.9-107° —0.01494 —0.01064
5 —0.87096 —0.21522 —0.00199 —0.00199 —5.8-10"1% —0.00199 —0.00199
6 —0.98622 —0.17918 —0.00019 —0.00032 —3.4-107'° —0.00017 —0.00030
7 —1.08216 —0.15349 —0.00001 —0.00005 —1.6-10"'% —0.00001 —0.00004
8 —1.16436 —0.13426 —0.00000 —0.00001 —1.7-107' —0.00000 —0.00000
9 —1.23627 —0.11931 —0.00000 —0.00000 —8.9-107'¢ —0.00000 —0.00000

Table 5.2: Phase-shift differences at 150 MeV in comparison to Ref. [157].

a natural cutoff, where the charge density becomes zero and where Eq. (5.76) becomes
exact.

As an example for the resulting cross sections of such a procedure, we show in Fig. 5.13,
these for a selection of toy model charge density parameterizations for Gold from Ref. [157].

5.4.1 Benchmarking

For the sum in Eq. (5.65) to properly converge and result in a precise scattering cross
section, 6, needs to be extracted with high precision and in particular 6, needs to vanish
for k — oco. This would be quite difficult to do numerically exactly, in particular, if
we tried to extract 0, directly since higher partial waves get increasingly expensive and
become asymptotic for larger r. Hence, considering 6, as the difference to the Coulomb
phase shift is already a huge improvement in precision. In practice, this means that only
the first few partial waves, where on numerical level 6, > 0, need to be calculated, and the
rest can be filled up with the analytical solutions for the Coulomb potential. Moreover,
extracting the phase at r. instead of the asymptotic region further improves the quality of
the extracted phases and the speed of the numerical calculation. Finally, the necessary
precision of the numerical algorithm for solving the initial value problem needs to be
assessed. We set the tolerance for the numerical precision on atol = 107!, rtol = 1071
for the absolute and relative precision, respectively. For lower partial waves we start with
c=1in Eq. (5.62), where for x > 7 we enlarge ¢ by 10*~)(*=7+1) W also incorporate
the option to reduce atol, rtol by the same value,® however, this makes higher partial
waves increasingly expensive and is not necessary if the number of partial waves that are
calculated is limited enough. We further set e = 'V/10~12, in accordance with the fact that
the initial values scale with €/*l, such that they do not become too small. This is capped
at € = 1073, such that V(e) ~ V(0) = Vj remains a good approximation.

As a benchmark for our phase extraction, we can numerically extract the phases for the

8From the routine, rtol is capped at a minimum of 3 - 1074,
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Re (a,) Im(a,) Re(a?) Im(a?)

K
0 0.62036  —0.78432 —0.00818 —0.00296
1 1.66933  —2.48715 —0.02188 0.01262
2 2.08364  —4.51877  0.04463 0.03160
3 1.38516  —6.80055 0.04522  —0.02999
4 —0.52058 —8.90815 —0.05041 —0.04458
)
6
7
8

—3.21872 —10.44519 —0.03354  0.01648
—6.26281 —11.32436  0.01122 0.01748
—9.41450 —11.61282  0.00957  0.00188
—12.55896 —11.39237  0.00256 —0.00094
9 -—15.63034 —10.73425  0.00056 —0.00060
10 —18.58666  —9.69959  0.00017 —0.00033
11  —21.40064 —8.34089  0.00007 —0.00020
12 —24.05481 —6.70323  0.00003 —0.00013
13 —26.53847  —4.82547  0.00001 —0.00009
14 —28.84560 —2.74118  0.00000 —0.00006
15 —30.97351  —0.47945 —0.00000 —0.00004
16 —32.92191 1.93438 —0.00000 —0.00003
17 —34.69214 4.47816 —0.00000 —0.00002
18 —36.28677 7.13251 —0.00000 —0.00002
19 —-37.70921 9.88036 —0.00000 —0.00001
20 —38.96345 12.70664 —0.00000 —0.00001
21  —40.05388 15.59805 —0.00000 —0.00001
22 —40.98512 18.54278 —0.00000 —0.00001
23 —41.76198 21.53032  —0.00000 —0.00000
24 —42.38929 24.55133 —0.00000 —0.00000
25 —42.87192 27.59746  —0.00000 —0.00000
26 —43.21471 30.66125 —0.00000 —0.00000
27 —43.42242 33.73602
28 —43.49973 36.81577
29 —43.45120 39.89513

Table 5.3: Prefactors a, and a¥ for a uniform parameterization (see Eq. (5.15)) with
kR = 4.0 of Gold (Z = 79) [157] at 150 MeV.

Coulomb potential, which should result in §,, = 0. Furthermore, we compare exemplary
values for 6, from Ref. [157] for two example parameterizations for the charge densities
parameterizations of Gold as Uniform (kR = 4.0) and Gaussian (b = 2.12). The calculated
phase-shift differences are shown in Tab. 5.2, and are quite consistent with the results from
Ref. [157]. The remaining Coulomb phase-shift differences are at most at 107, which gives
an upper bound on what precision in principle can be expected for these values. In the
final calculation, we set §,, = 0 and do not proceed to calculate further values numerically,
once we hit §,, < 1077, which usually happens within the first 15 partial waves.

Doing these calculations for m, # 0 can be a lot more expensive and a lot less precise,
among other reasons, since now ¢, # d_,. In this context, it makes sense to calculate the
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phase-shift differences always also for a pure Coulomb potential and subtract this value to
reduce systematic effects. As shown, for m, = 0 however, this is not necessary.

For illustrative purposes and as a further benchmark for others, we list the values for a,
and a¥ for the uniform parameterization of Gold (kR = 4.0) from Ref. [157] in Tab. 5.3.
One sees how the prefactors a, without any subtraction do not converge while for m = 3
they go to zero within the first 15 to 20 partial waves.

In Chap. 6 we also demonstrate our successful utilization of the phase-shift model to
describe elastic scattering data for several nuclei and in turn extract their charge densities.

5.5 Recoil Effects

We can incorporate the leading (kinematic) recoil effects by boosting our reference frame
from the Lab frame into the CMS frame, then doing our calculation, and finally transforming
our result back into the Lab frame as discussed in Ref. [160]. For a nucleus of mass M this
means in practice that we transform our energies £ and angles 6 to the CMS frame via

E E? E E?
ECMS:E[1——+(9<—2)], QCMS:9+—sm0+O<—2), (5.79)
mas M myr mauys

before employing the phase-shift model. The resulting cross section is then transformed
back to the Lab frame via

do do E E?
had - [ = 14+2—= e . .
()., = (88) ol 2ireo0+ 055 550

In the end, the effect of the recoil correction proves rather small, with £/M for the
considered nuclei at most of the percent order. Furthermore, dynamic recoil effects have
been shown to be even more suppressed [160].

5.6 Distorted-Wave Born Approximation

For nuclei with non-zero spin J, the elastic scattering cross section also depends on
higher (non-spherical) multipole contributions to the charge density as well as magnetic
interactions. While these are generally suppressed in comparison to the leading spherically
symmetric contributions from the charge density, such higher-order corrections do become
relevant in the vicinity of the minima of the L = 0 charge form factor. To include these
higher multipoles one may use the DWBA, which amounts to a generalization of the
phase-shift model to arbitrary spin, and has found applications primarily to inelastic
scattering. The main assumption is that Coulomb-distortion effects are restricted to the
spherically symmetric charge density, which still defines the potential that enters the
solution of the Dirac equation, however, the resulting Coulomb corrections then affect all
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multipoles, not just the L = 0 ones. The interaction can be characterized by the following
Hamiltonian®

—

7"

3 3,0 P F)pe _’) 5(7?) je(r)
-2 / & / & : | (5.81)

where j (j.) and 7 (j.) are the charge density and current of the nucleus (electron). The
wave functions of the incoming and outgoing electron ; and vy enter via

pe(F) = —etlahy,  Ju(i) = —edy . (5.82)

The expectation value of the Hamiltonian interacting with a nucleus of total spin J and
initial (final) spin state M, (M) is given by

2L
(JM;| H|JM;) = Z\/w; (JM;, LM|JM;) Hpp. (5.83)

To derive the CMS cross-section, we write

do K |[Mal®> K (2m.2M)? 1 )

0 % = M| H|JM

dQ ~ k64m2M?  k 64m2M? 2(2J + 1) Z/MZM | (JM;| H |J M) |
m,m’ M;,M¢

1 m?
T 4r227 + 1 k 2 Z Z [l (5:84)

where the first identity gives the cross-section in the standard relativistic normalization of
states, (p/|p) = (27)32E,6®) (5 — p/), with spin-averaged squared matrix element |M,e|?
and initial (final) CMS momentum k = |k| (k' = |K|). We neglected corrections to the
CMS squared energy s = M?, and, by the same reasoning, the second step amounts to
a non-relativistic normalization for the nuclear states, (p/|p) = (2m)36®) (5 — ), while
the electron states are normalized to (p/|p) = (27)36® (5 — ') E/m.. The spin average
extends over the spin projections of the electron m, m’ = £1/2 and the nuclear spins
—J < M;, My < J, where the simplification in the last line follows from the orthogonality
of the Clebsch-Gordan coefficients (JM;, LM |JM;).

Employing for ¢; and 1y the wave functions numerically found by solving the Dirac
equation and separating radial and angular components of the integral, the cross-section
for elastic electron-nucleus scattering can be written as

1 2J L
. AT mm/
- 5 LM
m,m’::t% L=0 M=—L ' 7=ch,mag

3
(471') 2 ()

21k

2

, (5.85)

T,mm’
ALM -

Z(_l)lﬂfﬂ Z-l—l’ei(én-&-énl) % CGSFJ % CG:I{/ % Ri,ﬁL, x Y’m—m’—M(ea ¢)’

KK/

9Note that the analog equation in Ref. [152] is given for a. = e* and thus differs by 1/(47).
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where

CGﬁﬂz;2:1V2j+1aagmbm>@nLL—Aﬂfm—4w>

x (I'm —m/ — M, %m’!j’m - M),
CGEE = (10, LO|'0) W (U1, 3L),  CGre, = (10, LO[IO) W (5751, 1 L). (5.86)

mag

Moreover, the quantities CG;“/ are typically expressed in terms of the Racah coefficients
W (abed; ef) [152,158], which can be expanded in terms of Clebsch-Gordan coefficients via

{acr, bee) (ee, dd|cy) (b3, dd|f¢) (acv, fPlY)

W (abed; ef )0 0y = , (5.87)
” a%;¢ V2e +1)(2f + 1)
in particular,
3,7 —3|L0) 1 :
10, LO['0Y W (j''j1: A1) = (=1)! U300 —3lL0) 11y o jyeera], 5.88
(0. Zo[ O Wit 1) = (1) e 1+ (<)M (5589)
Finally, one has'®
’ 2 TL
o= /dr dr’ 7’ [fﬁ(r)fﬁx(r) + g,{(r)g,{,(r)} rLle pr(r'),
>
Kk —i(k+K') ’o12 ’f‘i . /
mag, L — \/ﬁ drdr'r [fH(T)gH/(T) + gR(T)fH/(T)] @ Jre(r'), (5.89)

with r~ = max(r,r’), - = min(r,7’), and f., g, are the radial wave functions found
by solving the Dirac equation. Here, p; and jr; are the charge density and current
contributions to the expectation values of charge density and current with the given
angular momentum according to

(JMi| p(7) [T My) = V/4Ax Y " (TM;, LM[JM;) pr(r) Y7 (),

LM
(M| (7)|TMy) = Vdr Y (IMy, LM|TMy) o (r) Vi (7), (5.90)
LL'M

where ?LL/ M are the vector spherical harmonics defined as in Eq. (2.38). In the special
case, L' = L one has

=

— ~ L ~
Y, 7) = ———=Y7 (1), 5.91
v () ) v (7) (5.91)
with the angular-momentum operator L=—ifx V.

0The charges p;, are normalized according to /4m(2J + 1) the radial wave

pL|this work — PL [152]°
functions g, according to —sgn(k) g,g(r){this work = V2K(E +me) g (r)| (152]" and likewise for jr;, and
f«, respectively.
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For improved convergence, we may write again

(1= cos )2k ATp™ (0) = > a7 Ym0 (0,0), (5.92)

K'>0

where we set ¢ = 0 as the absolute value removes any phase from the spherical harmonics.
We obtain the series coefficients

ay) =Y (=) {ei@ﬁm x CGE™ x CGE™ x R x (1= d0)

Kk#0
Ot (eriny) CGS’_(RI+1) « CGf’_(”,—H) % R::[_,(H/—H) : (593)
with the recursion relation [158]
2 1) (K'+m—m'— M+ 1)(k—m+m'+ M+ 1)(1(,;1,1)
G (2w + 1)(2' + 3) W
B (/i/—i_m_m/_M>(f§/_m+m/+M>a(7,ﬁ_,11). (5.94)
(26 —1)(2k' + 1) "

Due to the coefficients (10, L0['0), (10, LO|/'0) in CG"™ | the summation in Eq. (5.93) only
extends over finitely many values of x, and half the terms vanish since (10, LO|I'0) = 0
for [ + L + 1’ odd. In addition to the convergence in x also the integrals over Coulombic
solutions in Eq. (5.89) become delicate, and methods have been developed to perform such
integrals analytically [161-163|. In this work, we have not implemented Coulomb-distortion
effects beyond L = 0, but such corrections could be taken into account along the lines
described above if improved data sensitive to the L > 1 multipoles became available.
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Chapter

Nuclear Charge Densities

For proper discriminatory power, between the different effective operators contributing
to u — e conversion, not only quantitative inputs for the hadronic matrix elements, are
necessary, but also similarly precise inputs for the nuclear response and the bound-states
physics are essential. Charge densities play an important role in classifying these nuclear
responses as well as calculating the bound-state physics, as they directly dictate the electric
potential of the nucleus, as already established in Chap. 5. Furthermore, the charge density
is directly related to the charge form factor relevant for the dipole interaction and has
a high overlap with the proton and neutron densities which are directly related to the
M multipoles. In particular, direct model-independent access to neutron distributions
is difficult to achieve and they have only recently been measured in PVES for only a
few selected nuclei and momentum transfers [164-166]. A potential alternative could
be to employ the strategy of Refs. [167,168] by combining modern ab-initio methods
to correlate charge densities with neutron densities, which we will discuss in a little
more detail in Chap. 8. However, for such strategies to be successful, again quantitative
inputs for the charge densities of the considered nuclei are crucial. Hence, for all these
applications a quantitative extraction of the charge densities of the considered nuclei,
including a systematic uncertainty estimation, is crucial for a meaningful description of
(1 — e conversion. Similarly, the extracted charge densities and form factors can be used
directly in other nuclear physics applications like neutrinos-nucleus scattering or PVES.

The charge densities of the nuclei can be extracted from elastic electron-nucleus scattering
experiments, as these are strongly dependent on the charge form factor. In section 5.1
we have introduced the cross section for elastic electron-nucleus scattering in the PWBA.
However, we have also seen, that in practice, a description using the PWBA expressions is
not sufficient for a realistic description of the measured cross sections. This is because
the potential of the nucleus distorts the electron’s incoming and outgoing waves, resulting
in substantial corrections in particular in the vicinity of the form factor minima. A
strategy to include such effects, which fall under the name of Coulomb corrections, is the

IThe contents of this chapter and the related App. D as well as Sec. 7.1 and substantial parts of the
foundations laid in Chap. 5, were published in Ref. [2]
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“phase-shift model” as introduced in Sec. 5.4. Using this method, a given charge density
parameterization can be fit to elastic electron-nucleus scattering data.

Unfortunately, the commonly used FB parameterizations determined in Ref. [134] do not
provide uncertainties at all, leading to the unsatisfactory situation that uncertainties can
at best be guessed from nuclear charge radii or model-dependent fits. For this reason,
we reanalyzed the original data for electron-nucleus scattering off a few selected isotopes
most relevant for ;1 — e conversion, to propagate the uncertainties profiting from modern
statistical techniques and computational resources that were not available when the data
was originally taken. To make matters worse, the data itself was often poorly documented,
with minimal information on systematic uncertainties, only available in unpublished PhD
theses, or even lost as private communication. We therefore spent considerable effort in
Ref. |2] locating the original data wherever possible, collecting as complete a database as
seems to be possible for 1%48Ca [169-176], *°°Ti [171,177-183], and 27Al [184-193|. The
latter two targets are directly motivated by the current limit for u — e conversion from
Ref. [72] and future ones from Mu2e and COMET, respectively, while calcium is required
as an intermediate step relative to which the titanium measurements were performed.
Moreover, charge distributions for 27Al [165] and *®Ca [166] are also of direct interest for
the analysis of PVES, providing further motivation to focus on this set of isotopes.

Consequently, we were able to successfully fit FB charge density parameterizations to the
elastic electron scattering data, including a comprehensive investigation of uncertainties.
In this chapter, we will discuss our results for the charge densities. For tabulations of the
used data sets and explicit FB parameterizations including uncertainties and correlations,
we refer to App. D. We furthermore provided a supplementary python notebook in Ref. [2],
which makes the FB parameterizations for all charge distributions including uncertainties
and complete covariance matrices available to the community.

6.1 Fitting Strategy and Constraints

According to Sec. 5.2.2, charge densities can be parameterized in terms of a FB series,
which takes the form of Eq. (5.21). This parameterization was established in Ref. [149]
as a model-independent method to describe charge densities, with a more direct relation
to the available data than, e.g., for sums of Gaussians [194]. Already in Ref. [149], the
main motivation to introduce the FB series was to extract charge densities from elastic
electron—nucleus scattering in a model-independent way, including also the extraction of
meaningful uncertainty estimates. Unfortunately, the strategies to derive such measures of
uncertainty were not employed or at least not documented in subsequent reviews such as
Ref. [134]. Furthermore, due to computational limitations, at the time the strategy involved
the use of a toy model to transfer the cross-section data to form-factor pseudo-data, which
could then be fit directly using the FB parameterization. In this toy model, the charge
density was described as a sum of § functions, under the assumption that for a sufficient
density of ¢ functions, the result would become indistinguishable from the physical charge
density, see, e.g., Ref. [150] and Sec. 5.2.1. Within this approach, the phase shifts can be
calculated analytically, by solving the Dirac equation stepwise between each ¢ function,
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which improved the speed of the calculation considerably, however, at the expense of
introducing new systematic errors related to the convergence of the fit. Since with modern
computational resources and optimizations to the code for the phase-shift solution, a direct
fit using the FB parameterization becomes feasible, we fit directly to the cross-section
data, avoiding the previous detour and the associated systematic uncertainties.

In the fit, we account for the statistical and systematic uncertainties from the measurements,
including their correlations, wherever possible. Moreover, we employ a change of variables
in which the conservation of the total charge becomes manifest, see Sec. 6.1.2. Recoil
corrections are included by changing from the laboratory system (Lab) to the center-of-
mass system (CMS), then performing the numerical calculation of the phase shifts, and
finally transforming back into the Lab system, see Sec. 5.5.

Finally, to ensure robust control of statistical and systematic uncertainties, we employ the
following fit strategies to scan over different combinations of N and R parameters, while
fitting the FB coefficients a,, to the elastic scattering data of the considered nuclei, both
with and without additional constraints from muonic atoms using Barrett moments. The
range of these fits is then narrowed down to a selection with acceptable statistical quality
and asymptotic behavior, to form the basis for our central solutions as well as statistical
and systematic error bands. We divide the fitting strategy into the following steps:

1. Fit for a large grid of N and R pairs, beyond the expected range of validity of the
FB expansion.

2. Use the statistical fit quality of all solutions in the grid to define a reasonable range
of N and R pairs.

3. Redo the fits in the deduced range including the constraints to prevent unphysical
oscillations, see App. 6.1.3.

4. Select fits that still display sufficient statistical quality and acceptable asymptotic
behavior, see App. 6.1.4.

5. Select a central solution based on statistical fit quality, favoring lower values of N
and R.

6. Deduce upper and lower systematic uncertainty bands based on the remaining
solutions, see App. 6.1.6.

7. Redo steps 3-6 including the constraint from the Barrett moments.

Following this strategy, we end up with two solutions for each nucleus, enabling cross-checks
of the consistency of electron scattering data and muonic-atom constraints. In each case,
the fit is set up in such a way that we first allow for a wide range of values of N and R, to
ensure that no admissible fits be overlooked. The maximal values are related to the largest
momentum transfer for which measurements are available, essentially, because the charge
form factor near the momentum transfer g, is determined by the coefficient a,, in the FB
series, see Sec. 5.2.2, leading to an initial guess of suitable ranges. The subsequent steps
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then ensure that an overparameterization of the data is avoided, by giving precedence
to lower values of N and R for comparable fit quality. More details on the intermediate
results of the fit are provided in App. D.1.

We fit the charge-density parameterizations directly to the experimental cross-section data.
As we need to solve the Dirac equation numerically for all partial waves in every iteration,
calculation speed is of crucial importance for a working fit routine. We set the precision
goals of the underlying numerical routines in such a way that further improvement in
precision only marginally changes the resulting y?, verifying the latter for a representative
set of cases.

As the data sets are generally not dominated by statistical uncertainties, systematic
uncertainties need to be included in a robust manner, for which we follow the procedure
established for fits to eTe™ — hadrons cross-section data in Refs. [195-200]. Accordingly,
our x? function is defined by

X =) (fla) = ) X (f(25) — wy), (6.1)

i’j

with covariance matrix

;) f(x;
YilYj
For the data sets used in this work, information on correlations is minimal, but most
systematic effects concern normalizations, suggesting fully correlated errors, while for the
statistical errors, no relevant correlations have been reported. Therefore, we assume

t
XZ-S;at = (SijO'iz, Xlsjys = 0,03. (63)
Especially for correlations of the normalization type, care needs to be taken to avoid a
D’Agostini bias [201,202]. To this end, we calculate X;; for our initial parameters once
and only adjust it once the fit converges for that covariance matrix. Then we calculate a

new covariance and restart the fit, iterating the procedure until the fit parameters do not
change anymore.

In the cases for which an additional systematic uncertainty arises from the output of a
previous fit of ours, we propagate the known correlations. This is particularly relevant for
46,50 as the available data were taken relative to **Ti, whose cross-section measurements
involve sizable uncertainties themselves.

Regarding fit routines, due to the high correlation among the different FB paramet-
ers a standard gradient-descent approach proved insufficient. After benchmarking over
different fit routines, we settled on the ’Powell’ method [203| as implemented in
scipy.optimize.minimize [155] with interface 1lmfit [204], which consistently gave the
best performance.
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6.1.1 Normalization Constraint

To improve convergence and not scan unnecessarily over unphysical parameter space, we
implement the charge-conservation constraint of Eq. (5.22) explicitly. Implementing such
a condition for two parameters is trivial, but already with three parameters one may run
into the scenario in which the first two parameters are chosen within reasonable bounds,
while the third is forced to a highly unphysical value. To solve this problem, we employ
the following strategy: By setting some conservative bounds for the FB parameters a,,, we
can reparameterize them in such a way that they can only adopt values that (i) are still
allowed by total charge conservation and (ii) no parameter needs to be chosen outside these
bounds. In essence, instead of parameterizing a,, directly, we parameterize the position
within the remaining parameter space which is left to still fulfill the normalization, after
the a,, with n’ < n are chosen. To avoid introducing a fit bias, we choose a very generous
limit of
3 2
Fral <n(2) =5 el <10 = dm, (64
which loosely reflects the expected asymptotic suppression of the form factor with ¢ (one
power less than the perturbative-QCD scaling [205,206]). In particular, this is the minimal
assumption to implement a suppression of |a,| for increasing values of n, while previous
FB fits, e.g., in the compilation [134], typically imposed constraints on the asymptotic
behavior of the FB coefficients that were much more stringent.

Next, to employ our reparameterization we define a version of the parameters without
alternating signs via

G = —(—1)"an, (6.5)

for which the normalization condition of Eq. (5.22) becomes

7 N q2
- 2 ~ n
n=——q: — n - 6.6
U = rr 2,7& ) (6:6)
n’'=1

Initially, the parameter space for each parameter a,, is given by [—@y jim, @n1im). However,
once a,, have been chosen for some n, not the entire parameter space [—ay, jim, @n 1im| may be
available anymore, due to the normalization condition of Eq. (6.6). Hence, one can deduce
which maximal and minimal value within [—@y, jim, @ 1im] are still possible. Consequently,
choosing the a, in ascending order starting at n = 1, we may assume that for any a,, all
the a,, with n’ < n are already set, while the ones with n’ > n are still to be determined.
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Hence, the remaining parameter space for a,, denoted by a,, € [Ezmm, dnjm} is limited by

7 N 2 N 2
~ o . ~ 2 ~ q'n, ~ qn
Qp max — ML | Gp lim, 4 an + Ap! lim—5 — an —- 1,
T n’'>n T '<n B
n'=1 n'=1
7 N 2 N 2
~ ~ 2 ~ Qn ~ qn 6 7
an,min = max _an,lima 4 an - &n’,lim_g - a'n’_z . ( . )
T n'>n ' n'<n B
n'=1 n'=1

Once the remaining parameter space has been constrained in this way, we can reparamet-
erize the a,, in terms of z,, € [0, 1] via

an(Tn) = —(=1)" |20 (Cnmax — Gy mim) + Qi | - (6.8)

By fitting these x,, instead of the a,, parameters, we always make sure that the normalization
constraint is exactly fulfilled and no unphysical parameter space is probed during the fit.
Furthermore, in this way, the fit is encouraged to fix the parameters in ascending order,
which projects the relative importance of the factors for the shape of the charge density
and is in line with ascending momentum transfers in the form factor.

6.1.2 Constraints from Barrett Moments

Measurements of 2p — 1s transition energies of muonic atoms can be used as an inde-
pendent constraint on the charge radius and thus can be included as additional data
points into our fits. These constraints are usually quoted in terms of the so-called Barrett
moments [207], which can be extracted relatively model-independently from the measured
transition energies, and can be easily calculated from a given charge density via

4 oo
(rkemor) = %/0 dr r*2p(r)e=", (6.9)

where k£ and « are chosen in a way that allows for the best extraction of the relevant
information from the transition energies. We use the values from Refs. [208-210] as
reproduced in Tab. 6.1, included in the y? via

<Tk6_ar> B <Tk€_m>ref> ' (6.10)

2 2
X=X + ( A<Tke—ar>

ref
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Nucleus k a [fm™]  (rfeom) [fm*] Reference

27A1 2.0573  0.0419  8.6616(17)(101) 209]
0Ca  2.0911  0.0596  10.7759(50)(81) [210]
BCa  2.0912  0.0596  10.7809(50)(86) [210]
6T] 21009  0.0640 11.4796(37)(110)  [210]
BTy 21007 0.0641 11.3877(37)(101)  [210]
0Ty 21003 0.0642  11.2525(36)(91) [210]

Table 6.1: Barrett moments as quoted in Ref. [208]| via Barrett radii. The first error is
statistical, the second one refers to a 30% uncertainty on the nuclear-polarization correction
from Ref. [211].

6.1.3 Constraints to prevent Oscillations

To assess the systematic uncertainties of the fit, it is crucial to consider fit variants with
a multitude of values for N and R. However, with increasing R and N, at some point
energies are reached that are not constrained by the data anymore. Accordingly, the fit
is enticed to add large contributions there, to balance minor improvements of the fit in
the low-energy region and/or to accommodate additional constraints such as the Barrett
moment. This results in unphysical oscillations in the shape of the charge density as well
as unphysically large values for the form factor in the high-energy region. To counteract
this behavior, we adopted the following strategy. For sufficiently large r (and relatively low
Z), one expects a monotonically decreasing charge density to ensure a smooth transition
to its asymptotic value zero, so that demanding the derivative to be negative, p'(r) <0,
suppresses oscillations. We implemented this idea by first performing an integration by
parts in the sum rule for the charge radius, yielding

(r?) = 47”/000 drrtp(r) = 47”/000 drr—; (=¢'(r))

3 A 0(—P,(T))/+477T | s o) ). 1

=(r?), =(r2)_

If one strictly demanded p/(r) < 0, one would have (r?)_ = 0 exactly, but of course this
would constitute too strong a constraint. In practice, we impose | (r?)_ | < A (r?), where
we choose A (r?) = 0.04fm?, as a rough upper limit on the typical statistical uncertainty of
the charge radius, see Sec. 6.2. In particular, due to the r° weighting, this implementation
only suppresses oscillations for large r, while the low-energy region remains essentially
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unaffected. The additional term in the x? is

X=X+ ( gB )2. (6.12)

6.1.4 Veto on Asymptotics

Imposing the monotony constraint from Sec. 6.1.3 removes most of the unphysical oscilla-
tions, but some solutions in which the fit clearly exploits the lack of data in certain regions
to produce implausible charge distributions remain, especially for fit variants in which
large values of N are admitted. One could prevent such cases by simply restricting R and
N to the range in which data are available, but we also considered another variant in which
we impose a more stringent high-energy behavior. To this end, we estimate an upper limit
on a reasonable asymptotic behavior of the form factor in the experimentally constrained
region and exclude solutions that exceed this limit for higher energies. Assuming the form
factor to decay asymptotically, we used the ansatz

|Fs"(q)] < Ag™™, (6.13)

with A > 0, m > 0. Arguments from perturbative QCD [205, 206] suggest m > 4 while
determining A and m by mapping this form onto the data-constrained part of the form
factor tends to suggest even larger values of m. To arrive at such estimates, we took
the maximal values between the last and second-to-last as well as second-to-last and
third-to-last unambiguous minimum of the form factor to determine A and m. In fact,
as the explicit fits in App. D.1 show, the real envelope tends to be even steeper. As we
have a variety of R and N pairs for each scenario at our disposal, another way to relax
the constraint is to use only the worst limit from all fits within that scenario. In the
end, such considerations become most relevant for fit variants that already show signs
of overparameterization, but with reasonable constraints on the asymptotic behavior, it
is relatively straightforward to veto such cases, while minimizing the bias towards the
selection of acceptable fits that form the basis for our uncertainty quantification.

6.1.5 Estimates of Systematic Uncertainties

In addition to the procedure already explained, with every set of fits we performed, we
identified clear outliers (for example, cases in which x*(R, N + 1) > x*(R, N)) and redid
these fits with starting values based on adjacent solutions, to counteract the possibility
of hitting local minima. Moreover, since a lot of the data are likely to be affected by
systematic uncertainties not fully reflected by the quoted uncertainties, we follow the
standard procedure to inflate the fit errors by scale factors S = y/x?/dof. In practice,
these scale factors mainly affect the fits to titanium and aluminum. In the documentation
of the various fits, we provide the reduced y? and corresponding p-values, from which the
cases that require an error inflation can be inferred.
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Figure 6.1: Deviations from central solution and fit uncertainty envelope for 4%48Ca.

To assess the systematic uncertainties in our fits, we employ two main strategies. On
the one hand, we parameterize the envelope of all acceptable fits again in terms of a FB
series, and then propagate uncertainties for the quantities of interest such as the charge
radii or overlap integrals. On the other hand, we can calculate these quantities of interest
for all individual fits and then analyze the spread directly for the observable in question.
The second strategy probably represents the systematic spread within this particular
quantity more accurately, but requires one to keep track of a large set of parameterizations,
necessitating the calculation of the observable for each one. The first strategy, therefore,
is a lot more practical, requiring only a single parameterization. Furthermore, the implicit
interpolation might represent the systematic uncertainty more accurately if the number
of underlying fits is small. For the quantities considered in this work, we employed both
strategies, allowing one to compare the outcome to be able to assess the stability of the
uncertainty quantification. For the calcium and aluminum fits we observe reasonable
agreement between the two strategies, while for titanium in some cases the envelope
strategy tends to overestimate the uncertainties.

6.1.6 Fitting Systematic Uncertainty Bands

To fit a systematic uncertainty band, we take a set of solutions for the charge density p(r)
and calculate the maximum and minimum at 100 values between r = 0 and r = 10 fm.

We call the upper/lower distance to the central value dpfiy;t;i. To define a conservative
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Figure 6.2: Deviations from central solution and fit uncertainty envelope for 450Tj.

systematic uncertainty error band, we aim to construct an envelope around these limits,
which is complicated by the fact that charge conservation should be fulfilled exactly.
Accordingly, we choose to fit values of dz*"* that behave in the same way as the statistical

i
uncertainties with the same correlations, and thus by construction fulfill charge conservation.

£, : : : £,
Therefore, our model dp}>’ ;" amounts to the Gaussian uncertainty propagation of dz;”*"

using the correlations of the statistical uncertainties. Since we want to fit an outer envelope,

we penalize dp?®5 < dpSu* and write our loss function as
t,+ t,4\ 2 t,+ t,+
X' = (dpfoder — dpina)” % (1 +w® x 0(dpda™ — domodar) ) (6.14)

which penalizes fits lying inside the uncertainty band a lot stronger than those outside.
We find that w = 10 produces satisfactory fit results. Note that we are not able to describe
any systematic effects for » > R, as by construction the charge density and also any
propagated uncertainty goes to zero at r = R. On the other hand, we tend to overestimate
systematic effects for r < R, as the envelope constructed in this way encompasses more
parameter space than spanned by the individual fits. Finally, we round the values of
dxj’ys’t’jE to their given uncertainty as extracted from the fit. We show the resulting envelope
parameterizations of dpS5o* for all nuclei in Figs. 6.1-6.3 with all the individual deviations
enclosed. In particular for *Ca, without the inclusion of the Barrett moment, the envelope
sits very tight around the contributing solutions, while with the inclusion of the Barrett
moment, the fit is forced to (strongly) overestimate the uncertainties. In general, we find
that this description of the systematic errors gives a fair representation, with a tendency
to overestimate the uncertainty in some cases, see also the discussion in Sec. 6.2.4.
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Figure 6.3: Deviations from central solution and fit uncertainty envelope for 27Al.
6.1.7 Technical Details of the Fitting Program

For a clearer understanding of the fitting program and the documentation of some of
the technical details we outline the core aspects of the fitting program. The program
can be separated into three logical parts. One part describes the input quantities like
charge densities and all directly related quantities like form factor, electric field, potential,
radius, Barrett moment, and so on, one part carries out the phase-shift model calculation
according to Sec. 5.4 and then calculates the cross section including recoil corrections
and, finally, one part carries out the fit and compares the resulting cross-section result to
experimental data.

Since for the FB parameterization, all input quantities can be given analytically, their
implementation is mostly straightforward. Merely the analytical description of the Bar-
rett moment requires an analytical continuation to complex values of the generalized
incomplete gamma function. In python such an implementation can be found in the
mpmath package. For different parameterizations, where not all quantities are known
analytically, one might need to calculate some quantities numerically. In that case, it is
important to allow sufficiently many subdivisions in the numerical integration routines
(we use scipy.integrate.quad) and cut off the integral at some point adding a physical
high-energy continuation at the end. As such a procedure will excessively increase the
runtime of a fit, if these numerical integrations need to run for every iteration, we highly
advise using an analytical description whenever possible.

In Sec. 5.4 we have already pointed out a few technical details about the implementation
of the phase-shift model. Nevertheless, we will go over them again here with a few more
details and focus on our application. First of all, the logic of the phase-shift model
calculation runs in units of [E] = [r~!] = m,aq, which is an artifact of trying to make the
energies for the bound-state solution more naturally sized (see Fig. 5.9). Changing to the
continuum solutions, we kept this convention, despite being a factor of O(1 MeV), and the
particle now being the electron. Hence, the first step for our calculation is to translate all
input quantities into these units. We use

1
©137.035999084°

el he = 197.3269631MeV fm, (6.15)
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and for the lepton masses [130]
m,, = 105.6583745 MeV, me = 0.5109989461 MeV. (6.16)

As we include recoil corrections according to Sec. 5.5, we need inputs for the masses of the
nuclei. We use [212]

merp) = 26.981538408 u,  mMuaoc, = 39.96259085u,  musc, = 47.952522654 u,
mas; = 45.952626356 u,  muast; = 47.947940677u,  msor; = 49.944785622u, (6.17)

with 1 MeV = 931.49410242 u. The cross-section is calculated using the phase-shift model
as described in Sec. 5.4. Since the phase shifts are only energy and not angular dependent,
we make sure to only calculate the phases once for every energy. We calculate for every
energy the phase shift for a maximum of 20 partial waves, or until 6, < 1077, which
usually happens within less than 15 partial waves. For the FB parameterization, the
cutoff r. is given by the cutoff of the parameterization R, which makes parameterizations
with higher R more expensive to calculate. As in this context, we only require the phase
shifts, we only propagate until r. and omit tasks like normalizing the wave functions
or defining high-energy continuations. For solving the initial value problem we use the
method LSODA and set atol= 107'% and rtol= 107! (see also Sec.5.4.1). As special
input for the calculation, we use the confluent hypergeometric functions from the mpmath
package, which we calculate with a working precision of 15 digits. We also make sure, to
minimize the number of evaluations that are necessary of this quantity by evaluating it
once at r. and then passing this information forward, and similar for the Coulomb phases.

The fit itself is now run using the interface of 1mfit with the powell method using the
loss function of Eq. (6.1) and adding any potential additional constraints as discussed in
the fitting strategy. To avoid D’Agostini bias we iterate over the covariance matrix until
the changes in the parameters are below the level of 1075, We run multiple fits in parallel
for different values of R and N, where a machine with many CPU cores is advantageous.
To improve fit convergence it is important to have good initial values. For that reason
the fits of step 1 are usually the most time-intensive ones, as one has to make a good
initial guess. For the compatible value of R, one can take the parameters from Ref. [134]
truncated to N terms, however a translation to other R is not trivial. We investigated
different strategies, and found empirically that

o dr o ()i (37)

Jy dr (o (57))°

gives decent results, which is loosely motivated by trying to minimize the integrated
quantity [ dr (p(a;(Rs),r) — p(a;(R1),7))?* with respect to a;(Rz). To cover a grid of
(R, N) value it makes sense to first branch out from the reference point to different values
of R using Eq. (6.18), generating reference values for each R, and then based on this
calculate for the different values of NV at fixed R. As also arbitrary initial values tend
to converge to the same solutions as the ones we find with this strategy, while taking a
lot longer, we are confident that we do not introduce a bias with this strategy. In the
later steps of the fitting strategy and generally, for other iterations of the same (N,R)

ai(RQ) = ai(Rl), (618)
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combination, it is always advantageous to use the already found solution as starting values
for the new fit. For every fit, the found parameters and fit properties are saved in a file
for later review and analysis. The best-fit results including all uncertainty estimates for
cach nucleus are included as supplementary material in Ref. [2] and can be read out with
a supplementary python notebook.

6.2 Charge Distributions

In the following sections, we present our key results for the charge densities of the different
nuclei, with tables of the resulting parameter sets, including uncertainties and correlations,
given in App. D.2.

6.2.1 Calcium

We start our discussion with two calcium isotopes, 4%*8Ca, for the following reasons. First,
both nuclei have spin J = 0, such that the simplest form of the DWBA, as given in
Eq. (5.64), applies. Second, these isotopes are of interest either as reference points for
Ti, as discussed in the subsequent section, or directly for phenomenological applications,
e.g., in the context of PVES or neutrinoless double-5 decay. Third, the data situation is
exceptionally good, at least compared to other isotopes of interest for y — e conversion.
We spent considerable effort going through the literature for electron scattering off calcium,
including Refs. [169-176]. Unfortunately, most data sets are poorly documented, in many
cases making it impossible to even access the original data, let alone retrieving information
on uncertainties and correlations. Moreover, later surveys such as Ref. [213] heavily
criticized especially early data sets, discarding a fair number of them due to suspected
systematic effects. By these standards, the documentation in the PhD thesis [175] is
exceptionally good, including complete data tables and a discussion of statistical and
systematic uncertainties. In addition, data from Ref. [174] are made explicit, while only
provided as a figure in the original reference. Taken together, these data sets then cover a
wide range of momentum transfer, clearly superseding earlier measurements. We checked
for possible tensions by comparing to the data from Ref. [171], a point to which we will
return in the context of the charge distributions for titanium, while for the calcium fits
the data provided in Ref. [175] were obviously superior. Since this reference is also not
easily accessible, we provide the data as used in our fits in App. D.3.

The final results of our fits are shown in Fig. 6.4, where we display the extracted charge
distributions for 4°Ca and *8Ca including uncertainty bands containing statistical and
systematic components. For “°Ca one can see in the close-up that a tension between the
electron-scattering-only fits and the variant including Barrett-moment constraints emerges
for r — 0, while for Ca a more significant tension arises at larger distances. We return
to this point in the context of charge radii in Sec. 6.2.4 and provide parameterizations for
both solutions in App. D.2.
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Figure 6.4: Charge densities of *°Ca and *8Ca. Two variants are shown, with (orange) or
without (blue) the constraints from Barrett moments.
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6.2.2 Titanium

For titanium the data situation is considerably worse than for the calcium isotopes discussed
in the preceding section, see Refs. [171,177-183|. In particular, the only reference from
which the original data for the most abundant isotope **Ti could be retrieved is Ref. [171],
in which a measurement relative to Ca was performed. Unfortunately, Ref. [171] is among
the works whose calcium results were criticized later due to inconsistencies with subsequent
measurements, and we confirm the prevalence of such inconsistencies in comparison to the
10Ca data of Ref. [175]. However, the “°Ca data in Ref. [171] required an absolute calibration,
involving a number of systematic effects that are absent in a relative measurement. Indeed,
comparing the measurement of **Ca from Ref. [171] (taken relative to °Ca) with Ref. [175],
the situation improves considerably, suggesting that the relative measurement of *8Ti
should also be less affected by the systematics observed for the absolute “°Ca measurement.
Accordingly, our *®Ti fits are based on the relative measurement from Ref. [171], together
with the #Ca results from the previous section.

A similar strategy was followed in Refs. [182,183], in which their *®*Ti data set is compared
to the relative measurement of Ref. [171], together with independent input for **Ca. While
we were successful in retrieving the PhD thesis [182], the original data are not contained
therein, so, unfortunately, the results from this measurement appear to be lost, too, leaving
Ref. [171] as the only remaining source to extract the charge distribution for *®Ti. Still,
the analysis presented in Ref. [182] finds consistency with Ref. [171], increasing confidence
that at least the relative measurement for **Ti therein should be reliable.

Similar difference measurements, relative to “®Ti, are available for 4Ti and *°Ti [181],
i.e., for the analysis of these charge distributions we could, in principle, use our previous
results for 8Ti as input. Unfortunately, the quality of these difference measurements is
borderline, and for “6Ti we were not able to extract meaningful uncertainty estimates. This
conclusion is actually in line with the discussion of charge radii already given in Ref. [181],
for which a tension to the previous measurement from Ref. [180] is observed, and indeed
the isotope shift for Ti compared to 8Ti is compatible with zero instead of being slightly
positive as found in spectroscopy measurements. More details on our fits for *48Ti are
discussed in App. D.1.1, the conclusion being that we only quote results for the case of
0Ti. Apart from a more consistent data situation compared to 4°Ti, also a (qualitative)
cross-check against Ref. [182] becomes possible, increasing confidence that the extracted
charge distribution for °°Ti is still useful despite the issues described in App. D.1.1.

For the remaining naturally occurring titanium isotopes, " Ti (J = 5/2) and ¥ Ti (J = 7/2),
we only found measurements of the magnetic part of the interaction in Refs. [214,215|, but
not the main Coulomb contribution. The necessity of having reasonable control over the
magnetic part of the cross-section for a robust extraction of the charge distribution in case
of J > 0, see 27Al in the next section, would complicate the extraction in either case, but
since not even information on the Coulomb part could be retrieved, we do not see a way
to extract charge distributions for these isotopes from electron-scattering data at present.

Our final results for *Ti and *°Ti are shown in Fig. 6.5. The bands for the extracted charge
distributions encompass statistical and systematic components, including the uncertainties
propagated from the respective reference points as determined in our previous fits. The
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Figure 6.5: Charge densities of *Ti and 5°Ti. Two variants are shown, with (orange) or
without (blue) the constraints from Barrett moments.

114



uncertainties are appreciably larger than for 4°48Ca, as a direct consequence of the tenuous
data situation. Accordingly, in this case, no significant tension with the Barrett moments
arises.

6.2.3 Aluminum

For aluminum, we considered the scattering data taken in Refs. [184-193]. While, in
principle, a fair number of measurements exists, only a few references documented the
measured cross sections, so that in many cases at best a digitization of results on logarithmic
plots would be possible. Even more disappointingly, the most precise scattering data
off 27Al ever taken, forming the basis for the FB fits given in Ref. [134], are not even
published as a PhD thesis, but appear to be lost as “private communication.” Given these
restrictions, it is evident that the resulting uncertainties for 2”Al will again be more sizable
than for our calcium fits.

Ultimately, we were able to track down the data from Refs. [185,189,192], where Ref. [189]
shows the best coverage of momentum transfer. Reference [192] would allow one to add a
few data points in the very low-energy region, but due to internal inconsistencies (likely
reflecting an incomplete report of systematic uncertainties) as well as minor impact on the
fit (since the total charge is conserved by construction), there was at best marginal gain by
including these points in the fit. Likewise, the impact of the data from Ref. [185] proved
negligible, given that the same range in momentum transfer was covered in Ref. [189]
with much higher precision. Finally, we considered additional measurements in Ref. [189]
at scattering angle 135° scanned over energy, but again the impact proved minimal due
to the much higher contamination from higher multipoles compared to the main data
set. Taken together with the significant cost of evaluating the DWBA for further energy
values in the fit, we, therefore, concentrated on the main scans from Ref. [189] taken at
E = {250,500} MeV.

A key point in the fit for 27Al concerns the question of how to account for the non-zero spin
J =5/2, adding a new layer of complexity compared to the J = 0 nuclei considered in the
previous sections. Two main effects complicate the extraction of the charge distribution.
First, higher Coulomb multipoles, see Egs. (5.5) and (5.6), contribute, filling out the
minima that arise in the leading spherically symmetric charge form factor at L = 0.
Second, magnetic contributions to the cross-section, see Eq. (5.4), need to be taken
into account before conclusions on the charge distribution become possible. We address
these corrections using estimates from the nuclear shell-model [1] (for the higher Coulomb
multipoles) and ab-initio calculations using the in-medium similarity renormalization group
(IMSRG) [100-102] (for both classes of corrections)?. We benchmarked the accuracy of
these corrections by comparing to the elastic magnetic form factor as compiled in Ref. [216]
using input from Refs. [187,188,191| (as well as further “private communication” sources),
see Fig. 6.6. These data sets contain measurements beyond the 180° limit, in which only
the magnetic contribution survives so that the interpretation again requires assumptions
on the treatment of the Coulomb contribution as well. Especially in view of these caveats,

2We thank Matthias Heinz for providing these IMSRG results for the required M, ®”, ¥/, A multipoles.
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Figure 6.6: Results for the 27Al transverse form factor Fp in comparison to the data
given in Ref. [216], digitized and converted to our normalization convention. The data
sets are Lapikas et al. 1973 [188], Li et al. 1970 [187], Macauley et al. 1977 (quoted in
Ref. [191]), and Hicks et al. 1983 (“private communication”). In comparison, we show
results from IMSRG calculations for two chiral Hamiltonians, as determined from the
Y, Ap multipoles for L = 1,3,5 (dot-dashed curves, with the total given by the solid
lines). IMSRG 1 and IMSRG 2 refer to two chiral Hamiltonians, AN2LOgo [217] and

N2LOgt [218], respectively.

we observe that the IMSRG results, shown for two different chiral Hamiltonians, provide a
very decent description of the data, justifying their use to subtract contributions beyond
the L = 0 Coulomb multipole. We also show the L > 0 corrections to the longitudinal
form factor, see Fig. 6.7, comparing the IMSRG results to nuclear shell-model calculations.
Some differences are visible in the L = 4 contribution, leading to a slightly faster filling of

the minimum of the . = 0 PWBA form factor in the case of the shell-model result.

Given that a purely data-driven determination of all the additional multipoles seems out
of reach, we remove any data points that are clearly dominated by these corrections and

only keep those points fulfilling the condition

da) (da) (da)
S N - (6.19)
( dQ2 data dQ L>0 dQ2 data

i.e., we include data points in the fit as long as the remainder after subtracting the L > 0
do we use the arithmetic mean

corrections is not consistent with zero. As input for ( dQ) >0
of the two IMSRG calculations, while the spread between them (and to the shell-model
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Figure 6.7: Results for the 2"Al longitudinal form factor F;. IMSRG 1 and IMSRG 2
refer to the same two chiral Hamiltonians as for Fr, with F; determined from the M,
®/ multipoles for L = 0, 2,4 (dot-dashed curves, with the total given by the solid lines).
Furthermore, we show results from the shell-model calculation from Ref. [1], based on
Refs. [98,99,135,137].

calculation) can serve as an estimate of the uncertainty. Given the sizable errors of the
cross-section data themselves, we assume that for the data points that fulfill condition (6.19)
the remaining systematic uncertainty is subdominant, or at least sufficiently covered by
the scale factor. Fig. 6.8 shows the extracted L = 0 charge density for 27Al, including
uncertainty bands that comprise both statistical and systematic components.

6.2.4 Charge Radii and Discussion

To compare our results to previous work, it is instructive to consider the resulting charge
radii, see Tab. 6.2, where we compare our determinations (with and without constraints
from Barrett moments) to the ones from Refs. [134,143|. The radii quoted in Ref. [143] are
derived from spectroscopy measurements. Accordingly, these values agree well with our fits
including Barrett moments, where the additional uncertainties in our case originate from
the systematics of the combined fit. For 2 Al and ***¥Ca the determinations from Ref. [134]
are based on electron scattering data so that the resulting values largely agree with our fits
excluding the Barrett-moment constraint. For 2”Al we do see a sizable difference, mainly
due to the fact that we did not have access to the “private communication” data on which
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Figure 6.8: Charge density of 2’Al (L = 0). Two variants are shown, with (orange) or
without (blue) the constraints from Barrett moments.

the FB fit from Ref. [134] is based. Comparing with our uncertainty estimates for “°Ca,
however, for which the data situation is exceptional in comparison, we believe that the
uncertainty quoted in Ref. [134] for 1/(r?) is unrealistic, even if data of similar quality
as for *°Ca had been available at the time. Finally, for *%°Ti we do not have a direct
comparison of electron-scattering-only determinations, since the FB fit from Ref. [134]
already includes spectroscopic information, as confirmed by comparing with the FB fit in
Ref. [182].

For each quoted charge radius, we show two variants of estimating the systematic un-
certainty. The upper numbers are derived by propagating our systematic uncertainty
band for the charge distribution, based on the final systematic covariance matrix for the
FB parameters. In comparison, the lower numbers are deduced directly from the spread
observed among the individual FB fits from which the systematic covariance matrix is
constructed. In most cases, we observe reasonable agreement among the two estimates,
with a few notable exceptions. First, the fits including Barrett moments essentially impose
the spectroscopic value of the charge radius, in such a way that the spread among the
individual fits is small. Accordingly, for these fits the systematic error propagated from
the charge distribution tends to overestimate the true uncertainty (and potentially sizably
so, as for 2"Al and *®Ti). We emphasize, however, that this effect is special for the charge
radius, and will become less pronounced the weaker a given quantity is correlated with
the charge radius. Second, for *8Ti also in the fit without Barrett moments the systematic
uncertainties in the charge distribution appear overestimated, tracing back to the construc-
tion as an envelope of the individual fits. In this case, constructing a covariance matrix
that encompasses all acceptable individual fits entails a large systematic uncertainty. This
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behavior is ultimately caused by the poor data quality, e.g., for *48Ca the different ways
of estimating systematic errors show a higher degree of consistency.

Comparing the spectroscopy values from Ref. [143] with our electron-scattering-only fits,
we can also quantify potential tensions between the two approaches. For 27Al, we do see a
deficit, but only at the level of 1.50, due to the sizable systematic uncertainty from the
electron-scattering determination. Accordingly, the 7o difference between Refs. [134,143|
very likely originates from underestimated uncertainties in Ref. [134]. For %*Ca the
tensions are more significant, particularly for ®*Ca. That is, in both cases the central values
come out almost identical for both isotopes, in agreement with Refs. [134,143], but we
find that the systematic uncertainties in the *Ca are reduced compared to “°Ca by almost
a factor 2, increasing the tension in the charge radii from 2.50 for “°Ca to 4.30 for *8Ca.
Interestingly, the systematic uncertainties hardly increase in the fits including Barrett
moments, since the fit is able to accommodate a larger charge radius by modifications of
the charge distribution at larger distances, see App. D.1. Finally, for ®5°Ti we find charge
radii larger than the spectroscopic values, but in these cases, the systematic uncertainties
are large enough that no significant tension can be inferred.

All just presented results, including the full charge density parameterizations with uncer-
tainties and correlations, are also made available in a supplementary python notebook
provided in Ref. [2].

In view of the tensions for the calcium fits, one could worry about the impact of higher-
order radiative corrections. Such two-photon effects, which are, in principle, sensitive to
the possible excitations of the intermediate-state nucleus, go under the name of dispersive
corrections. They become most relevant in the vicinity of the minima, contributing further
to the filling of the zeros of the PWBA form factor. Such corrections have been studied in
the literature, see, e.g., Refs. [219-229], but phenomenological estimates of their impact
remain uncertain and model dependent. In Ref. [229] an upper bound on the impact of
dispersive corrections on the charged radius is formulated in terms of

. 30'_1 o 30,0
AnZA\/(r2) 27

with phenomenological parameters +/(r2) ~ roAY3 o_, ~ agA*3 ry ~ 1.1 fm,
ap =~ 0.016 fm? to try and estimate polarization effects. More realistic calculations tend
to give smaller corrections [229,230], so that while Eq. (6.20) slightly moves the 1%48Ca
radii from electron scattering towards the spectroscopy ones, one would suspect that the
net effect is likely too small to make up the deficit. However, while in Ref. [229] it was
concluded that the experimental evidence for dispersive corrections was scant, the calcium
data are precise enough that their impact could potentially be detected. To improve
our analysis along these lines, dedicated nuclear-structure calculations of polarization
corrections would be required, to obtain a more realistic assessment of the impact of
dispersive corrections beyond rough estimates such as Eq. (6.20).

Agisp/ (r?) o~ ~ —7x 107 fm, (6.20)
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Nucleus  Our fit Refs. [134,143]  Our fit Ref. [208]
- 2.996(11)<<%))[é‘§] 3.035(2) 8.32(6) (_%?)[[21%]}
3.063(3)(?%))%1]] 3.0610(31) 8.66(1)(81?8))[[11? 8.662(10)
ey, 3.452(3)(%5]0] 3.450(10) 10.637(18)((@)[{“52]]
3.4771(17)%8[[3;1]] 3.4776(19) 10.767(8)2?8[)1[;]] 10.776(10)
ey, 34499(20) ((%1%))[%%]] 3.451(9) 10.645(16) ég%))%i]]
3.475(2) ((1%))[[14(])] 3.4771(20) 10.772(9) ((ﬁl?;)))[ﬂ] 10.781(10)
. 3.62(3)(%))[% 3.597(1) 11.50(14)((?;125))[{‘511]]
3 596(3)(?;))[%7]] 3.5921(17) 11.39(1)(31?52)[[21?] 11.388(11)
Cap 2098 ssme)  nee@E
3.572(3) (%))[%] 3.5704(22) 11.254(12) Eﬁ?g’)) [[ilg]] 11.256(10)

Table 6.2: Extracted charge radii and Barrett moments. For each isotope, the upper/lower
entries refer to the fits excluding/including the Barrett moments as constraint, with input
values from Tab. 6.1 repeated in the last column. Moreover, for each entry, the common
first error refers to the statistical uncertainty, while we show two variants of the systematic
(and total, in square brackets) uncertainty, the upper one being propagated from the
charge distribution, the lower one directly from the charge radii corresponding to the set of
FB fits on which the systematic uncertainty band for the charge distribution is based. For
comparison, we also quote the charge radii given in Ref. [134] (upper) and Ref. [143] (lower).
Note that, while the radii given in Ref. [143] are derived from spectroscopy measurements,
for Ref. [134] it is not always clear if spectroscopy constraints are included, but at least
for *859T Ref. [182] confirms that this is the case. The results for *°Ti are separated by a
dashed line, to indicate that the systematic uncertainties are harder to quantify than for
the other isotopes, for the reasons spelled out in App. D.1.1.
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Chapter

Towards a Correlation Analysis of Overlap
Integrals

We have already seen in Sec. 3.8.1, that the decay rate for y© — e conversion in nuclei is
conventionally expressed in terms of the overlap integrals as introduced in Ref. [88] and
shown in Eq. (3.92). In this chapter, we illustrate how uncertainties from the nuclear
charge densities can be propagated to these overlap integrals. In particular, for the dipole
interaction, this calculation is straightforward as the overlap integral is solely dependent on
the charge density, which we extracted quantitatively in the previous chapter. The scalar
and vector interactions on the other hand depend on the proton and neutron densities and
need to be correlated to the charge density using nuclear structure calculations. These
are carried out using ab-initio calculations. In contrast to the empirical shell-model
calculations employed in Chap. 4, which are only assessed in comparison to experiments
and are thus hard to test for experimentally hard-to-access quantities like the neutron
charge density, the ab-initio calculations are based on QCD principles and facilitate a
better assessment of the nuclear structure uncertainties.

7.1 Dipole Operators’

We first focus on the case of a dipole interaction. The part of the Lagrangian of Eq. (2.3)
which describes this interaction is given by

1 4Grm
Laipole = > CPevo" uF,, +he. = _751\_'5 > Aypot PyeF,, +he., (T.1)
Y=L,R Y=L,R

where on the right-hand side, we followed the convention from Ref. [88] and counted the
operator as dimension-6 with a chirality flip mediated by the muon mass, and the CZ or

I This section was published as part of Ref. [2].
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respectively the Ay denote the corresponding Wilson coefficients. Since this operator leads
to a long-range interaction, the response is determined by the charge form factor of the
nucleus, and, accordingly, the respective overlap integral follows directly from the charge
distribution without the need for any further nuclear corrections. With the definitions
from Ref. [88], the overlap integrals from Eq. (3.84) take the explicitly form

_ 4 4 > e n e 7
Dy = _EmuDl = —Emu/o dr E(r) [9_3(7’) fﬁl)(r) + f£1)<7") 9(—1)(7”)}’

_ 4 4 > e u e W
Do = —sm,De =+—m, [ B [£90) 190 - 001 0%0]. (72

where E(r) denotes the electric field and £ (r), g (r), £ = e, u, the muon and electron
wave functions obtained by solving the Dirac equation. Following Eq. (5.48) in the limit
m. = 0 it follows gs_ef = fﬁel) and fiel) = —g(_ef and thus D = Dy = D,, which is the limit
considered in Ref. [88]. The electric field E(r) follows from a given charge distribution p(r)
by virtue of Eq. (5.24), while the quantum numbers of the lepton wave functions, k = F1,
are determined by the requirement that the initial-state muon occupy the 1s ground state.
The total energy

2

~my, + Bl — (7.3)
oy B ol .

(mar +my, + EY? —m3, + m?

E =
2(ma +my, + Ef)

follows from the mass of the nucleus my, including recoil effects [76] and the binding
energy El' < 0 via the ground-state solution, in line with Eq. (3.2). Going beyond the
me = 0 limit, the decay rate changes according to Egs. (3.83) and (3.86) and does only
constitute interference terms via the superseded independence of the different helicity
electrons, and not directly between terms with electron x = F1, as they correspond to
real and imaginary part of the amplitude, respectively.

The uncertainty propagation from F(r) is straightforward and can, in principle, be carried
out analytically. However, to include also the uncertainty propagation from changes of the
wave functions it is easiest to calculate the derivatives with respect to the FB parameters
numerically. We calculate

dD _ D(p(ay,...,an+h,...;an)) — D(p(ai,...,apn,...,an))
da,, h ’

(7.4)

with h = a;- 107, which performs well since D turns out to be quite linear in local changes
of a;, as underlined by the fact, that including effects from the electron mass change only
the central values, but not the uncertainties.

Using the FB parameters and their covariances provided in App. D.2, we obtain the results
summarized in Tab. 7.1, where we also include the second variant to estimate systematic
uncertainties based on the individual FB fits on which the construction of the systematic
covariance matrix is based, in analogy to Tab. 6.2. First, we can check that our results
are consistent with Ref. [88], in which the FB parameterizations from Ref. [134] were
employed, see the comparison of the last two columns. In all cases, we observe a small
deviation AD =1 x 107, less than the effect of keeping m., as indicated by the difference
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This work Ref. [88] Ref. [134]

Nucleus D, D, D AD D
(55)[57]
;g  OUBGSL 003668 003652 () PRSI
0.03586 0.03602 0.03587 (2)(24)[124]
(£3)[4]
(22)[24]
gy 0OTSS4 007619 007sST  O)EETL
0.075275 0.075625 0.075311 (3 )((f’i))[éi]]
(10)[13]
o, 0S5 007561 007532 (9) (o -
0.07474  0.07508  0.07479  (2)(10)10]
()[7)
(16)[17]
wpp 00860 0086400860 )R
00863 00867 0.0864 (1) )
(ED[1]
9)[9]
0.0862 00866  0.0863  (3)(
50Ty ( )(tg)[9] 0.08705*
0.08696 0.08736 0.08702 (12)(28)131

Table 7.1: Resulting dipole overlap integrals in units of mf/ ? in comparison to Ref. [88] and

values calculated by us based on the parameterizations from Ref. [134]. The values for D
are obtained assuming m,. = 0 and neglecting recoil corrections, in line with the conventions
from Ref. [88]. D correspond to Eq. (7.2), with m, # 0 and including recoil effects.
The upper /lower values use the charge distributions from the fits excluding/including the
Barrett moments. In each case, the systematic uncertainties are quoted in the two variants
introduced in Tab. 6.2. The differences in the uncertainties AD between D, Dy, and D,
are below the level quoted here.
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between D; and Ds. In the last column, we have also produced reference values for the
charge distributions from Ref. [134] for the remaining isotopes. As main results, we can
now provide robust uncertainty estimates for D, directly propagated from the charge
distributions. For 27Al, this uncertainty is reduced appreciably once the Barrett-moment
constraint for the charge radius is imposed, with a final value

D(*"Al) = 0.0359(2), (7.5)

slightly lower than in Ref. [88], but consistent within uncertainties (the systematic error
could be estimated more aggressively by looking at the individual FB fits). For 4948Ca,
the tensions in the charge distributions are reflected at the (2-3)o level for D, with best
values including Barrett moments of

D(*°Ca) = 0.07531(5),  D(**Ca) = 0.07479(10). (7.6)
Finally, for titanium we obtain
D(**Ti) = 0.0864(1), D(°°Ti) = 0.0870(3), (7.7)

where for ¥Ti we quote the systematic error based on the individual FB fits to avoid the
overestimation discussed in Sec. 6.2.4. On the contrary, for °*Ti the uncertainty might be
slightly underestimated as a result of the rather indirect way, its charge distribution needs
to be extracted from the data.

7.2 Prospects for Scalar and Vector Operators

We have already seen in the previous section how quantitative inputs for the dipole overlap
integrals, as given in Eq. (7.2), can be derived based on the charge density parameterizations
determined in the previous chapter, as they are directly related to the electric field of the
nucleus. In this section, we demonstrate how similar results can be achieved for the scalar
and vector overlap integrals, which are not directly accessible experimentally, with the
help of ab-initio calculations of the nuclear response.

The parts of the Lagrangian of Eq. (2.3) which describes the scalar and vector interactions
are given by

1 S, . _ GF 1 - —
‘Cscalar = P Z CYq ey qq + h.c. = —EF Z gy s(q) €Y qq + h'C'7 (78)
Y=L,R Y=L,R
L — i OVl ety G +he = &i S, +h
wetor = 75 ), Oy 8 qyuq +hee. = — Ve D 9vs) Y1 g + b,

Y=L,R Y=L,R

where on the right-hand side, we again matched to the conventions from Ref. [88], and

Cﬁ/ V4 op respectively the gy gy () denote the Wilson coefficients. As derived in Chap. 3,
considering only one-nucleon interactions, the point-like scalar and vector interactions lead
to independent interactions with the protons and neutrons of the nucleus. According to
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the derivations in Sec. 3.8.1 this leads to the scalar and vector overlap integrals, which are
given for N = n,p according to Eq. (3.90) as

51 = 500 = = [T ar @EN)w) 190099 0) = £ 0)]

V= 2oy = [ N (n) [12009 %0 + £ 0] 29

V2

where we again changed to the conventions of Ref. [88]. In contrast to the dipole overlap
integral, which depends directly on the charge density, these overlap integrals depend
on the proton and neutron density which are directly related to the proton and neutron
M responses. These are a lot harder to measure directly in an experiment than the full
charge form factor. As we have seen in the previous chapter, the charge form factor can
be extracted from elastic electron scattering and is given according to Eq. (5.10) as

ZFMNG) = (1 Sl s#qz)) Flv(q?) - YEL 2 FI (¢?)

n 1+2;p 2 F? ( 2 4 2R%q2f§x(qz) +O(gh). (7.10)

4m?2 4m

While this is dominated by the M, response, and thus the proton density p, could at
leading order be approximated by the charge density pa,, the M, response is only a O(¢?)
correction and thus there is no clear way to extract the neutron density p, without any
further input. Furthermore, for a quantitative extraction, there is no clear way to remove
the contamination from the ®” responses experimentally.

Only recently measurements of PVES made independent experimental inputs on the M,
response possible. In PVES the central observable is the left-right asymmetry, which can
be derived in analogy to elastic electron scattering based on the quark-level interactions as

(92)r — (53)L - Gre® Q"F(¢%)
()R + (53)L dragy/2 ZFM(q?)

where we only consider the leading L = 0 contributions, which will be the only terms for
nuclei with total spin J = 0. This defines the weak form factor in analogy to the charge
form factor as

Q F(¢*) = (Qif (1 g ST ) waf)fim(f)
n (QZ (1 _ <7"3L>+6<7’3,N>q2 _ 8W1L2 q2) _ ;v<6> );Mn( 2)

Qw<1 —+ 25}0) + QQW(Km + Kg N) o/

Q.

mo.

APVES = (711)

o PF ()
Qw(l—{—%; + 2k N) + 2Q) K "
ot PFH ) (7.12)
my
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using the conventions of Ref. [116] with the proton and neutron weak charges given
as [130,231,232]

QY = 0.0710(4), QY = —0.9891(3). (7.13)

including radiative corrections, and the uncertainty reflecting the different renormalization
schemes for sin®dy,. The weak form factor is thus dominated by the M, response and
the neutron density p, can at leading order be approximated by the corresponding weak
density py. In particular, combining inputs from the charge and the weak from factor the
M,, and M, responses can in principle be isolated, if the ®” responses are separately under
control. Unfortunately, this is not the case yet, and PVES has only been measured for a
few selected nuclei and momentum transfers [164-166]. Hence, for quantitative inputs of
the proton and neutron densities, different strategies need to be employed.

One possible way around this limitation is to employ ab-initio calculations for the nuclear
responses. While the central values of the predictions of nuclear structure observable via
ab-initio calculations still strongly depend on the underlying interactions, indicating large
systematic effects related to the implied chiral Hamiltonians, the correlations between
different observables are significantly more stable. This enables robust predictions for
quantities that are hard to access experimentally based on experimentally easily accessible
ones [167,168]. In this case, we predict the values of the overlap integrals depending on the
proton or neutron densities, which are hard to access experimentally, based on the charge
radius, which is easily accessible from the charge density and elastic electron scattering
as shown in the previous chapter. In Fig. 7.1, we show the preliminary correlations
between the charge radius squared and the overlap integrals for scalar and vector overlap
integrals for 2?Al based on a selection of ab-initio calculations [217,218,233] using the
IMSRG [100-102] as well as a shell-model calculation [98,99,137] for the proton, neutron
and charge densities, which were carried out by our collaborators.? It directly becomes
apparent, that while the central value of the different models varies, there is a clear linear
dependence between the charge radius squared and the values of the overlap integrals, as
nicely illustrated by the naively fitted lines. Using this strategy we can extract a more
precise value for the overlap integral based on the experimentally extracted charge radii
from Chap. 6, by calculating the intercept of the correlations and the experimental charge
radius squared.

These results, here only shown qualitatively, will be presented in a future work, leading to
quantitative inputs for the scalar and vector overlap integrals including a comprehensive
uncertainty estimation, which we can propagate from our results for the charge radius
from Chap. 6. For such a quantitative estimation, in particular, an extended discussion
of statistical and systematic uncertainties needs to be conducted. First and foremost,
an extended set of interactions should be studied going beyond the six results shown
here. In that context, also systematic effects from the ab-initio calculations should be
studied. In particular, the ab-initio calculations are carried out in a basis that breaks
translational invariance. This results in a contamination of the calculated quantities
with a center-of-mass motion, which needs to be accounted for [234].3 Thus, systematic

2We thank Matthias Heinz for providing the ab-initio results and Javier Menéndez for the shell-model
calculations.
3We thank Takayuki Miyagi (& 3F ) and Matthias Heinz for useful discussions on this topic.
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Figure 7.1: Preliminary correlation plots between the charge radius squared and overlap
integrals for 27Al for a set of ab-initio interactions [217,218,233] using the IMSRG [100-102]
and the shell model [98,99,137|. The displayed value of the charge radius corresponds to
the 27Al result from Tab. 6.2 including the Barrett moment.

effects related to the way in which these center-of-mass effects are then resolved should be
studied. Moreover, one can examine different alternatives to the charge radius squared
as the integrated quantity based on the charge density. For example, one could consider
as an alternative the integrals of Eq. (7.9) with py — pe, which would also be a scalar
quantity based on the charge density, which could analogously be used for the correlation
analysis. All these considerations should be systematically addressed and combined with
the propagated uncertainties from the charge densities to combine into a comprehensive
uncertainty estimation of the resulting scalar and vector overlap integrals.

In the long run, we would like to use similar methods to quantify uncertainty estimates
also in subleading nuclear responses, where we first would need to study which nuclear
structure observables are most suited to correlate to these responses. Employing such
inputs would lead to a ;1 — e conversion rate where all non-perturbative input quantities are
systematically under control, whereas in the past, usually only uncertainties from hadronic
matrix elements were considered. High precision in these predictions and quantifiable
uncertainties also from the nuclear responses are crucial for a meaningful study of the
diagnosing power of different ;1 — e conversion target materials concerning disentangling
the different contributing operators. While in principle the nuclear responses between any
two different nuclei are distinct and thus put new constraints on the Wilson coefficients,
it is advantageous to optimize for a combination of different nuclei, which combine
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complementary sensitivities. Studying nuclei with significantly different numbers of
neutrons N and protons Z can help separate underlying operators, as the coherent
enhancement of the SI amplitude goes with the number of nucleons. For example, SD
contributions have a bigger chance of competing against SI contributions in light nuclei
and are, in comparison, more suppressed in heavy nuclei. Moreover, the individual overlap
integrals, contributing to the SI amplitude, scale with either Z or N, depending on if they
couple to protons or neutrons (see Eq. (7.9)). This means nuclei with different relative
compositions of Z and N can help to disentangle couplings to protons and neutrons and
subsequently between different quark flavors. However, for these strategies to work, the
uncertainties of the y — e conversion description need to be under control. In particular,
if SD contributions even for a lighter nucleus like aluminum are maybe at the ~ 1% level
compared to the SI contributions, this means the uncertainties for the SI description need to
be at a similar level to distinguish SD contributions from statistical fluctuations.* Similarly,
predictions for the individual operators need to be precise enough that measurements
with different compositions of Z and N can result in robust statements when assessing
the sensitivity to different quark flavors. This strongly motivates an improvement in
the precision of the nuclear structure inputs as well as a full quantification of nuclear
uncertainties, as proposed in this section.

4As already pointed out in the discussion surrounding Eq. (4.25): Even if at BSM scales A > my,
only SD operators exist, the RG running below the EW scale naturally produces SI operators, which may
then dominate again due to the coherent enhancement of the SI responses.

128



Chapter

Conclusions and Outlook

Due to the several different scales involved, ;1 — e conversion is a challenging process to
describe, but at the same time provides stringent limits for studies of LFV. Thus, many
works have already considered u — e conversion with EFT methods with versatile focal
points, discussing bound-state physics, specific nuclear responses, two-nucleon interactions,
RG corrections, or complementarity to other processes. The upcoming experiments
Mu2e and COMET will now push the limits on y — e conversion by up to four orders
of magnitude. This calls for a collaborative effort to combine all these facets of yu — e
conversion into a comprehensive EFT framework, which can describe all these aspects
at the same time. In this work, we have performed the first steps in developing such a
framework, by presenting a framework that includes a proper treatment of the nuclear
response, and the bound-state physics at the same time. In particular, we rigorously
include Coulomb distortion effects by employing the full numerical solutions for the lepton
wave functions. For this framework, we list all amplitude-level terms, that are above pure
O(q*/m3;). Moreover, we could confirm consistency in the limit of the leading nuclear
responses and a full bound-state physics description as well as simplified assumptions for
the bound-state physics, but including subleading nuclear responses.

As the subleading nuclear responses for ;i — e conversion are mediated by the same
effective operators as LE'V decays of light pseudo-scalars, we can use these two processes
to showcase how independent processes can lead to complementary constraints on the
same LFV interactions. In particular, strict constraints on one process can lead to indirect
constraints on the other process, with the same underlying operators. In this case, due
to the stringent bounds on p — e conversion, we were able to find indirect limits on the
LFV pseudo-scalar decays, which are several orders of magnitude stronger, than current
experimental limits.

For a quantitative description of © — e conversion and proper discriminatory power among
the different effective LF'V operators, reliable inputs for the non-perturbative quantities,
like the hadronic matrix elements or the nuclear response, are crucial. While inputs for the
hadronic matrix elements are usually available from either phenomenological considerations
or from LatticeQCD, the inputs for the nuclear response are harder to benchmark and
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depend on complicated computationally expensive calculations of the nuclear structure,
with different degrees of model dependence. Modern ab-initio methods to calculate nuclear
structure are relatively model-independent and facilitate results that are grounded on QCD
principles instead of empirical models. Especially, for quantities like the neutron charge
density, which only recently became available experimentally in PVES, these calculations
can generate inputs for nuclear responses, which are hard to disentangle experimentally.
In particular, correlations with well-known quantities like the charge density, which is
easily accessible via elastic electron nucleus scattering, can mitigate systematic effects and
differences among different models for the nuclear responses.

For that reason, we reevaluated elastic electron-nucleus scattering data and extracted
nuclear charge densities for a small selection of nuclei relevant to y — e conversion. We
considered 27Al, 40T, and °48Ca, since Mu3e and COMET are going to measure on
aluminum, and the current best limits on y — e conversion are from titanium. The
analysis of the calcium isotopes was necessary for the interpretation of the titanium
data, due to a relative measurement, but also play an important role in the context of
neutrinoless double-/3 decays and PVES. The latter one has seen recent developments with
measurements on 2 Al, ¥Ca, and 2°°Pb by the Qweak, CREX, and PREX-2 collaboration,
respectively. In PVES reliable inputs for the charge form factor are crucial for a consistent
experimental extraction of the weak form factor and the neutron density, which provides
further motivation to focus on these isotopes. For that reason we presented as one
main result of this work, the extracted charge densities of the above-mentioned nuclei,
including a thorough study of statistical and systematical uncertainties as well as their
correlations, which were not available in the literature up to that point. All results,
including their uncertainties and correlations, were also made available to the community
in a supplementary python notebook. Due to the quite dated, hard-to-retrieve, and in
parts even lost elastic electron scattering data we advocate for data preservation measures
as well as (re)measurements of elastic electron scattering, with modern methods and
modern uncertainty management, for the nuclei most relevant for y — e conversion and

PVES.

To demonstrate how the different uncertainty sources from the charge densities can be
propagated, we calculated for the example of a dipole interaction, the overlap integrals that
comprise the bound-state physics input for the leading nuclear responses. For the example
of the dipole overlap integral, this quantity can be calculated solely based on the charge
density, as on the one hand the bound-state physics is dictated by the nucleus potential,
which is given by the charge density, and on the other hand the nuclear response for the
dipole interaction is given in terms of the charge form factor, which also directly relates
to the charge density. Furthermore, for scalar and vector interactions, we outline how
ab-initio calculation can be employed to derive quantitative inputs for the related overlap
integrals, using the correlations between different observables as well as our extracted
charge densities.

Combining all these considerations, we developed a comprehensive framework for y — e
conversion, which utilizes controlled inputs for bound-state physics and the nuclear
responses at the same time, where we further demonstrated how these can be obtained.
This is the first step toward phenomenological analyses of 1 — e conversion using this
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framework, also in light of the upcoming experiments Mu2e and COMET), to facilitate a
quantitative study of potential LF'V interactions.

8.1 Outlook

Building upon the progress made in this thesis, we want to further improve our framework
for ;4 — e conversion. On the one hand, two-nucleon interactions are not part of the
current consideration and could result in sizeable corrections, as well as necessary adjust-
ments of the framework, having more kinematic degrees of freedom than the one-nucleon
interactions. Similarly, corrections from RG evolution should be included, when studying
BSM consequences. On the other hand, the nuclear structure aspects can further be
refined in collaboration with experts in ab-initio theory.

In particular, in the already in Sec. 7.2 outlined future project, we will collaborate with
experts on ab-initio calculations, to calculate overlap integrals for scalar and vector interac-
tions, using the correlations between different nuclear structure observables. To that end,
we will also propagate uncertainties from the charge densities onto the overlap integrals,
which we have already demonstrated for the dipole overlap integral, which however for the
scalar and vector integral additionally requires a study of the systematic effects from the
correlations and nuclear structure calculations. Using this strategy we will then be able to
provide quantitative inputs for scalar and vector overlap integrals, based on the charge
densities already extracted.

In this context, we also plan to further improve our program, which fits charge density
parameterizations to elastic electron scattering, and make it publicly available. This
will make it possible for anyone to extract robust charge density parameterizations from
elastic electron scattering data, using our implementation. In this way, if new data for
the nuclei of interest for  — e conversion become available, they can be readily analyzed.
Furthermore, for nuclei of interest in neutrino-nucleus scattering, neutrinoless double-(
decays or PVES, this can also be utilized. In particular, given the complementarity of
studying nuclei with different proton Z and neutron /N content in all these processes, there
may always be the consideration to study another nucleus, for which quantitative charge
density parameterizations are not yet available.

In the case that really precise data becomes available, for nuclei with non-zero spin J > 0,
Coulomb corrections for higher-order multipoles could become relevant and should be stud-
ied. This could potentially extend the existing python program to also include Coulomb
corrections for higher-order multipoles. Moreover, in light of the slight tensions of the
charge radii of the calcium isotopes between electron scattering and muon spectroscopy,
higher-order radiative corrections to the charge densities could be studied.

More generally, © — e conversion remains a very promising probe for LFV operators,
and with the experiments, Mu2e and COMET soon starting their measurements, we
are excitedly looking forward to an improvement of up to four orders of magnitude in
comparison to current g — e conversion limits. While a positive observation would clearly
be spectacular and would allow for a detailed study of potential BSM scenarios, even just
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this improvement of several orders of magnitude would further restrict potential LFV
interactions substantially. In particular, in combination with the complementary limits
from pu — ey and p — 3e, which will also improve their limits in the next years via the
experiments MEG2 and Mu3e respectively, this puts serious constraints onto LFV between
electrons and muons. The proposed n/7 factories of JEF and REDTOP could also give
complementary limits onto LFV decays of the n and 1’ meson, which however, as showed
in Chap. 4, will not be able to supersede the indirect limits inferred from p — e conversion
in nuclei. New limits for LFV Kaon decays could also become available via the planned
upgrade of the KOTO experiment, which is after the cancellation of HIKE, now the only
dedicated large-scale Kaon experiment. While flavor or CKM relations could potentially
be used to relate these processes to other LF'V processes, in itself the necessary LFV
operators for these processes are independent and do complement the landscape of LE'V
searches. With the recent launch of Belle II, also more stringent limits on LF'V 7-decays
are to be expected in the near future, which will yet again give insights into complementary
LFV interactions including 7 leptons. Here in particular hadronic final states need to be
systematically controlled.

With all these prospective experimental advances, it is timely to develop quantitative
frameworks for these processes, which go beyond the leading qualitative features, to study
the complementarity of different probes of LFV.
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Appendix A

Notations and Abbreviations

In this appendix, we summarize the used abbreviations and some of the notations for
easier reference.

A.1 Abbreviations

SM Standard Model of particle physics
BSM Beyond the SM

EFT Effective field theory

SMEFT SM EFT

LEFT Low-energy effective field theory below the electroweak scale
QCD Quantum Chromo Dynamics
ChPT Chiral perturbation theory

LF Lepton Flavor

LFV LF Violation

NLFV  neutral LFV

CLFV charged LFV

[OAY Ultra violet

DIO Decay in orbit
SD Spin dependent
SI Spin independent
FB Fourier Bessel

PWBA  plane-wave Born approximation

DWBA  distorted-wave Born approximation

PVES Parity violating electron scattering

IMSRG  In-medium similarity renormalization group
ODE Ordinary differential equation

RG Renormalization group
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A.2 Kinematic and other notation

IRSTREJIENES RS
=z =2

’6\

x5 mm@l

T

q

1/2,t
1/2,t
1/2,s
1/2,¢
J

J, M;
J, My

Nuclear charge number

Fine structure constant

Electron mass

Muon mass

Nucleon mass

Nucleus mass

Initial lepton 3-momentum

Final lepton 3-momentum

Initial nucleon 3-momentum

Final nucleon 3-momentum

Transferred 3-momentum (¢ = K —Fk=p—1p )
Initial lepton energy (E = k,—o)

Final lepton energy (E' = k;,_)

Absolute value of the 3-momentum k (k = |k|)
Absolute value of the 3-momentum &' (K = |K|)
Absolute value of the 3-momentum ¢ (¢ = |q])
Initial lepton spin

Final lepton spin

Initial nucleon spin

Final nucleon spin

Total nucleus spin

Initial nucleus spin

Final nucleus spin

A.3 Labels

Scalar

Pseudo-scalar

Vector

Axial vector

Tensor

Dipole

Gluonic (symmetric contraction: G%,G57)

Gluonic (antisymmetric contraction: Ggﬂégﬁ = %EO‘M‘SG%GM(;))
Type of current out of S, P, V, A, T, D, GG, GG

Type of nuclear structure out of Eq. (2.46), i.e. M, ®" ¥/ /3" ...
Helicity of the electron

Proton or Neutron

Nucleus, i.e. M = 27Al *8Tij, . ..

Bound muon in the 1s ground state of a nucleus

Free electron distorted by a nucleus potential
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Appendix B

Dirac Equation: Limiting Cases

In this appendix, we look at results for the ordinary differential equation (ODE) of
Eq. (5.44), namely again

2 (gK(T)) _ (g:{(r)) _ ( - E—V(r)+ m) (9%(”) (B.1)
Or \ fu(r) e(r) —(E=V(r)—m) . fa(r))
in different limiting cases, as deemed useful for the numerical procedures of solving this
ODE for a general physical radial symmetric potential V' (r).

B.1 Dirac Equation for r — oo

If V(r — oo) — —Z2 the leading term to the ODE of Eq. (B.1) becomes

(1) = (e 5™ (1) "

We can decouple this ODE by differentiating and find

() =~omie m(3) "

_ .2
7E2—m27.kE

Hence, it is solved by

gr = CgSin <kEr + Sg), fx = cysin <k:Er + 5f>, (B.4)
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with the normalization ¢, ; and the phase d, ;. Inserting this back into the first-order
differential equation results in

N L oa

cos(kpr +6,) = sin(kEr + 5f> = 0, + 5= 3y,
Cng = (E+m)cf = 2_; — EI:Em — gtz’
kaE - (E B m)cg = z_i = Ek;Em = 51727

such that we may write

g. = —c VE 4+ mcos <kE7" + 5,{>, fo=c \/ﬂSiﬂ(/{ET + SN> (B.5)

The normalization condition of Eq. (5.52) states
| ar(sbak + £42) = 2ms(E - ). (B.6)

0
We find
, , BB L BB ~ -
gfgf + ffff = %cos(kbﬂ“ — kpr —|—5§ — (55)
CECE/_CECEI ~ ~ 1/

+ ”%cos(k];r—l—k};/r—i—éf—i—éf), (B.7)

where we can use

S)(F—FE') = L / drcos(Er — E'r +6) = ! / drcos(Er — E'r + ), (B.8)
0

2 T

—0o0

where the phase J is arbitrary and can be absorbed by redefinition of r. We get

& ! ’ CECE/ CECE/ CE 2 CE 2 k
/ dr (gfgf + ffff) = ST (kg — k) = %WEE(S(E —E), (B.9)
0

from which follows comparing to Eq. (B.6)

E 2
(VP + () =4—=(F(E+m+E—m)=c"=x/—, (B.10)
g l{?E kE‘
resulting in
E ~ E — -
g = F1/2 +m cos(k‘Er + 5,$>, fro=14/2 m sin(kET + 5,.;), (B.11)
E E

where the global sign is conventional. This is in line with Eq. (5.71), where we have seen
that if one does keep terms with 1/r, the phase 0 becomes r-dependent.

If we want to fix our normalization for the numerical solutions, we can do so by considering
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the found values of A, B, when matching according to Eq. (5.76). If we calculate here

| ar(okat + 5252
0
— / dr ((AEgg,r,E 4 BEGOIE) (AP g | BE' (CiiEy
0
- (AF[ORE 4 BE [ORE)(AF [0y GE [OLE'))
= (APA¥ + BB )2r6(E - E') (B.12)

+ / dr (AEBE/( OGO 4 fOrE POV 4 (B E’)). (B.13)
0

Using the asymptotic phase-shift difference 6,, between regular and irregular solutions, see
Eq. (5.75), we can write the irregular solutions in terms of the regular ones according to

E+m
ggZE—ggTECOSQH—f-fS’T’E“ + sind,.,
E—m

FE —
gCmE EJFZsineﬁ. (B.14)

fglE — ngE cosf, —

We find

Cr.E CE' CrE ¢CyiE'
| ar (g Eges s e o
0

> . | E
:/ dr( CTE(gSTE cos O, + fOE —i—m)
0 E—m

, B —
—|—fCTE<fCTECOSQ CTE —E’—l—ZSine”))

=276(F — E") cosf

—|—sin9 ( l‘g/+m CrEfCrE’ l fC'rE CTE> (B15)

Using the asymptotic solutions for the Coulomb potential we can show that

/ dr g&nF fOrE" — L §(E—E'), (B.16)
0 2F
such that
/ dr (gOrEgCAE | fOrE fCIE'y _ ors(F — [ (cose + %sm 9), (B.17)
0
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and we find
/ dr <g§g§’ 4 fE ff’) — 278(E — E') ((AE)2 + (BF)? 4 2AFBF (cose + ™ in 9))
0 E
(B.18)
such that the normalization condition is
1= (A%)* + (BE)2+2AEBE(COSQ+ %Sin@), (B.19)

which can be used in the numerical procedure.

B.2 Dirac Equation for »r — 0

For the initial values, we need to consider the limit » — 0. This will be different for a pure
Coulomb potential and a realistic potential. A pure Coulomb potential goes like 1/r even
for r — 0, while a realistic potential will approach a constant V' (0) = V; = const.

For the Coulomb potential, the ODE of Eq. (B.1) becomes

(B-( %)) amwean o

The matrix M does not have any r dependence anymore. Thus, we can solve the ODE by
simply diagonalizing M. We define the basis change

K—pPr  K+Pr
y=.Sx, S = ( Ztirel Ziéel )7 (B'Ql)

which diagonalizes M such that

STIMS = (’6 _(; ) = Mp, (B.22)

with eigenvalues +p, = £1/k? — (Zaw)?. We solve
t' = Mpr—'a, (B.23)
which decouples and solves to

w1(r) = crp T, (B.24)
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with only z; regular for r — 0. Hence, we need ¢, = 0 and with Eq. (B.21) one gets

g(r) = CRZ_aplnrp“, fu(r) = cr=, (B.25)

with ¢ = ¢; up to a global sign, in line with Eq. (5.61).
For a realistic potential, on the other hand, the ODE of Eq. (B.1) becomes

(6)-(F £)0)

Where we call E=FE —Vy, —m and E' = E — V; + m. In principle, the leading term here
is just the £k /7 terms, which would directly decouple the ODE. However, in this limit, we
also forfeit any information about the relation between g, and f, and cannot extract the
relative normalization between the two. We can decouple the full ODE by differentiating,
which results in

P= (Y ) (Y ) e

r2

where we introduced

ko = VEE = \/(E — V)% —m2. (B.28)

The general solutions to these ODEs are given in terms of the spherical Bessel functions
Jr, namely

T -I{ k ) O 5 -K* k ) 0
gulry = A7) 20y gy L § AT Iealhor) 20 g )
A jow(kor) k<0 cs5rjowlkor) k<0

where we only consider the spherical Bessel functions of the first kind, such that the
solutions are regular for » — 0. Inserting these back into Eq. (B.26) we find

C"f>0 E_'/ Cg<0 E
L ——=—\= B.30
Cg>0 E ) le<0 E/7 ( )

where we used the following identities for spherical Bessel functions

1 n ()

Jn() = 3 (J'n—1<w> — Jnra(2) — —) = ) ) = _Wtﬂ

+ jn—l(x)a
(B.31)

2 T x

IThis also motivates the naming for the full solution for the Coulomb potential, with the main difference
between regular and irregular solution being the sign of £p,
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resulting in

gu(r) = c {\/%T Jr(kor) x>0

rj-n-1(kor) k<0

r .n—l k’oT’ K 0
fu(r) =c { In1har) g (B.32)

/B joalkor) L m<0

where ¢ is the global normalization up to a sign, in line with Eq. (5.62).
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Appendix C

Higher-order Charge Densities and Currents in
relation to Charge and Magnetic Form Factors

We want to derive the relation of Eq. (5.6). Taking the cross section for the DWBA of
Eq. (5.84), namely

do 1 mZ Ch do ™as
aQ - 47r22J+1kQZZ’ Huul =55 +49q (C.1)

m,m’ L,M

where we separated charged and magnetic components, as they cleanly separate in the
plane wave limit. Hpy, is defined via Eq. (5.83),

(JM| H |JM;) Z \/;L]; (JM;, LM|JM;) Hy, (C.2)
with the interaction Hamiltonian of Eq. (5.81),
/d3 /d3 1P 7:’)/)e E ( ) —. Hh . pmes, (C.3)
47r f’ 7|
with
pe(F) = —elp,  Jo(7) = —eply T, (C.4)

We can match this to the Born cross section of Eq. (5.1), by inserting plane waves for the
electron wave functions, which are given by

Y = um@)ei(ﬁﬂpot), (0.5)
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such that we get
pelF) = —e uly (K u(B) EF07 0 G(7) = —e ul, (K7 Fum (k) 7 (C.6)

We will separate the calculation for H* and H™? from here on.

C.1 Charge Form Factors from Charge Densities

We can rewrite the interaction Hamiltonian of Eq. (C.3) using the Fourier transform as

R

d3 /d37~’p e / /d3/ @p /d3 /d3/ »(sz
|r_r/| ~an ) g @t 7=

L [ oanenard = [ Laa®S0. e

According to Eq. (C.6) we have

47r (27r)

pe() = —e ul ) (K'Y (k) & EF. (C.8)

For this formula, the spinors are given in the normalization of

— E e ]]. m
wn(F) = (/=A™ (C.9)
2me \ Fim, Xm

with the Pauli spinors x,, as in Eq. (5.40), given by

g e~ gin ¢ .
X+ (67,(25 sin Q) ’ X= ( cos g ) ) X+X+ 17 UkXi :I:Xia (ClO)

From this follows

. [E+m, Txm E Ty
um(k) =\ =5 <sgn<m>Eflnenxm)N Tn%(sgn(m)nxm)’ (C.11)

where we neglect higher terms in m,. We then find

P14 sgn(m)sgn(m )Xy () xm(Bi) = b cos(8),  (C.12)

(Y (F) =
e (R () = 51 -
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where 6 is the angle between k and K. This can be easily verified if EApoints in e, direction
and is in a plane with &/, such that 0(k) = ¢(k) = ¢(k') = 0 and 0(k') := 6. We get

o E Lo
pe(q) = /d3 T (F) = —e — c08(4) G /dgre (k=k'=q)-7

Me

=—e — cos(g)(27r) 5Pk — K — )b (C.13)

m@
and thus

E ) -
H = —2— cos(g)émm/ d?q @5(3)((7— (k' —k))

Me

—(4drag) — cos(g) 40, O (C.14)

—

where we defined §:= K — k and ae = €2/(47). The expectation value between nucleus
states becomes

B cos(§)
O S [ eI IM )| IMy) (€19

E cos(%)
= —C(e]<4 )3/2m67(5mm/

% "M, LMIIM;) / dBr e T, ()Y (7).

(JM;| HM |TM;) = —(4mag)—

where we entered in the second line the definition of p; according to
(IMp(F) |TM;p) = Var S (I My, LMIM) pu(r) i (7). (C.16)
LM

By the means of Eq. (C.2) this defines

o FE cos 0 \/m —iGF N
HL%:—ael(élw)?’/Qme qg )5mm/m dBre L (r)Y 7, (7), (C.17)

and the cross section of Eq. (C.3) becomes

do™ 1 m2 kK 1
— —__e 1
o ToEry e P OP B LY (C18)
m,m’ L,M
k’cos 7 v I ?
= 167« 1E2 ( mgm/ ,> ’m/ o ()Y (7)

=1
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Looking at the last part we have

1 —ig-r * (A
2 \TH [ e oY)
M

1 N
=2 [ [ ) ()P ), (C.19)
AT D
using
x (a ~ 2L+1_  ~
> Vin )i () = == Pu(F 1) (C.20)
M

We may expand the plane waves to separate radial and angular parts according to
F=> @+ 1)ii(ka) Pk - &), (C.21)
1=0

which gives us

2

1 3, —ig7 x (a
Z’\/ﬁ/d re " pr(r)Y iy (F)
=5 [ [ @@ 0 (i i ) B ) P PG

Lll’

! (2l+1)(2l'+1)il/l/drr2pL(r)jl(q7")/d7“/ " pr(r')ju(qr')

47r
Ll
X // dQdQY Pf(g-f)ﬂ(g-f’)Pﬂﬁf’). (C.22)

We can employ

- ~ 4
// d<) dQ/ Pl*((j : TA')Pl/(qA . T’)PL(f . T’I) = %51[/511, (CQB)

which can be proven by using the orthogonality relations for the spherical harmonics in
combination with

S Viul6, 6)Yin (0.6, Bleos(6)) = |/ oYio(6, ), (C.21)

Prleos() = 5777 - 20+ 1

where cos(y) = cos(6) cos(#') + sin(6) sin(#’) cos(¢ — ¢'). We get

2

. (C.25)

T ()Y (7)

dr r? pr(r)i(qr)

> e [
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and the cross section becomes

do k' cos? (£) E? , 2
o 40421%%(4@2; /dT rpr(r)jear) (C.26)
With our conventions k ~ E, k' ~ F' and ¢* ~ 16E* sinA‘(g), which gives
do™® a2 E'cos’(%) 2
— = 4 dr r? ’ C.27
40 AE2 E sin4(g) ZL: ﬂ-/ rr pL(T).]L(qT) ) ( )
such that comparing to the cross section of Eq. (5.1) leads to
ZF @) = 7 [ dre?pu)intar), (29

in accordance with Eq. (5.6).

C.2 Magnetic Form Factors from Charge Currents

Analogously to H™ we write H™2 via the Fourier transforms as

e fo [ IO [T

According to Eq. (C.6) we have

S 1 . e
J.(P) = —e ul (k)Y F, (k) € FFOT (C.30)
(2m)?
Here we find
T 7! 0= 7 E / 'i- ~ = N E —
uy (k)Y Fum (k) = (sgn(m) + sgn(m’)) Xy (Bs)oXm (P1) = —=bm€m,  (C.31)
with
. 1
Em = sgn(m)xjn(ﬁf)(?xm(ﬁi) = | —i sign(m) sing , (C.32)
0

with 6 as before the angle between k and k. This representation is dependent on the
choice of the coordinate system. This result is given for k— K in é, direction and E, K in
the e, x é, plane. One way to confirm this is to calculate é;n for k in e, dlrectlon as we
have done for py, and then rotate the coordinate system by 2 5 — 5, such that k—k points
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in é, direction. We get

- E - )y -
cj') /d3re qr f’) = —e —ém S /dgre (k=k'=q)
m

e

= —¢ —§m(27r)35 Ok =k = @), (C.33)
and thus
E d3q - Am
H™ — 62—5mm,/ o 5¢) E—k))—,
rn [ gyl T~ (B =R o
= (471'0561) ETdm’m/’ (034)

where we defined again ¢:= k' — k and ae = €2/(47). The expectation value between
nucleus states becomes

Eémm/ ->,,—,‘—’
(I E™E | I0M) = (dmaa) o2 [ e TG, (10 (7)1 M) (©3)
2. B Omamt
me ¢

.y V2L + 1 (JM;, LM|JM;)
= 2T+l 2L+l

= ag(47)?

/d3 T (r) gm : YgL’M(f>?

where we used the definition of fL 1, according to
(M) |TMy) = VA Y (IM;, LMITMy) jro ()Y (7).
LM
By means of Eq. (C.2) this defines

3/2E5mm V2J +1 B3r fzqrz ,
m .]LL

H5E = aa(4r)

r) &n-Yipu(#),  (C36)

and the cross section becomes

do ™8 m

1
dQ 2(2n)?

2
e

1
2J+1

K ma
5 |He (C.37)
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Looking at the last part we have

2

T Z Jru(r ) &m YL*L'M(f)

2L +1

1 fl & ! i i i .
T2 2L +1 /d3 /d3 T (r)jLL(r )YLLM(T>YLLM(7') (0.38)

1 &6 e A
3 Z > gt [ / & €T 11 ()77 ()00 ()Y g (7).

L,Mm L/L"#L

In the plane wave born approximation of Eq. (5.1), for elastic scattering only pr, and jrr
contribute. Hence, the terms in the second line, dependent on j; ;. with L # L', may only
contribute going beyond this. Thus, for the matter of matching j;r, we can drop these,
and just consider the first line. For these terms, we can use

-

5 R L R
YLLM(T) = mYLM(T),

ull
I

—i7 X V, (C.39)

which gives us

q- * o —iq-T ‘E *  (n
/dST' —iq- jLL( )YLLM(T) :/d37”6 q ]LL(T)mYLM(T)

— —

rXq i - o
= | &Pr ————e T ()Y (7)), C.40
e i), (€0
using partial integration to act with V on e ™7’
1 2
[ Pre T () En Vi (P C.41
| [t ) &Sty (a1

-3 3 Jar b G B O XN ) o i)

In the coordinate system where ¢ goes in ¢, direction. We have
& - (F X §) = qr(sin 6, sin ¢, + isgn(m) sin g sin 6, cos ¢,)

=z‘qr\/¥<<m<f>+m_l<f>>—sgn( sin (Vi (F) — Yioa (7)), (C42)
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with 7 = (0,, ¢,) and where we inserted the explicit form of the spherical harmonics for
Y141 in the second line. Hence

—Z T X D) G- (FX D)

2w .
= qer/? [(Ylﬂ + Vo) (Y + Y 0) + s1n2§(Y1+1 — Y)Y = Yi)|, (C43)

where we introduced the shorthand notation of Y 11 = Y1 11(7) and Y] 4, = Y1 11 (7). We
find

2

1 A P

‘T—l—l/d TG (r) Sm - Y (7)
q rr’ G ia -

Z / W [ @ s T () (Ve ()

x [(m F Vi) + Y sin?s (Vi = Vi) (W - V)] (C44)

We may use again

47
204+ 1

_ Z (21 + 1)itj, (kx) P, (k#), Py(cos(f)) = Yio(0. ¢), (C.45)

such that we get

2

1 ol - o
‘ﬁ/d - Jrr(r) &m - Yo (7) (C.46)

Z for far e Sy 0

ll’

X YESY;OYL*MYI/,M [(YHl + Yl—l)(Y1+1 + Y1 1)+ sin® (Y1+1 Yl—l)(Y1/+1 Y1/—1) )

such that the angular integrals that need to be performed are

/ AQ (Y41 (6, 6) % Yi1(0, 0))Vio (6, 6) Yiar (6, 6)

/3 L(L+1)
\/ 2(2 +1)(2L + 1) (0r,4+1 — Or,1-1)(Om,—1 £ O 11), (C.47)
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which can be derived using the condition

/ dQ Y21m1 ((97 ¢)Yi2m2 (67 (b)YEQm?) (0’ ¢)

_ \/(211 +1)(20y + 1) (205 + 1) (zl

4
YEM(ev ¢) = (_1)MYL—M<97 ¢>7

with the Wigner-3j symbols given in terms of Clebsch—Gordan coefficients as

(h Iy 13>_( 1)htemms
mp Mg M3 V203 + 1

<llm1; 12m2|13 — m3> 5

and the explicit values for the Clebsch-Gordan coefficients of [235]

L=10+1

L=1-1,

, else

L=1+1

L=1
L=1-1

, else

)
(_1)l+1—L v i/—{__ 1
10,10|L0) = ~—~—{ —\/]
S
\
(12
2
(_1)l+1—L 4+ L
1+1,10[L+1) = ~—2——( V2
< | ) V2l+1 Z—Tl
0
Using
2(51\/{,71 + Onr41) (Onr,—1 £ Onr41) = 20150,
M
we find

1
2 %:m‘\/QLJrl/d
. 20 2
= (1 +sin E)Zm

L>0

NG

21
- (1 in2? =T
L>0
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—iF HJLL( ) Em : ?ELM(f)

2

(6r.041 — Opg1)i™ /dr r2qrii(qr) o (r)

ly I3 Iy
ma

0 0 0

(C.48)

(C.49)

(C.50)

(C.51)

X Z/dr/drl a1 i (qr) v (@) (r) 55 L (r) Oier — 810-1) (Srps1 — dpp—1)

(C.52)



where

S Granr = a0 [ drianian) (v

l

=it [ () Geeatar) + ()
=LY [ A, (©5)
using the identity for spherical Bessel functions

2(Jn-1(2) + Jnia1(2)) = (20 + 1)jn (), (C.54)

such that

2

e T Jrr(r) gm : ?L*LM(’F)

1 1
= - | &

1 _ N ?
= 47r§(1 + sin®%) Z /dr r251(qr)ie(r)| (C.55)
L>0
and the cross section becomes
do s K (4m)2 1 , L ?
o - 4agIE2E7§(1 + stg) Lz;o /dr r251(qr)jon(r)]|
2 / 2(6 2
ag L' cos (5) 1 26 / 2. .

= — — 4+ tan“% 4 d C.56

where we used again k ~ E, k' ~ E' and ¢* ~ 16E* sin*(£). Comparing to Eq. (5.1) then
results in

Fp™(q) = 47T/d7“ 2 u(qr)joe(r), (C.57)

in accordance with Eq. (5.6).

152



Appendix

Further Documentation and Tables for the
Charge Density Extractions

D.1 Documentation of the intermediate Steps of the
Fitting Strategy

For each nucleus we show the reduced x? and electron scattering cross sections after steps
1 and 2 in Sec. 6.1, excluding fits based on the p-value (pya), see Figs. D.1-D.3. One sees
how with the chosen limits all remaining fits describe the data points reasonably well,
while beyond the data points the shape of the cross section becomes largely unconstrained.
In particular for %48Ca a quite large set of reasonable fits can be selected with a wide
range of R and N combinations, reflecting the high quality of the data without any
major inconsistencies. For the other nuclei, the data situation is markedly worse, which is
reflected by the smaller set of reasonable fits that could be found.

Next, we show the resulting charge density, form factor, and reduced y? values after steps
3 and 4, either with or without the inclusion of the corresponding Barrett moment. Here
we again exclude fits based on the p-value, but, in addition, remove fits based on their
asymptotic behavior. The results are shown in Figs. D.4-D.8. As one can see, the limiting
asymptotic behavior is crucial to suppress an extreme increase in the form factor for large
momentum transfer, which otherwise results in extreme variations in the charge density for
r — 0. The remaining solutions are the foundation for the central solutions and systematic
uncertainty bands as presented in Sec. 6.2.

On a more general note, one can see that the limiting factor in precision is generally the
highest measured momentum transfer, as beyond this point without further external input
the fit remains largely unconstrained. This then results in uncertainties for small and large
distances. In particular for 4*8Ca, for which we observe significant tension between the
input from muonic atoms in terms of Barrett moments and the pure electron scattering

IThis appendix was published as part of Ref. [2].
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40Ca 48Ca
10°

1071

7

1072 N
[ N\
\ .

1074 A N
107 ‘
= = \
w w
~ ~
£ £
= =
a \ g 10°
° 10—-7 °
3 3
3 \\ 3
1078
10~° \J AN
—— vetoed —— vetoed
—— 100 MeV 10| — 100 Mev
—11] 1010 1
107 1 —— 210 MeV —— 210 MeV
—— 320 MeV —— 320 MeV
—— 400 MeV —— 502 MeV
§ data § data
10713 1 . . . : . 10712 .‘
40 50 60 70 80 90 100 110 120 30 40 50 60 70 80 90
6 [deg] 6 [deg]
0Ca BCa
R\N, 3 4 5 6 7 8 9 10 11 12 13 14 RN, 3 4 5 6 7 8 9 10 11 12 13
6.00 1257 274 258 208 83 6.1 5.1 6.00 749 130 121 55 22 18 16
6.25 120 99 95 51 21 18 17 625 1182 36 28 22 14 13 13
6.50 306 68 45 33 18 18 12 6.50 14013 13 12 12 12 12
6.75 62.0 40 27 23 12 11 11 6.75 69 20 12 12 12 12 12
7.00 720 41 23 16 11 11 11 7.00 210 23 L1 12 12 12 12
7.25 27 27 13 11 11 11 11 7.25 19 12 1.2 1.2 1.2 12 1.2
7.50 131 36 1.1 11 11 11 11 7.50 15 15 12 12 12 12 12
7.75 208 45 12 L1 L1 L1 11 7.75 34021 12 12 12 12 12
8.00 41 18 12 11 11 11 11 8.00 87022 12 12 12 11 12
8.25 28 28 12 11 11 11 11 8.25 20 13 12 11 11 11 12
8.50 87 37 11 11 11 11 11 8.50 19 18 L1 11 11 11 12
8.75 196 45 13 11 11 11 11 8.75 20 22 11 11 11 11 12
9.00 4119 11 11 11 1112 9.00 56 23 11 11 11 11 12
9.25 28 27 L1 L1 12 11 11 9.25 20 13 12 12 11 12 12
9.50 6.6 37 12 12 12 11 12 9.50 19 18 11 1.2 11 12 12
9.75 11.8 80 81 80 7.6 76 7.7 9.75 73 68 56 56 55 55 5.6

Figure D.1: Steps 1 and 2 of the fits for “°Ca and **Ca. The plots show the cross-section
data and the fit solutions, while the accompanying tables show the x?/dof (dof = 65— N,,).
Solutions in gray are excluded for py. < 15% for “°Ca and pya < 12% for **Ca.
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48Ti SOTi

100 + 100

10-1 \ |
\\\\ 1024\
1072
\ \ N
= \ \ e 10—4 T.
2 1072 g
£ £
g g
s 104 s\ | s
. 10—6 . W N SR E—
103 ‘
—— vetoed
—— 149.5 MeV \ 107° \
10-6 4 —— 199.5 MeV —— vetoed
—— 174.5 MeV —— 198.0 MeV
—— 249.5 MeV | — 299.5 MeV
§ data § data
1077 T T 10710 L T f T . t
30 40 50 60 70 80 90 30 40 50 60 70 80 90 100 110
0 [deg] 6 [deg]
48Ti 50§
R\N, 2 3 4 5 6 7 8 9
R\N 3 4 5 6 7 8 9 625 4.9 3.6 2.6 1.9 1.7
* 6.50 1107 56.6
6.75 97 18 18 17 17
850 119.7 1175 1022 99.8 101.8 105.9 co e
7.25 49 16 L7 LT 17
875 322 18 17 14 14 15 R
9.00 1.9 1.7 1.4 1.5 1.5 1.6 75 S e e T
8.00 7.7 1.6 1.6 1.7 1.6
9.25 1.8 1.7 14 15 15 1.6  s» 89 16 42 16 16
8.50 61 17 16 16 16
9.50 1.7 1.7 1.4 1.5 1.5 1.6 8.75 57 24 16 17 15
9.75 26 1.8 15 15 15 1.6 g e
. . 9.50 83 15 15 15 15
10.00 79 26 20 20 21 22 e
10.25 37.4 18.0 16.6 17.2 18.0 18.8 1322 L0 {i ("‘ .

Figure D.2: Steps 1 and 2 of the fits for *Ti and °Ti. The plots show the cross-section
data and the fit solutions, while the accompanying tables show the x?/dof (dof = 28 — N,
for *¥Ti, dof = 57 — N, for ®°Ti). Solutions in gray are excluded for py, < 3% for *Ti
and pya < 0.5% for °7Tj.
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27TAl (L=0)

1071
103
105 T
— RN, 2 3 4 5 6 7T 8 9 10
Né 550 744 760 T34 717 708 708 728
= 1077 575 1222 749 723 708 70.1 69.8 71.3
g 600 934 20 20 20 20 21 21
3 625 1492 21 21 20 21 21 21
650 2015 31 21 20 20 21 21
10-° 6.75 66 21 20 20 21 21 22
7.00 170 20 20 20 21 21 22
7.25 13 20 20 20 21 21 22
750 82 21 20 20 21 21 22
g 7.75 1328 28 21 20 19 19 19
—— vetoed 8.00 51 21 19 18 19 19 20
— 250 MeV 8.25 125 291 212 166 143 136 13.0
? ZZ&MGV 8.50 431 163 111 104 95 90 89
— | = 8.75 612 119 109 100 99 99 100

30 40 50 60 70 80 90 100 110

Figure D.3: Steps 1 and 2 of the fits for 2’Al. The plot shows the cross-section data and
the fit solutions, while the table shows the x?/dof (dof = 48 — N,). Solutions in gray are
excluded for pyy < 107°.

data, one sees that the fits including the Barrett moments modify the tail of the charge
density to increase the value of the charge radius. In these cases, the charge density first
decreases in a similar fashion as without the additional constraint, but then hovers just
slightly above zero until the larger charge radius is reached. In this way, the shape of the
charge density is not altered significantly, at least not in a way that would contradict the
measured cross sections or any of the other constraints we imposed, while at the same
time adjusting integrated quantities such as the charge radius or the Barrett moment.
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40y 484
0.09 0.09
‘ 0.0002 0.0002 ‘
0.08 1 : -0.0001 1 \h 0.08 1-0.0001 i
0.0000 - 0.0000
0.07 1 ‘ 0.07 1 ‘ |
~0.0001 ~0.0001
0.06 =0.000 T T — 0.06 7 =0.000 ! =
_ \ 7 8 9 10 _ \ 6 7 8 9 10
:E 0.05 TE 0.05
E 0.04 A E 0.04 A
0.03 4 0.03 4
0.02 \ 0.02 \
0.01 1 —— vetoed fits 0.01 1 —— vetoed fits
—— remaining fits ¥ —— remaining fits \
0.00 T T T 0.00 T T T
0 2 4 6 8 10 0 2 4 6 8 10
r[fm] r[fm]
40ca 48Ca
10° 100
107t 107t
1o N\ 1o N\
10°3 Y 103 ‘
= =
w w
1074 107*
I
107 107
\
1064 — vetoed fits 10764 — vetoed fits f" ' 1' s
—— remaining fits —— remaining fits l 'lv,‘ A e
ol — asymptotlic Jimit . Y L— asymptotlic Jimit . “ ‘“‘ | ,l‘ 1)
0 200 400 0 200 400
q [MeV] q [MeV]
100, 4BCa
R\N, 7 8 9 10 11 12 13 R\N, 6 7 8 9 10 11 12 13
6.50 1.416 6.50 1.168  1.177  1.197
6.75 1.153  1.109 1.129 6.75 1.135 1.154 1.162 1.167 1.186
7.00 1.101  1.077  1.096 7.00 1.124  1.140 1.155 1.163  1.183
7.25 1.071  1.082 1.099 1.119 7.25 1.145 1.154 1.168 1.186 1.206
7.50 1.107 1.085 1.087 1.101  1.121 7.50 1.155 1.152 1.164 1.185 1.206
7.75 1.123 1.085 1.103 1.117 7.75 1.140 1.155 1.164  1.185  1.206
8.00 1.087 1.104 1.120 1.141 8.00 1171 1.167 1.167  1.181  1.205
8.25 1.140 1.096 1.105 1.121  1.139 8.25 1.180 1.172  1.181 1.203 1.224
8.50 1.107 1.111 1128 1.119 1.137 8.50 1.137 1.152 1.168 1.189 1.211
8.75 1.135 1.113 1.113  1.131 8.75 1.162 1.149 1.169 1.187 1.209
9.00 1.139 1.122 1.107 1.127 1148 9.00 1.244 1151 1.170 1.188 1.210
9.25 1.208 1.150 1.135 1.149 1.171 9.25 1.189  1.190 1.206  1.228  1.252
9.50 1.196  1.186 9.50 1.192  1.212 1.219 1.241 1.264

Figure D.4: Resulting charge densities and form factors after steps
8Ca. The tables show x?/dof (dof = 65+ 1 — N,). Solutions in gray are excluded for

Pval < 17% for *Ca and pya < 12% for *¥Ca or when violating the asymptotic limit
(indicated in red).
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750 1992 1936 1.672 1.671 1.701 7.50 1.679 1.502 1.516 1.537 1.565
7.75 1.611 1.632 1.623 1.648 7.75 1.535 1.472 1497 1.521 1.547
8.00 1.612  1.594 1.622 1.651 8.00 1.453  1.476 1489 1.514 1.541
8.25 1.580 1.599 1.571 1.599 1.628 8.25 1.463 1486 1.508 1.535 1.563
8.50 1.608 1.601 1.550 1.576 1.604 8.50 1.460 1.485 1.500  1.527  1.554
8.75 1.867 1.530 1.553 1.579 8.75 1.459 1481 1.498 1.522 1.544
9.00 1.862  1.505 1.531 1.551  1.577 9.00 1.540 1.481 1.481 1.505 1.528
9.25 1.453 1.459 1.485 1.510 1.528 9.25 1.474  1.454 1472 1492 1511
9.50 1.533  1.488 9.50 1.407  1.422 1446 1472 1485

Figure D.5: Same as Fig. D.4, but including the Barrett moment as an additional
constraint. The tables show x?/dof (dof = 65+ 1+1— N,). Solutions in gray are excluded
for puar < 0.3% for *°Ca and pya < 0.25% for *Ca or when violating the asymptotic limit
(indicated in red).
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—— vetoed fits —— remaining fits
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10 0 2(I)O 460 660 860 10’00 10 0 260 460 660 860 1000
q [MeV] q [MeV]
4875 50T
8.50 1.627
8.75 1.6569 1.729 1.809
8.75 1.606
9.00 1.623 1.694 1.737
9.00 1.584 1.617
9.25 1587 1.659 1.716 1.792 9.95 1532 1562 1.594
950 1.565 1.625 1.669 1.747 950 1486 1514 1543 1.574
9.75 1.568 1.598 1.639 1.721 9.75 1.500 1.528 1.557

Figure D.6: Resulting charge densities and form factors after steps 3 and 4 for *Ti and
OTi. The tables show x?/dof (dof = 28 + 1 — N, for **Ti, dof = 57+ 1 — N, for *°Ti).
Solutions in gray are excluded for py < 1% for *Ti and py. < 0.1% for *°Ti or when
violating the asymptotic limit (indicated in red).
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—— vetoed fits —— vetoed fits
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10 0 2(I)0 460 660 860 10’00 10 0 260 460 660 860 1000
q [MeV] q [MeV]
485 50T
R\N, 6 T 8 9 RN, 6 7 8 9
8.50 1.601
8.75 1.601 1.657 1.727
8.75 1.575
9.00 1.556 1.621 1.693 1.742
7 9.00 1.562 1.591
9.25 1532 1.596 1.640 1.718 995 1526 1556 1.584
9.50 1.530 1.581 1.652 1.722 9.50 1500 1527 1.556 1.582
9.75 1.542 1.576 1.633 9.75 1.538 1.560 1.586

Figure D.7: Same as Fig. D.6, but including the Barrett moment as an additional constraint.
The tables show x?/dof (dof = 28 + 1+ 1 — N, for Ti, dof = 57+ 1 + 1 — N, for 5°Ti).
Solutions in gray are excluded for py. < 0.25% for 8Ti and py < 0.1% for °Ti or when
violating the asymptotic limit (indicated in red).
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009 ‘ 0.0002 ‘ 009 0.0002
0.08 = 0.0001 \ 0.08 0.0001
0.0000 0.0000
0.07 1 0.07 [
Vi ~0.0001 ~0.0001
0.06 4 =0.0002 T T 0.06 1 =0.0002
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E 0.05 4 E 0.05 4
< 0.04 < 0.04
Q. \ Q.
0.03 \ 0.03
0.02 \ 0.02 \
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—— vetoed fits —— remaining fits
0.00 T 0.00 T
0 2 4 6 8 10 0 2 4 6 8 10
r[fm] r[fm]
27A] (w/o Barrett) 27pl (w/ Barrett)
10° 10°
1071y 107
1072 1072 v
1072 1073 ¥ %
c c
w w
1074 4 107
107° 107°
1064 — remaining fits 1064 — vetoed fits
—— vetoed fits —— remaining fits
—— asymptotic limit —— asymptotic limit
1077 T T 1 1077 T T T T N
0 200 400 1000 0 200 400 600 800 1000
q [MeV] q [MeV]
2TAl (w/o Barrett) 2TAl (w/ Barrett)
R\N, 3 4 5 6 7 8 9 10 R\N, 3 4 5 6 7 8 9 10
6.00 1.951 1.994 1.994 2.031 2079 2130 6.00 3.764 2.660 2.536 2.575
6.25 2103 2.019 2013 2032 2080 2.129 6.25 2504 2496 2.477 2.496
6.50 2.026  2.032 2039 2081 2131 6.50 2.398  2.429 2.441
6.75 2.021 2.048 2.054 2.084 2133 2.186 6.75 2.344 2394 2.403 2.567
7.00 2.013 2.059 2.070 2.067 2117 2169 7.00 2314 2365  2.370 2.534
7.25 2113 2.069 2.092 2.110 2.108 2.161 7.25 2.310  2.344 2334 2471
7.50 2,544 2.080 2104 2131 2.183 2.238 7.50 2.530  2.322  2.289 2417
7.75 2175 2109 2149 2196 2.251 7.75 2291 2230 2.320
8.00 2237 2121 2154 2180 2207  2.263 8.00 2214 2.158 2.204  2.259

Figure D.8: Resulting charge densities and form factors after steps 3 and 4 for 27Al with
and without Barrett moment. The tables show x?/dof (dof = 48 + 1 — N, without Barrett
moment, dof =48 + 1+ 1 — N, wit Barrett moment). Solutions in gray are excluded
for pya < 1072 for fits without Barrett moment and py, < 3 x 107 for fits with Barrett
moment or when violating the asymptotic limit (indicated in red).
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Figure D.9: Data of Ref. [181] for the differential-cross-section differences D, p off target
nuclei A and B (normalized to the sum).

D.1.1 Remarks on %%°°Ti Data

Using the data of Ref. [181], we attempted to also extract charge densities for both 6Ti
and °°Ti. However, ultimately we had to conclude that at least for *6Ti inconsistencies in
this data set were so severe that no meaningful charge distribution could be determined.
Since the situation for °°Ti was still significantly better than for °Ti, we included these
results in this work, with the caveat that not all systematic tensions might be fully reflected
by our uncertainty estimates. In Fig. D.9 we reproduce the original data from Ref. [181],
illustrating the inconsistencies alluded to above. In particular, for Dyg 43 there exist two
(supposedly) identical measurements at 299.5 MeV and 76°, which are inconsistent at
> 1.50. Furthermore, the measurements at 299.5 MeV do not convey a clear structure
that our fit could be expected to describe, as measurements very close in angular distance
can deviate drastically.

Moreover, the extracted charge density of *Ti, necessary as input to calculate the cross
sections of 4%59Ti, by itself is already afflicted with sizable uncertainties, which need to be
propagated into the fit. Despite the large absolute value of these propagated uncertainties,
surpassing the direct statistical ones, due to the strong correlations among cross sections at
different angles, the direct statistical uncertainties appear to dominate the fit. This results
in a fit with artificially small uncertainties, which are also not sufficiently enhanced by
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scale factors. Comparing uncertainties from “*Ti and °°Ti, it should be expected that the
precision with which #®Ti can be extracted serves as a rough upper limit for the precision
that can be achieved for ¢59Ti. This condition is, however, only approximately fulfilled
for 5°Ti, and strongly violated for 6Ti. Finally, the p-value for the best fits for “6Ti was at
the 107° level, while for ®*Ti we could reach p-values above 1%. This led to the conclusion
that even if we could scale errors to better reflect the intrinsic uncertainties, for “°Ti we
did not see a way to extract meaningful information beyond the *8Ti charge density, while
for 59T the separate fits should still encode useful information.

D.2 Fourier-Bessel Parameter Sets

We tabulate the parameters for all our charge densities including statistic and systematic
uncertainties as well as their correlations. All values listed here are also available in
the supplementary python notebook of Ref. [2|. We list the x; parameters including a
statistical as well as an upper and lower systematic bound. The upper and lower bounds
hereby refer to the side of the error band of the charge density they parameterize and
do not necessarily refer to a direction in which the parameter itself may deviate. For
easy accessibility, we also list the a; parameters with a single uncertainty, defined by the
combination of the individual components. We list these parameters in Tables D.1-D.3,
with the corresponding correlations provided in Tables D.4-D.6. Note that by construction
all uncertainty components of the x; have the same correlation, which would however not
be the case anymore if we quoted individual uncertainty components for the a;.
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4OCa

=}

w/o Barrett w/ Barrett
n Qp, Tp an Tn
1 0.052028(85)  0.66089(36)(F27) 0.0313412(76)  0.73243(11)(*)
2 0.05896(30)  0.46506(57)(*19)  0.058045(48)  0.08136(60)(+4))
3 —0.01332(18)  0.41163(34)(*30)  0.022084(92)  0.64635(87)(*19)
4 —0.02320(15)  0.66804(53)(*33)  —0.019018(69)  0.80501(76)(* 1)
D 0.003893(49) 0.54160(33)(F32%)  —0.017467(65)  0.15359(83) (%)
6 0.00770(20)  0.40127(65)("23°)  0.000966(57)  0.47675(68)(_15)
7 0.001045(35) 0.51564(53)(*0)  0.007210(48)  0.70235(89)(+100)
8 —0.00075(20)  0.4977(12)(*29) 0.003362(68)  0.39217(90)(_52,)
9 0.00012(12) —0.000043(39)  0.49845(98)(%8,)
10 —0.00057(12)  0.4976(13)(*2)
11 0.000055(54)

4SCa

w/o Barrett w/ Barrett
n Qp, Tp an Tn
1 0.060470(58)  0.63198(35)(F37) 0.029287(26)  0.74113(12)(*2))
2 0.05005(18)  0.55505(20)(*2%)  0.056123(56)  0.03046(35)( L0
3 —0.03108(18)  0.41244(47)(*9)  0.02222(17)  0.66040(67)(*2%)
4 —0.01544(14)  0.53997(33)(*3)  —0.021143(69)  0.86326(61)(+0)
D 0.012265(89) 0.56299(54)(T19)  —0.02059(36) 0.06244(47)(F4%9)
6 0.00493(20)  0.5151(11)(*19) 0.000919(48)  0.47604(74)(F139)
7 —0.00125(16) 0.009187(36)  0.7793(11)(*9)
8 0.00448(32)  0.3571(10)(*9)
9 —0.00019(75)  0.46486(86)(*0)
1

—0.000809(20)

Table D.1: FB parameters for “°Ca and **Ca.
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48Ti

w /o Barrett w/ Barrett
n an In aTL In
1 0.03166(28) 0.7351(20)(*Y)  0.03392(20)  0.72798(19)(_%%,)
2 0.0579(10)  0.1043(51)(%%)  0.05913(54)  0.1639(19)(*2)
3 0.01966(48) 0.5576(28)(*2)  0.01547(77)  0.4950(26)(*9)
4 —0.0232(24)  0.8333(46)(*100)  —0.02550(92)  0.8333(43)(*+160)
5 —0.0178(31)  0.2312(58)(*%0)  —0.0152(17)  0.3217(51)(+350)
6 0.0011(51) 0.395(14)(Y19)  0.0029(37)  0.406(23)(*%)
7 0.0038(58) 0.0037(37)

507

w/o Barrett w/ Barrett
n Qp, Tn (07% Tn
1 0.03168(15) 0.7356(11)(*2))  0.031816(31) 0.73837(17)(*%)
2 0.05810(58) 0.1008(38)(*%)  0.05854(30)  0.0933(25)(*)
3 0.01934(46) 0.5497(27)(*2)  0.01935(48)  0.5518(29)(*2)
4 —0.02511(53) 0.8681(30)(*%) —0.02471(41)  0.8612(38)(*2)
5 —0.01908(25) 0.2008(58)(*0)  —0.01882(57)  0.2090(61)(+160)
6 0.00245(64) 0.3552(73)(*19)  0.00243(96)  0.3692(70)(+310)
7 0.00524(57) 0.0047(13)

Table D.2: FB parameters for ¥Ti and *°Ti.

2741

w/o Barrett w/ Barrett
n an xn aTL xn
1 0.06189(74) 0.6386(17)(*2%)  0.03125(11) 0.73357(22)(_%2,)
2 0.0531(25)  0.5427(10)(*20)  0.05727(73) 0.1042(12)(_2)
3 0.0212(33)  0.3895(17)(*30)  0.02301(71) 0.6235(14)(30)
4 —0.0164(55) —0.01565(49)  0.7163(19)(*9)
5 —0.0163(11)  0.2457(19)(*+210)
6 —0.0039(26)  0.4723(19)(+320)
7 0.0010(19)

Table D.3: FB parameters for 27Al.
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40Ca; w/o Barrett

a;\x; 1 2 3 4 5 6 7 8
1 1.000 —-0.933 -0.560 0.777 0.202 —0.460  0.023 0.295 -
2 0.984 1.000 0.683 —0.765 —0.284 0.338 —0.087 —0.153 -
3 —0.839 —0.751 1.000 —0.755 —0.434 0.005 —0.247 0.194 -
4 —0.746 —0.776  0.699 1.000 0.138  —0.466 —0.015 0.255 -
b) 0.202 0.245 —0.153 —-0.252 1.000 —0.138 0.020 —0.017 -
6 0.460 0.409 —-0.426 —-0.329 0.138 1.000 —0.041 —0.369 -
7 0.023 0.055 —0.013 —0.077  0.020 0.041 1.000 —0.211 -
8 —0.407 —0.380  0.369 0.327 —-0.232 —0.915 —0.272  1.000 -
9 -0.295 —0.231  0.293 0.110 0.017  —0.369 0.211 0.264  1.000
40Ca; w/ Barrett
a;\z; 1 2 3 4 5 6 7 8 9 10
1 1.000 —-0.376 —0.217 0.054 —0.180 0.063 0.083 0.051 0.110 0.340
2 0.420 1.000 —-0.622 —-0.294 0496 —-0.180 —0.320 —-0.178 —0.485 —0.243 -
3 —-0.233  0.703 1.000 -0.278 —-0.371 -0.074 0.011 0.050 0.297 0.092 -
4 —-0.054 —-0.291  0.079 1.000 —0.409 0.171 0.302 0.215 0.237  —0.078 -
5 —-0.189 —-0.431 -0.352 0.397 1.000 -0.173 —-0.191 -0.352 —0.403 —0.027 -
6 —-0.063 —0.180 —0.009 0.171 0.107 1.000 —-0.010 —-0.053 —0.018 —0.139 -
7 0.083 0.318 0.117 —-0.302 -0.134 0.010 1.000 —-0.022  0.337 0.372 -
8 —-0.061 —-0.177 —-0.094 0.215 0.330 —0.053  0.022 1.000 0.046  —0.046 -
9 0.110 0.480 0.368  —0.237 —-0.360 0.018 0.337  —0.046  1.000 0.280 -
10 0.036 —-0.499 -0.714 -—-0.250 0.182 —-0.368 —0.093 —-0.237 -—-0.322  1.000 -
11 —-0.340 —-0.255 —-0.078 -—0.078 0.023 —0.139 -0.372 —0.046 —0.280 0.253  1.000
48Ca; w/o Barrett
ai\xi 1 2 3 4 5 6
1 1.000 0.776  —0.775  0.625 0.443  0.071 -
2 0.975 1.000 —0.714  0.608 0.426  0.129 -
3 —0.828 —0.731 1.000 —0.534 —0.344 0.021 -
4 —-0.672 —0.662 0.759 1.000 0.492  0.216 -
5 0.099 0.159  —0.226 —0.098 1.000 0.295 -
6 0.374 0.296 —0.242 —0.340 —0.282 1.000 -
7 —0.071 —0.043  0.028 0.082 0.048  0.202 1.000
48(Ca; w/ Barrett
a;\z; 1 2 3 4 ) 6 7 8 9
1 1.000 —-0.453 —-0.157 —-0.352 —0.088 0.005 —0.350 0.141 0.059 -
2 0.499 1.000 —0.466  0.247 0.172 —0.309 0.48  —0.344 —0.151 -
3 —0.465  0.345 1.000 —0.513 —0.350 0.128 —0.414  0.287 0.224 -
4 0.547 0.338 0.226 1.000 0.031 —0.273 0479 —0.368 —0.167 -
) —-0.123 —-0.188 —0.262 —0.214  1.000 0.158 0.042 0.020  —0.066 -
6 —-0.006 -0.301 -0.168 —0.133 —0.161 1.000 —-0.310 0.369 0.078 -
7 —0.350 —0.493 -0.266 —0.519 0.064 0.310 1.000 —0.499 —0.083 -
8 0.433 0.089 —0.219 0.429 0.701  —0.107 —0.238  1.000 0.046 -
9 —-0.443 —0.131 0.187 —0.461 —0.692 0.153 0.299 —0.991  1.000 -
10 0.059 0.150 0.176 0.188 —0.0714 —0.078 —0.083 0.067 —0.051 1.000

Table D.4: Correlations for *°Ca
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48T4; w/o Barrett
ai\:vi 1 2 3 4 5 6

1 1.000 -0.932 0.096 —-0.429 0.151 —0.075 -
0.947 1.000 —-0.235 0423 —-0.285 —0.038 -
—-0.272  0.025 1.000 -0.660 0.196 —0.127 -
0.444 0.427 0.162 1.000 —-0.389 —0.004 -
0.211 0.333 0.371 0.551 1.000 0.303
—-0.060 -0.112 -0.206 —-0.397 —0.004 1.000 -

0.075  —-0.025 —-0.174 0.017 —0.288 0.695 1.000

N O Uk W N

48Ti; w/ Barrett

1 1.000 -0.424 0.021 -0.037  0.089 0.098 -
0.614 1.000 -0.271 0.108 —0.324 —0.382 -
—0.696  0.119 1.000 —-0.708 0.159  —0.251 -
0.205 0.093 —-0.035 1.000 —-0.266 —0.029 -
—-0.143  0.287 0.460 0.336 1.000 0.169 -
0.289 —-0.138 —-0.449 —-0.061 0.053 1.000 -
-0.098 -0.357 —0.120 0.026 —0.219 0.752  1.000

N O U W N

%0Ti; w/o Barrett
ai\:vi 1 2 3 4 5 6

1 1.000 —0.846 0.158 —0.262  0.040 0.402 -
0.875 1.000 —0.540  0.060 0.117  —0.281 -
—-0.166  0.314 1.000 —-0.242 -0.165 —0.042 -
0.310 0.095 —-0.214 1.000 —0.522 -0.032 -
—-0.121 -0.109  0.076 0.573 1.000 0.027 -
0.091 —-0.155 —=0.572 —0.307 —0.362  1.000 -
—-0.402 -0.298 0.182 —0.066  0.120 0.329  1.000

N O Uk W N

°0Ty; w/ Barrett

1 1.000 —0.460 0.207 0.076  —0.077 —0.082 -
0.489 1.000 -0.746 —0.321 0.313 0.389 -
0.159 0.887 1.000 —-0.195 -0.253 —0.215 -

—-0.056 —0.355 —0.115 1.000 —0.470 —0.229 -

—-0.106 —0.256 —0.238  0.477 1.000 0.236 -
0.130 0.019 -0.079 —-0.085 0.337 1.000 -
0.082 0.385 0.332 —-0.253 -0.200 0.714 1.000

N O U W N

Table D.5: Correlations for *®Ti and *°Ti for z; (upper triangle) and a; (lower triangle).
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2TAl; w/o Barrett

1 1.000 0.655  —0.202 -
0.961 1.000 0.235 -
—-0.595 —0.570  1.000 -
—-0.202 -0.328 0.800  1.000

=N

2TAL; w/ Barrett

1 1.000 -0.335 -0.052 0.017 -0.010 —0.001 -
0.391 1.000 —-0.460 —-0.323 —0.205 —0.031 -
—0.209  0.787 1.000 —-0.033 0.397 —0.127 -
0.221 -0.766 —0.861 1.000 —0.020  0.586 -
—0.106  0.463 0.595 —0.471 1.000 —0.088 -
0.176  —0.449 —0.467 0.704 0.172 1.000 -
0.001  —-0.030 0.011 0.184 0.072 0.586  1.000

N O U W N

Table D.6: Correlations for 2?Al for z; (upper triangle) and a; (lower triangle).

D.3 Data Tables

Due to the complications of retrieving the original cross sections, we tabulate in this
appendix the data we used in our analysis. Tab. D.7 shows the data for calcium, Tab. D.8
the data for titanium, and Tab. D.9 the data for aluminum.
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400, 48y

E [MeV] 6 |deg] do/dQy  (stat) (sys) [fm?/st] E [MeV] 6 [deg] do/dQ  (stat) (sys) |[fm?®/st]
100 10 8698 (74) (107) x 107 100 10 8694 (75) (97) x 107!
45 4673 (40)  (58) x 107! 45 4636 (40) (52) x 107
50 2.542 (17)  (31) x 107! 50 2.515 (17)  (28) x 107!
55 1462 (13)  (18) x 107! 55 L4l (12)  (16) x 107
60 8317 (58) (103) x 102 60 8220 (57) (92) x 1072
65 4873 (34)  (60) x 1072 65 4828  (33) (54) x 1072
70 2840 (20) (35) x 1072 70 2783 (19) (31) x 1072
75 1679 (1) (21) x 1072 75 1645 (11) (18) x 1072
80 9856 (67) (122) x 10°° 80 9552 (65) (106) x 1073
85 5846 (40) (12) x 107 85 5635 (37) (63) x 107
90 3433 (20) (42) x 1073 90 3266 (26) (36) x 1073
95 2007 (14) (25) x 107 95 1888 (13) (21) x 1073
100 1173 (10)  (14) x 107 100 1.081 (9) (12) x 107
105 6776 (58) (84) x 107* 105 6170 (52) (69) x 10~
110 3897 (33) (48) x 107 110 3480  (29) (39) x 107
115 2223 (19) (27) x 1074 115 1945 (17)  (22) x 107
210 15 7703 (73) (182) x 1073 210 15 7138 (67) (156) x 1073
50 1976 (18) (47) x 107 50 1707 (16) (37) x 107
525 9434 (85) (223) x 107 525 7744 (72) (170) x 107t
55 4274 (39) (101) x 107! 55 3312 (31) (73) x 107
575 1847 (17)  (44) x 107 575 1401 (13)  (31) x 107
60 8203 (77) (196) x 1075 60 6975  (65) (153) x 107
625 4571 (39) (108) x 107 625 5034 (42) (110) x 107
65 3644 (31) (36) x 107 65 5085 (41) (111) x 107
67.5 3509 (31) (85) x 1070 67.5 5437 (43) (119) x 1079
7 3731 (32)  (88) x 1070 70 5599 (45) (123) x 107
725 3675 (32)  (87) x 107° 725 5352 (43) (117) x 107
75 3468 (20) (82) x 107 75 1904 (39) (107) x 107
80 2658 (22) (63) x 1070 80 3565  (28) (78) x 1079
85 1748 (15) (1) x 107 85 2219 (17)  (49) x 107
90 9.997  (90) (236) x 10°° 90 1210 (10) (26) x 107
95 5250 (52) (124) x 107 95 6124 (59) (134) x 107
100 2565 (28) (61) x 1076 100 2732 (27)  (60) x 1076
320 45 9678 (93) (267) x 1070 320 45 1450 (14)  (39) x 107
50 7.860  (76) (217) x 1070 50 1076 (10)  (20) x 107
55 3.872 (38) (107) x 107° 55 4.837 (46) (130) x 107°
60 1339 (13) (37) x 107 60 1512 (15) (41) x 107
65 3056  (32) (84) x 1076 65 2866 (30) (77) x 107
675 1206 (14) (33) x 1076 675 9757 (108) (262) x 1077
70 398  (58) (110) x 1077 70 2618 (39) (70) x 1077
72 1449 (27)  (40) x 1077 72 1137 (20) (31) x 1077

7 6.653  (136) (184) x 10°® 74 1182 (26) (32) x 107
76 6423 (133) (177) x 108 76 1732 (34)  (47) x 1077
78 8751 (157) (242) x 1078 78 2232 (39) (60) x 1077
80 1133 (14) (31) x 1077 80 2513 (48) (68) x 107
85 1218 (22) (34) x 1077 85 2139 (37)  (58) x 1077
90 0064 (172) (250) x 10% 90 1385 (26) (37) x 1077
95 4596 (123) (127) x 1078 95 6482 (169) (174) x 107
1000 63.528 2240 (79) (55) x 1077 502 38 3321 (114) (56) x 1075
66.196 2110 (75) (52) x 1077 40 1183 (41)  (20) x 10°°
68.882 1740 (62) (43) x 1077 42 2759 (111)  (46) x 1076
71588 1200 (48) (30) x 1077 44 1614 (188) (78) x 1077
74.316 6.640  (281) (163) x 10°¢ 146 3797 (173)  (64) x 1077
77.067 3940 (139)  (97) x 10°® 48 6558  (289) (110) x 1077
79.845 1750 (62) (43) x 10°* 50 7631 (208) (128) x 1077
82.65 7110 (360) (175) x 107 52 658  (253) (111) x 1077
85.485 2480 (151) (61) x 1079 54 1972 (186) (84) x 1077
88.355 7210 (488) (177) x 10710 56 3040 (111)  (51) x 1077
91.189 L7710 (191)  (44) x 10710 60 7259 (408) (122) x 1078
95.671 6.680  (660) (164) x 10 64 1102 81) (19) x 10°¢
98.72 7.330  (977) (180) x 1071 68 9021  (2049) (167) x 1071
103.398 8280  (842) (204) x 107 73 6231 (1342) (105) x 10710
109.758 3570 (434)  (88) x 10711 75 5457 (966) (92) x 10710
116.507 8.360 (2154) (206) x 107'? 78 3.607 (681)  (61) x 1071
123.719 5110 (2991) (126) x 1071 86 1217 (865) (20) x 1071

Table D.7: Electron scattering off “°Ca and ®Ca cross-section data from Ref. [175]. The
400* MeV data for *°Ca are adjusted (initially measured at 502 MeV) from Ref. [174], as
used in Ref. [175].
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48y _ 50y 46y — 48 48(1g — 48T}

E [MeV] 6 [deg| Dysso  (stat) E [MeV] 0 |deg| Dygas  (stat) E [MeV] 6 |deg| Deari (stat)
198 32 1.36 92) % 198 32 0.33 92) % 149.5 32 -7.9 (12) %
10 126 (100) % 10 044 (100) % 174.5 32 57 (16) %
45 -0.32 (140) % 45 0.32 (140) % 199.5 32 —5.2 (18) %
50 032  (110) % 50 063 (110) % 295 32 00 (12 %
52 186 (115) % 52 175 (115) % a5 2 (5) %
54 345 (125) % 54 1.35 (125) % 375 3.8 10) %
56 127 (125) % 56 246 (125) % 10 13 @ %
58 017 (135) % 58 520  (135) % " 50 (10) %
60 296 (105) % 60 251 (105) % " a4 ©® %
62 0.16  (110) % 62 2.02 (110) % 46 6.1 10) %
64 —2.55 (65) % 64 —0.76 (65) % 48 3.4 10) %
66 —251  (15) % 66 —099 (75 % 50 t2 1) %
68 =530 (100) % 68 —4.57  (100) % 59 161 15 %
70 —4.33  (65) % 70 —6.90 65) % 54 193 (15) %
72 472 (65) % 72 —6.63 (15 % 56 S99 (15) %
74 —5.00 (T7) % 74 723 (7)) % 58 161 () %
76 —5.81 (79 % 76 —7.56 (82) % 60 —105  (12) %
78 —5.63  (76) % 8 —7.50 (75) % 62 74 12 %
80 591 (98) % 80 1000 (94) % 61 a8 (12) %
82 —4.60 (86) % 82 —8.30 (86) % 66 11 as) %
84 —556 (111) % 84 —9.30  (104) % & s ) %
86 524 (81) % 86 —880  (86) % 70 0 4 %
90 —6.22 (80) % 90 —7.45 (78) % 79 5.5 14) %
95 —7.02 (82) % 95 —6.20 (84) % 74 1.4 (20) %
100 735  (95) % 100 —620  (97) % 6 86 (14) %
105 —4.21 (124) % 105 -7.58  (129) % 80 175 14) %
110 —6.14  (150) % & 09 (20 %
299.5 38 -38  (16) % 299.5 38 42 a5 % 90 349 (30) %
40 12 (25) % 40 290 (24) %
42 —30 (14 % 42 “19  (14) %
4 83 (22) % 44 53 (24) %
46 —98  (19) % 46 —12 () %
18 98 (18) % 48 93 (18) %
50 66 (10) % 50 89 (1) %
52 —11.0 (18) % 52 —3.8 (18) %
54 53 (19) % 54 86 (18) %
56 60 (20) % 56 94 (21) %
58 63 (9 % 58 67 9 %
60 -89 (23) % 60 31 (26) %
62 88 (20) % 62 —27  (2) %
64 —7.5 (29) % 64 -7.8 (31) %
66 85 (26) % 66 21 (1) %
68 87 (19) % 68 —10  (2) %
70 —62  (21) % 70 —04  (22) %
72 —12.1 (30) % 72 —3.2 (33) %
74 44 (33) % 74 250 (42) %
76 -150 (73) % 76 —11.7 (86) %
78 275 (36) % 78 48 (43) %
80 —14.0 (63) % 80 -30.5 (93) %
84 —-187  (32) % 84 —11.3 (36) %
86 -106  (32) % 86 —26.8 37) %
90 136 (64) % 90 132 (65) %
94 177 (32) % 94 197 (33) %
98 -16.7  (48) % 98 —5.9 (51) %
102 —61  (56) % 102 162 (59) %
106 63 (66) % 106 226 (77) %
110 212 (85) %

Table D.8: Electron scattering cross-section differences D4 g between **Ca, **Ti, *°Ti, and
46T from Refs. [171,181].
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2TAL 27TAl

E [MeV] 0 [deg] do/dQ (stat) (sys) |[fm?/st] E [MeV] 0 [deg] do/dQ  (stat) (sys) [fm®/s1]
250 34 2.78 (8) (8 x107? 170 135 805 (80) (24) -10°7
36 1.79 (5) (5) x 1072 188.5 135 4.50 (45) (13) 1077
38 116 3 () x 1072 195 135 332 (20) (10) 1077
20 705 @) (@1) x10° 221 135 015 (92) (271) - 107
4 437 (13) (13) x 109 254 135 200 (20 (6) -10°
w“ 965 ® (8 x10° 270 135 L4 (1) (3 1078
16 L5 ® (6 x10° 2855 135 128 (13) (4) -10°®
48 876 (26) (26) x 107
50 515 (15) (15) x 1074
52 2.86 © (9 x10* EN
o 1.53 (®) (5) 107 E [MeV] 0 |deg] do/dQ (stat) (sys) [fm?/st]
56 770 (23) (23) x 107
58 a2 (12) (12) x 109 73070 071 (50) - x 107
60 23 (1) () x10 6145 70 08T (2) x 10*2
62 1.39 ) @) x 10 5 72.34 70 6.06 (12) x 10
64 1.01 (3) (3) x 1075 53.86 90 3.97 (8) x 1072
66 850 (26) (26) x 10 75.31 90 114 (B3) - x10°?
68 862 (26) (26) x 10 7908 90 1020 (28) x 107
70 835 (25) (25) x 107 287 110 732 (17 - x 102
72 8.20 (25) (25) x 107¢ 37.35 110 3.60 (8) x 1072
4 795 (24) (24) x 1076 5524 110 1050 (28) - x 1072
76 710 (21) (21) x 1076
78 613 (18) (18) x 107
80 542 (16) (16) x 1076
82 164 (14) (14) x10°°
84 374 (12) (1) x10°°
86 3.14 9 (9 x10°°
88 260 (8) (8) x10°°
) 219 (1) (1) x10°°
92 1.62 (6)  (5) x10°°
94 144 (4) (4 x10°°
98 776 (23) (23) x 1077
102 526 (16) (16) x 1077
106 326 (11) (10) x 1077
110 200 (67) (6) x 1077
114 124 (38) (4) x 107
118 803 (32) (24) x10°*
122 655  (34) (20) x10°*
126 400 (19) (12) x10°*
500 34 364 (12) (1) x 107
35 375 (1) (11) x 107
36 354 (1) (1) x 107
38 270 (8) (8) x 107
40 1.90 ©) (6 x107°
12 1.25 (4) @) x10°
4 752 (20) (23) x 1076
46 445  (13) (13) x 107
48 2.04 ©) (6 x10°°
50 1.08 (8) (3 x10°°
52 199 (49) (15) x 1077
54 255 (26)  (8) x 1077
56 156 (16)  (5) x 1077
58 887 (89) (27) x 107
60 510 (51) (15) x 1078
62 326 (33) (10) x 107
64 173 (7 (5) x 107
66 160 (16)  (5) x 1078
68 778 (18)  (23) x 1070
70 285 (41)  (9) x 107

Table D.9: Electron scattering off 2" Al from Ref. [189] including measurements at large
angles, without fixed energy and Ref. [192] for low momentum transfer; the systematic
error from Ref. [189] corresponds to 3% of the cross section.
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