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Abstract

The Karlsruhe Tritium Neutrino (KATRIN) Experiment directly measures the
neutrino mass-scale with a target sensitivity of 0.3 eV /c? by determining the shape
change in the beta spectrum near the endpoint. The Rear Wall is used to maintain a
homogeneous starting potential distribution over the full magnetic flux tube volume
in the gaseous tritium source. During operation, tritium is circulated from the gaseous
source and through the beamline. In this process, small amounts of tritium adsorb
on the Rear Wall. Because the Rear Wall tritium has different conditions such as
temperature than those of the gaseous source tritium, the Rear Wall tritium has a
different spectrum than that of the gaseous source tritium. This Rear Wall tritium
spectrum is superimposed onto the spectrum from the gaseous source, and thus is
treated as a background. Not accounting for this background tritium spectrum from
the adsorbed tritium results in a neutrino mass squared bias of order 1072 e¢V?2. This
thesis will discuss this background tritium spectrum, the efforts made to model it,
and the size of its systematic contribution to KATRIN’s neutrino mass results.

Since modern tritium-based experiments use a molecular source and molecular
excitations modify the beta spectrum, one must also understand these “final-state”
excitations precisely in order to properly analyze the spectral shape. Historical mass
spectroscopy measurements in the 1950’s (Snell[I] and Wexler|2]) disagreed with im-
proved theoretical calculations from the 1990’s (Saenz[3]). The Tritium Recoil-Ion
Mass Spectrometer (TRIMS) experiment is a coincidence time-of-flight mass spec-
trometer designed to test the theory used in the neutrino-mass analysis. The main
open threads this thesis seeks to connect are: 1. is it possible to mathematically rec-
oncile the results of 1950’s mass spectroscopy measurements [1][2], 1990’s theoretical
calculations[3], and the 2020 TRIMS results[4]? and 2. Can the quasibound HeH™"
and HeT™" ions predicted by theory be successfully modeled via simulation? This
thesis seeks to address the first open thread through extensive Liouville theorem cal-
culations with the experimental and theoretical results. This thesis will address the
second open thread through its description of the development of a new python-based
TRIMS simulation called PyTRIMS to simulate and model dissociation in flight.
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Chapter 1

Introduction

1.1 Introduction to neutrinos

1.1.1 History of neutrinos
Characteristics of the neutrino

One of the cornerstones of nuclear and particle physics is the standard model of
particles or "standard model" for short (Fig. . In the standard model, there are
four types of particles: leptons, quarks, vector bosons, and scalar bosons. Leptons
and quarks are both fermions in that they have spins of % The scalar and vector
bosons have integer spin.

There is a subset of leptons called neutrinos. Neutrinos are special in that they
are chargeless and only interact via the weak force and gravity. There are currently
three different known flavors of neutrinos: electron neutrino (v, ), muon neutrino (v,,),
and the tau neutrino (v;).

Background theory and the proposal of the neutrino

The "neutrino" was first proposed by Wolfgang Pauli in 1930 [21]. The word "neu-
trino" is placed in quotations in the prior sentence because Pauli originally called this
theoretical particle the "neutron", but its name would later become the neutrino.
This particle was a necessary addition to beta decay as understood in the 1920s in
order for energy, momentum, and spin to be conserved in a (-decay. If it were true
that neutrinos did not exist, the [ particles in [-decays would be mono-energetic.
The name of "neutrino" was coined by Edoardo Amaldi to distinguish it from the
massive neutral particle named by Chadwick in 1932 [22].

In his paper in 1934, Fermi ultimately unified Pauli’s neutrino, Chadwick’s neu-
tron, and Heisenberg’s neutron-proton model in to one theory of of Beta-decay (-
decay )and was the go-to model until the development of Quantum Field Theory
(QFT), the discovery of the W boson, and quarks [23]. This theory of S-decay is that

5



Standard Model of Elementary Particles
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Figure 1.1: Standard Model of particle physics. Reproduced from [20)]

a neutron (n), decays to a proton (p), and electron (e™), and an electron antineutrino

(Ze):
n—p +e +7,

Following the development of Fermi’s theory of S-decay, it would be a few more
decades until the existence of neutrinos was proven through their detection by the
Cowan-Reines neutrino experiment in 1956 [24]. This neutrino experiment detected
electron anti-neutrinos through the § capture technique first proposed by Wang Gan-
chang in 1942 [25]. In S-capture decay, an electron antineutrino captures on a proton
and produces a neutron and positron (e™):

Ve+pt = n+ef (1.1)

The positrons that are produced can later annihilate with electrons and produce
detectable gamma rays. Using this § capture technique outlined by Ganchang, Clyde
Cowan, Francis B. Harrison, Hearld W. Kruse, Austin D. McGuire, and Fredrick
Reines found the first neutrino at the Savannah River power plant in South Carolina
in 1956 [24]. These results were revolutionary because not only did they prove the
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existence of the neutrino but also proved that g capture was a viable method for de-
tecting electron antineutrinos. The work done in this experiment would later pave the
wave for other 20th century neutrino experiments such as the Homestake experiment.

The Homestake experiment and the solar neutrino problem

Neutrinos are produced in stars through the PP chain process [26]:

p + p— D(Deuterium) + et + 1,
D+p— 3He + ~
sHe + 3He — 3He + p + p

The Homestake experiment was headed by Ray Davis and the expected solar neu-
trino flux was calculated by the theorist, John Bahcall, and is the earliest experiment
used to detect solar neutrinos [26]. The goal of this experiment was to measure the
solar neutrino flux by counting the number of 3"Ar atoms produced by the inverse
[-decay process:

Ve H50 Cl =38 Ar + e~

The Homestake experiment gets its namesake from the Homestake mine in which
it is located. A schematic of the Homestake experiment is provided in Fig. [1.2]

Despite the huge flux of solar neutrinos, only 1.7 interactions were expected per
day by the Homestake experiment; only 0.48 4+ 0.04 neutrino interactions per day
were measured. This factor of 3 deficit of solar neutrinos became known as the "Solar
Neutrino Problem".

Surprisingly, an answer to this problem was already indirectly predicted by Bruno
Pontecorvo in 1957 [27]. Pontecorvo proposed the idea of neutrinos converting from
one flavor to another, which is known today as neutrino oscillation. In theory, this
conversion would have been able to answer the solar neutrino problem posed by the
Homestake experiment. As mentioned previously, at the time of production via the
PP chain, the neutrinos in the Sun are all electron neutrinos. But, as those electron
neutrinos travel from the Sun, through space, and into the Homestake experiment,
they have the potential to convert into the other two neutrino flavors of tau and
muon. Therefore, the Homestake experiment did not see the full flux of neutrinos
from the Sun because its setup could only observe the electron neutrino portion
of the neutrino flux. Although neutrino oscillations could solve the solar neutrino
problem, they would have other ramifications for neutrino physics and the standard
model. The largest ramification being that neutrinos possessed a non-zero mass.
Experiments such as Super Kamiokande and SNO were later developed in order to
address the solar neutrino problem.
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Figure 1.2: Schematic of the neutrino observatory in the Homestake mine. Repro-
duced from Ref. [20]

Neutrino mixing and the observation of neutrino oscillations

As mentioned in Section neutrinos exist in three flavor states v; (electron,
muon, tau). These flavor states can also be expressed in terms of mass states v;
(1, 2, 3) through the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) mixing matrix[28]
(Eqn. . The 0;; are referred to as mixing angles and the ¢, is the CP violating
phase. This is also referred to as neutrino flavor mixing.

—16,
C12C13 S$12€C13 S13€ P
_ 0, 0,
U = | —512C23 — €12513523€"P  C12C23 — 512513523€"°°P C13523
i 6
512523 — C12513C23€"°P?  —C12523 — S12513C23€""? C13C23

(1.2)
where c¢;; = cosf;; and s;; = sinb;;

‘Vl> = ZZU11|V1>

Neutrino flavor states can undergo a charged-current (CC) interaction producing
a charged lepton lg, vy N’ — IgN , with a probability given by Eqn. ﬂﬂ]

P = |<vgln(t)>]* = |S7 S0, UiUs <v|vi () > (1.3)
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The expression in Eqn. will be fully evaluated in Section when probes
for neutrino mass are discussed. Through their observation of neutrino oscillations,
Super-Kamiokande[30] and SNOJ[3T] were able validate this theory of neutrino oscil-
lations. The two main consequences of these observations were that:

1. Neutrinos in fact have a non-zero mass as explained in Section

2. Neutrinos can change lepton flavors as they propagate through space which
answers the solar neutrino problem.

Following this discovery of a non-zero neutrino mass through neutrino oscillations,
neutrino physicists became more motivated to try and determine that neutrino mass.
These efforts will be discussed in Section [L.4]

1.2 Radioactive decay in molecules

1.2.1 Radioactive decay basics

Quarks in the standard model can combine to form hadrons such as protons and
neutrons. The core of atoms, also known as the nucleus, consists of a combination
of protons and neutrons. Nuclei in nature are either stable or unstable. This sta-
bility is determined by the number of protons and neutrons in the nucleus. Via the
"liquid drop" model of the nucleus, the binding energy of a nucleus/molecule can
be determined. If the binding of energy of a nucleus is positive, then that nucleus
remains bound until it receives a jolt of energy greater than that binding energy. If
the binding energy of a nucleus is negative, then that nucleus will decay without any
additional external involvement. There are three basic types of radioactive decay: 1.
Alpha decay, 2. Gamma decay, and 3. Beta decay.

Alpha decay: where a nucleus ejects an alpha particle (two protons and two
neutrons) and decreases its mass number by four and atomic number by two.

72X — 4755V + SHe

Gamma decay: where a nucleus releases energy in the form of a photon (gamma
particle) resulting in a nucleus with a lower energy state.

AX* o 40X + 4

Beta minus decay: where a neutron in an atomic nucleus is converted into a
proton and an electron and electron anti-neutrino are ejected increasing the atomic
number and charge of the nucleus by one.

72X = 4.Y + e 47,



Beta plus decay: where a proton in an atomic nucleus is converted into a neutron
and a positron and electron neutrino are ejected decreasing the atomic number and
charge of the nucleus by one.

72X = 4.V + et

This thesis will cover S-decay in more detail in later sections.

1.3 Dissociation of HeH" and HeT™" ions post HT
and Ty S-decay

1.3.1 Molecular Final State Distributions (FSDs) of HeH" and
HeT™ ions post HT and T, 3-decay

In this subsection, I will explain how molecular dissociation can result from the -
decay of a Ty molecule. To begin consider a bound and neutral Ty molecule Fig.

00

Figure 1.3: Bound and Neutral Ty Molecule

When a tritium atom S-decays, it will transform into a *He accompanied by a
B (electron) and an antineutrino. The neutral T, molecule decays into a HeT™
molecular ion (i.e. charged molecule) Flg

ozuw@ ©

Figure 1.4: Initial beta-decay of Ty resulting in a *HeT™ ion, electron, and electron
antineutrino

The story doesn’t stop here. Now, one must consider a possible molecular excita-
tion of the daughter 3HeT* ion from the S-decay. If that excitation is very small, the
daughter ion will remain bound. If that excitation is large enough, then the daughter
SHeT™ ion will "dissociate". A molecular ion dissociation occurs when a charged ion
separates into two daughter atoms. For this example, there are two possibilities for
the dissociation (Fig. [L.5]):

If there are large enough vibrational, rotational, and electronic excitations to the
daughter ion when the molecular electron is ejected, this will result in the total ionic

10



O+@Q+0+0
or
O+Q+o+0

Figure 1.5: If the excitation is large, the HeT™ dissociates

charge being +2 instead of +1 (Fig. [1.6). The electrons "shaken-off" of the atoms
from this excitation are called "shake-off electrons (e,,)".

©:@-0:0:0
or
©:Q-0r0rc

or
°+Q+e+9+e +0

Figure 1.6: If the excitation is large and the are substantial vibrations, the HeT™
dissociates into ions with an ionic charge of +2

The probability of each of the possible excitation modes of the 3HeT™ ions post
[-decay can be predicted using quantum mechanics and advanced molecular theory
[3]. Post atomic decay, atoms and molecules are left in a state of excitation. The
molecular Final State Distribution (FSD) is the probability distribution of the elec-
tronic, vibrational, and rotational excitation states of the molecular ion resulting from
an atomic decay (those ions being HeH", HeD", and HeT™ in the case of a molecular
tritium experiment). The spectrum of the s coming from Ty decay depends on both
these excitation energies "V;", probabilities " P,", the Fermi coupling constant "G ",
and the relevant entry of the quark mixing matrix (Eqn. ﬂ Chapter [2| will show
how understanding the FSD of T is critical to creating the correct g spectrum model
that the KATRIN collaboration will use to extract the neutrino mass from the data.

iN  GR|V,
dE, 273

d| |Mnuc|2F<Z7 Ee)peE X Z |Uei|2pk(Emam — Ee - Vk)
ik (1.4)

X \/(Emaa: - Ee - Vk>2 - m\Q/Z X @(Emaa: - Ee - Vk - mvi)

To understand the main motivation behind the FSD calculations, one should start
at the end and work backwards. The goal is to get the probabilities and energies for
the assortments of states that an ion can end up in after its parent molecule [-
decays. Therefore, to construct an FSD one would have to calculate the probabilities
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of transitioning from an initial state ¢ to a final state f (P,_s) for the transition of
Ty (or HT) to each of the possible daughter ion states. These probabilities can be
calculated using Fermi’s Golden Rule (Eqn. [L.5).

27
Py = g\MHf\Qﬂf (1.5)

The quantity M,_, ¢ is the matrix element for the interaction and the quantity p;
is the density of the final states of the reaction. Of these terms, the one we will
focus on in this section is the quantity M,_,;. The main goal of the FSD theories of
Jonsell, Saenz, and Froelich [3] was to make improved calculations of the interaction
matrix elements for Ty [-decaying to HeT™ and HT [S-decaying to HeH™. These
theoretical calculations operate on the Geminal Basis Method [32]. The basis used
for the calculation is called a "geminal" basis because the electrons are treated as
a correlated pair rather as independent particles when calculating the interaction
matrix element M;_, ;. These elements are shown below in Eqn. :

(1.6)

MTg%HeT‘*‘ = <HeT™ |HHamiltonian’T2>
MHT%HeHJf - <H6H+ ‘HHamiltonian|HT>

As shown in Eqn. [I.6] this matrix element is an inner product of the rotational-
vibrational wave functions of (Ty and HeT™, §) and (HT and HeH™, y) and the
beta decay operator (S, (R)e™™®) yielding an electronic overlap integral. The full
expression for the calculation of |M;_|? is shown in Eqn reproduced from Ref
[32]. This thesis does not provide an example evaluation using Eqn. For a more
in-depth evaluation and explanation, one should consult Ref [18].

M GO =1 [0, (RS, (RIFRE (1D

After calculating |M;_,;|?, one can use Fermi’s Golden Rule (Eqn. to find the
transition probability to that particular ion-state. By plotting the probabilities of the
excitation states against the excitation energies at which they occur, we can define
an atom/ molecule’s Final State Distribution or (FSD). The FSD for T is shown in
Fig. [1.7 Within the FSD, there are the major classifications of states based on the
electron behavior:

1. The ground states
2. The excited states
3. The continuum states

As the name would suggest, the ground state manifold is associated with the
lowest mostly stable electronic energy level of the molecule. For molecules such as
HeH™' and HeT™ there exist rotational and vibrational states within the ground state.

12
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Figure 1.7: Plot of the Final State Distribution for Ty FSD calculated by Saenz

group on behalf of the KATRIN collaboration. This FSD has special binning for

fitting purposes.

The theoretical calculations of Ref. [3] operate off the sudden approximation mean-
ing they assume that the Hamiltonian of a system changes so quickly that the system
doesn’t have time to adjust to the change. In the context of these theory calcula-
tions, the sudden approximation allows the assumption that the electron produced
in the S-decay left the atom so quickly that it appeared as though the nucleus just
spontaneously changed charge and the orbitals of the daughter molecule’s electrons
were not perturbed. This assumption is important because it allows the Coulomb
effects and interference between the [-electrons and daughter molecule’s electrons to
be ignored.
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1.4 Probes of the mass of the neutrino

In this section, the main methods for probing the neutrino mass will be discussed.
Neutrino oscillations, cosmological models, and neutrinoless double 5-decay will only
be discussed briefly because they are largely not relevant to the later work being shown
in this thesis. Directly probing the neutrino mass via kinematics will be covered in
large detail because this is the principle that the KATRIN experiment uses to measure
the neutrino mass. Each of the neutrino mass probes has its strengths and weaknesses,
so they should be viewed as complements to each other. By studying the neutrino
mass information gleaned from all four of these mass probes in tandem, stronger
models/theories for the neutrino mass can be made.

1.4.1 Determining neutrino mass splittings via oscillations

The weak flavor eigenstates of neutrinos v; (electron, muon, tau) can be expressed in
terms of the mass eigenstates 1; € 1= 1,2, 3 via the PMNS neutrino mixing matrix

Ui (Eqn. [29].

|Vl> = ZzUlz’Vz> (18)

The first experimental evidence for the neutrino mass was done by the SNO [31]
and SuperKamiokande [30] experiments via their observation of neutrino oscillations.
A neutrino "oscillates" when it transforms from one flavor eigenstate (electron, muon,
tau) into another flavor eigenstate. These neutrino oscillation probabilities depend
on the distance the neutrino travels "L", the energy of the neutrino "E", the PMNS
matrix, "U;", and the difference between the squares of different mass eigenvalues
Am}; = m7 —m?. The probability of a neutrino flavor eigenstate being created in
flavor state "I" and measured in state "5" is given by Eqn. [29].

1<J
(1.9)
where
(m? —m?)L Am? L/E
Xyi=——2"—" =12 o 1.1
‘ 4F 07 eV2 m/MeV (1.10)

Within Eqn [I.9] the important terms for this discussion are the second and third
terms. The second and third terms are the "oscillating" terms of the probability. The
discovery that neutrino have mass and abide by this model was revolutionary to the
field, because it not only proves that the standard model is incomplete but it also
proves that there is a possible mechanism for CP violation in leptons. The second
term conserves CP and the third term violates CP. The neutrino mass dependency in
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neutrino oscillations comes in the Am;?; within the oscillating terms. AmZ; represent
the mass splittings between different neutrino mass eigenstates [29].

Since neutrino oscillations were measured that obey the mathematical framework
outlined in Eqn. this means that at least two of the neutrino mass eigenstates
are non-zero. Although the discovery of neutrino oscillations did prove that neutrinos
have mass, neutrino oscillations only show the separation between pairs of mass eigen-
states. The absolute mass of each mass eigenstate is currently unknown. Moreover,
within the three mass eigenstates it is currently unknown how they rank against each
other in terms of mass. Although it has been experimentally proven that the mass
eigenvalue my is smaller than mass eigenvalue mo, it is currently unknown if ms is
either less than m; or greater than my [29]. This ambiguity around the placement
of ms is known as the neutrino mass hierarchy problem. If mg is greater than mo,
the neutrino mass follows a normal ordering (NO). If myg is less than 14, the neutrino
mass follows an inverted ordering (I0). A diagram of the different neutrino hierarchies
is shown in Fig. [1.8, Experiments such as the Deep Underground Neutrino Experi-
ment (DUNE) are currently under preparation to further probe this mass hierarchy
[33]. Given that neutrino oscillations can only show the separation between mass
eigenvalues, physicists need other methods to investigate the mass scale.

- . - v, Ve
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w
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an 221
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1
2n 2y
1 0

NO 10

Figure 1.8: Probability of finding the a neutrino flavor in the i-th neutrino mass
eigen state as the CP-violating phase, J.,, is varied. Reproduced from [34].
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1.4.2 Determining the sum of neutrino masses via cosmology

Cosmological models can predict how the observable neutrino mass would affect cos-
mological measurements, which allows the extraction of a measured value from the
data of the sum of the neutrino mass values (Eqn to high sensitivity. Us-
ing robust measurements of baryon acoustic oscillations (BAO) combined with ex-
ternal cosmic microwave background (CMB) data from Planck, ACT, and DESI
was able to place a limit on the sum of neutrino mass eigenstates of ¥,m(y;) <
0.071eV (95% C.L)[35]. This analysis was done in the context of the Lambda Cold
Dark Matter (ACDM) model.

Eimi =mi + Mg + M3 (111)

While this method is extremely sensitive, the results are very dependent on the
model used. To illustrate this point, consider the limit reported by the Dark Energy
Survey. By combining their galaxy clustering and galaxy lensing datasets with Planck
CMB lensing, the Dark Energy Survey set a constraint on the sum of neutrino mass
eigenstates of ¥m, < 0.13 eV (95% C.L) [36]. Similiar to oscillations, cosmological
models can answer some but not all of the questions regarding neutrino models.

1.4.3 Searching for the effective neutrino mass through the
theorized neutrinoless double beta decay

Neutron (-decay occurs when a neutron decays into a proton, electron, and electron
anti-neutrino. This process can occur in two neutrons within the same nucleus simul-
taneously producing two protons, two electrons, and two anti-neutrinos. This process
is referred to as "double-S-decay" and has already been observed [37]. Neutrinoless
double beta decay is a theorized process where two neutrons decay simultaneously
producing two protons and two electrons as shown in Fig. [I.9]

P
n
————— -
e
W A
1%
w1
e~
n

Figure 1.9: Feynman diagram of neutrinoless double beta decay. Reproduced from
[29]
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The neutrinos are "virtual particles": in this interaction the decaying nucleons
exchange a light neutrino [38]. This process is only possible if neutrinos are Majorana
fermions, in other words, if neutrinos are their own antiparticles. If neutrinos are in
fact Majorana fermions therefore making neutrinoless double decay a real process, a
neutrinoless double beta decay half-life given by (7] 10/”2)_1 can be observed (Eqn.
where G% is the phase space integral taking into account the final atomic state,
|M%|? is the squared nuclear matrix element of the transition, and mgg is the effective
Majorana mass of the electron neutrino (Eqn. [I.13).

(Tif) ™ = G M P(=EE? (1.12)

e

mag = |BU&m| (1.13)

As of the writing of this thesis, the most sensitive limits on < mgz > are set at 90%
by the GERDA collaboration with a limit of 0.08-0.18 eV and (Tlo/”Q)_1 > 1.8 x 10%
years [39] and the KamLAND-Zen collaboration with a limit of 0.036-0.156 eV and
(TY7)~" > 2.3 x 10°° years [40]. There is a spread in these reported mgs values
because there are significant associated uncertainties in the nuclear matrix elements
that govern these reactions [41].

1.4.4 Directly measuring the neutrino mass via kinematics

The third method to probe the neutrino mass is directly measuring it using beta-decay
kinematics [41]. Of the current possible isotopes, tritium is one of the best candidates
to perform this kinematic analysis due to molecular tritium having a low Q-value of
18575.78 £ 0.02 eV [42] and this f-decay is super allowed. A super allowed decay is
one that occurs within an isospin multiplet. This Q value differs from the endpoint
energy of the [ spectrum because the endpoint energy is the maximum kinetic energy
of just the ejected 8, while the Q value is the total available kinetic energy from decay.
Kinematic neutrino mass experiments like the KATRIN experiment (see Chapter
can measure an "effective S-spectrum endpoint" which is just the traditional (-
spectrum endpoint, but shifted by the experimental apparatus energy scale[43]. This
relationship is shown in Eqn. [[.14] Note: E,.. = 1.72¢V and is the recoil energy of
the HeT™ ion following Ty [-decay.

Q(Ty) = Ey + Eree — Fscate = 18575.2(5) eV (1.14)

Lastly, tritium has a relatively short half-life of 12.3 years. This half-life time scale
is good because decays occur quick enough to produce significant statistics, but not
so fast that all of the source decays away before measurements can be made. This
analysis is possible because anti-neutrinos are produced in tritium S-decay as shown
in Fig. The differential spectrum produced from tritium [-decay is very well
known via theory and experiment and has the following model (Eqn. [1.15).
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Figure 1.10: Diagram showing the (-decay of a neutron into a proton, electron,
and electron anti-neutrino. This interaction is mediated by the W~ boson. Figure is
adapted from [44].

2,052
:GFmecos Oc

27T3h7 ’Mnuc|2F(Za Ee)peE X Z ’Uei|2pk(Emax - Ee - Vk)

ik (1.15)
%/ (Ey — Be = Vi2 — m2, x ©(Eq — Ee — Vi — )

Rg

The relevant part of this equation is the dependence on the squared mass of the
neutrino m?,. The size of the mass of neutrino affects the shape of the differential 3-
decay spectrum near the "Endpoint". Experiments can probe potential values for the
neutrino mass by observing how the shape of the -decay spectrum near the endpoint
changes compared to a #-decay spectrum assuming a massless neutrino. An example
of what this endpoint shape change looks like is shown below in Fig. [1.11]

Other isotopes of interest that can produce sufficient 5-decay events for kinematic
neutrino mass analysis are '%Ho and 8"Re [41]. '%3Ho experiments seek to measure
the neutrino mass by observing the electron-capture decay of %Ho to 3Dy because
the neutrino mass causes a similar shape distortion in the endpoint region of the decay
spectrum as tritium S-decay. [4I]. Currently, the ECHo and HOLMES experiments
are using this experimental approach. The current Holmes results is . ®"Re has a
comparatively low Q-value of 2.5 keV for S-decay and for that reason has also emerge
as possible isotope for kinematic neutrino mass. Though attractive at first glance,
187Re is difficult to use as a neutrino mass target because the "Re — 8Os + e+ 7,
is a unique first-order forbidden transition (AJ7=27) which alters the phase space of
S near the endpoint and results in a relatively long life time of 7 = 4.12x10'° year.
[41]. This long lifetime has the side-effect of requiring '®"Re experiments to use a
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Figure 1.11: Diagram showing the effect of a 0.3 eV neutrino mass on the shape
of the tritium (-decay spectrum. The endpoint of the tritium S-decay spectrum is
reduced by an amount equivalent to the mass of the neutrino. Reproduced from
KATRIN collaboration

relatively large amount of target material. The former Microcalorimeter Arrays for a
Rhenium Experiment (MARE) sought to use ®"Re to study the neutrino mass with
sub-eV sensitivity [45].

These four methods of probing the neutrino mass are complementary with each
other and can illuminate interesting relationships when plotted together on the same
graph as shown in Fig. [[.12] Of these four methods, this S-decay kinematics method
is the one used by the KATRIN experiment. Chapter [2] will explain how KATRIN
performs this kinematic measurement of the neutrino mass. A future experiment that
seeks to perform a similar kinematic tritium measurement to probe the neutrino mass
is the Project 8 experiment[46].
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Figure 1.12: Complementary neutrino-mass observables. (Left) Incoherent sum
of neutrino masses m, for different mi, based on recent oscillation data for normal
(orange) and inverted (blue) mass ordering. (Right) Allowed ranges for mgs and
m,. In both panels, the horizontal dashed green line shows the upper limit obtained
by KATRIN, and the dash-dotted gray line shows the design sensitivity of KATRIN
after 3 net years of measurement time. The vertical lines show the most stringent
upper limits from the Dark Energy Survey (left panel; dashed blue) and from the
KamLAND-Zen and GERDA experiments (right panel; gray dashed lines indicate
the range of the upper limits on mgsz ). Reproduced from Ref. [47]
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1.4.5 The KATRIN Experiment

The Karlsruhe Tritium Neutrino Experiment (KATRIN) seeks to probe the neutrino
mass by performing a high precision measurement of the tritium £ spectrum close
to its endpoint. In 2025, KATRIN reported the results from an analysis of its first
two neutrino mass campaigns (Fig. [L.13): m2(—0.14¥5:}%) eV2c™* which results in an
upper limit of m, < 0.45 eV~ at 90% CL[16].

—200 =100 0
| 1 |
Los Alamos (1991) - o
Tokyo (1991)
Zirich (1992) *
Mainz (1993) —_————i
Beijing (1993) o
Livermore (1995)
Troitsk (1995) >
Mainz (1999) - - He
Troitsk (1999) = »
Mainz (2005) - ———— -
Troitsk (2011) —_— »
KATRIN (2019) - ——s ®
KATRIN (2021) rs .
KATRIN (combined) - HH L]
s 6 4 2 0 2

—200 -100 0
Best-fit m (eV®)

Figure 1.13: The error bars are generated from combined statistical and systematic
uncertainties. references: Los Alamos (1991), Tokyo (1991), Ziirich (1992), Mainz
(1993), Beijing(1993), Livermore (1995), Troitsk (1995), Mainz (1999), Troitsk (1999),
Mainz (2005), Troitsk (2011), KATRIN (2019), and KATRIN (2021); KATRIN [16],
KATRIN (combined): KATRIN (2019) combined with KATRIN (2021). Note that
the published gaseous tritium results from Los Alamos and Livermore were analysed
using different molecular final-state distributions compared with current state-of-the-
art final-state distributions. These earlier distributions have been shown to contribute
to the reported negative m? central values. Reproduced from Ref. [16]

Chapter[2] will provide a more in-depth description of the KATRIN experiment and
a discussion of the results of the combined analysis of the first five KATRIN neutrino
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mass campaigns. Chapter [3] will discuss the specific KATRIN related contributions
from the author.
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Chapter 2

Outline of the KArlsruhe TRitium
Neutrino Experiment (KATRIN)

2.1 Context of thesis in KATRIN

The new KATRIN related research in this thesis pertains to the KATRIN Rear Wall
(RW) background [-spectrum related projects and tasks. The main open threads
that this thesis seeks to connect are:

1. Modeling the RW background spectrum

2. Understanding how this RW background spectrum can be mitigated

Before going into detail about the RW task and related RW analysis, this thesis
will first outline the experimental concept, design, and analysis pipeline of KATRIN.
The bulk of the KATRIN design is documented in Ref. [I0] and the primary results of
KATRIN are published in the KATRIN publication [5]. In this chapter, the KATRIN
experiment and its results are briefly explained, and any connections to the open
threads will be defined as they appear.

2.2  Outline of the KArlsruhe TRitium Neutrino ex-
periment (KATRIN)

The KArlsruhe TRitium Neutrino experiment (KATRIN) is the leading direct neu-
trino mass [-spectroscopy experiment. KATRIN seeks to directly measure the mass
of the neutrino by performing high precision S-spectroscopy close to the kinematic
endpoint, Ey = 18.6 keV, of molecular tritium S-decay (Eqn. 2.1).

Ty — *HeTt +e  +7, (2.1)
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The following subsections of this chapter will provide an orientation to the KA-
TRIN apparatus, its systematic effects, its analysis framework, and finally its most
up-to-date results.

2.2.1 KATRIN apparatus

The KATRIN experiment consists of five major sections: the rear section, the gaseous
source, the transport and pumping sections, the spectrometer section, and the detec-
tor (Fig. The following subsections will explain these five sections of the KATRIN
apparatus in further detail. One can consult the KATRIN hardware paper [10] for a
more in-depth explanation of these systems.

petec®®
\h yysterm

el
AonsiE

Figure 2.1: Schematic view of the KATRIN experimental setup. The overall length
of the setup is about 70 m. The (-electrons from the tritium source are guided to the
spectrometer by the electromagnetic field along the beamline. Electrons which have
passed the spectrometer are then counted by the detector. Reproduced from [10]

Windowless gaseous tritium source (WGTS) and Rear Wall (RW)

The windowless gaseous tritium source (WGTS) is the source of molecular tritium in
the KATRIN experiment. The WGTS is a 10-m long and 90-mm diameter tube filled
with high purity molecular tritium gas. This molecular tritium gas then undergoes
[-decay and the resulting electrons are guided adiabatically from the WGTS and
toward the main spectrometer [10]. Molecular tritium is continuously injected in the
center of the WGTS to create a stable longitudinal density profile of tritium molecules
as shown in Fig. 2.2

The WGTS operates at temperatures below 100 K and within a 3.6 T homogeneous
magnetic field produced by superconducting solenoids [10]. Within the WGTS the
starting potential of the source p-electrons is controlled via a bias voltage applied to
the gold plated rear wall (RW) that is attached to the end of the WGTS furthest
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Figure 2.2: The working principle of the Windowless Gaseous Tritium Source. The
density profile inside the beam tube is kept constant by continuous injection of tritium
gas in the middle and pumping it out at both ends. The WGTS beam tube of
KATRIN is 10 m long and has a diameter of 9 cm. Reproduced from Ref. [10].

from the main spectrometer. As documenting the RW is a major focus of this thesis,
the specific hardware of the RW will be covered in depth in Chapter [3]

The Katrin transport system: the Differential Pumping System and the
Cryogenic Pumping System

The KATRIN transport system consists of a Differential Pumping System (DPS) and
Cryogenic Pumping System (CPS)[10]. The system pressure needs to be reduced by
roughly 12 orders of magnitude from the WGTS to the MS. This reduction is done
in separate DPS and CPS systems because each system operates better at different
pressures. Differential pumping works better at higher pressures and the cryogenic
pumping is more effective at lower temperatures. Since this thesis does not cover
studies related to the DPS and CPS, these systems will only be briefly described.

The first part of the KATRIN transport section is the DPS (Fig. . In Fig. m,
the DPS is located between the WGTS and the CPS. Along with transporting f-
electrons toward the main spectrometer, the main purpose of the DPS is to reduce the
tritium flow rate in the beam tube in the downstream direction to the spectrometers
[10]. The DPS has bends in order to prevent neutral tritium molecules from reaching
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the main spectrometer and ultimately the detector.

pump port 4

5.Cc. magnets

pump port 5
beam tube

pump port 0 pressure

sensor

Figure 2.3: 3-D drawing of the DPS. Five super-conducting (s.c.) magnets (light
blue) surround the beam tube at room temperature. The gas is pumped by turbo-
molecular pumps (TMPs) connected to the pump ports (green). Reproduced from

Ref. [10].

The last part of the KATRIN transport section is the CPS (Fig. . Its purpose
is to continue guiding S-electrons adiabatically from the DPS and toward the spec-
trometer section. During this transportation through the CPS, the tritium flow rate
is reduced to insure that a tritium flow rate of not more than 1x107!* mbar*1/s is
allowed into the Pre-Spectrometer (PS) [10]. The superconducting coils of the CPS
are cooled via a cryotrap consisting of argon frost on the beam tube walls.
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Figure 2.4: 3-D drawing of the CPS — 7 superconducting magnets (red) surround
the gold-plated beam tube. For the cooling of the magnets and beam tube, a 1300
1 liquid helium vessel supplies a reservoir of 4.5 K helium. The cold trap (blue) is
highlighted between pump port 1 and the cold gate valve. Reproduced from Ref. [10].

Spectrometer system

After leaving the CPS, the source g electrons reach the KATRIN spectrometer system.
KATRIN has a spectrometer system consisting of three Magnetic Adiabatic Collima-
tion with Electrostatic (MAC-E) filter spectrometers: a Pre-Spectrometer (PS), Main
Spectrometer (MS), and a Monitor Spectrometer (MoS) [10]. While the PS and MS
are on the main beam line, the MoS is located separately in a parallel setup. The PS
serves as a prefilter of the MS to reduce the flux of source p-electrons into the MS.
The MoS serves to monitor the energy scale stability of the MS. All three operate
using the MAC-E filter technique which is depicted in Fig. [2.5

The fundamental requirement of the MAC-E Filter is to provide energy analysis of
adiabatically propagated signal -electrons by maintaining sufficiently small magnetic
field gradients and by initiating electrostatic retardation which only allows electrons
of a certain energy and above to pass through [10]. The signal  are produced at
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Figure 2.5: The MAC-E filter principle. Superconducting solenoid magnets provide
the magnetic guiding field. Wire electrodes together with the vacuum vessel on high
voltage create the electrostatic retarding potential. Electrons emitted from the source
are being collimated with magnetic moment conservation, while the retarding poten-
tial slows them down and analyzes their kinetic energy as an integrating high- pass
filter. Electrons with sufficient energy to pass the filter are transmitted and counted
by the detector (track a); those with insufficient kinetic energy are reflected (track
b). Electrons originating from inside the spectrometer volume may remain trapped
due to the magnetic bottle effect at both ends (track c¢). At the bottom the magnetic
adiabatic collimation is represented by electron momentum vectors without retarda-
tion. Reproduced from [I0]

the source, which is a region with a high magnetic field B,. The magnetic field
experienced by the [ drops several orders of magnitude as it reaches the center of the
MS (B=B,,i» at the analyzing plane in the center of the MS). By maintaining adiabatic
particle transport with full energy conservation, the magnetic gradient transforms
the cyclotron motion of the [-electrons into longitudinal motion (Fig. [2.5). This 3
longitudinal motion is in opposition to the MS electric field. This process conserves
both the orbital magnetlc moment p of the [-electrons cyclotron motion and its
angular momentum [ around the magnetic field line it travels. The net effect is that
the energy threshold is now on the total kinetic energy because all of the motion has
been converted into longitudinal motion.

— B
== 2;11 || = EL = constant (2.2)

Here E/; and B denotes the kinetic energy calculated from the transversal com-
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petent of the electron’s velocity and the magnetic field. The kinetic energy cal-
culated from the component of the electron’s velocity parallel to the electric filed
(E)) can be written in terms of the electron’s kinetic energy £ and the pitch angle

0 = Z(?, ?) between the electron momentum ? and the magnetic field ﬁ, which
results in Ej| = E - cos?0 [10]. Thus, S-electrons are transmitted if their longitudinal
kinetic energy is larger than the maximum filter retarding energy (¢Uaz) (Eqn. [2.3).

E|=Ex* c05%0 > qUnas (2.3)

The filter width of the MAC-E filtration for an isotropically emitting electron
source is given by the ratio shown in Eqn. [17]. Bynin is the minimum magnetic
field experienced by the electron, and B, is the maximum magnetic field experi-
enced by the electron.

AE  Bnn

'E B

By filtering electrons in this way, the KATRIN MS acts as an integrating high-

pass filter. As noted in Eqn. all electrons with energy greater than the retarding

energy qU are allowed to pass to the detector. In effect, KATRIN measures the
integrated tritium [-spectrum. This spectrum will be discussed in Section [2.3.2]

(2.4)

Detector system

The electrons that make it past the MAC-E filter are re-accelerated toward the detec-
tor system of KATRIN. The detector system of KATRIN is a Focal Plane Detector
(FPD) system consisting of a multi-pixel silicon p-i-n diode array, custom readout
electronics, two super conducting solenoid magnets, an ultra high-vacuum system,
a high vacuum system, calibration and monitoring devices, a scintillating veto, and
a custom data-acquisition system [I0]. The FPD and its primary components are
depicted in Fig. [2.6]

The FPD is a single detector that is segmented into 148 pixels. A combination of
14 of these detector pixels is called a patch. A diagram of the pixels of the FPD is
shown in Fig. 2.7 Although the pixels have different shapes, they all have the same
surface area. During each event, information such as the energy, timing, and pixel
number are recorded.
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Figure 2.6: The primary components of the FPD system. The main spectrometer
is located to the left side of the figure. This figure is reproduced from Ref. [11].

2.2.2 Selected KATRIN systematic effects

This subsection discusses the various systematic effects of KATRIN that are reported
in the KATRIN Neutrino Mass (KNM) KNM1-5 publication [5] (Table [2.1)). These
are the largest systematics believed to be affecting the KATRIN experiment. Each
systematic, its origin, and the effect it has on the KATRIN experiment is briefly
described. For further information about these systematics, one should consult the
referenced technical documentation, publications, and other theses.

Column Density: The -decay rate and scattering probability of the -electrons
produced by molecular tritium are affected by the amount of tritium gas in the source.
KATRIN has defined the "column density" parameter (pd), where p is the average
gas density and d is the length of the source, to represent this tritium gas amount
[5]. KATRIN measures the column density via an electron gun that emits electrons,
E-gun electrons, at a constant rate with a well defined energy and angle [4§].

Energy loss: As they move through the WGTS, -electrons can scatter off the
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Figure 2.7: Map of the 148 pixels of KATRIN. The numbering begins at 0 in the
center of the FPD and slowly spirals outward until 147. These pixels were designed
to have the same surface area. Reproduced from KATRIN collaboration

molecular tritium and HeT™ gas. These collisions result in the electrons losing some
amount of energy. The net effect of this systematic is that some electrons will reach
the analyzing plane with a kinetic energy that is smaller than the original. This will
result in some of these §-electrons being rejected thereby reducing the measured signal
at particular retarding energy values. This systematic is referred to as the "Energy
Loss" [49]. By studying the scattering probability and energy losses of these E-gun
electrons, KATRIN can make predictions about how any electron, source [S-electrons
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included, scatter and lose energy in transit through the WGTS [50).

Penning background: This background was created in the region between the
Pre-Spectrometer "PS" and the Main Spectrometer "M"S. When both spectrometers
are active, electrons can occasionally get electro-magnetically trapped between them.
Once an electron gets trapped, it begins to move longitudinally back and forth in the
region between these spectrometers. As these electrons move through the region, they
have opportunities to ionize the residual gas that is also residing in this region. The
ionization of the gas produces "penning" electrons that can be counted along with
the desired source [-electrons [51]. These electrons are damaging because they can be
counted along with source [-electrons at the FPD. This background is so damaging
because it accumulates over time during each scan step, resulting in a background
rate that is different at different energies. This background was ultimately removed
when the KATRIN collaboration decided to disable the PS that was producing it .

Source plasma: As noted in Sec. the molecular tritium in the source
decays producing HeT*, He™, T, and secondary electrons in addition to the desired
source f-electrons. The constant production of these ions and secondary electrons
leads to the formation of a plasma [52]. This plasma behaves very differently than the
neutral molecular tritium gas of the WGTS. This behavior results in there being local
differences to the conditions under which electrons are born across the WGTS, -AEg
= -qeUpiasma- These plasma effects on the molecular tritium S-spectrum are studied
via #mKr calibration runs [53]. The idea is the following. Since the energy peaks of
8mKr are very well known [54], the effect on the molecular tritium B-spectrum can
be predicted by seeing the effect of the KATRIN plasma on the 83" Kr spectrum.

Non Poisson Background and the shifted analyzing plane: ?'?Rn emanates
from the getter pumps that maintain the vacuum in the MS. The decay chain of
219Rn is capable of producing keV-scale electrons. These electrons are not reflected
upstream or accelerated toward the detector because they are magnetically trapped.
Since these electrons have a significant transverse momentum component, these 2'Rn
produced electrons are trapped magnetically and can create populations or clusters
of secondary electrons by colliding with the residual atoms of the residual gas in the
MS. These secondary electron clusters consist of up to 100 and arrive at the detector
within 1000 seconds following their creation. These cluster thereby generate a non-
Poissonian overdispersion. KATRIN factors in this overdispersion by considering it
as an increased statistical uncertainty of the background rate [5]. Additionally this
background is mitigated by liquid nitrogen cooled cooper baffles.

Rydberg Background: It was discovered that there was a background was
highly correlated to the proportion of the volume of the MS that is behind the ana-
lyzing plane Ref. [16]. So, this background was mitigated by introducing the shifted
analyzing plane to the KATRIN experiment [55]. This shifted analyzing plane mit-
igates this radon background by placing higher percentages of the internal surface
area of the MS before the analyzing plane.

Source magnetic field: The magnetic field in the WGTS, By, is factored in
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the calculation of the response function in Eqn. 2.5] Therefore, the accuracy in
the determination of By,. affects the accuracy of the modeled molecular tritium J-
spectrum. The source magnetic field is measured based on the magnetic mirror effect
and on the precise knowledge of of the field in the pinch magnet [56]. Inaccuracies in
the determination of Bg,. can bias the neutrino mass result [5].

Rear Wall background: This g-electron spectrum is produced by tritium that
decays while adsorbed to the Rear Wall as opposed to in the form of molecular
tritium gas floating throughout the WGTS. The differing conditions of the Rear Wall
compared to that of the WGTS result in the Rear Wall tritium S-electron spectrum
being distinct from that of the WGTS tritium [-electron spectrum. This systematic
will be covered extensively in Chapter [3

2.3 KATRIN KNM1-5 Analysis

This section will discuss the analysis of the KATRIN KNM1-5 datasets and the neu-
trino mass limits reported by KATRIN. This section summarizes Ref. [5].

2.3.1 Data selection and combination

KATRIN has its data divided into KATRIN Neutrino Mass (KNM) campaigns. These
KNM campaigns are extended periods where KATRIN collects molecular tritium [-
spectrum data. Maintenance breaks occur between these campaigns. The statistics
and time-scale of the first 5 KNM campaigns are shown in Fig. 2.8

As mentioned in Sec. 2.2.1) KATRIN obtains the integral S-spectrum by measuring
the count rate at the FPD at each set point of the MS voltage U;. In effect, KATRIN
measures an integrated molecular tritium S-spectrum. The formula for this integrated
spectrum is provided in Eqn. 2.5

Ey
Rmta/3<qUi) = NT /U Rﬁ(E; EO) mlgl)fCalC(E’ qUz)dE (25)
qU;

In Eqn. , R is the rate of 5 electrons, Nr is the signal normalization, f.q.(E, qU;)
is the response function which is responsible for accounting for various experimental
effects, and the qU term is referred to as the "retarding energy". U is the voltage
applied to the MS. This definition in Eqn assumes that the electric potential at
the position [-decay in the WGTS is equal to the ground potential. If there is a non-
zero and non-uniform source potential, the starting energy of the §-electrons in the
WGTS can be changed and by extension modify the measured integrated [-electron
spectrum Ref. [5].

Scans are typically composed of up to 40 set points in a range Fy—300 eV < qU; <
Ey + 135 eV, but because the [-electrons are accelerated by the post-acceleration
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electrode (PAE) by a voltage of 10 kV, the resulting spectrum is governed by the
energy resolution of the FPD of about 3 keV full-width at half maximum [57]. In
order to obtain the count rate at each set point, events in an asymmetric region of
interest (ROI) are counted. The following ROIs are used in the KATRIN analysis:
14 keV < FE + qUpag < 32 keV for the KNM1 and KNM2 campaigns and 22
keV < E + qUpag < 34 keV was selected for KNM3-5 in order to reduce detector
background contribution [5]. For these ROIs, F represents the energy of the electrons
and qUpag represents the boost of energy to the electron provided by the post-
acceleration electrode (PAE) qUpar = 10 keV. In addition to the ROI cut, a pixel-
coincidence cut is also performed [5]. Muon-induced secondary electron backgrounds
are mitigated by the KATRIN MS’s passive magnetic shielding against and active
muon veto system that is read out by the same data crate as the KATRIN detector
[58].
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Figure 2.8: Cumulative counts collected in the qU > Ej - 40 €V analysis window
of the first five measurement campaigns. Each campaign is highlighted in the corre-
sponding color. Reproduced from [5]

Although the FPD consists of 148 pixels, not all pixels were chosen for measure-
ment and analysis. For KNM1-2, 117 "golden pixels" were chosen, and for KNM3-5
125 golden pixels were chosen. Most of the outer pixels are excluded because struc-
tural components of the beamline shadow, or blocks, the flux of electrons at these
locations [B]. Additionally, any pixels with an elevated intrinsic noise are also ex-
cluded. Each of these MS retarding potential scans of ring spectra is referred to as a
"run" and runs are rejected if they do not pass strict quality assessments [16]. Runs
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are rejected from analysis for reasons such as erroneous field set points of the spec-
trometer electrodes or downtime of the laser Raman system[16].

Alluded to back in Sec. [1.4.4] KATRIN extracts the neutrino mass by fitting the
molecular tritium S-spectrum data with an analytical model of the integral molecular
tritium S-spectrum (Eqn. [2.5)[59]. Fig. [2.§shows that statistics in the "40 eV" range
were counted. This "40 eV" refers to distance into the S-spectrum measured from
the molecular tritium endpoint inward. This region was chosen because it is the tail
region of the molecular tritium (5 spectrum whose shape is sensitive to changes in
neutrino mass. Additionally, this choice of region balances the statistical leverage on
the neutrino-mass signature with our understanding of the systematics that might
confound the measurement. This balance is necessary because as you measure deeper
into the spectrum from the endpoint, statistical leverage to measure the neutrino mass
squared increases, but the negative impact from certain systematic backgrounds also
increases.

2.3.2 KATRIN: Theoretical Model and Inputs

This section discusses the theoretical model and corresponding model inputs used for
the KNM1-5 analysis. The model is constructed from the differential S-spectrum that
is convolved with a response function that encodes the working principle of KATRIN.
For more information regarding this theoretical model one should consult [59].

Differential spectrum

The molecular tritium differential S-spectrum (Eqn. used by KATRIN is modeled
as a point like Fermi interaction, and Fermi’s golden rule is used to calculate the
differential decay rate [59] and [17].

G% ’ Vud | >
273

S Ul (Bo — B) x 1/ (Bo — B)? —m? x ©(Ey — E —m,)

Rg = | Mo *F(Z, Eo)pe(E + m,)x

(2.6)

In this differential S-spectrum, Gp is the Fermi coupling constant, V,q is the
relevant entry of the quark mixing matrix, |M,,.| is the energy-independent nuclear-
transition-matrix element of the super-allowed transition, p. is the momentum of the
electron, F is the kinetic energy of the electron, Ej is the endpoint of the tritium S-
spectrum, and © is the Heaviside function. The relativistic Fermi function, F\(Z, E) is
included to describe the column interaction of the S-decay electron with the daughter
nucleus. Because the decaying molecule is molecular tritium, the daughter He nucleus
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charge is Z = 2. p. and E represent the momentum and kinetic energy of the electron
respectively. Those electron kinematics combined with the neutrino energy

(Eo— E)

and momentum \/ (Eo — E)? — m? determine the shape of the differential 3 spec-
trum near the tritium endpoint energy, E,. This endpoint energy is defined as the
maximum possible kinetic energy of the (-electron ejected in S decay assuming the
neutrino is massless. Lastly, the equation includes the incoherent sum of the neu-
trino mass eigenstates m; with ¢ € 1,2,3 and weighted by the squared elements of the
neutrino mixing matrix, |Uy|?. In the quasi-degenerate regime where all three mass
eigenstates are approximately equal this incoherent sum is replaced by the effective
square neutrino mass m? = 3;|Ug;[*m?.

Following the (§-decay, the released energy () is divided between the electron, the
neutrino, and the daughter molecular ion. The daughter ion of the $-decay expresses
this acquired energy in the form of recoil and rotational, vibrational, and electronic
excitation states. The excitation energy V; and transition probabilities Py of these
states is described by the final-state distribution (FSD). The total energy available
for the neutrino is €y = Ey — Vy — E. These factors results in a differential energy
spectrum Rg(E; Eg;m2) given by Eqn. G(E, Ey — Vy) accounts for higher-order
quantum-electrodynamics contributions [60]. Other potential theoretical corrections
are negligible and weren’t included in this analysis.

CTY%W|Vud|2

273

ZPfG(EaEO — Vf)Ef X @/6? — m,% X @(Ef — m,,)
!

Final-state distribution used in KNM1-5

Rs(E; Eg;m?2) = | Mypue*F(Z, E)pe(E + m,) x

(2.7)

Sec shows the FSD of molecular tritium, specifically the discrete excitation en-
ergies (V) and transition probabilities (Py), are necessary inputs to the model for
the differential spectrum (Rg) of molecular tritium [-decay. An ab initio calcula-
tion of the FSD was performed assuming the sudden approximation, which neglects
the Coulomb interaction of the S-electron with the remaining molecular system, the
SHeT™ in this case [I8] and [61]. In the sudden approximation, the Coulomb interac-
tions can be neglected because the assumption is that the S-electron leaves molecular
system instantaneously. The Fermi function within Eqn. includes the leading
interaction. The calculated molecular tritium FSDs for the first and fifth KATRIN
measurement campaigns are shown in Fig. 2.9

Because the WGTS source is not pure molecular tritium and contains trace
amounts of HT and DT, the actual KATRIN FSD is some composite of the molec-
ular tritium FSD, an HT FSD, and a DT FSD. Moreover, the calculation of the
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Figure 2.9: Molecular final-states distribution for T2, evaluated at a temperature
of 30 K. The top panel shows the FSD used in the previous analyses of KNM1 and
KNM2 (“KNM1 FSD”, blue) ([16],[62]) as well as the FSD obtained with the im-
proved calculation (“KNM5 FSD”, orange) (|63]). The part below 4 eV describes
transitions into the electronic ground state of *HeT™, while the higher energies de-
scribe electronically excited states and the dissociation continuum. To emphasize the
small discrepancy between the two almost overlapping FSDs, the absolute difference
is shown in the middle panel. The main discrepancies are related to binning effects
and are not relevant after summation over all final states, as shown in the bottom
panel, which depicts the difference of the cumulative probability densities. Repro-
duced from [5]

KATRIN FSD is where the blinding for the KATRIN experiment is performed. All
neutrino-mass fits are performed with a "blinded" KATRIN FSD. This blinding is
done by altering the FSD used for the development of KATRIN’s fitting tools. Once
the decision has been made to unblind the KATRIN results, the neutrino-mass fits
are re-performed using the "unblinded" KATRIN FSD.

Response Function

The response function is included to factor in experimental effects. The experimental
response function of KATRIN is depicted in Eqn. [2.8] The response function describes
the probability off a -electron emitted in the WGTS with kinetic energy E, to reach
the FPD after propagating through the WGTS and the main spectrometer [59].

emaz

E—qU
Foate(E, qU) = /0 . T(E —€,0,qU)sind « » _ P.(S)f.(c)dde (2.8)
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The probability for an electron to undergo s scatterings in the source P;. fy(e) is
the energy loss function that represents the probability to lose energy e after s-fold
scatterings. T (E — ¢,60,qU) is the transmission condition of the Main Spectrometer.
7T is a function of the kinetic energy of the S-electron after energy loss € from inelastic
scattering of tritium molecules in the source, the retarding energy qU, and the pitch
angle 6 between the momentum of the electron and the magnetic field in the source.
Electrons are transmitted when this transmission condition equals 1. Electrons that
are reflected back to the source by the magnetic field and the electrostatic field have
a transmission coefficient equal to 0.

Integrated spectrum

The equation representing the measured rates of [-electrons for a given retarding
energy set point qU; is formed by convolving the differential spectrum rate (Eqn.
with the experimental response function (Eqn. . This measured [-decay rate
equation (R;np(qU;)) is depicted in Eqn. In this measured rate, Nt is a signal
normalization derived from the number of tritium atoms in the source, the maximum
acceptance angle, and the absolute detection efficiency.

Eo

Rin(qUi) = NT/ Ry(E; Eo,m?) feae(E, qUi)dE (2.9)
qU;

In addition to the intended source (-electron rate, the S-electron rate from back-
ground sources should be included in the measured rate calculation. These back-
ground rates are the retarding-energy-independent rate Ry, the qU-dependent sys-
tematic contributions from the spectrometer and detector background rates Rypec get(qU; ),
and the spectrum of $-decay electrons from the rear wall. This overall background rate
in KATRIN is found by adding the different background contributions (Eqn. .

Rbg(qUz> = Rbg + Rspec,det(qUi) + RRW(qUz) (21())

Thus, the resulting model of the integrated spectrum is given by Reu.(qUs; A, Ryg, Fo, m?)
in Eqn. 2.11] The free parameters of this model are the signal normalization factor A
(which absorbs the constant N7 post-integration), the effective endpoint energy Eo,
the background rate Ry,, and the squared neutrino mass m2.

Rcalc(QUi; A7 Rbga E07 m?/) = Ax Rmt,ﬁ(qUu E07 mZ) + Rbg + Rspec,det(qUi) + RRW(qUz)
(2.11)

2.3.3 How does KATRIN extract m2 from the tritium 3 spec-
trum?

This subsection describes how KATRIN extracts m? and other parameters from the
tritium [ spectrum and then constructs a confidence interval around those parame-
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ters.

Parameter Inference

The free parameters of the model integrated S-spectrum (E,, A, Ry,, m?2) are inferred
simultaneously by fitting the spectrum model of each campaign (Eqn. to the
corresponding data using the method of maximum likelihood [64]. The combined
likelihood for the KNM1-5 campaigns is constructed as a product of the likelihood
functions for the 5 individual campaigns: £=II,L,. The best-fit parameters are then
obtained by minimizing the negative logarithm of that likelihood, —210g£:—2zp10g£p.
The combined negative logarithm of the likelihood for KNM1-5 is given in Eqn. [2.12]
Within this logarithm, the summation is performed over each of the 14 patches,
k=0,1,...,13 and all HV set points qU;

. o0 (Rcalc<qUi> - Rdata(QUi>>2
—2logLeombined = ZKNM1,2,37NAP21 oy

oS Ni,k
+ ZKNMS—SAP,4,5ZZ‘,k2(Rcalc’k(qUi) *ti = Nig + Nig lanlqk(qUi) * ti)
(2.12)

Systematic-uncertainty propagation

In addition to the free parameters listed in Sec. m (Eog,m?2, A, Ry,), the theoretical
model for KATRIN’s measured integrated molecular tritium [S-spectrum also depends
on inputs that factor in the response of the experiment (see Sec. . The uncer-
tainties of these parameters are also propagated into the uncertainty estimation of
m? via the pull-term method.

The pull-term method considers nuisance parameters 75%9 of the model as free fit
parameters, but constrains those parameters by external measurements. This external
measurement information is given as a symmetric 68.3% CL confidence interval for
each parameter (nsysﬂ» = Neat,i T Unewt,i) or as a vector 7m with a covariance matrix
Ocov [5]. These constraints are included in the combined log likelihood equation

Eqn. as the additional terms Eqn. and [2.14]

- )2
2108L oyes = (nsyS’ZQ Nest.s) (2.13)

Next,i

21Ogﬁsys = (ﬁsys,i - ﬁewt)T ) @c_@z ) (ﬁsys,i - ﬁezt) (2-14)

Likelihood profiles and uncertainty estimation

KATRIN estimates the uncertainty of the squared neutrino mass m?2 by profiling the
negative logarithm of the likelihood (Eqn. and [2.14)) in the vicinity of its local

39



minimum [5]. KATRIN obtains this likelihood profile by scanning the parameter-
space of m? values. The parameter-space scan is done by fixing m? to discrete values
during fits and minimizing over the other parameters in each fit. This process is
analogous to x? minimization in fitting. The likelihood is produced by plotting the
resulting -2log(£) over the range of the fixed m2. The likelihood profiles for the
individual and combined KNM1-5 campaigns are shown in Fig. In the top
panel, the central value for each campaign and their combinations are shown along
with their 1o error bars (or 68.3 % C.L confidence intervals). In the bottom panel, the
solid lines show the minimum of the fits when including all systematic and statistical
errors, while the dotted lines show the minimum of the fits when only including
the statistical errors. Because the KATRIN results are largely statistics dominated,
inclusion of the systematic errors does not broaden the likelihood profile much beyond
the width of the statistics-only profiles.

Confidence-interval construction: Feldman-Cousins and Lokhov-Tkachov
approaches

When providing results for neutrino-mass measurements like KATRIN, it is impor-
tant to provide the confidence intervals for the parameters of interest. In the case of
KATRIN, the parameter of interest is the neutrino mass m,. KATRIN uses a frequen-
tist model by generating Asimov (statistical fluctuation-free) datasets with various
truth values and fitting over a range of possible fit values to obtain likelihood pro-
files. These likelihood profiles contain the constrained systematic profiles as defined
in Sec. 2.3.3] KATRIN provides two different confidence intervals for its KNM1-5
analysis. These intervals are produced by using the Feldman-Cousins construction
and the Lokhov-Tkachov construction. This subsection will describe both methods
and the confidence intervals produced by both methods.

In the Feldman-Cousins construction, the likelihood entries are ordered by like-
lihood ratio and summed until 90% coverage is reached. The left and right bounds
of the acceptance regions are connected to construct the confidence belt [65]. This
approach provides a confidence interval in the physically allowed region of a bounded
parameter. Applying the Feldman-Cousins method to the neutrino-mass squared fit
values has complications. The main issue being that it is very plausible to obtain a
negative neutrino mass squared fit value. This plausibility comes from the fact that
the neutrino mass values historically have been negative or very close to zero with
error bars that straddle from negative to positive values due to a negative bias from
unaccounted for systematic effects (see Fig. . The Feldman-Cousins prescription
leads to stricter upper-limits for nonphysical negative neutrino mass fit values even
though those negative fit values were an expected statistical possibility.

The Lokhov-Tkachov approach avoids setting stricter limits in the case of negative
fit values by using a symmetric acceptance region for m?2, . values above the KATRIN

v,itrue
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Figure 2.10: Likelihood profiles of each individual measurement campaign (colored)
and the combined KNM1-5 analysis (gray). Statistics-only profiles are shown by the
dotted lines; statistics and systematics profiles are shown by the solid lines. The top
panel illustrates the central values of m? with the 68.3 % CL confidence intervals; the
vertical bars indicate the statistics-only intervals. Reproduced from [5].

sensitivity combined with a one-sided acceptance region for lower mj, .. [66]. With
the Lokhov-Tkachov approach, all negative (unphysical) m? fit results yield the same
confidence interval where the upper limit is the sensitivity and the lower limit is 0
eV2. In the case of a positive m? fit result, the confidence interval has the same upper
limit as the Feldman-Cousins method, while the lower bound has either the same or
higher values.

2.3.4 KATRIN Results for KNM1-5

As of the writing of this thesis, the most recent results for the KATRIN experiment
are the results for the first five KATRIN measurement campaigns performed over 259
measurement days from April 2019 to June 2021 [5]. Of these results the most relevant
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to document in this thesis are the best fit value of the neutrino mass squared from the
fitting of the molecular tritium S-spectrum (Eqn. , the new limit on the neutrino
mass using the Lokhov-Tkachov construction (Eqn. and the Feldman-Cousins
construction (Eqn. 2.17)), and the uncertainties (Table 2.1). For a detailed break-
down of Table , one should consult Ref. [5]. Lastly, this newest Lokhov-Tkachov
constructed limit is compared with the two previous Lokhov-Tkachov neutrino mass
limit reported by the KATRIN collaboration in Fig. 2.11]

m?2 = —0.147313eV? (2.15)

Lokhov — Tkachov : m, < 0.45 eV (90% C.L.) (2.16)

Feldman — Cousins : m, < 0.31 eV (90% C.L.) (2.17)

Effect | 68.3% CL uncertainty on m2 (eV?)
Statistical uncertainty 0.108
Non-Poissonian background 0.015
Column density x inelastic cross section 0.052
Energy-loss function 0.034
Scan-step-duration-dependent background 0.027
Source-potential variations 0.022
qU-dependent background slope 0.007
Analyzing-plane magnetic field and potential 0.006
Source magnetic field 0.004
Maximum magnetic field 0.004
Rear-wall residual tritium background 0.004
Molecular final-state distribution
Activity fluctuations
Detector efficiency < 0.002
Retarding-potential stability and reproducibility
Theoretical corrections

Table 2.1: Breakdown of the uncertainties based on the Asimov data set. Each
contribution in the last block of the table is smaller than 0.002 eV? and they are
therefore not propagated into the fit. Reproduced from Ref. [5]. Note: The Rear-wall
residual tritium background will be covered in more detail in Chapter
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Figure 2.11: KATRIN neutrino-mass result obtained in Ref. [5] (five measurement
campaigns, purple) compared to previous KATRIN results (first campaign, green,
and combined first and second campaigns, blue). Reproduced from [5].
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2.4 KATRIN Outlook: TRISTAN and KATRIN-++

The KATRIN Experiment plans to end its measuring period in its current configura-
tion by the end of 2025. By this end, KATRIN aims to reach 1000 measurement days
which would correspond to about five times the statistics shown in Ref. [5]. With
those higher statistics, KATRIN expects to reach a final sensitivity of better than 0.3
eV at 90% C.L. After the conclusion of its runs in its current configuration, KATRIN
will be converted to pursue other neutrino physics related ventures.

2.4.1 Searching for sterile neutrinos with TRISTAN

Sterile neutrinos are a theorized flavorless neutrino that only interacts gravitationally,
but can still mix with the traditional three neutrino flavors and keV mass scale sterile
neutrinos are a theorized, viable dark matter candidate [67]. It is believed that these
neutrinos can be detected via kinematic analysis of single S-decay spectra. Following
the completion of its neutrino-mass measurements, KATRIN will be converted into
an experiment capable of searching for keV-scale sterile neutrinos. This conversion
will be made by replacing the gold KATRIN rear wall with a beryllium rear wall and
equipping the KATRIN beamline with a multi-pixel silicon drift detector focal plane
array called TRISTAN [I2] among other smaller changes.

TRISTAN seeks to discover sterile neutrinos by searching for their production in
single -decay. Because the electron flavor anti-neutrino emitted in § is a superpo-
sition of the standard three mass eigenstates including any additional mass eigen-
state (my) for the sterile neutrinos, the f-decay spectrum should consist of "active
neutrino" and a "sterile neutrino" components as shown in Fig. 2.12 The exper-
imental signature TRISTAN seeks to detect is a (-spectrum distortion at energies
E = Ey — my where Ej is the kinematic endpoint of the decay. This search will be
sensitive in principle to sterile neutrino masses of my < Ey [12].

2.4.2 Moving toward improved future direct neutrino mass
experiments with KATRIN++

Because the current experimental methodology of KATRIN can not reach below the

neutrino mass ordering (mg < 0.05 V'), new technologies must be developed so that

a next generation experiment, KATRIN++, can reach into that range [68]. For more
information about KATRIN++ one should read reference [6§].
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Figure 2.12: Electron energy spectrum of tritium $-decay shown with and without
the imprint of a sterile neutrino. For illustrative purposes, a neutrino mass of my =
10 keV and an unphysically large mixing amplitude of sin?f = 0.2 have been used.
Reproduced from [12]
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Chapter 3

Understanding and mitigating the

systematic contribution from the
KATRIN Rear Wall

3.1 An Introduction to The KATRIN Rear Wall (RW)

3.1.1 Purpose of the RW

The KATRIN RW is located at the upstream end of the KATRIN apparatus and
is attached to the end of the Windowless Gaseous Tritium Source "WGTS" that
is furthest from the Main Spectrometer "MS" as seen in Fig. Maintaining a
homogeneous source potential in the plasma in the WGTS is necessary to accurately
measure the energy from the source f-electrons. Local space charges in the plasma
will cause inhomogeneities in the source potential of the plasma [I0]. The purpose
of the RW is to manipulate the plasma potential distribution so that it remains as
homogeneous as possible by adjusting the net surface potential of the RW. The "net
surface potential" of the RW is defined by the sum of the RW work function and the
bias voltages of up to £ 500 V that can be applied to the RW [I0]. The optimal bias
voltages produce a radially homogeneous source 3 starting potential.

, Main Spectrometer
Gaseous Source EEEEEREEEEEREREEERIEEES

ot 11|

Magnetic fields guide - from the source to the detector
Gold RW Surface The Rear Wall (RW)

Figure 3.1: Figure showing where RW is attached on the WGTS
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3.1.2 Hardware description of the RW

A detailed diagram of the RW and its attachment to WGTS is depicted in Fig. 3.2
The RW itself is a gold-plated stainless steel disk. Gold was chosen for the RW
surface because gold has a homogeneous and constant work function which facilitates
a constant surface potential of the RW. This work function of the RW was shown to
be 4.2 €V via testing on gold surfaces in the air and in vacuum [I0]. This 4.2 eV work
function is approximately 1 eV off the ideal work function value, which is attributed
to source impurities. This RW disk is then mounted on the flange units of the rear
system via ceramic rods in order to keep the RW disk electrically isolated. The hole
in the middle of the disk exists so that E-Gun electrons can pass through. The RW
operates at a temperature of 78.85 K. Because the RW is directly connected with the
WGTS, it also experiences the magnetic fields from the source.

Figure 3.2: Cross section of the entire integrated RW unit. (1) and (4) Flanges of
the RW chamber to the WGTS magnet cryostat and Rear System, respectively. (2)
The RW itself. (3) The central hole for e-gun beam transmission. Reproduced from

Ref. [10].

To enhance the conductivity and maintain the quasi-neutrality of the RW plasma,
KATRIN supplies the plasma with additional photoelectrons via Ultra Violet (UV)
illumination of the RW. Fig. [3.3] shows the setup of the UV-illumination system of
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the RW. The flange of the system is attached so that the 137mm-diameter Ultra High
Voltage (UHV) UHV-proof quartz window of the UV illumination system faces the
RW at an incident angle of 55 degrees.

Figure 3.3: Setup for UV-illumination of the RW. (1) Steel box housing the Cermax
lamp. (2) Beam splitting mirror. (3) Recess of second containment, giving direct
access to Cermax lamp and optics. (4) Adjustable mirror. (5) UHV-proof quartz
window. (6) Flange and valve at WGTS entrance. (7) The RW itself. See text for
the working principles of this UV-illumination setup. Reproduced from Ref. [10]
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3.2 The RW background [-spectrum

3.2.1 Tritium adsorption on the RW

As tritium circulates through the WGTS, tritium continuously adsorbs on the RW.
Like the tritium in the WGTS, the adsorbed tritium also undergoes tritium S-decay.
This adsorbed tritium decaying on the RW has different starting conditions that the
tritium that decays in the WGTS. This causes the RW to have a different and separate
tritium spectrum to that of the WGTS. This thesis will refer to this separate tritium
spectrum as the "RW background S-spectrum". Prior analysis has shown that the
RW background -spectrum has an endpoint (EZ") that is about 2 eV higher than
the WGTS spectrum endpoint and a signal (Sgw) that is ~ 5 of the WGTS signal.
The WGTS and RW spectra are plotted together in Fig[3.4 By including the RW
background S-spectrum parameters Spy, EFY, and fry in neutrino mass fits, this
background can be mitigated. The following three subsections will go into more detail
about the three RW background [S-spectrum fitting parameters.

® Source
. ® RW

—
=

: :Source E,
RW E,

Rate (cps)

—
)
ol

- - H
= - - S o = In
I

40 50 60 70 80 90
Retarding energy +18500 (eV)

Figure 3.4: The (-electrons from the RW produce a different spectrum than the
p-electrons from the WGTS. Adapted from [5].

RW background [-spectrum signal amplitude (Sgzw)

The RW background [-spectrum signal amplitude, Sgy,, accounts for the number of
tritium atoms present on the RW. To measure this signal amplitude, KATRIN must
run with the WGTS vacated. Once the RW signal amplitude with the WGTS vacated
is determined Sigyacated, the RW signal amplitude during WGTS Sgw _ kv operation
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is then used to inform the KATRIN neutrino mass analysis. Sgrw_xnar is determined
using the process outlined in Ref. [69].

RW background f-spectrum endpoint (E/W)

The endpoint "Ey" of a S-decay spectrum represents the maximum possible energy
that can be given to the electron in the decay. In the case of a neutrino mass of
zero and the daughter ion being produced in its lowest ground state the spectrum
would terminate at this endpoint [I7]. The endpoint energy is equal to the @ value
of the reaction minus the recoil-energy "E,.." carried by the ion daughter following

the S-decay (Eqn. [3.1).

Ey = Q — Erec (31)

The endpoint of the RW contaminant "Ef"" is most likely different than that of
the molecular tritium in the WGTS "Eg wars" because the RW contaminant is most
likely not molecular tritium. Not accounting for this difference in endpoint energy
can result in a shift of the total measured spectrum which results in a bias on the
neutrino mass squared.

RW background (-spectrum shape (frw)

The shape parameter fgry was originally developed to address uncertainties in mod-
eling the FSD for surface bound tritium [70]. Using the molecular tritium FSD
calculated from the Saenz group[I8] as a basis, this parameter seeks to fit the FSD of
the substance producing the RW background (-source by altering the relative weights
of the ground states and excited states of the molecular tritium FSD. The net effect
of this altering is that the "center of probability" of the FSD can be adjusted allowing
the spectral model to compensate for an incorrectly chosen FSD. The effectiveness
of the frw parameter was tested by seeing how it would affect the x? of fits with
an intentionally incorrectly chosen FSD. For this study, FSD of DT, HT, T5, ethane,
ethene, methane and propane were each chosen to independently fit RW data simu-
lated with a Ty FSD. With each of these FSDs, a fit with and without including frw
was performed. The x? for these 14 total fits are included in Table With the
inclusion of fry, we uniformly see the x? for each of the fits decrease and approach
the same value of approximately 33.67.

3.2.2 Parameterizing FSDs for KATRIN

This section seeks to outline how the FSD will be parameterized for later sections
of this thesis. The definitions used here were originally developed for the KATRIN
collaboration. These parameters are the FSD shape parameter and a proposed FSD
distance parameter. The FSD shape parameter has been fully conceptualized and
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FSD Name | x? without frw | x* without frw

DT-Saenz [18] 51.82 33.69
HT-Saenz [1§] 51.97 33.69
Ty-Saenz [18] 51.81 33.69
Ethane-Smutny [71] 42.77 33.67
Ethene-Smutny [71] 40.97 33.63
Methane-Smutny [71] 43.57 33.67
Propane-Smutny [71] 43.97 33.67

Table 3.1: Comparison of RW fits intentionally using incorrect FSDs with and
without wa.

tested in software. The FSD distance parameter has only been proposed, but it has
not been tested or implemented. Note: This FSD shape parameter was originally
called the "FSD onset" parameter.

In order to model uncertainties in identifying an FSD, a parameter called the "FSD
shape", was developed. In practice, what this parameter does is try to approximate
non Ty FSDs by taking the Ty FSD and adjusting the probability weighting of its
relative ground and excited states.

This shape parameter was originally developed by Dr. Thierry Lasserre,Dr. Lisa
Schliiter, and Dr. Hamish Robertson on the KATRIN Experiment. The thought
process is that by including this shape parameter when fitting, we can absorb un-
certainties due to different molecules and account for the systematic effect of the
neutrino mass measurement. In this section, we will mathematically discuss how the
FSD shape frw is used to modify the probabilities of the ground and excited states
of the FSD.

This process was summarized from M. Slezék [72]. This parameter is derived from
the relative proportions of the ground and excited states for a particular FSD. P, and
P, stand for the theory probability of the excited states and ground states for the
FSD populated by T decay. P, and P; stands for the modified probability of excited
and ground states in the non-Ty FSD that we are trying to model. When fgry is
equal to —1, P; is equal to 1 and P'g is equal to 0. When fgy is equal to 1, P; is
equal to 0, and P; is equal to 1. Lastly, when fry is equal to 0, P/e and P; are equal
to their theory values for Ty decay.

First, we need the total probabilities of the ground and excited states for both
FSDs to still sum to be one.

P,+P, =P,+P. =1 (3.2)

Now, let’s define a term "F" | F € [0, 00), to express the scaling between the ratio
of the probabilities of the ground and excited states in the two FSDs.
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Table 3.2: Correspondence of FSD shape parameter fry to various modified prob-
abilities.

frw P, P,
—1 0 1
0 P, P,
1 1 0
P, P
4 =2 3.3
P P, (3.3)

By combining equations ([5.24]) and (3.3)) we can now express the modified ground
and excited state probabilities in terms of F' and the original ground and excited state
probabilities.

, P, 1
P=F2__— _ 3.4
¢ PR (3.4)
, 1
P=—" 3.5
S EE (3.5)

Since interacting with a fit parameter that can range from 0 to infinity is difficult
for computers, we need to convert F' into a more workable range. By using the
transformation equation (3.6)), we can now define the shape parameter " fr", frw
€ [-1, 1].

1+ frw
1 — frw

We can now write the modified ground state and excited state probabilities in
terms of the original ground state and excited state probabilities and the shape pa-

rameter, equations (3.7) and (3.8]).

F = (3.6)

, B (1+ frw)Py
Pg(fRW) - (1 + fRW)Pg I (1 - fRW)Pe (37)
P.(frw) = 0~ faw)Fe (3.8)

(1+ faw)Py+ (1 — frw)Pe

Lastly, we will determine the uncertainty of frw, "o(frw)", by using standard
error propagation:

df rw
dP;

N QPEPQ(PQ —+ Pe)
") = BB, P+ BB, T PP (39)

o(frw) = ’
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This thesis will cover further experimental studies with the shape parameter in
more detail in Sec. B.7

FSD distance: proposed parameter for separation in energy between the
ground and excited states of an FSD

The RW Team only uses the relative weightings of the ground and excited states of
an FSD to parameterize that FSD, and the shape parameter was defined to represent
those relative weightings. In order to glean additional information, we propose to
add an additional parameter to describe the FSD. This new parameter is the "sepa-
ration parameter "S". This parameter will represent the distance in energy between
the ground and excited states for a particular FSD. HeH* and HeT™ ions resulting
from HT and Ty have three types of excitation modes: electronic, vibrational and
rotational. The elecronic ground states of the HeH" and HeT™ are below 10 ¢V and
the excited and continuum states are beyond 10 eV.

For the shape parameter, KaFit defines the ground state as all probabilities below
10 eV and the excited states as everything else. The separation parameter will use
the same definition for the ground and excited states. The "separation" between
the ground and excited states is the distance (eV) between the beginning of the first
excited state peak (E.;.) and the end of the ground state(s) peak ((Eg,q). Using the
T2 FSD as an example:

S (eV) = Bexe — Egnd (310)

1

(S (eV)) = (a<Em)2 n U(Egnd)2> 2 (3.11)

By defining S to be the baseline, we can now define AS which represents the S
for any given FSD in terms of the separation for the Ty FSD "Spo":

AS =S5 =Sy = (Efye — Eppag) = (Bewe — Egna) (3.12)
Such that:
‘ Value of A S ‘ Meaning ‘
‘ AS=0 ‘ separation is identical to that of the Ty FSD ‘
‘ AS=-xeV ‘ separation is x eV less than that of the Ty FSD ‘

‘ AS=+xeV ‘ separation is x eV greater than than that of the Ty FSD

Table 3.3: Description of what different A S values mean with regard to the seper-
ation of ground and excited states in the Ty FSD
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with:

N

o(S (eV)) - (o(BL?*  + o)+ o)) (313)

We can identify Ef,. aEE] ; as the locations where each of these peaks are at

their maximum values:

Pex.(Max) = FSD(EL,.) (3.14)
Pgna(Max) = FSD( 'gnd) (3.15)
Therefore:
Sto = 26.43 (eV) (3.16)
. 0.025/ ? ® Ground State Manifold
= ® Excited State Manifold
E X —— Ground State Manifold Center = 1.67 eV
s 0.02 ‘. —-- Excited State Manifold Center = 28.10 eV
£

0.015{ ¢ S =26.43
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Figure 3.5: Calculating the separation parameter for the T2 FSD

Though the framework for this separation parameter has been established, this
parameter has not yet been implemented in defining the FSDs for either KATRIN. A
possible future application for this separation parameter is using it to experimentally
confirm the Ty ground/excited state separation predicted by theory.

So, what does the separation parameter do in practice? In practice the separation
parameter pins down the ground state of the Ty FSD and then shifts the excited states
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of Ty FSD a distance "S" relative to the standard position of the excited states. To
illustrate, consider Fig. [3.6] which shows the effect of different shape parameters on
the FSD. S moves the first excited state to the left or right along the energy axis.

2 “
A=-1eV A=+0eV A=+1eV
First
Ground Excited
State(s) State
Energy (eV)

Figure 3.6: Sketch showing the effect of different separation parameters on the T2
FSD. The separation parameter moves the position of the first excited state while
leaving the location of the ground state(s) fixed.

When implementing parameters, careful consideration must be given to limiting
cases. The first and most natural limiting case is that the separation parameter
should never place the excited states for an FSD below the ground states in energy.
In practice this means that an error should be thrown if the following condition is
met:

Limiting Case 1 : AS < —26.43 (eV) (3.17)

The next limiting case should protect against the separation parameter placing
the excited states a distance that is unreasonably far away from the ground states:

Limiting Case 2 : AS > 100 (eV) (3.18)

Setting a value for the upper limit for the separation parameter is a bit more
open for discussion than the lower limit. So, the upper limit of 100 eV should just
be considered as a "starting" value that can be changed for better motivated values
later on in the development process.

Therefore:

Domain : S | AS [—26.43,100) (eV) (3.19)

95



The original goal was to have both the FSD shape parameter and the FSD sep-
aration parameter work to parameterize the RW FSD. By adding the separation
parameter, the collaboration would gain access to an additional axis of information
regarding the RW FSD. As it stands now, the KATRIN collaboration is only using the
shape parameter to try and determine the RW FSD. Hypothetically, if there was an-
other compound that had the same shape parameter as Ty but a different separation,
then the collaboration would not be able to tell those compounds apart. By adding
this additional parameter, the KNM fitting team could be better able to pinpoint the
KATRIN FSD. Along with helping identify the RW FSD, this new parameter can
help us test the consistency of the current KATRIN model.

3.2.3 Motivation for studying the RW background g-spectrum

Neglecting the RW background g-spectrum contribution in neutrino mass analysis
leads to a neutrino mass bias, Am2 ;. Based on rough estimations of the RW
background [-spectrum contribution, the approximate neutrino mass bias is shown
in Table for each measurement campaign. The goal of these estimations was to
show the potential biasing effect the RW background g-spectrum can have on selected
neutrino mass measurement campaigns. Since the contribution is small and no rear
wall measurements were taken during for KNM1 and KNM2, the rear wall background
is neglected in these campaigns.

Table 3.4: Estimation of the neutrino mass bias, Am?2 gy, of the RW S-spectrum
on each measurement campaign, if negelected entirely.

Campaign Am?2 .. (eV?)

KNM1 0.002
KNM2 0.017
KNM3a 0.058
KNM3b 0.044
KNM4 0.073
KNM5 0.032

The ultimate size of the systematic contribution to the KATRIN neutrino mass
analysis is directly proportional to the uncertainties of the parameters that go into
the RW background [-spectrum model, namely the endpoint, the FSD shape and the
signal of this spectrum. For that reason, it is important that these parameters be
studied so that they can be properly included.
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3.2.4 A Possible Origin for the RW background S-spectrum

Possible origins for the RW background [-spectrum were investigated in the PhD
thesis of Dr. Max Aker [I4]. The conclusion reached by that thesis is that adsorbed
amorphous carbon (aC) and amorphous hydrocarbon chains (aC:H) are facilitating
bases for tritium adsorption on the RW. A "facilitating basis" in this context means
that aC creates an environment that is easier to adsorb tritium than the gold RW
surface. This subsection will summarize that analysis and conclusion.

A major conclusion reached in Ref. [I4] is that aC grows on the RW under vacuum.
While aC and aC:H can be intentionally produced, it can also be unintentionally be
created as contaminants [73] and [74]. For KATRIN specifically, the aC:H is produced
by the electrons in the WGTS. W. Ding et al.[13] explain how electrons can produce
aC and aC:H via Electron Beam Induced Deposition (EBID). Fig.|3.7|shows the EBID
process outlined in Ref. [13].
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Figure 3.7: Impinging (-electrons create secondary electrons which dissociate tri-
tiated (P*) and non-tritiated precursor molecules (P). The so-created fragments (F)
polymerize forming aC:H on the surface, which can be further tritiated by nearby Ts.
The growth of the aC:H layer depends on the adsorption (A), desorption (D) and

migration (M) speeds of the precursor molecules. Figure originally from Ref. [I3]| but
adapted by Ref. [14].
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In Ref. [14] the formation of aC on the RW is explained the following way: Before
operating the WGTS, the RW was already coated with weakly adsorbing precursor
molecules (P/P*). Those precursor molecules most likely were deposited when the
RW was originally constructed. As (-electrons fly around the WGTS, some of those
[-electrons impinge on the RW surface. Those [-electrons impinge on the RW via
adsorption (A) or surface diffusion (M). Simulations from Dominic Batzler [75], show
that these processes produced secondary electrons of which a significant amount are
within an optimal energy range, 0 to 50 eV, to dissociate adsorbed hydrocarbons
upon collision. Those dissociated fragments (F) of the precursor molecules can then
polymerize on the irradiated surface and create amorphous hydrocarbon chains aC:H
on the RW (Fig. 3.8].

Figure 3.8: aC:H pre-existing on RW

During KATRIN operations, electrons bombard the unknown C:H hydrocarbon
chain breaking the mw-bonds of the aC:H and the chain itself (Fig|3.9)).

Tritium bonds to the newly opened m-bonds resulting in amorphous structure.
Examples of these amorphous structures are shown in Fig. [3.10

The tritium from the aC:T later S-decays and the (-electrons from the aC:T have
a different spectrum than the §-electrons from the source. KATRIN strongly believes
that the contaminant on the RW is in the form of hydrocarbons. This hypothesis is
supported by the successes of UV /Ozone cleaning (Section because this method
has been the most successful in reducing the activity of the RW and hydrocarbons
are particularly weak to UV /Ozone cleanings|14].
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Figure 3.9: C:H with m-bond opened by electron bombardment

Figure 3.10: Newly created tritiated amorphous hydrocarbon (aC:T) on RW
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3.2.5 Integral Flow and its relationship to the RW background
B-spectrum effect

This chapter seeks to explore the evolution of the RW contaminant in the KATRIN
experiment. It is believed that the contaminant builds as tritium is circulated through
the WGTS. For these reasons, a new, time-analogous parameter called "integral flow"
(mbar*l) was established. Integral flow represents the cumulative amount of molecular
tritium that has circulated through the WGTS after a designated start time. This
start time is taken to be the last time the RW is cleaned. In this thesis, an epoch is
defined as the time between RW cleanings. This counter resets at the beginning of
each epoch so that the evolution of the RW systematic with respect to integral flow
can be compared across epochs. The integral flow of tritium over KNM1-KNM13 is
plotted in Fig. [3.11
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Figure 3.11: Integral tritium throughput over KNM1-KNM13 reproduced from
Ref. [I4]. RW Cleanings occured after KNM4, KNM6, and KNM7
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3.3 Mitigation of RW background S-spectrum via
UV /Ozone cleaning

The mitigation of the RW background [-spectrum via UV /Ozone cleaning is heavily
investigated and documented in Ref. [I4]. This section will briefly summarize the
process and results of UV /Ozone cleaning the RW and explain how they are connected
to developing KATRIN’s understanding the RW background S-spectrum.

3.3.1 Brief overview of the UV /Ozone cleaning process

During the preparation of this thesis, an explanation of UV /Ozone cleaning was pro-
vided to the author through private communication Ref. [76]. To begin this cleaning
process, one needs:

1. A contaminated surface
2. A UV lamp

3. A flushing gas

For decontamination, KATRIN uses a well-defined 80% helium and 20% oxygen
mixture. KATRIN uses a mercury lamp to emit UV light with wavelengths of 185
nm and 254 nm. These two wavelengths are required to both create and destroy
ozone via the Chapman Cycle [77]. The 185 nm light dissociates molecular oxygen
into triplet atomic oxygen. That triplet oxygen will then combine with molecular
oxygen and generate ozone. Now, the 254 nm light dissociates the ozone forming
molecular oxygen and singlet atomic oxygen O(1D). That singlet atomic oxygen is
actually what is going to do the cleaning. The O(1D) has strong oxidation power and
it reacts with hydrocarbon contamination to gently remove the contamination in the
form of byproduct molecules such as COs, HyO, and O,. These byproduct molecules
then gently float away from the RW surface.

3.3.2 Implementation of UV /Ozone cleaning in KATRIN

To perform this RW decontamination, KATRIN uses ultraviolet (UV) illumination
through a window attached at an angle to the RW and WGTS. This setup is depicted
in Fig. (Note: This is the same hardware depicted in Fig. but with the
decontamination related parts highlighted). Two 24 HV lamps are located behind
the optical port and illuminate the RW with discrete UV lines at wavelengths 185
and 254 nm. This chamber is equipped with heaters allowing the system to be heated
to temperatures of 100°C to 110°C for the chamber and 165°C for the rear wall. The
flushing gases chosen were Ny, Dy, and filtered air with residual humidity [15].
Using this setup, the BIXS rate of the RW was measured after 35 days of the
WGTS being evacuated. Fig. from Ref. [I5] shows the recorded BIXS rate
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Figure 3.12: Cut through the middle plane of the rear wall chamber. The walls
of the primary system are shown in gray. On the left side, the rear wall chamber is
connected via a DN63 tube to the so-called mid chamber (not shown) where the gas
injection and the vacuum system are attached. The two UV lamps are located at =~
550-mm distance to the rear wall behind two vacuum view ports HPFS Corning code
7980. The intermediate space between the lamp and the optical window is purged
with nitrogen during operation of the UV lamps. For the BIXS system, a silicon drift
detector is installed behind the beryllium window, which was used to monitor the
decontamination effect. The gate valve to the WGTS was closed during the whole
decontamination procedure. Reproduced from Ref. [15]

of the RW during each of the marked intervals of the decontamination steps. The
combination of 100 mbar Air and UV light results in the sharpest decrease of the
BIXS rate of the RW.

The results from the UV /Ozone cleaning also serve to illuminate to KATRIN
about what substance is the one contaminating the RW. Given that UV /Ozone clean-
ing was the method that reduced the activity of the RW while other methods (shown
in Fig. did not as sharply reduce the RW activity, KATRIN is led to believe
that the contaminant on the RW is some form of hydrocarbon because hydrocarbons
are resistant to most molecular cleaning methods that aren’t specifically UV /Ozone
cleaning [76].
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Figure 3.13: BIXS count rate readings during the rear wall decontamination proce-
dure. The numbers mark the different decontamination steps performed, according
to the legend in the plot. Another period of UV illumination over a time span of 4
days prior to step 1 is not shown for visibility reasons. During this period, a rate
reduction of less than 2.5% than the starting value was achieved. Reproduced from

Ref. [15]
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3.3.3 How can we model the Rear Wall contaminant?

Fig. [3.14] [3.15], and [3.16] will explain KATRIN’s model for the hydrocarbon contam-
ination. The idea is that there was an initial hydrocarbon layer covering the RW
surface that is tritiated as tritium flows through the WGTS. This hydrocarbon layer
existed during Epoch 1 and Epoch 2 of the RW data collection (Fig. [3.14)).

Initial C_ H, layer on RW

Figure 3.14: Initial hydrocarbon layer on the RW produced via the electron induced
deposition process outlined in Sec. .

While the WGTS is operating during neutrino mass measurement campaigns,
electrons in the WGTS bombard the hydrocarbon layer. The electrons bombarding
the hydrocarbon layer cause the m-bonds of the molecules in the layer to fall apart
and tritium bonds to the newly opened w-bonds (Fig. [3.15)). Now, as explained in
Sec 3.2.4] the tritium attached to the hydrocarbon can decay and lead to another
different tritium [-spectrum. During Epoch 1 and Epoch 2, there was so much of
this layer that the RW cleaning between Epoch 1 and Epoch 2 did not remove all of
it.

C_H A becomes tritiated

Figure 3.15: Bonding of tritium ions to the opened 7-bonds of the aC:H.
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During Epoch 1 and Epoch 2, the RW data supports that after cleaning the
RW background was "suppressed" but not yet mitigated. The RW background is
"suppressed" when it is temporarily reduced (e.g. just after the cleaning that starts
Epoch 2) but then increase again, but the RW background is "mitigated" when
it remains reduced long after cleaning (e.g. months after the start of Epoch 3).
Therefore, the RW background would then continue to increase after those cleanings.
In Epoch 3, after the third RW cleaning, the RW data showed that RW signal and
RW activity remained stable after a short growth period . This stability is believed
to occur because the dissociated tritium ions from the HeT™ ions in the WGTS are
now starting to adsorbing directly to the RW instead of bonding to a hydrocarbon
(Fig. [3.16]).

aC T, is cleaned from RW

30
0

e
-

Figure 3.16: Effects of the UV /Ozone cleaning methods outlined in Sec.

3.3.4 How do we determine when/if to clean the RW?

As WGTS operations continue, more and more tritium bonds to the hydrocarbon
layer. This leads to an increased signal of the RW tritiated hydrocarbon. As that
signal increases, KATRIN must ask itself the question "Should we UV /Ozone clean
the RW or not?" To answer the question KATRIN has to decide how it wants to
optimize its understanding of the statistical error vs. systematic error of the RW
on the KATRIN neutrino mass squared value. As the RW signal increases, so does
the statistical error of the RW on the neutrino mass squared (Fig . As the RW
signal increases, the systematic error of the RW on the neutrino mass squared value
decreases (Fig|3.18)).

Once the decision is made to clean the RW, the UV/Ozone cleaning method
described in Sec. [3.3.2]is implemented.
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Statistical Study: Effect of RWSig on Mass Squared Error
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Figure 3.17: Statistical study showing the effect of the RW signal on the statistical
neutrino mass squared error. There is a positive, linear relationship between the RW
Signal and the neutrino mass squared error.
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Sensitivity Study with Free Parameters: mnu2 & RW signal 1e—5
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Figure 3.18: Systematic study showing the effect of RW signal on the systematic
neutrino mass squared error. This relationship is approximately a decaying exponen-
tial.
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3.4 Measuring the RW background [-spectrum

This section was written in collaboration with the RW team members: Max Aker, Dominic
Batzler, Stephanie Hickford, Leonard Kollenberger, Bjorn Lehnert, Gen Li, Kirsten
McMichael, Shailaja Mohanty, Diana Parno, Rudolf Sack, Magnus Schlosser, Alessan-
dro Schwemmer

3.4.1 Configuration of the KATRIN apparatus during RW
background p-spectrum measurements

In order to measure the RW background S-spectrum, the KATRIN experiment is run
with the WGTS source vacated which leaves the RW as the primary source of (-
electrons. To not interfere with neutrino mass data taking, measurements of the RW
background [-spectrum and activity are taken in between measurement campaigns
with varying experimental and hardware configurations. These scans are grouped
into datasets, RWzx, based on the scans that were performed at the same time and
under similar conditions. Next, the datasets are assigned to epochs based on when
they occurred with respect to the most recent cleaning of the RW (Fig. . All
measured datasets are listed in Tables and [3.6 One run (68505) was rejected
from the RW6 run list because it was taken in the wrong DAQ mode.

./[No Data]' .

Epoch 1 Epoch 2
Cleaning 1 Cleaning 2 Cleaning 3

Figure 3.19: Diagram showing epoch division of RW data with respect to RW
cleanings
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Dataset Campaign MTD B-fields RW bias Date Integral Flow Run Total
(mV) (dd/mm/yyyy) (mbar*1) Numbers Runs
) . ,
Start of Epoch 1
14-17/8/2020 64112-64134
RW1 KNM3 (end) Flat 6.3G 0 1.66x108 41
22-24/8/2020 64277-64294
RW2 KNM4 (end) Flat SAP +90 01-03/12/2020 2.86x107 66337-66361 25
RW3 KNM4 (end) Flat SAP 0 05-07/12/2020 2.87x107 67015-67032 18
r . Al " \
UV /Ozone rear wall cleaning: Start of Epoch 2
RW4 KNMS5 (15%) Flat SAP +300 15/4/2021 5.60x 106 68271-68272 2
15-16/4/2021 68274-68283
RW5 KNM5 (15%) Flat SAP 0 5.60%10° 43
16-19/4/2021 68287-68319
16/4/2021 68284-68285
19/4/2021 68321-68322
RW6 KNM5 (ISt) KNM5 SAP +300 19/4/2021 5.60% 106 68328-68329 8
23/4/2021 68466-68467
26/4/2021 68505
KNM5 06-07/05/2021 68662-68666
RW7 KNM5 (2°4) Flat SAP 0 07-08,/05/2021 6.84%106 68680-68695 30
KNM5 08-10/05/2021 68696-68704
RWS8 KNM6 (start) Flat SAP 0 06-07,/08/2021 1.57x107 69840 - 69847 8
RW9 KNM6 (end) Flat SAP 0 02-06,/12/2021 2.84x107 71192 - 71239 48

Table 3.5: Epoch 1 and Epoch 2 RW datasets.
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Dataset Phase MTD B-fields RW bias Date Integral Flow Runs Total
(mV) (dd/mm/yyyy) (mbar*1)
T . . . . Al N \ €
UV irradiation rear wall cleaning: Start of Epoch 3
RW10 KNMS (end) Flat SAP 0 15-19/3,/2023 7168428.05 (see caption) 28
81168,
RW11 KNM9 (end) Flat SAP 0 06-08/5,/2023 12664277.10 22
81172 - 81192
RW12 KNM10 (end) Flat SAP +200 02-04,/08,/2023 14456319 82454-82473 20
RW13 KNM12 (start) Flat SAP 0 02-04,/03/2024 31123237.9 84569-84575 7

Table 3.6: Epoch 3 RW Datasets. RW10 Runs: 80655, 80657 - 80660, 80701, 80703,
80704, 80706, 80707, 80709, 80710, 80712, 80713, 80715, 80716, 80718, 80719, 80721,

80722, 80725, 80727, 80728, 80730, 80731, 80733, 80734, 80736

71



3.4.2 RW dataset campaigns: the RW Epochs

Given the fact that RW conditions change after each RW cleaning, it was decided
to separate the RW datasets into different "Epochs" that end each time the RW
is cleaned. This separation of the RW datasets is shown in Table 3.7 With the
start of each new Epoch, the integral flow is reset to be zero. RW spectrum signal
and activity measurements that will be shown in Sec. [3.6.3] show that while the RW
spectrum signal and activity increases with integral flow in Epochs 1 and Epochs 2
the RW signal and activity quickly stabilizes with regard to integral flow in Epoch 3.

Table 3.7: Table showing how the RW Datasets are divided into epochs.

Epoch # ‘ RW Datasets included ‘ Behavior of the RW Signal & Activity
Epoch 1 (KNM3-4) | RW1-3 | Grows with integral flow
Epoch 2 (KNM5-6) ‘ RW4-9 ‘ Grows with integral flow

Major change in RW contaminant structure

Epoch 3 (KNM7+) ‘ RW9 and beyond ‘ Quickly stabilizes with integral flow

3.4.3 Measurement Campaign

The KNMzx measurement phase simply indicates which neutrino mass measurement
campaign the rear wall residual tritium scans were closest to in time. The scans
are sometimes before or after a measurement phase (indicated by “start” or “end”),
and sometimes within a measurement phase if there is a break in neutrino mass
measurements (indicated by 1°¢ or 2" interruption). It is expected that the same
material is accumulated on the rear wall with more tritium integral flow, therefore
provided the rear wall residual tritium endpoint is stable, scans from all measurement
phases in an epoch can be combined to obtain one common endpoint and one common
FSD shape. The timing of the scans is relevant for the signal evolution of the RW
tritium background.

3.4.4 Measurement Time Distribution (MTD)

As explained in Sec [I.4.4] KATRIN is measuring the molecular tritium [-spectrum
by setting the retarding voltage of its spectrometer to specific values U; and counting
all of the electrons that surpass the threshold qU;. The natural next question is:
"How long does KATRIN measure at each of the discrete voltages?" The answer is
given by the Measurement Time Distribution (MTD) used by KATRIN (Fig. [3.20)).
The measurement time is proportioned this way because the spectrum has a lower
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Figure 3.20: Example MTD used for neutrino mass measurement. The measure-
ment time spent is summed over the whole campaign. (Adapted from Ref. [16])

signal rate toward the endpoint, so the spectrum near the endpoint must be measured
longer than points deeper within the spectrum.

A flat MTD is a robust way to obtain the rear wall parameters (Sgyw, E&", and
frw ). Since we are not interested in extracting the shape distortion close to the end-
point (such as in the neutrino mass analysis), a flat MTD is a better choice for the rear
wall analysis. In this context, a "flat MTD" is an MTD where all energies receive an
equal amount of measuring time. This flat RW MTD is stored in the orcaruncontrol
git repository.

The MTDs for the KNMxz measurement phases are optimized to be sensitive to
the neutrino mass, and are therefore of little use in rear wall residual tritium scans.
However, these MTDs are sometimes used and can be stacked together with flat MTD
measurements, although they do not contribute significantly to the sensitivity of the
result.

3.4.5 Magnetic fields

Neutrino mass measurements are now always performed in Shifted Analyzing Plane
"SAP" configuration, therefore all rear wall residual tritium scans are also performed
in this magnetic field configuration. Only one dataset, RW1, was taken in the 6.3 G
magnetic field configuration to obtain input parameters for KNM3b.

3.4.6 RW bias voltage

The rear wall bias voltage Vg should always be set to 0mV for rear wall residual
tritium scans. All measurement data can then be easily combined and the resultant
endpoint is directly comparable over time. In a few datasets, the bias voltage was
mistakenly set to another value. In these cases the data can still be used, however
the analysis becomes more complex.

There are three options for the treatment of the different rear wall bias voltage in
datasets RW2 (+90mV), RW4 (+300mV), RW6 (+300mV), and RW12 (+200 mV)
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when combining the data:

1. Remove runs: For the most simple approach to the fitting, with no endpoint
bias, datasets with a rear wall bias voltage can be removed from the analysis.
The drawback of this approach is that there is a larger statistical uncertainty
on the endpoint, and therefore contributes to a larger systematic uncertainty in
the KNMz neutrino mass analyses.

2. Endpoint correction: The rear wall bias voltage is subtracted from the end-
point fit result after the analysis has been performed. This approach leads to the
highest possible statistics and bias reduction in KNMx neutrino mass analyses.

3. Association: An association between parameters can be used in multi-fitting,
This takes the rear wall bias voltage into account and yields one “effective”
endpoint. This approach leads to the highest possible statistics and bias free
KNMzx neutrino mass analyses.

Methods 2 and 3 are used in the rear wall analyses (by Fitrium and KaFit respec-
tively). These methods are implemented differently in the two fitting codes, but in
practice use the same linear relationship

EO,eff = EO,dataset - VRVV (320)

and lead to the same endpoint result.

3.5 Fitting the RW Spectral Data

This section was written in collaboration with the RW team members: Max Aker, Dominic
Batzler, Stephanie Hickford, Leonard Kollenberger, Bjorn Lehnert, Gen Li, Kirsten
McMichael, Shailaja Mohanty, Diana Parno, Rudolf Sack, Magnus Schlosser, Alessan-
dro Schwemmer

3.5.1 Fitting Software

KATRIN uses two independent fitting software packages to try and extract the neu-
trino mass from the molecular tritium [S-spectrum. These software packages are called
KaFit and Fitrium. This thesis will not provide an in-depth description of these
packages and how they work. Data and analysis are on the rear wall residual
tritium working group git repository. Links to data, scripts, and results refer
to this location. The following source code versions were used:

KaFit: KASPER commit git:develop+d7aed65775

Fitrium: Fitrium commit git:master+ela3db87
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3.5.2 Run summaries

The run summary version of all rear wall datasets is Durable 10a, the downloaded
datasets are in the RUN_SUMMARY/|directory. Run summaries are KATRIN documents
that contain all the relevant information regarding runs such as the purity of the
tritium source, count rate, etc.

e ROI: The [22,34] keV region of interest with p-veto is used in all datasets
with the exception of RW2 where the p-veto is not available. The angular
dependent detection efficiency for the [22, 34] keV ROI is applied from the period
summaries as listed in table 3.8

e Relative efficiency: The pixel-wise [22,34] keV relative efficiency is used for
RW1 (the 6.3 G dataset). No other datasets use pixel-wise relative efficiencies
as they are not available.

The rear wall datasets were taken during different neutrino mass measurement
campaigns and therefore have different magnetic field configurations. The period
summaries used for the rear wall fits are in the PERIOD_SUMMARY/ directory. The
period summaries and their corresponding rear wall datasets, are listed in table [3.8|
Period summaries contain information regarding the magnetic field settings of the
experiment and the voltage settings during a campaign or long data-taking period.

Table 3.8: Period summaries used for fitting rear wall datasets. The versions listed
are specific version definitions within the KATRIN collaboration

B-field Datasets Period summary version

6.3G RW1 GlobalKNM3Simulation-PeriodSummary
_Jan2022b-Actual-Knm3b_18600V
_6.0G-000001_2234R0I.ktf

SAP RW2-3 SAP_KNM3_KryptonPeriodSummary
_2022-12-19_2234R0OI . ktf

SAP RW4-13  SAP_KNM5_KryptonPeriodSummary
_2023-02-08_Patchwise_2234R0I
_WRONG_UNCERTAINTIES.ktf

3.5.3 Model

The rear wall residual tritium scans are fit using the KATRIN tritium spectrum model
with one minor modification:

e Scattering off: No scattering effects are included because the WGTS is empty
during rear wall residual tritium scans.
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In neutrino mass fits scattering is turned on since the source contains tritium, and
electrons from the rear wall undergo scattering.

3.5.4 Input parameters

The following input parameters are used in the rear wall tritium spectrum model:

e Fit range: The analysis window is [Fp-125eV,Eq+125¢eV] in order to maximize
statistics.

e 2x source length: Lwgrs is doubled because all electrons start at the rear
wall. In non-RW fits, Lwgrs is half the actual length of the WGTS because
on average electrons travel half the length of the WGTS. This only affects the
synchrotron radiation losses.

e Source magnetic field: The source magnetic field has strength 1.23 T which
is the value at the rear wall location.

e FSD: A dedicated rear wall FSD, based on the KNM2 Ty FSD, is used with a
fixed temperature and composition:

— Temperature = 78.85 K
— Concentrations (Relative weighting of molecules in the total composition
1.0 = 100%)
x Ty concentration = 1.0
x H'T concentration = 0.0
x DT concentration = 0.0

— Purities
« Tritium purity = Ng + 0.5 (Nyt + Npr) = 1.0
x Reduced tritium purity = N“ﬁ:jﬁg;‘f&i?) =1.0
_ N _
*R= (NDTiﬁHT) =00

where Fitrium uses the concentrations and KaFit uses the purities.

e Detection efficiency: The global detection efficiency of the FPD is set to
95 %.

e Column density (Scalecp): The column density is set to a reference value
of 3.75 x 10! m—2.

In neutrino mass fits the column density is that of the measurement campaign, since
this affects the scattering that the electrons undergo. The resulting signal normaliza-
tion from the rear wall fits is scaled according to the column density of each neutrino
mass measurement campaign as follows:

Sigrw

i = — 21
SigrNMx Scalecp (3 )
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3.6 Integral low and growth model scaling

This section was written in collaboration with the RW team members: Max Aker, Dominic
Batzler, Stephanie Hickford, Leonard Kollenberger, Bjorn Lehnert, Gen Li, Kirsten
McMichael, Shailaja Mohanty, Diana Parno, Rudolf Sack, Magnus Schlésser, Alessan-

dro Schwemmer

The residual tritium on the rear wall accumulates during neutrino mass measure-
ment phases which leads to an increasing rear wall rate, and therefore an increasing
signal amplitude. The mean signal is calculated for each patch as an input parameter
value which requires a model for the signal evolution as a function of the integral flow
of tritium gas through the WGTS. The signal is correlated to the rear wall rate, of
which the model is already known from the analysis of the rear wall rate measure-
ments at 14 keV which are discussed in Sec. below. The correlation of the signal
with the rear wall rate is discussed in Sec. B.6.21

3.6.1 RW Rate Measurements

The section summarizes the work done by Dr. Max Aker and Shailaja Mohanty. The
rear wall rate measurements of KNMa3-5 were performed using the parameters as listed
in Table In the following subsections the considered sources of uncertainties are
discussed.

Table 3.9: Settings used for rear wall rate measurements.

System Configuration
LFCS MAX setting.
MS retarding potential 14kV

RW bias oV

FPD Histogram mode
Measurement duration 10 min

PS ov

Steep cones SAP-like

Pile Up correction

Due to the high rate observed at a retarding potential of 14kV the measured rates
need to be corrected for pile-up. The following procedure was developed by Dr.
Sanshiro Enomoto. The uncertainty caused by this correction is calculated to be
approximately 0.3 % for rates up to 50 keps/pixel and retarding potentials down to
14kV. For higher rates of up to 100 keps/pixel an uncertainty of roughly 0.5 % can
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be achieved. Although the observed rates per pixel are below 50kcps for all the
measurements an uncertainty of 0.5 % is assumed for this correction. This uncertainty
is quadratically added to the uncertainty of the pixel wise rate given by BEANS.

The correction is applied by counting all Focal Plane Detector "FPD" events above
a threshold Fy,, with

(Ey — 0.75 - (Ey — qU) + 10000)
2

The obtained rate is then scaled with 1/ef f with eff =1 — W - R, where R is the
pixel rate in cps and W = 1.828 x 1076.

Eun(eV) = where Fy = 18575¢V. (3.22)

Set-point repeatability

All the rear wall rate measurements are assumed to be performed at retarding po-
tential of 14kV. To account for deviations in reaching this set-point for different
measurements, the measured rate is compared to the expected rate at 14kV and
found differences are added to the uncertainty. For this the relative rate difference
of the rate at the mean of the run-wise retarding potential to the expected rate at
14kV is determined. The correlation of the rate and set retarding potential is de-
rived from a|cubic fit to the data in the vicinity of 14kV of deep scans
which were performed with an empty WGTS.

Deviations in field settings

Due to inconsistencies in the setting of currents in single air coils or steep cone
electrodes, a minor impact to the observed rate due to a different mapping of the
electrons starting at the rear wall to the FPD might be possible. This effect is
currently under investigation.

3.6.2 Growth model scaling

A linear model for KNM4e was obtained and a limited to linear growth model for
KNMS5. The limited to linear growth model is used after cleaning of the rear wall.
Here the rate increases with a limited growth in the beginning. Over longer exposure
times, the growth becomes linear. In the case of KNMb5 data is available right after
cleaning. For KNM3 and KNM4 measurements are only available showing the linear
increase, hence no estimation of the exponential growth in the beginning can be made.

The growth model is applied on a patch wise basis. The same scaling procedure
is now also used for KNM3a and KNM4 patch wise signals.

Scaling is done in Scaling/growth-model-scaling. For more details see README.md
files. The input parameters and correlations for the patch wise growth model are col-
lected in Scaling/growth-model-scaling/Inputs. The models are estimated by
Dr. Max Aker in Scaling/growth-model-inputs-KNM345 The linear growth model
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Figure 3.21: Illustration of the growth model fits to the rear wall rate for KNM3
to KNM4 (left) and KNM5 (right). The first two data points are excluded from
the fit since they predate different measurements in non-standard WGTS operation
modes like Kr circulation prior to KNM3. In those modes a different accumulation of
residual tritium on the RW is epxected compared to the nominal KNMx operation. As
x and y uncertainties are taken into account in the fit, each sub plot further includes
the residuals in x and y direction of the data points in comparison to the model.
Plots of the individual growth models for each patch are located in the repository
under growth-model-inputs-KNM345/RWRateEvolution/Output/patches. Plots by
Dr. Max Aker

and limited to linear growth model with respect to a particular integral flow "x" are

defined as:

Jrxwa(z) =m -2 4c (3.23)
fKNMg)(:C) =a - exp(k . (l’ + l’o)) -+ b- (l’ + LC()) (324)

Parameters "a", "b", and "c¢", can be found in the RW inputs technical reports. The
growth models of KNM3 (equation to KNM5 (equation are shown in figure
[3.:21] The resulting parameters and their uncertainties to each of the RW model fits
can be found here. The determined models are fit at the patch-wise signal fit results,

shown in tables [3.18 and [3.16], via a single free scaling parameter s:

Sigrama/knms (55 T) = Sknma/KNMs * frNMa/KNM5 () (3.25)

In the case of KNMb, the signal values of RW4-5-6, RW7 and RWS8 are combined
by connecting each to the corresponding integral flow. The growth model is then fit
through the three points allowing one to extract a mean signal of RW4-5-6-7-8 for
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the corresponding integral flow values during KNMb5. The conversion of integral flow
to scaled signal values is performed in 02_PropagateErrors.py. In order to consider
the uncertainties of the rear wall rate fit parameters and their correlations, a set of
input parameters for fxnma/knms(2) gets sampled from the covariance matrices and
the functions are then fit to the data. After repeating this procedure 10000 times,
we have 10000 fit results for s and uncertainties op;; directly from the fit, from which
the mean can be determined. To calculate the uncertainty of s, the mean op;; gets
combined with the standard deviation of s (0gyq) as follows:

s =/ Opi + Oda (3.26)

The mean signal value per run ¢ and per patch is calculated by using the mean value
theorem for integrals:

1 Flowgng
g = / Si s,2)dz 3.97
& Flowgnq — FIOWStart Flowsgu, gKNM4/KNM5( ) ( )

Again, the parameters for Siguny ks (S, ¥) get sampled from the covariance ma-
trices and then the mean signal is calculated. After repeating this 10000 times, the
mean of Sig; is the final value and the standard deviation the uncertainty (osig:). The

final input values are received by calculating the weighted mean of all Sig; with the
run length ¢; as weight:

Sig=Y_ Sig - 1 (3.28)

ttotal

The uncertainties are propagated via a Gaussian error propagation:

total

ti ?
Osig = Z <t_0-Sig7i) (3.29)

The resulting signal values are shown in the fourth column of Tables [3.10] and
and patch wise values are illustrated in figure [3.22]
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Table 3.10: Rear wall signal values after scaling with the growth model. KNM3a,
KNM3b and KNM4 are scaled with the linear growth model.

Campaign Dataset Segment Signal (scaled)

KNM3a RW23 patch 00 0.003 45(7)
KNM3a RW23 patch 01 0.00343(7)
KNM3a RW23  patch 02 0.003 15(6)
KNM3a RW23 patch 03 0.003 14(6)
KNM3a RW23 patch 04 0.00298(6)
KNM3a RW23 patch 05 0.00279(6)
KNM3a RW23 patch 06 0.00260(5)
KNM3a ~ RW23  patch 07 0.00244(5)
KNM3a RW23 patch 08 0.00229(5)
KNM3a RW23  patch 09 0.00210(4)
KNM3a ~ RW23  patch 10 0.00187(4)
KNM3a RW23 patch 11 0.001 68(4)
KNM3a RW23  patch 12 0.001 54(3)
KNM3a RW23 patch 13 0.00145(3)
KNM3b RW1 uniform 0.00321(4)
KNM4  RW23  patch 00 0.00542(4)
KNM4 RW23 patch 01 0.00541(4)
KNM4 RW23 patch 02 0.005 08(4)
KNM4 RW23  patch 03 0.00506(3)
KNM4  RW23  patch 04 0.00487(3)
KNM4 RW23 patch 05 0.004 59(3)
KNM4  RW23  patch 06 0.00434(3)
KNM4 RW23 patch 07 0.004 11(3)
KNM4 RW23  patch 08 0.00392(2)
KNM4 RW23 patch 09 0.003 65(2)
KNM4 RW23 patch 10 0.00331(2)
KNM4 RW23 patch 11 0.003 03(2)
KNM4 RW23 patch 12 0.002 83(2)
KNM4 RW23  patch 13 0.00268(1)
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Table 3.11: Rear wall signal values after scaling with the growth model. KNM5

signals are scaled with the limited to linear growth model.

Campaign Dataset

Segment Signal (scaled)

KNMb RW45678  patch 00 0.00263(4)
KNMb5 RW45678  patch 01 0.00266(4)
KNM5 RW45678  patch 02 0.00257(4)
KNMb5 RW45678  patch 03 0.00258(4)
KNMb5 RW45678  patch 04 0.00253(4)
KNMb5 RW45678  patch 05 0.00243(4)
KNMb RW45678  patch 06 0.00235(4)
KNM5 RW45678  patch 07 0.00227(3)
KNMb RW45678  patch 08 0.00219(3)
KNMb5 RW45678  patch 09 0.00206(3)
KNMb5 RW45678  patch 10 0.00195(3)
KNMb RW45678  patch 11 0.001 78(3)
KNM5 RW45678  patch 12 0.001 65(3)
KNMb RW45678  patch 13 0.001 58(10)
4. KNM3a
KNM4
0.005 A @ KNM5
0.004 A
g P,
@ oo
0.003 A ..
o O ..o ..0.... ® = o...
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Figure 3.22: Patch wise rear wall signal values scaled by the growth model. Dis-
played here are the signals scaled to KNM3a, KNM4, and KNMb5. Values are also

listed in table .
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3.6.3 Evolution of the RW f[-spectrum Signal, Endpoint, and
FSD Shape

This subsection of the RW analysis covers the work performed by the author. A
stacked fit to each of the rear wall datasets (uniform for RW1, multi-patch for RW2-
RW13) was performed and these data points were divided into their respective epochs.
The scripts used to run these fits and to plot the results of these fits are included
below.

e Fitting run scripts:
— KaFit: FITTING/Evolution-fits/run-rw-evolution-fits.sh
e Plotting scripts:

— Parameter-evolution-figures/plot-eO-evolution.py
— Parameter-evolution-figures/plot-onset-evolution.py

— Parameter-evolution-figures/plot-sig-evolution.py

From these scripts, the evolution of the fit parameters with respect to increasing
tritium integral flow in the WGTS was studied. The evolution of the fit parameters
is shown in Fig. [3.23] These parameters are consistent between the two fitters (KaFit
and Fitrium).

700057 @ RW Epoch 1 ° a.)
g RW Epoch 2
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Figure 3.23: RW Signal, Endpoint, and FSD Shape fit results for the data points
in each RW epoch plotted against the integral flow of tritium through the WGTS
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The rear wall bias voltage (set incorrectly to +90mV in RW2 and to +200mV in
RW12 and RW6) has been compensated for in Fig. [3.23, Furthermore, data sets RW4
and RW6 were excluded from the plots due to their low number of runs resulting in a
lack of sufficient statistics. During the first two epochs, the RW endpoint appears to
be consistent with respect to integral flow and each other, indicating the same form of
surface contamination. We expect the same material to accumulate on the rear wall
with greater tritium integral flow. Given that the RW endpoint (and FSD Shape) of
Epoch 3 (Fig. b. and c.) are very different from those of epoch 2 and epoch 3,
it is believed that the form of RW contamination changed during the RW cleanings
between epoch 2 and epoch 3. When including the FSD shape as a free parameter
(no constraint) the rear wall endpoint central value and uncertainties increase, and
the FSD shape result is slightly negative (meaning lower probability is given to the
ground states in comparison to the excited states).

During epoch 1 and epoch 2, the RW signal increases as the integral flow increases,
which is expected due to the build-up of residual tritium on the rear wall (Fig.|3.23)).
Epoch 3 differs from the first epochs because the RW signal values in epoch 3 are
approximately stable. This stability of the RW signal suggests that after the cleanings
between epoch 2 and epoch 3 the RW background has been largely mitigated.
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3.7 RW background (-spectrum model parameter
inputs for KNM Analysis

This section was written in collaboration with the RW team members: Max Aker, Dominic
Batzler, Stephanie Hickford, Leonard Kéllenberger, Bjorn Lehnert, Gen Li, Kirsten
McMichael, Shailaja Mohanty, Diana Parno, Rudolf Sack, Magnus Schlésser, Alessan-

dro Schwemmer

3.7.1 RW Spectrum fit results for KATRIN neutrino mass
campaigns (KNM3-6 and KNMS8-9)

The main purpose of studying the RW [-spectrum is to better understand the back-
grounds for the KNM campaigns. For that reason, it is necessary to provide the
KATRIN collaboration with the RW [-spectrum fit parameters for specific KNM
campaigns. These statistics-only fits from the rear wall measurements are performed
with the fitting scripts located in the rearwall-residual-tritium-working-group
git repository.

e KaFit combined rear wall fits; FITTING/Combined-fits-crosscheck/
e Fitrium individual fits and averaging: rear-wall

Note: Each folder contains additional README . md files, describing details on code setup
and configuration. The fit results are summarized in the following sections and
. For the analysis performed, RW1 was analyzed as a uniform spectrum, and
all other rear wall scans are analyzed with patch wise spectra. The endpoint, FSD
shape, and signal parameter configuration will be described in the following sections.
Additional information on the measurement campaigns can be found in the measure-
ments tech report.

The RW datasets within a specific KNM are combined in order to determine
one common endpoint and FSD shape parameter, for the best possible statistical
uncertainty. The data combination can be done in two ways:

e Multi-fitting: A multi-period fit (where the data is stacked within each rear
wall measurement dataset) yields one common endpoint and FSD shape param-
eter value, while allowing for different signal and background values for each of
the rear wall measurements. This method is used for the analyses performed
with KaFit.

e Averaging: Individual stacked fits are performed on each rear wall measure-
ment dataset. To determine a common value, the weighted average of the fit
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endpoints and FSD shape parameter is calculated. This method is used for the
analyses performed with Fitrium.

Both methods should give rise to the same endpoint and FSD shape result. The
multi-fitting method has a slightly smaller uncertainty on the endpoint parameter
since all of the statistics are used in a simultaneous fit. For the averaging method the
weighted error on the mean is taken as the statistical uncertainty.

Endpoint and FSD Shape

The fit endpoints and FSD shape parameters from both fitting teams are summarized
in Tables and [3.13] Different rear wall bias voltages (0mV/90mV /300 mV) are
directly accounted for in the combined fit while an effective endpoint is fit (KaFit).
When averaging endpoints from individual fits, the same rear wall bias voltages are
applied before averaging (Fitrium). Further shifting of the endpoint to the correct
rear wall bias voltage in each campaign is presented in Section [3.7.3]

Table 3.12: Statistics only rear wall residual tritium endpoint from both KaFit and
Fitrium, as well as the value from the average of both methods.

Campaigns KaFit E["(eV) Fitrium E["W (eV) Average E" (eV)

KNM3-4 18 576.37(36) 18 576.26(36) 18 576.32(36)
KNM5 18 576.31(50) 18 576.04(50) 18576.17(50)
KNMG6 18 576.25(35) 18 576.57(34) 18 576.41(35)
KNM8 18572.9(15) 18572.6(14) 18572.7(14)
KNM9 18572.1(16) 18571.6(14) 18571.9(15)

Table 3.13: Fit results for the final state distribution shape parameters from both
KaFit and Fitrium, as well as the common average value from both methods.

RW Datasets KaFit FSD shape Fitrium FSD shape Average FSD shape

KNM3-4 —0.11(3) —0.11(3) —0.11(3)
KNM5 —0.13(4) —0.13(5) —0.13(5)
KNMG6 —0.093(34) ~0.10(3) —0.097(33)
KNMS8 0.16(19) 0.15(18) 0.15(18)
KNM9 0.16(22) 0.16(19) 0.16(20)
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Signal

There are ten distinct signal periods for which the signal of the rear wall residual
tritium is determined (RW1, RW2-3, RW4-6, RW7, RW8, RW9, RW10, RW11, RW12,
RW13). Signal periods are considered distinct from each other if they have different
integral flow values from one another. Rear wall measurements can be stacked if they
were taken within a short time span (RW2-3 and RW4-6) and with no intermediate
tritium circulation. Data was measured in two different magnetic field configurations
(RW1: NAP, RW2-13: SAP).

KNM3b: This neutrino mass measurement phase was performed in the 6.3 G
magnetic field configuration and is analyzed with a uniform pixel combination.
The only rear wall data in the 6.3 G setting is RW1. Therefore, from this dataset
a uniform signal value will be used in the KNM3b neutrino mass analysis.

KNM3a/KNM4: These neutrino mass measurement phases were performed
in the SAP magnetic field configuration before the rear wall cleaning, and are
analyzed with a multi-patch pixel combination. Patch-wise signal values from
rear wall datasets RW2 and RW3 combined will be used in the KNM3a and
KNM4 neutrino mass analyses.

April 2021 Patch-wise signal values from rear wall datasets during KNM5, 15¢
interruption (RW4, RW5, and RW6) are combined.

May 2021 Patch-wise signal values from rear wall datasets during KNM5, 214
interruption (RW7) are used.

August 2021 Patch-wise signal values from rear wall datasets during KNM6
(RW8) are used.

The results are summarized by tables and [3.18] Note, that in the case of the
combined fits (KaFit) the signals are correlated through the endpoint, leading to
small differences compared to the individual fits (Fitrium). These fit results are then
scaled by the integral flow as described in Sec [3.7.3]
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Table 3.14: Signal values when combining RW1-3. In the case of KaFit, the RW2-3
data was analyzed in a combined fit with one shared endpoint and one shared FSD
shape parameter. in the case of Fitrium, data sets were analyzed individually.

Dataset Patch KaFit Fitrium W
KNM3 (RW1)  uniform  0.003193(44) 0.003232(47) —1.21% + —5.31%
KNM4 (RW2-3) patch 0 0.007236(102) 0.007014(80) 3.16% + 26.9%
KNM4 (RW2-3) patch 1 0.007235(102) 0.007014(81) 3.16% + 26.2%
KNM4 (RW2-3) patch 2 0.006860(97) 0.006651(77) 3.14% + 26.0%
KNM4 (RW2-3) patch 3  0.006833(97) 0.006625(77) 3.15% £ 26.0%
KNM4 (RW2-3) patch 4 0.006612(94) 0.006408(73) 3.18% =+ 28.5%
KNM4 (RW2-3) patch 5  0.006242(89) 0.006051(70) 3.14% + 25.8%
KNM4 (RW2-3) patch 6  0.005960(85) 0.005777(68) 3.17% £+ 25.6%
KNM4 (RW2-3) patch 7 0.005659(81) 0.005487(64) 3.15% + 25.4%
KNM4 (RW2-3) patch 8 0.005425(78) 0.005259(62) 3.15% + 25.3%
KNM4 (RW2-3) patch 9  0.005078(73) 0.004923(58) 3.16% + 25.2%
KNM4 (RW2-3) patch 10 0.004631(67) 0.004489(53) 3.16% + 24.9%
KNM4 (RW2-3) patch 11 0.004267(62) 0.004 136(50) 3.17% £+ 24.6%
KNM4 (RW2-3) patch 12 0.004017(58) 0.003 893(46) 3.21% £+ 27.1%
KNM4 (RW2-3) patch 13 0.003829(56) 0.003 712(45) 3.16% + 24.1%

Table 3.15: KNM5 Signal values for (RW4-5-6)

Dataset Patch KaFit Fitrium W
KNM5 (RW4-5-6) patch 00 0.002567(49) 0.002503(48) 2.55% + 3.39%
KNM5 (RW4-5-6) patch 01 0.002640(51) 0.002576(49) 2.50% =+ 3.40%
KNM5 (RW4-5-6) patch 02 0.002527(49) 0.002470(47) 2.29% + 3.10%
KNM5 (RW4-5-6) patch 03 0.002615(50) 0.002561(48) 2.12% + 5.35%
KNM5 (RW4-5-6) patch 04 0.002560(49) 0.002499(48) 2.44% + 3.21%
KNM5 (RW4-5-6) patch 05 0.002471(48) 0.002416(46) 2.26% + 3.07%
KNM5 (RW4-5-6) patch 06 0.002409(47) 0.002350(45) 2.51% =+ 3.24%
KNM5 (RW4-5-6) patch 07 0.002323(45) 0.002271(44) 2.28% + 2.91%
KNM5 (RW4-5-6) patch 08 0.002256(44) 0.002205(43) 2.28% + 2.91%
KNM5 (RW4-5-6) patch 09 0.002139(42) 0.002094(41) 2.16% + 2.79%
KNM5 (RW4-5-6) patch 10 0.002018(40) 0.001968(38) 2.55% =+ 3.00%
KNM5 (RW4-5-6) patch 11 0.001872(37) 0.001827(36) 2.46% + 2.88%
KNM5 (RW4-5-6) patch 12 0.001765(35) 0.001724(34) 2.35% + 2.72%
KNM5 (RW4-5-6) patch 13 0.001802(36) 0.001760(35) 2.40% + 2.65%
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Table 3.16: KNM5 Signal values for (RW7 and RW8)

Dataset Patch KaF'it Fitrium W
KNM5 (RWT7)  patch 00 0.002910(59)  0.002777(69) 4.78% + 15.6%
KNM5 (RW7) patch 01  0.002980(60)  0.002844(71) 4.79% + 15.7%
KNM5 (RWT7) patch 02 0.002867(58)  0.002736(69) 4.78% + 15.6%
KNM5 (RWT7)  patch 03 0.002909(59)  0.002777(70) 4.77% + 15.7%
KNM5 (RWT7) patch 04 0.002864(58)  0.002733(69) 4.78% + 15.6%
KNM5 (RW7)  patch 05 0.002797(57)  0.002669(67) 4.79% + 15.5%
KNM5 (RW7) patch 06 0.002700(55)  0.002577(65) 4.79% + 15.4%
KNM5 (RWT7) patch 07 0.002631(54)  0.002511(63) 4.78% + 15.4%
KNM5 (RWT7)  patch 08  0.002521(52)  0.002406(61) 4.78% + 15.2%
KNM5 (RW7)  patch 09  0.002401(50)  0.002292(58) 4.78% + 15.1%
KNM5 (RW7)  patch 10 0.002282(47)  0.002 178(56) 4.78% + 14.9%
KNM5 (RW7) patch 11 0.002107(44)  0.002010(52) 4.78% + 14.7%
KNM5 (RW7) patch 12 0.001980(42)  0.001 889(49) 4.81% + 14.5%
KNM5 (RWT7) patch 13 0.002008(43)  0.001916(50) 4.78% + 14.5%
KNM5 (RWS8) patch 00 0.005231(108) 0.005132(148) —0.85% + 42.1%
KNM5 (RWS8) patch 01  0.005318(109) 0.005217(150) —1.05% + 42.1%
KNM5 (RW8) patch 02 0.005234(108) 0.005135(148) —1.06% + 42.0%
KNM5 (RWS8) patch 03 0.005234(108) 0.005135(148) —1.06% =+ 41.9%
KNM5 (RWS8) patch 04 0.005102(106) 0.005005(145) —0.92% + 41.8%
KNM5 (RWS8) patch 05 0.004846(101) 0.004754(138)  —0.90% + 41.3%
KNM5 (RWS8) patch 06 0.004807(100) 0.004716(137) —0.97% + 41.3%
KNM5 (RWS8) patch 07 0.004674(98) 0.004586(134) —1.03% + 41.1%
KNM5 (RW8) patch 08  0.004525(95) 0.004439(129) —1.08% + 40.9%
KNM5 (RWS8) patch 09 0.004257(90) 0.004176(122) —0.98% =+ 40.4%
KNM5 (RWS8) patch 10 0.004044(87) 0.003967(117) —1.06% + 40.2%
KNM5 (RWS8) patch 11 0.003738(81) 0.003668(109) —1.11% + 39.5%
KNM5 (RWS8) patch 12 0.003383(75) 0.003319(100) —0.68% + 38.6%
KNM5 (RWS8) patch 13 0.003325(74)  0.003262(98) 1.13% =+ 3176.00%
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Table 3.17: Signal values for KNM6 combining RWS8-9.

Dataset Patch KaFit
KNM6 (RWS8) patch 0 0.005 088(86)
KNM6 (RWS8) patch 1 0.005 162(87)
KNM6 (RWS8) patch 2 0.005081(86)
KNM6 (RWS8)  patch 3 0.005081(86)
KNM6 (RWS8) patch 4 0.004 959(84)
KNM6 (RWS8) patch 5 0.004 711(81)
KNM6 (RWS8) patch 6 0.004 671(80)
KNM6 (RWS8) patch 7 0.004 538(79)
KNM6 (RWS8)  patch 8 0.004 392(77)
KNM6 (RWS8) patch 9 0.004 135(73)
KNM6 (RWS8) patch 10 0.003925(70)
KNM6 (RWS8) patch 11 0.003627(66)
KNM6 (RWS8) patch 12 0.003296(61)
KNM6 (RWS8) patch 13 0.003 225(3225)
KNM6 (RW9) patch 0  0.006 865(100)
KNM6 (RW9) patch 1 0.007054(103)
KNM6 (RW9) patch 2 0.006 982(102)
KNM6 (RW9) patch 3 0.007076(103)
KNM6 (RW9) patch 4  0.006921(101)
KNM6 (RW9)  patch 5 0.006 796(99)
KNM6 (RW9) patch 6 0.006 717(98)
KNM6 (RW9) patch 7 0.006 581(97)
KNM6 (RW9) patch 8 0.006 381(94)
KNM6 (RW9) patch 9 0.006 107(90)
KNM6 (RW9) patch 10 0.005908(87)
KNM6 (RW9) patch 11 0.005548(82)
KNM6 (RW9) patch 12 0.005220(77)
KNM6 (RW9) patch 13 0.005030(75)
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Table 3.18: Signal values for KNM8 and KNM9

Dataset Patch KaFit Fitrium Kalit—Fitrium

Fitrium
KNMS8  patch 0 0.001149(88) 0.001166(47) —1.48% =+ 87.6%
KNMS patch 1 0.001109(85) 0.001126(45 —1.54% + 87.2%
KNM8  patch 2 0.001109(85) 0.001127(45) —1.54% + 87.0%
KNMS patch 3 0.001127(86) 0.001 145(46 —1.64% + 87.1%
KNM8  patch 4  0.001124(86) 0.001144(46) —1.81% =+ 86.5%
KNM8  patch 5  0.001116(85) 0.001142(46) —2.23% =+ 85.92%
KNMS8  patch 6  0.001140(87) 0.001151(46) —0.98% =+ 88.0%
KNM8  patch 7 0.001138(87) 0.001163(47) —2.20% =+ 85.9%
(36) 6) —2.10% + 86.0%
(89) —1.48% + 87.0%
(89) —3.58% =+ 83.1%
(91) 7.26% + 103.0%
(82) —6.74% + 76.2%
—3.70% + 82.5%

KNM8  patch 8 0.001124 0.001 149(4
KNMS8  patch 9  0.001157

KNMS8  patch 10 0.001 161

0.001174(47

8
)
)
6
6
)
7
7
6
9
9) 0.001204(4
KNMS8  patch 11 0.001191(91) 0.001110(4

8
8
8
8
8
8
8
8
8
8
8
9
KNM8  patch 12 0.001069(82) 0.001147(4
8

KNMS8 patch 13 0.001086(83) 0.001128(4

—6.41% + 95.5%
—1.53% + 105.0%
—4.34% + 99.3%
—4.45% %+ 99.0%
—3.28% + 101.0%
—4.21% £+ 99.6%
—3.90% + 100%
—5.52% + 107.0%
—3.57% + 101.0%
—6.19% + 95.8%
3.25% + 115.0%
—9.00% =+ 88.3%
—5.95% + 95.0%

9

)

7

6

0

KNM9  patch 1 0.001146(99) 0.001224(51

KNM9  patch 2 0.001187(102) 0.001206(50

KNM9  patch 3 0.001164(100) 0.001217(50

KNM9  patch 4 0.001208(104) 0.001264(52

KNM9  patch 5 0.001194(103) 0.001235(51

KNM9  patch 6 0.001213(105) 0.001266(52

KNM9  patch 7 0.001258(109) 0.001309

KNM9  patch 8 0.001250(108) 0.001323(52

KNM9  patch 9 0.001238(107) 0.001284
KNM9  patch 10 0.001269(110)
KNM9 patch 11 0.001317(114)
KNM9  patch 12 0.001223(106)
(104)

KNM9  patch 13 0.001202(104

0.001 353
0.001 276
0.001 344

)
)
)
)
)
)
)
)
)
)
)
)
)
)
) —3.65% =+ 101.0%
)
)
)
)
)
)
)
)
)
)
)
)
0.001278(53)

(
(
(
(
(
(
(
(
(
(
(
(
(
(
KNM9  patch 0 0.001155(100) 0.001198(5
(
(
(
(
(
(
(
(
(
(
(
(
(

)
)
)
)
)
)
54
)
)
)
5
)
)

3
6
3
6
3
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3.7.2 RW f-spectrum fit approximation for KATRIN neutrino
mass campaign KNM7

KATRIN M2 magnet quench during KNM7

In Summer 2022, there was a loss of cooling water resulting in quenches in most or
all of the STS magnets, ending the KNM7 campaign. Because the M2 magnet need
two waves of repairs, it was out of operation for an extended period of time. Because
of this short campaign, a RW p-spectrum scan was unable to be performed during
KNMT7. This lack of KNM7 RW data is problematic for two reasons:

1. There isn’t a measured RW [-spectrum to use as input for the KNM7 neutrino
mass analysis.

2. Because there was a cleaning before and after KNM?7, it is currently impossible
to tell if the RW contaminant had an Epoch 1&2 composition or an epoch 3
composition during KNM7.

While there currently isn’t a way to address the second problem, the first problem
can be addressed by trying to estimate the KNM7 RW f-spectrum parameters ex-
perimentally or by interpolating from the RW #-spectrum parameters of KNM6 and
KNMS. This section seeks to explain how the RW signal, endpoint, and FSD shape
were approximated for KNM7.

KNM7 RW signal approximation

Note: This analysis was performed by Gen Li and is fully documented in "Technical
Report: KNM7 Rear Wall Activity Reconstruction" [78]. This subsection will provide
a surface level summary of that work.

This signal reconstruction began by documenting what available RW information
exist that is close in time to the magnet failure:

1. There was a RW activity measurement without M2 a few months after KNM?7,
before the cleaning, in which the RW illuminated (with events) only a few
detector pixels

2. A special RW activity measurement was taken after KNM9, with the same
magnetic field settings as in the previous point.

Then, it was assumed that the KNM7 RW The tritium distributions are similar
from KNM7 to KNM9 activity. With that assumption, we can then define a ratio "="
that connects the RW rates with "R,," and without the M2 magnet "R,,/," operating
in a certain activity measurement (Eqn. [3.30).

Ruyjo= Ry X E (3.30)
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If KATRIN is allowed to make the first assumption regarding the tritium distri-
butions in KNM7 and KNM9 then, then they both should have approximately the
same ratio = (Eqn [3.31)).

= Ry jo(x N M9) 5 Ry = Ry jo(xe N7 (3.31)

—

RN o) =

Using this method one can find the = by studying the rate of a specific pixel Rp;zei»
in the detector (Eqn.[3.32)).

= Rpixel:v w/o(KNM?9) ~ R (KNMT) = Rpiacela: w/o(KNMT) (332)

Ry N o) =

Using this method, the RW activity at the end of KNM7 was reconstructed to be:

Rxnmm ~ 1.87 x 107cps (3.33)

The RW signal input for a specific KNM is found by averaging the RW signal
?RW’ kNMz over the initial integral flow & and final integral flow &; for that KNM:

Jg's (§)de
— " ORW,KN Mg
Srw KNz = = (3.34)
§r—&
The RW activity is proportional to the RW signal, and the multiplicative factor
that connects the both of them is sxnyar, which has units of cps™' to leave Sgpw

dimensionless ((3.35)).

— f g,f SKNMz * RKNMz (f )df
Srw kN = = 3 (3.35)

The sgnum. is found by dividing the RW signal at a specific time t (Sgrw(t)) by
the RW activity measured at the same time t Ry (t):

SRW (t)

Ry nwma(t)

Via this method, the s factor for KNM6 was calculated to be sxyue = 5.83%
10~ 'cps~! and the s factor for KNMS was calculated to be s g = 5.55x 107 eps.
Since these s factors are so close to each other, which one is chosen for the deter-
mination of ERW xnmz Will not make an appreciable difference [78]. Taking sy w6
and plugging it into Eqn. the mean reconstructed RW signal value for KNM7 is
calculated to be:

(3.36)

SKNMz =

Srwrnur =98 £ 0.8 x107* (3.37)

When looking at this reconstructed ERW, xnNM7, We see that it is closer in value to
the epoch 3 RW dataset Sgy values as opposed to the epoch 2 Sgy values (Fig. |3.26]).
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Figure 3.26: Comparison of the reconstructed ERW, kNMm7 to the other measured
Srw

KNMT7 RW endpoint and FSD Shape approximation

Because there is a lack of spectral data, a different method had to be found to
approximate the RW endpoint and RW FSD Shape for KNM7. This method was
to use RW endpoints and RW FSD Shapes of KNM6 and KNMS to try and constrain
what reasonable parameter values for KNM7 could be. The justification for using
this rough method is that all of the RW endpoint values for KNM8 and beyond are
all generally lower than the endpoint values than the endpoint values for those of
KNMG6 prior, so it would be reasonable to assume that the endpoint values for KNM7
should be no higher than those prior to KNM6 and no lower than those after KNMS.
So, the parameter value for KNM7 was approximated by finding the central value of
the RW9 measurement combined with its upper error with the central value of the
RW10 measurement with its lower error (Eqn. [3.38) (Fig.[3.27) and [3.28)). Lastly, the
error in this approximation for KNM7 was chosen to be the region spanned by the
upper and lower error bars for RW9 and RW10. The results of this approximation
are shown in Table 3.19

Eg'Rwo + o Rwio
E£¥<VNM7 = : 9 : (3-38)
JRW.KkNMT = M (3.39)
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Figure 3.27: Approximation of KNM7 RW endpoint based on the maximum and
minimum possible values of the RW9 and RW10 endpoint values that occurred in
KNM6 and KNMS respectively
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Figure 3.28: Approximation of KNM7 RW FSD Shape based on the maximum and
minimum possible values of the RW9 and RW10 endpoint values that occurred in
KNM6 and KNMS respectively.
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Dataset  Ej'yyq(eV)  frwxnur

KNM7  18574.00(257) 0.115(235)

Table 3.19: Estimation for KNM7 RW endpoint and FSD shape
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3.7.3 How RW spectral fits feed into the KATRIN neutrino
mass analysis (KNM1-5)

Inputs to the neutrino mass fitting

The RW background S-spectrum scans provide only a portion of the required RW
information for the neutrino mass analysis. The endpoint input parameters need to

be shifted and the signal input parameter need to be scaled before they are used in

the neutrino mass analysis. Details on the scaling procedure are given in the following

two sections. The signal and endpoint scaling are performed with two separate scripts
Scaling/scale_endpoint.py, Scaling/scale_signal.py.

The growth model scaling is done in|Scaling/growth-model-scaling/RunSignalScaling.sh

Note: The RW inputs into the neutrino mass analysis shown in this section are
those for KNM1-5 which have been approved to be shown publicly.

Endpoint shifting

The endpoint obtained from the rear wall scans is an “effective” value for a rear
wall bias voltage of zero. To account for KATRIN plasma effects, the rear wall
bias voltage Vj;.s during neutrino mass measurements is not set to zero, and is not
necessarily constant throughout measurement campaigns. Therefore, the effective
endpoint of the rear wall background contribution has to be offset based on the
weighted average of the rear wall bias voltage during each measurement campaign.
The rear wall bias voltage during neutrino mass measurements is shown in figure 3.29]
The rear wall bias voltage is stable throughout neutrino mass measurement campaigns
KNM3a, KNM3b, and KNM4. However, the set point was changed by 500 mV during
KNM5 (figure brown). This causes a 0.11eV over-dispersion of the endpoint,
and can lead to an additional broadening in the rear wall spectrum. Assuming a
rear wall signal of 0.003 (or 0.3% of WGTS signal) in KNM5 the neutrino mass bias
caused by this broadening can be estimated as (Sgw) (—20?) = (0.003) (—=2-0.11%) =
—7.3 x 107°eV?. This broadening is hence neglected in the analysis.

The effective rear wall endpoint Ej,,, from the rear wall scan fit results is shifted
for each measurement campaign Foyy, ny, according to:

EORW,KNI\/ICE - EORW - ‘/biaS,KNMI (340)

The endpoint shift is done with Scaling/scale_endpoint.py. This script shifts
the endpoint to the correct rear wall bias voltage during each campaign. The final
endpoint values that are used in the neutrino mass analysis for each measurement
campaign are shown in table [3.20] Correlations between the rear wall endpoint and
FSD shape parameter are summarized in section [3.7.3] These parameters are strongly
anti-correlated (—96 %).
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Figure 3.29: Rear wall bias voltage during neutrino mass measurements. The
weighted average for each measurement campaign is shown by the dashed lines. The
cumulative measuring time is measured from the beginning of KNM3

Table 3.20: Weighted average rear wall bias voltage and scaled endpoint value for
the rear wall background for each neutrino mass measurement campaign.

Campaien Effective Weighted avg. Scaled FSD
paig endpoint (eV) bias voltage (V) | endpoint (eV) shape
EORW Vbias,KNMx ‘ EORW,KNMz
KNM3a 18576.32(36) + 0.1751 18576.14(36)  —0.110(33)
KNM3b 18576.32(36) + 0.1772 18576.14(36)  —0.110(33)
KNM4 18 576.32(36) + 0.0902 18576.23(36)  —0.110(33)
KNM5 18576.17(50) + 0.1912 18575.98(50)  —0.134(46)

Signal scaling

The signal parameter from the fit shares the same normalization as the WGTS sig-
nal parameter. For example, if Sgyr = 0.01, then the observed RW signal is 1% the
amplitude of the WGTS signal. This method of specification is complicated by the
fact that the WGTS signal strength is not constant across measurement campaigns.
The rear wall signal for a particular rear wall dataset needs to be renormalized to the
activity of WGTS during the relevant neutrino mass measurement campaign.

In general, rear wall scans are fit assuming a reference column density pdrw =
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3.75 % 102! m~2. The reference value is used as a known factor and goes into the spec-
trum as a scaling factor. As scattering is disabled when fitting the rear wall spectrum
(because of the empty source in rear wall scans), the column density has no influence
on the response function.

When adding the rear wall spectrum into the neutrino mass analysis, the correct
column density pdxnw, has to be applied to the model, to get the right representation
of scattering probabilities for electrons passing through the entire source. As pdxnme
is also applied to the signal amplitude in the integrated spectrum, this has to be
compensated a priori in the input rear wall signal. To compensate for the reference
column density, the signal has to be divided by the scaling factor.

The scaled signal Siginy, hence, represents the right signal amplitude within the
model, while allowing for correct calculation of the scattering probabilities by using
pdgnmvz- The individual column density scaling factors are listed in table [3.21}

Table 3.21: Rear wall signal scaling factors based on the column density. The
scaling factor is given by the ratio of the column density present during neutrino
mass measurements to the reference column density.

pd (m_Q) ScaleCD
RW reference 3.750 x 102! .

KNM3a 2.065 x 102! 0.551
KNM3b 3.731 x 10 0.995
KNM4 3.786 x 10* 1.010
KNM5 3.790 x 10 1.011

The rear wall signal scaling to the column density of each campaign is performed
with
Scaling/scale_signal.py. The final scaled signal results are summarized in table
[3.23] The patch wise inputs for KNM3a, KNM4, and KNM5 are in addition illus-

trated in figure [3.30]

Note: As of the writing of this thesis, the RW analysis and fitting is being changed
in order to decouple the RW fitting from the column density.
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Figure 3.30: Patch wise rear wall signal inputs to the neutrino mass analysis. The
values have been scaled with the growth model and to the column density of the
corresponding campaign. Displayed here are the input values for KNM3a, KNM4,

and KNMb5.
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Table 3.22: Scaled signal values for the rear wall background for KNM3a and
KNM3b. The scaling includes both scaling with the growth model and scaling to
the appropriate column density.

Campaign Patch Signal (scaled)

KNM3a  patch 00 0.006 27(14)
KNM3a patch 01 0.006 22(14
KNM3a  patch 02 0.005 71(
KNM3a patch 03 0.005 69(
KNM3a  patch 04 0.00541(
(
(
(

KNMa3a  patch 05 0.005 06
KNM3a patch 06 0.004 71
KNM3a patch 07 0.004 41
KNM3a  patch 08 0.004 15(
KNM3a  patch 09 0.003 81(
KNM3a  patch 10 0.003 39(
KNM3a  patch 11 0.003 05(
KNM3a  patch 12 0.002 80(
(
(

OO = NN W W
\_/\_/\_/\_/\_/\_/\/\_/

1
1
1
1
1
1
1

9
9
8
7
KNM3a patch 13 0.002 63(7
KNM3b uniform 0.002 85(4

)
)
)
)
)
)
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Table 3.23: Scaled signal values for the rear wall background for KNM4, and KNMS5.

Campaign Patch Signal (scaled)
KNM4  patch 00 0.00535(5)
KNM4  patch 01 0.00534(5)
KNM4  patch 02 0.00501(4)
KNM4  patch 03 0.00499(4)
KNM4  patch 04 0.00480(4)
KNM4  patch 05 0.00453(4)
KNM4 patch 06 0.00429(4)
KNM4  patch 07 0.00406(3)
KNM4  patch 08 0.00387(3)
KNM4  patch 09 0.00360(3)
KNM4  patch 10 0.00326(3)
KNM4  patch 11 0.00299(2)
KNM4  patch 12 0.00279(2)
KNM4  patch 13 0.00265(2)
KNM5  patch 00 0.00268(4)
KNM5 patch 01 0.00272(4)
KNM5  patch 02 0.00263(4)
KNM5 patch 03 0.002 64(4)
KNM5  patch 04 0.00258(4)
KNM5 patch 05 0.00247(4)
KNM5 patch 06 0.00240(3)
KNM5  patch 07 0.00232(3)
KNM5  patch 08 0.00223(3)
KNM5  patch 09 0.00211(3)
KNM5  patch 10 0.00199(3)
KNM5  patch 11 0.00183(3)
KNM5  patch 12 0.00170(3)
KNM5  patch 13 0.00166(2)
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Correlations

The correlations between the input parameters for each neutrino mass measurement
campaign are important when performing a combined analyses. The correlation co-
efficients for the rear wall endpoint and signal input parameters are discussed below.
Corrections are either extracted from the rear wall fit directly (Endpoint and FSD
shape) or propagated via Monte Carlo sampling (Signal).

The correlation between the rear wall endpoint and the FSD shape are extracted
directly from the fits which have a Minuit backend. This correlates the fit (unscaled)
endpoint to the FSD shape parameter. This correlation is further used as an input for
the neutrino mass analysis. The strong anti-correlation between FSD shape and the
rear wall endpoint is —96 % for both fits (RW123 and RW45678). The correlations
from the fit were cross checked with an independent analysis using a Markov Chain
Monte Carlo (MCMC).

The following matrix summarises the correlations between endpoints and FSD
shape parameters:

Ey(3a) Eo(3b) Eo(4) Eo(5) shape(3ab4) shape(5)

Ey(3a) 1.0 1.0 1.0 0.0 —0.96 0.0
Eo(3b) 1.0 1.0 1.0 0.0 —0.96 0.0
Eo(4) 1.0 1.0 1.0 0.0 ~0.96 0.0
Eo(5) 0.0 00 00 1.0 0.0 ~0.96
shape(3ab4) | —0.96 —0.96 —0.96 0.0 1.0 0.0
shape(5) 0.0 00 0.0 —0.96 0.0 1.0

The patch wise KNM3a signal and KNM4 signals are assumed to be fully corre-
lated, since the values originate from the same fit result and same growth model.
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Chapter 4

Outline of the Tritium Recoil Ion
Mass Spectrometry (TRIMS)
Experiment

4.1 Tension between mass spectrometry experiments
of the 1950’s and Jonsell, Saenz, Froelich’s the-
ory predictions of the 1990’s

4.1.1 Snell and Wexler’s ion mass spectrometry experiments
of the 1950’s

As mentioned in Section following the p-decay of HT and Ty the resulting
HeH" and HeT™" ions have a possibility of dissociating into smaller ion fragments. In
the 1950s, Snell [I] and Wexler [2], sought to study the dissociation of HT and Ty
molecules by the -decay process using mass spectrometry technology and techniques
of that time period. The mass spectrometer used by Wexler is depicted in Fig. [£.1]

HT and T, gas enters the spectrometer via the "Gas inlet" at the bottom right
of the sketch. Within the cone region that spans from the gas inlet to the insulator,
HT and T5 undergoes  decay and produce positive ions which are guided toward the
insulator end of the cone by the electric potential produced by the "guide rings". The
90 spherical deflector exists to separate the charged ion fragments from the neutral
molecules existing the cone region. Lastly, the mass of the ion fragments was analyzed
by deflecting them magnetically with the 60 sector magnetic field and by passing them
through the adjustable slit to the 10 stage electron multiplier [2]. Using this setup,
Wexler measured the branching probability of the ion fragments coming from HT and
T, -decay and compared there results to the those of Snell [1] (Table [1.2).

Snell [I] and Wexler [2] assert that their reported bound branching ratios should
be considered as upper limits because they did not have the experimental hardware
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Figure 4.1: Mass spectrometer for radioactive gases. Reproduced from Ref. [2].

Table 4.1: Dissociation of HT and TT by 8-decay. Adapted from Ref. [2]

Molecule | Ton fragment | Branching Probability (%) | Branching Probability (%)
Wexler [2] Snell [1]
HT HeH™ 89.5 £ 1.1 9324+ 1.9
3He™ 8.2 +1.0 5.1 £0.3
H* 23+04 1.55 £ 0.16
3He™ " 0.14 £ 0.01
T, HeT™ 94.5 £ 0.6
T * + 3He™ 5.5 £ 0.6

to account for the conservation of phase-space volumes through the Liouville theorem
despite knowing to do so.
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4.1.2 Tension with Jonsell, Saenz, Froelich’s theory predic-
tions of the 1990’s

Section discusses how Jonsell, Saenz, and Froelich’s calculation of the HeH' and
HeT™ FSDs can be used to predict the branching probability of fragment ions fol-
lowing the dissociation of HeH™ and HeT™. A key prediction from Jonsell, Saenz,
and Froelich was the prediction of the branching probability of HeH™ and HeT™
dissociating to bound molecular ions. This prediction is reported in Table [4.2]

Table 4.2: Jonsell, Saenz, Froelich prediction for the dissociation of HT and T,
molecules to bound HeH" and HeT™ ions following [-decay

Molecule | Ion fragment | Jonsell, Saenz, Froelich Branching Probability (%)[3]
HT | HeH' | 55.0 - 57.0
T, | HeT* | 39.0 - 57.0

There are a few important points to make about the probabilities reported in
Table 4.2

1. These calculations were performed under the assumption that the g in the HT
and Ty [-decay is ejected with a kinetic energy of 18.6 keV.

2. A range of probabilities is reported because the probability observed would vary
based on the time scale of the quasibound ions compared to the time scale of
the experiment used to measure these probabilities (see Chapter [5)).

The tension comes from the fact that the Snell [1] and Wexler [2] results do not fall
within the theoretical ranges given by Jonsell, Saenz, Froelich[3]. In order to address
the tension between the historical branching probability measurements and theoretical
predictions, a new mass spectrometry experiment called TRIMS was developed.

4.1.3 Outline of the TRIMS Experiment

The Tritium Recoil Ion Mass Spectrometer Experiment (TRIMS) seeks to measure
the branching ratios of HT and Ty to bound HeH* and HeT"ions and to unbound
H*, Het, and T™ ions. TRIMS is a time-of-flight mass spectrometer that reconstructs
the mass and charge of ions by accelerating them through an electromagnetic field
and measuring the energy that the charged particles (ion daughter and beta) deposit
into its detectors and the ion’s time of flight. The effectiveness of this method of mass
and charge reconstruction comes from the fact that while accelerating through an an
electric field, the ratio between the mass (m) and squared charge (Q) of a particle is
related to the electric field that the particle experienced, the time it took the particle
to accelerate, and the kinetic energy of that particle at the moment of detection.
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This relationship is given by Eqn. 4.1} and is the main quantity that TRIMS seeks to
reconstruct: )
m_p L (4.1)
Q2 2[(ion
K., is the kinetic energy of the ion as it strikes the ion detector, ¢ is the ion’s time
of flight measured from when the beta produced in the initial beta decay is detected
and to when the ion is detected, and F is the electric field. Using these three measured
quantities, we can distinguish the various ion daughters resulting from HT and Ty
decay by their mass number "a.m.u" and charge "Q". Since all particles of the same
charge will experience the same force moving through the electric field, the particles
with larger mass will arrive at the detector more slowly because they have a slower
acceleration. For HT decay, we can distinguish between mass 1, mass 3, and mass 4
ions (Table . For Ty decay, we can distinguish between mass 3 and mass 6 ions
(Table . Along with the g which are produced in the initial beta decay, there
are also shakeoff electrons e_ which are produced from excitations on the daughter
molecule. Since this method only considers the time of flight and energy deposition
of ions, it cannot distinguish between ion species within the same charge and mass
group. In the case of Ty decays, this means that T ions are indistinguishable from
He™ ions. For this reason, T™ and He™' ions have to be grouped together when
reporting a probability for the charge 1, mass 3 branch following the decay of Ts.
The net effect is that TRIMS can distinguish ions by their reconstructed mass and
their reconstructed charge.

i Decay Branch Charge (Q) Mass (amu)
1. He+H 0 3

2. HeH" 4 3~ 1 4

3. Het+H+ - 1 3

4. He+H™ + 5~ 1 1

5. Het +HT + 3~ + e, 2  3andl
6. He'"+H+ B +e, 2 3

7. Het* +H + 4 2 3

8. He' +H' 4+ 8~ + 2e, 3 3andl

Table 4.3: HT (-decay decay branches and resulting daughter charge and mass
identifications. (Note: neutrinos are excluded in the decay branches)
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i Decay Branch Charge (Q) Mass (amu)
1. He+T 0 3 and 3
2. HeT™ + 5~ 1 6

3. Het +T+ 5~ 1 3

4. He+T++p- 1 3

5. He" +TT+ 8" +e, 2  3and3
6. He' +T+ B~ +eg, 2 3

7. Het™ 4+ T4 3~ 2 3

8. Het™ +TT + 3~ +2e, 3 3and3

Table 4.4: HT [-decay decay branches and resulting daughter charge and mass
identifications (Note: neutrinos are excluded in the decay branches)

4.2 TRIMS apparatus

The TRIMS apparatus is a time-of-flight mass spectrometer designed to measure the
fraction of HT and Ty molecules that decay into bound HeH* and HeT™ molecules,
respectively. This mass spectrometer consists of an acceleration chamber containing
silicon detectors as well as electrodes, magnetic coils, and vacuum systems (Fig. .
These three main components of the TRIMS apparatus are discussed in more detail
in the following subsections, and the PyTRIMS simulation defined in Chapter [6] will
use the same naming conventions and variable values.

4.2.1 TRIMS acceleration chamber

The acceleration chamber (also referred to as the decay chamber) is the section of
the apparatus where the HT and Ty molecules decay and the resulting daughter ions
and betas are accelerated via electric fields to the ion detector and the beta detector.

TRIMS acceleration chamber design

The acceleration chamber is a cylinder of length L = 235 mm and diameter D =
102 mm with an ion detector and mesh electrode at one end and a beta detector and
electrode at the other end as shown in Fig. The electrode closest to the beta
detector is held at V' = 460 kV. The electrode closest to the ion detector is held
at Vi,, = -0.1 kV. Throughout the length of the acceleration chamber between both
electrodes, the voltage changes as a uniform gradient. This acceleration chamber is
shown in Fig. . The region between the ion electrode and the ion detector (L;y,
= 29 mm) and the region between the beta electrode and beta detector (Lz = 29
mm) have essentially zero electric field. The magnetic coils mentioned in Fig.
are outside of the acceleration chamber and give the acceleration chamber a uniform
magnetic field strength of B = 0.236 T. A list of parameter measurements for the
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Figure 4.2: Photograph of the TRIMS apparatus by Audrey Cole. The locations of
the three main components are indicated by arrows. Note: The acceleration chamber
is inside the bore of the magnetic coils.

acceleration chamber is provided in Table[4.5] This acceleration chamber is a National
Electrostatics acceleration column.

Description Value
Distance between electrodes L = 235 mm (8.39 in)
Distance between ion electrode and detector — Li,, = 29 mm (1.14 in)
Distance between beta electrode and detector Lz = 29 mm (1.14 in)

Chamber inner diameter D =102 mm (4 in)

Voltage on beta electrode V =59.7 kV

Voltage on ion electrode Vien = -100 V
Magnetic field B =10.236T

Table 4.5: Description and values of the constants in the sketch of the TRIMS
apparatus. Adapted from Ref. [6]
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Figure 4.3: Schematic of the TRIMS acceleration chamber. The black boxes rep-
resent the ion and beta detectors located at each end of the chamber. The electric
field gradient is defined by the voltages on the conducting layers of the chamber. The
magnetic fields that guide charged particles to their appropriate detectors are created
by the magnetic coils (gray boxes with "x"s) Adapted from Ref. [6].

TRIMS silicon detector

This section will briefly discuss the basic detection principle of silicon detectors. The
specifics of the TRIMS silicon detectors and their resulting effects will be discussed
in Chapter [0 Silicon detectors operate according to the following principles. As
the charged particles (ions and fs) in TRIMS pass through the detector, they ionize
the atoms of the semiconductor. In other words, electron hole pairs are created and
the positive and negative charges propagate through the bias field. The electrons
produced in this ionization transfer from the valence to the conduction bands of the
detector. Then, via a bias field, these semiconductor electrons travel to the detector
electrodes, resulting in a detectable pulse [79]. TRIMS has two silicon detectors: a
beta detector and an ion detector Fig. [£.5]

4.2.2 TRIMS electro-magnetic field design
Purpose of TRIMS electric field

The TRIMS electric field serves a few purposes. The electric field draws charged
particles to the appropriate detectors and gives kinetic energy to the ions Fig. [4.6]
Via conservation of momentum, ions with different masses will have different velocities
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Figure 4.4: Cutaway view of the decay chamber inside the insulating silica tube,
aluminum tube, and magnet coils. The 11-gap acceleration structure is 234 mm long.
The beta detector is on the right behind the gold-plated high-voltage electrode; the
ion detector is to the left behind the biased mesh. Adapted from from Ref. [4].

as a result of this electric field. TRIMS uses the time of flight of the ions measured
from the time the initial beta is detected until the ion is detected to distinguish the
ions on the nanosecond scale. Given the relativistic speed of the beta post decay, it
is okay to take the beta detection as the start tag. Consider an electron accelerating
from rest in the center of the acceleration chamber. The speed of this electron can be
calculated as Eqn . At this distance, the beta will reach the beta detector almost
immediately.

1 1
Be= J1- ———~ 1 - —— o = 0.3284 (4.2)
(1+ ngxz2)2 (1+ 53101’2;{/)2

Purpose of TRIMS magnetic field

The purpose of the TRIMS mangentic field is to induce cyclotron motion in the
charged daughter ions resulting from HT and Ty S-decay Fig. 4.7 Charged particles
moving through magnetic fields exhibit cyclotron motion. This cyclotron motion is
beneficial to TRIMS for a few reasons: 1. It works to increase the acceptance of the
TRIMS detectors. 2. It helps prevent particles from hitting the cylindrical walls of the
acceleration chamber. 3. It renders TRIMS insensitive to the phase space of the ions
in the acceleration chamber. Thus, the magnetic field helps the TRIMS experiment
avoid the concerns regarding ion phase space outlined by Snell[I] and Wexler[2].

112



Figure 4.5: Mesh electrode mounted with ion detector arm. During operation, this
ion detector moves to the left and right in discrete increments to take data. [0]

4.2.3 TRIMS vacuum design

Another issue believed to have affected the results of Snell [I] and Wexler [2] is ion
charge exchange via ion collisions in their experimental setups. TRIMS avoids ion
charge exchange via collisions by having its acceleration chamber held at vacuum.
This high vacuum system reaches a base pressure of 3.5 x 10~ mbar and is produced
by a 20-L/s ion pump and a liquid nitrogen cold trap. During data taking, tritium
gas is introduced into the system, bringing the pressure up to ~10~% mbar Fig. 4.8

I6].

4.3 TRIMS data taking

4.3.1 Data acquisition system

The TRIMS data acquisition system consists of low-noise preamplifiers and a 250-
Mhz CAEN DT5720 digitizer connected to a local computer and triggered when
either detector signal is above a discriminator threshold. The digitizer output are
read out with the ORCA data acquisition software [80], and the resulting signal
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Figure 4.6: Cartoon diagram showing how charged particles are guided via electric
fields in the TRIMS detector. Ions and (s are guided to different detectors at opposite
ends of the acceleration chamber

waveforms are translated into ROOT format [81] [79]. Slow-control voltage signals
are received from devices such as high voltage supplies and pressure gauges, buffered
by an emitter-follower circuit and digitized by LabJack U6 and U12 devices to be read
out via ORCA. The slow-control data are then sent to a PostgreSQL database on a
remote server for storage. To test detector performance, an Agilent 33220A waveform
generator generates pulser signals that can be transmitted through fiber optics to the
detector pre-amplifiers Ref. [79).

4.3.2 HT and Ts run modes

The operating molecular-tritium pressure of the TRIMS acceleration chamber is on
the order of 107! mbar during data collection, and this pressure corresponds to a

114



‘Charged Particle Path

*

-
|
|
i
I
|
|

i
[l
[
1l
||I
I | 1 ]
' //)
A I I r |
\ J

A/

AWA

14
o M WM S
el e’

|
[]]
Y KA

)

i il .
L Lty e, . > -

K
K
X

(

I

)

l W
X

|

1 \

i
T

i

1
i

Magnetic
Field Lines

X N/ ?.. :‘I. .I.; .'.. 1. y .I- :l. AR

bi II. .I X _.‘ ’: A A _-':. .'_ 'l-. AT S
WM MY YN MY XY MM XXX S S

i

W

Figure 4.7: Cartoon diagram showing how charged particles are guided via magnetic
fields in the TRIMS detector. These magnetic fields force the motion of the charged
particles along the z-axis of the acceleration chamber which helps prevent the charged
particles from striking the cylindrical walls of the chamber

data rate of approximately 200 cps which prevents losses from dead time and pile-up
[82]. T gas is introduced into the vacuum system through a leak valve that is closed
when operating pressure is reached. HT is created through isotope exchange between
the TT and HH outgassing from the accelerator chamber walls [83]. Once the system
has been filled with gas and the electric and magnetic fields have been configured,
data acquisition is manually started.

4.3.3 Ion detector position during data taking

As mentioned in describing the ion detector during the explanation of the TRIMS
hardware, the ion detector can move to the left and right horizontally in the accel-
eration chamber. During data collection, the ion detector starts at a central "home"
position before moving horizontally by increments of 0.01 inches. The ion detector
starts by incrementing fully into one direction, then the ion detector is returned to
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Figure 4.8: Diagram of the TRIMS main vacuum system (left of valves AV7 and
LV1) and gas-handling system (right of those valves), showing calculated volumes in
regions demarcated by valves. The RGA is a residual gas analyzer and the SRG is a
spinning rotor gauge. The valves are denoted AV (ConFlat angle valve), CV (cylinder
VCR straight valve), LV (leak valve), RV (relief valve), or SV (VCR straight valve)
Reproduced from Ref. [6]

the home position and moved in the opposite direction [6].

4.4 TRIMS Simulation and Calibration

This section discusses the simulation and calibration of the TRIMS experiment. The
Geant4 TRIMS simulation and systematic effects were previously studied and docu-
mented. The work done on the python based TRIMS simulation "PyTRIMS" is the
new work being documented by this thesis.

4.4.1 Geant4 simulation

This thesis will not go into much further detail regarding the development and capa-
bilities of the Geant4 TRIMS simulation because those details are well documented
in [6]. The Geant4 simulation could effectively model and study the physics of molec-
ular dissociation and the TRIMS detector effects. As the collaboration moved to try
and understand the TRIMS results in the context of the Snell and Wexler results and
the Saenz theory prediction, it was decided to simulate the effect of quasibound ions.
Since the dissociation in flight of ions could not be implemented into the Geant4 sim-
ulation, the PyTRIMS simulation (Chapter @ was developed. While the TRIMS ion
detector is movable, the simulated detector in the Geant4 simulation and PyTRIMS
are instead large stationary disks that take up the full cross section of the accelera-
tion chamber. Any given detector location can be modeled by selecting hits on the
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corresponding area of the larger simulated detector.

4.5 Trims Analysis

4.5.1 Orientation to the TRIMS Analysis

In this section, a brief summary and explanation of the TRIMS analysis pipeline
(Fig. is provided. The original version of this analysis pipeline was developed for
the 2020 TRIMS paper [4], and this version of the analysis pipeline is outlined in the
2025 TRIMS paper [7]. Much of the TRIMS analysis was completed, finalized, and
documented before the writing of this thesis, and this thesis will not heavily discuss
those previously finalized and documented analysis sections.

The parts of the analysis pipeline that this thesis expands upon are sections
IV.E.1-3 to V.A of Fig. [4.9]. These sections discuss the computation of the cross-
contamination ratios which will be discussed in Sec. 5.6
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4.5.2 FEvent selection

The main goal in selecting events is avoid events that were adversely affected by the
technical limitations of TRIMS. Those technical limitations fell into the category of ei-
ther an energy based or timing based limitation. This avoidance was done by selecting
events that meet four different cutting criteria: Fidiucial Volume "FV" cuts (Section
[1.5.2), Time of Flight "TOF" cuts (Section [4.5.2)), and ion and beta energy threshold
cuts (Section . Additionally, there are data-quality cuts affecting entire runs
or sections of runs which are mainly due to DAQ issues or operational problems[9].
Before explaining these cuts the characteristics of different decay branches will be
explained.

Decay Branches

By plotting the ion TOF against the ion energy, we can separate out the daughter
ions that come from different decay and dissociation branches. On the nanosecond
scale, the *Het or T*, 3HeH*, and 3HeT* bands are very distinguishable. Since all
of these ions have the same net charge, they will all receive the same energy increase
from the electric field. As previously explained, though these ions will receive the
same energy increase, they will not receive the same velocity increase. Given that
the kinetic energy of the ions is 2m,,v2,,, ions with a larger mass will arrive to the
ion detector more slowly than ions with a smaller mass. We can separate ions of
different masses and charges by plotting the ion-energy of these ions against their
time of flight. The detailed ion branch identifications for the TRIMS HT and Ty data

are shown below in Fig. with the bands identified in Tables [4.7] and [4.§]

Table 4.6: Event populations arising from interactions with the TRIMS apparatus,
rather than from specific decay branches. Reproduced from [7]

Fig. 4.10|a,b Fig. 4.10|c Description

Label Label
a7 - Events with low ion energy, usually from decays near the ion electrode
a8 - Events with low beta energy, usually from decays near the beta electroc
- b5 Events in which an electron backscatters from the beta detector
a9 b6 Events with an undetected 5~ that trigger on one

or more secondary electrons
from an ion hitting the ion detector

all b6 Events with an undetected 5~ that trigger on a secondary electron
from an ion hitting the ion electrode. Since this ion is not detected,
the decay must produce two ions to form a coincidence
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Figure 4.10: Ion-energy versus ion-TOF histograms for (a) high-T2 data and (b)
high-HT data, and (c) ion-energy versus beta-energy histogram for the high-T2 data
set; the high-HT data set looks essentially the same. In all cases, the z-axis represents
the event count. The bands labeled al-a6 (Figs. a and b) and b1-b4 (Fig. c¢) represent
distinct detection channels, as explained in Tables [4.7 and [£.8] The a7-al0 and b5-
b6 bands arise from interactions with our apparatus. A figure similar to (b) was
published in Ref. [4], but due to a production error the arrowheads are offset from
the associated populations in that work. Reproduced from [7]

Fiducial volume "FV" cut

The first and most significant cut is the F'V cut. The FV cut selects for detected ions
with a corrected ion energy E;,, in the range of |20, 40) keV. Selecting events in this
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Table 4.7: Decay branches and detection channels for HT decay in TRIMS, sorted
by total ion charge in the decay branch. The notation for each detection channel
gives the source molecule, the detected decay products (in parentheses), and any
undetected decay products; final-state antineutrinos are always undetected, and are
omitted here. Reproduced from Ref. [7]

Ion Decay Branch Detection Channel Fig. 4.10|a,b Fig. 4.10|c
Charge Label Label

0 He+H - - -
1 HeH" + 3~ HT(HeH" 4 57) a3 bl
1 He® +H+ 3~ HT(He" + 37)H a2 bl
1 He + H* + 5~ HT(H" 4+ 57 )He al bl
2 He™ + HT + 38~ + e, HT(Het™+ HY + 8~ + €_,) a6 b3
HT(Het+ H* + 57 )e, ab b2

HT(He™ + 5~ + e, )HT a2 b4

HT(H* + 8~ + ¢, )He" al b4

HT(He™ + 57)H" + €, a2 bl

HT(H* + 57 )He" + e, al b1l

2 Het™ +H+ 8~ +eg, HT(He** + 6~ +¢e,,)H ab b3
HT(He™ + 7)H +eg, ad b2

2 Het™ +H™ + 3~ HT(Het* +H +57) ad b3
HT(He™* + g7)H~ ad b2

3 Het™ + H" + 8~ +2e;,, HT(He™ +H" + 5~ + 2¢e,) —~ —
HT(He™ + HT + 8~ + e, )es,

HT(He™™ +H" + 87)2e, - -

etc, but small - —

energy range excludes events that occur close to the ion or beta electrodes.

Time of flight "TOF" Cut

The "TOF” cut selects for events with T},, in the range of [50, 400) ns. This TOF cut
serves to remove background noise from the data analysis. Many of the noise events
of TRIMS comes from decays very close to the ion detector and from accidental
coincidences. This timing cut works to ensure that the coincidence events seen in
TRIMS are actual coincidence events and not accidental ones.

Ion and beta energy threshold cuts

These cuts select for events where both the ion and the beta deposit at least 4 keV
into the detector. These cuts serve the same purpose in excluding events that occur
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Table 4.8: Decay branches and detection channels for T'T decay in TRIMS, sorted
by total ion charge in the decay branch. The notation for each detection channel
gives the source molecule, the detected decay products (in parentheses), and any
undetected decay products; final-state antineutrinos are always undetected, and are
omitted here. Reproduced from Ref. [7]

Ion Decay Branch Detection Channel Fig. 4.10|a,b Fig. 4.10|c
Charge Label Label

0 He +T - - -
1 HeT™ + 3~ TT(HeT™ + 87) ad bl
1 Het + T + 3~ TT(He™ + 57)T a2 bl
1 He + T+ + 5~ TT(T+ + 5~ )He a2 bl
2 He® + T+ + 3~ + e, TT(Het+ TT + 5~ +eg,) a6 b3
TT(Het+ T* + 87 )e,, ab b2

TT(Het + 8~ +e,,)TT a2 b4

TT(TT 4+ 5~ +e,,)He" a2 b4

TT(Het + )T 4+ e, a2 bl

TT(T+ + 57 )He" + €, a2 b1l

2 Het™ + T+ 8~ + e, TTHe™t + 5~ +e,,)T ab b3
TT(Hett + 57)T +e, ad b2

2 He™™ + T + 8~ TT(Hett + T~ + 7) ad b3
TT(He™ + )T ad b2

3 He™™ +TT + 87 +2e;, TT(He' +TT+ 8 + 2e,) — —
TT(He™ + T+ + 8~ + e, e,

TT(He™ + T+ + 87)2e, — —

ete, but small - —

too close to the ion and beta electrodes. This exclusion is required because the
timing resolution for TRIMS is poor for events with very low ion and/or beta energy
deposition. Additionally, these cuts ensure that both an ion and beta waveform are
detected. The end result of the these various cuts is the selection of HT and T, events
that occur in the region of the acceleration chamber shown in Fig. [£.11]

4.5.3 Timing reconstruction

In the TRIMS analysis, ion events that have a coincidence beta event are selected.
So, the timing for each ion event doesn’t begin until the beta is measured in the beta
detector. This coincidence is simply accounted for by adding the beta time of flight
(Ts) to the ion’s detected time of flight (T},,) (Eqn. [6].
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Figure 4.11: Sketch showing HT and Ty decay locations that are either included or
excluded by the various applied cuts. The energy that an ion will reach the detector
with corresponds directly to the location in the detector where the ion decays. The
events in the unlabeled region are excluded because their energy resolution in the
detectors would be too fuzzy.

T'ion—corrected = T;on +Tﬁ (43)

This Tion_correcteq 18 then smeared by Gaussian with a standard deviation which
was determined by pulser measurements.

4.5.4 Ion mass reconstruction

We must directly calculate a "reconstructed ion mass" because what TRIMS can
actually measure is the charge-mass ratio for ion species. We start this reconstructed
ion mass calculation by first determining the incident kinetic energy that the ions
have when they strike the ion detector. The incident kinetic energy of ions in TRIMS
considering the detector effects is given by Eqn [£.4] This relationship was found by
performing simulations of the TRIMS dead-layer using the SRIM simulation software

[B4][9]-

871 x 1073 2. 1072
Ko = 2.864 eV 1507 i g — 02 10 g2 895 x 10°°

keV ion,det + T\/Q ion,det " (44)
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After calculating the incident equation of the ions, one is then able to calculate
the reconstructed mass of the ions. The following derivation of the reconstructed ion
mass equation was first done by Laura Bodine in her thesis [82], and her derivation
will be repeated now. The variables used are the ones shown in Table [4.5]

Let’s assume an molecule decays into a charge at a distance D, from the ion
electrode. That distance is related to the incident ion energy E;,, when it reaches
the end of the acceleration region (Eqn . The speed of the daughter ion when it
reaches the end of the acceleration region is v;,,.

Eion L 2Eion
ion — aIld /UT,O?’L -
qV Mion

(4.5)

If we let Atp represent the time that it takes the daughter ion to travel the
distance D;,, we can rewrite the original D,,, equation in terms of Atp (Eqn [4.6)).

EionL 1 qV
Dipp = —— = = Atp)? 4.6
C]V 2 mionL( D) ( )
We can now solve for Atp.
2Mion s
Atp = Ly | =2k 4.7
Y (¢V)? (47)

Let’s now let At represent the time it takes for the daughter ion to travel across
the distance between the mesh electrode and detector At;. To find A t;, we can
rearrange the equation for vj,,.

2Ei(m Lion
ion — - 48
! Mion AtL ( )
m.
Aty = L. _on 4.
tL ion 2Eion ( 9)

The total travel time for the ion can be expressed as:

Tion = Atp + Aty = wn ( Eion ond/ 3E. ) (4.10)

Lastly, we solve for the above equation for the mass to come to the expression for

the ion mass (Eqn |4.11]).

2
,—Tion
Mion = 2[(ion (—) . (411)

2K,
q‘l/on L + Lion
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4.5.5 Ion charge reconstruction

Reconstructing the ion charge is more straightforward than reconstructing ion mass.
Since the kinetic energy imparted to a charged particle is given by the charge of that
particle times the voltage difference that the particle experiences, the "pseudo-charge"

is given by (Eqn |4.12]).

Eion + Eﬁ — 3keV
60kV ’

Qic (4.12)

The 3 keV subtraction is performed because the tritium beta spectrum has a
maximum at 3 keV[6].

Using the reconstructed mass (Eqn. and reconstructed charge (Eqn. [4.12)),
the ion charge vs. ion mass histograms can now be created (Fig. and Fig. |4.13)).
The green and purple lines separate these graphs into eight sections based on an
event’s charge (q#) and mass (m#). Each of these sections is denominated by a

particular ion detection channel (Table [4.9).

4
3 Si —90
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2.5 — 60
L 2 50
15 40
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- 20
05— 10
0:\ [ m‘l\ L | | [ m3\ L m 0
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Figure 4.12: TRIMS HT (-decay events are separated into boxes defined by the
reconstructed mass and charge of the detected daughter ions. The resulting events
have masses up to mass 6 (a.m.u) and up to charge 3 (e) (cite long paper)
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Figure 4.13: TRIMS T, [-decay events are separated into boxes defined by the
reconstructed mass and charge of the detected daughter ions. The resulting events
have masses up to mass 6 (a.m.u) and up to charge 3 (e) (cite long paper) (cite long

paper)

Table 4.9: Charge-mass boxes and the dominant detection channels in each, for
high-TT and high-HT data in the main fiducial volume. The two mass-3 ions T™ and
He™ are degenerate in TRIMS. Shakeoff electrons are denoted e,,. Reproduced from

Ref. [7]
Box  Dominant Detection Channel(s) Dominant Detection Channel
(TT) (HT)
qlmil - HT(H" 4+ 57 )He
qlm3 TT(Het + 57)T HT(He* + 57)H
TT(T* + 5~ )He
qlmd - HT(HeH" 4 57)
qlmé TT(HeT+ +87) -
q2m1 - HTH" + 5~ + e,,)He"
q2m346 TT(Het + 8~ +e,)TT HT(He™ + 5~ + e, )HT
TT(TT + 5~ + e, )He"
q3m1 TT(Het* + 8~ +e,,)T HT(He™ + 3~ + e, )H
q3m346 TT(Het+ TT 4+ 5~ +e_,) HT(Het+ H* + 5~ +eg,)
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4.5.6 Source contamination

The Ty and HT sources used in TRIMS are not pure. Both are mixtures of Ty, and HT
gas. To get "pure" Ty and HT data respectively, we perform what we call a "source
subtraction". For this empirical source subtraction, we generate the mass reconstruc-
tions for the raw Ty and HT data and then subtract off an empirically determined
ratio of the irrelevant mass spectrum in order to produce the pure mass spectrum.
The source subtraction method used in the TRIMS publication[4] is documented in
Ref. [6].

4.5.7 Charge/mass cross-contamination

When constructing the charge vs mass plots, it’s possible for the events of certain
branches to leak into regions where they are not expected. For example, the tail
of mass 3 reconstructions extends into the mass 6 region. The charge and mass
cross-contamination are estimated via the TRIMS Geant4 simulation. The charge
cross contamination (charge-CC) and the mass contamination (mass-CC) describe
the percentage leakage of the dominant-bands to the other CM-boxes [6].

4.5.8 Scan deconvolution

Although the TRIMS ion detector has a 4 mm-radius detection area, previous simu-
lations [6] have shown that ion events producing a 5~ can have a spread of 10-mm by
the time these events reach the ion detector. This geometrical inefficiency problem is
addressed by using a scan deconvolution method outlined in Ref. [0].
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4.6 TRIMS results, discussion, and further projects

4.6.1 Branching ratios for HT and TT

The 2020 TRIMS results [4] are shown in Table and Table [4.11]

Table 4.10: Branching ratios and uncertainties for decay channels of HT. Repro-
duced from Ref. [7]

i Channel Uncertainties (absolute %)  Branch
Stat. Y PSF FV DT Total (%)

One electron
2. HeH™ 0.10 0.39 0.14 0.35 0.06 0.56  56.57(56)
3. Het+H 0.10 0.27 0.05 0.28 0.06 041 24.95(41)
4. He+HT 0.09 04 0.17 0.09 0.06 0.46 5.63(46)
5. He™ 4+ H- < 0.021
Two electrons
6. He™ +HT
from He™ 0.19 041 0.09 0.15 0.06 0.49 11.01(49)
from HT 0.17 0.37 0.09 0.13 0.06 0.44 10.43(44)
7. Het*+H  0.12 007 0.16 0.05 0.06 023  2.16(23)
Three electrons
8. Het™ +H* < 0.045

Table 4.11: Branching ratios and uncertainties for decay channels of Ts. Reproduced

from Ref. [7]

i Channel Uncertainties (absolute %) Branch
Stat. Y  PSF FV Ion-Bks. Total (%)

One electron

2. HeT* 0.14 056 036 13 007 1.5 51.0(15)
3,4, Hetor T 019 063 052 16  0.09 1.8 33.6(18)
5. He™ +T- <0.018

Two electrons
6. Het + T+ 0.14 039 0.23 0.61 0.05 0.77 13.70(77)
7. Hett + T 0.1 <001 006 006 <0.01 0.11 1.75(11)
Three electrons
8. Hett + T+ < 0.015

128



4.6.2 Re-assessment of historical measurements based on 2020
TRIMS results, analysis, and understanding

The TRIMS 2020 bound molecular ion branching ratios of 56.57% for HT and 51.0%
for T, fall into the respective HT 55% - 57% range and the Ty 55% - 57% range pre-
dicted by [3]. Based on these results, it appeared that TRIMS confirmed the results of
the theory. However, the celebration may have been a bit premature after quasibound
ions were considered. The bound ion ranges presented in [3] were calculated based
on the final-state distributions of HT and Ty when their resulting HeH* and HeT™
ions get the maximum recoiling kick of 18.6 keV from the beta in their S-decays. As
a result of this maximum recoiling kick, the range of possibilities by theory is at is
widest at this point. This is significant because the reported quasibound state range
predicted by theory varies on the basis of the amount of recoil energy the daughter
molecule receives from the S. In the TRIMS experiment, s can have energies in
the full range from 0 to 18.6 keV. The net effect of considering these lower recoil
energies is that the "actual" theory range of bound HeH' and HeT™ ions available
to be observed by TRIMS will actually be smaller than what is reported in [3]. The
work done to account for these different effective theory ranges will be shown in later
chapters of this thesis.

4.6.3 New phase space studies

One of the longstanding theories for why Snell and Wexler’s results disagree with
the 90’s theory is that Snell and Wexler were not able to account for phase space.
This phase space theory can be tested by taking the TRIMS results, de-scaling them
due to phase space, and then seeing if those de-scaled results agree with Snell and
Wexler’s results. These phase space studies are discussed in the next chapter.

4.7 Context of thesis in TRIMS

The purpose of this thesis is to describe and document the projects and tasks concep-
tualized and completed after the initial publication of the TRIMS results in 2020[4].
The main open threads this thesis seeks to connect are: 1. Is it possible to mathemat-
ically reconcile the results of Snell[I] and Wexler[2], 90’s theory[I§], and TRIMSJ4]?
and 2. Can the quasibound HeH" and HeT™" ions be successfully modeled via sim-
ulation? The first open thread is addressed through extensive Liouville theorem
calculations with the experimental and theoretical results. The second open thread
is addressed through the development of a python-based TRIMS simulation called
PyTRIMS. Before going into detail about the development of PyTRIMS or the Li-
ouville theorem calculations, this thesis will first outline the experimental concept,
design, and analysis pipeline of TRIMS. The bulk of the TRIMS design and analysis
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is documented in [6], and the primary results of TRIMS are published in the 2020
TRIMS publication [4].
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Chapter 5

Using Liouville’s theorem to reconcile
TRIMS results with the results of
historical mass spectrometry
experiments

5.1 Molecular dissociation and discussion of quasi-
bound states

If an atomic decay provides an energy kick stronger than the binding energy of a
molecule, then the molecule itself will break apart into smaller pieces. Moreover, due
to the change in nuclear charge, the size of the chemical binding energy will also
change. This is significant is this case because He does not strongly bond. This
breakdown is called molecular dissociation. As the name would suggest, molecular
dissociation occurs when one or more of the atoms in a parent molecule separate
from the molecule, producing new resulting ions and/or molecules. If the molecule
in question is charged, the charge will be given to one of its daughters based on
the electron configuration relative to the bond that is breaking. This is often not a
symmetric probability distribution. Example dissociation paths for HeT* and HeH™
are shown below in Eqn [5.1] and [5.2] respectively.

Dissociation where the charge stays with the Tritium atom : HeT™ — He + TT

Dissociation where the charge stays with the Helium atom : HeT™ — He™ + T
(5.1)

Dissociation where the charge stays with the Hydrogen atom : HeH"™ — He + HT

Dissociation where the charge stays with the Helium atom : HeH™ — He™ 4+ H
(5.2)
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A diagram of the possible decay and dissociation modes of Ty is provided in Fig.

5.1 below.

T+T
 EaeTo)
1 . [=AT
i Q(T) e
m -
18591.3(10) eV
=| f-H‘e+ +T+e
I Q(T5)
EinnhtEHE} EHLT:‘-E-
24 59 gV He+TH+e
; E:j {E'H T } Eiuniz{3H8T+]
issocl HET™ 4516 eV
/ Eionz(T) 1.897 eV _
' 1360 eV A ¥ ¥
/ ~ HeT* + e
He+T

Figure 5.1: Energy levels relevant to atomic and molecular tritium decay, pattern
after Fig. 5 in Otten and Weinheimer [I7]. Reproduced from Ref. [§]

5.1.1 Definition of quasibound states

Molecules that are immediately dissociative and molecules that are permanently
bound have been outlined. But, what if a molecule falls into neither category?” Such
a molecule would remain bound for a limited time, and then dissociate. This thesis
will refer to this third class of molecules as "quasibound" molecules.

Similar to other ion species, quasibound ions and their relative percentage can be
determined by investigating the FSD of a particular ion. For Ty and HT decay, the
immediately dissociative states populate the electronic excited and continuum states
of the FSD. The bound states populate the ground states of the FSD. The percentage
of states that are quasibound is the percentage of states that have excitation energy
above the binding energy of the molecular ion while still being a part of the ground-
state manifold.

Quasibound molecules can be tricky to measure and account for experimentally.
To study them correctly, one has to understand the dissociation time scale of the
quasibound molecules as it compares to the average flight time of a molecule in the
experiment. The reason why the branching fraction to bound molecular ions reported
in Ref. [3] is a band of values (Section and not a specific value is because
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Figure 5.2: Distributions of excitation energy in the ground-state rotational and
vibrational manifold of 3HeT™ (left) and *HeH™ (right), as calculated by Saenz et al.
[18] [3]. The expected value for the excitation energy in each case, based on kinematic
considerations, is indicated by a vertical line. An excitation energy of 0 corresponds
to a binding energy of 1.897 eV. x-axis expresses the excitation energies in terms of
the binding energy. Reproduced from Ref [§]
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quasibound molecular ions might or might not be observed as bound ions. The
percentage of quasibound ions for a particular ion species is determined by subtracting
the minimum of the ranges from the maximum of the range. For these upcoming
examples, let us consider HeT™, which is theorized to have a maximum quasibound
branching percentage of 18%.

Case 1: The dissociation time scale of a quasibound molecule is far
shorter than the average flight time of that quasibound molecule. Suppose
that one has a mass spectrometer with an acceleration chamber that is 500 m in
length and a total voltage difference of 60 kV. The quasibound HeT™ would travel so
slowly that it would by all probability break apart before reaching the ion detector
at the end of the acceleration chamber. If one were to try and measure the branching
ratios to HeT™ using a spectrometer with this configuration, then they would measure
that Ty decays down to a bound HeT™ ion with a probability of 39%. This 39% is
the minimum prediction by the Saenz theory [32] because this percentage includes
only the permanently bound HeT™ ions.

Case 2: The dissociation time scale of a quasibound molecule is far
longer than the average flight time of that quasibound molecule. Now,
suppose that one has a mass spectrometer with an acceleration chamber that is 500
nm in length and a total voltage difference of 60 kV. The quasibound HeT™ would
travel so quickly that it would by all probability not break apart before reaching the
ion detector at the end of the acceleration chamber. If one were to try and measure
the branching ratios to HeT™ using a spectrometer with this configuration, then they
would measure that Ty decays down to a bound HeT* ion with a probability of 57%.
This 57% is the maximum prediction by the Saenz theory [32] because this percentage
includes all permanently bound HeT" and all quasibound HeT™* ions.

Case 3: The dissociation time scale of a quasibound molecule is compa-
rable to the average flight time of that quasibound molecule. Lastly, suppose
that one has a mass spectrometer with an acceleration chamber that is 200 mm in
length and a total voltage difference of 60 kV. The quasibound HeT™ would travel
quickly enough that some percentage of the population would break apart before
reaching the ion detector, but it would not travel so fast that none of the quasibound
HeT™ would break apart before reaching the ion detector at the end of the accelera-
tion chamber. If one were to try and measure the branching ratios to HeT™ using a
spectrometer with this configuration, then they would measure that Ty decays down
to a bound HeT™ ion with a probability that is somewhere between 39% and 57%.
This range considers that one measures all of the bound HeT™ ions but only part of
the quasibound HeT™ ions.

These examples show that the bound HeT™ range the Saenz theory [18] reports is
actually showing the maximum and minimum branching ratios of the HeT™. If one
were to detect a bound HeT* fraction that lies somewhere in the middle of that range,
that would mean that the experimental time scale was comparable to the lifetime of
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the quasibound HeT™ ions.

5.1.2 Variation of quasibound states with beta energy

The TRIMS experiment measures HeT™ produced from Ty (-decays that have Eg
with energies ranging fom 0 eV all the way to the tritium [-decay endpoint of E.
The FSDs of HeH™ and HeT™ very greatly with E5 as shown in Fig [19]. The HeH™
and HeT™ FSDs have sharper rotational-vibrational ground state peak structures at
lower Ez because the nuclear recoil in the decaying nucleus of the HeH™ and HeT*
molecules is smaller.

1.2 T i
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Figure 5.3: Ground-state manifolds from the final state distributions of HeH* and
HeT" when they are produced with fs of differing energy Eg. A dashed vertical line
is drawn at 1.89 eV and ground states with energies greater than that vertical line
correspond to quasibound ion states. Data from [19).

The net effect of this F'SD variance and mean excitation energy with respect to Eg
is that the predicted probability of quasibound states also varies with respect to Eg.
The proportion of quasibound ions is equal to the total probability of the electronic
ground states with excitation energy greater than the binding energy of HeH"™ and
HeT™. As seen in Fig this proportion of quasibound states falls as Eg falls. To
account for this variation in the probability of quasibound ions, the TRIMS exper-
iment defines an "effective quasibound probability" called Py, which represents the
quasibound probability experimentally observable by TRIMS. To determine the effec-
tive quasibound probability Eqn [5.3] a weighted average of quasibound probabilities
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(Pg) of 10 Eg values equally spaced across the S-spectrum was performed according
to Eqn. [5.3] Note, the energy values (2n+0.5keV) within Eqn. specify the energy
at which each probability and spectrum area are calculated. Fig. illustrates the
binning P, is the quasibound probability corresponding to that 3 energy and Agp.
is the probability of the § being ejected with that energy.

9
o =Y _ Pan(2n 4 0.5keV) % Agpec(2n + 0.5keV) (5.3)

n=0
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Figure 5.4: Weighted averaging method of FSD Quasibound area over the beta
spectrum. FSD corresponding to higher S-spectrum rates are accordingly assigned a
higher probability.

Using Eqn [5.3] the effective quasibound probabilities for HeH* and HeT* were
calculated and are shown in Eqn [5.4) and Eqn [5.5] respectively.

ol

quasibound HeH+ — 0.37% (54)

Pquasibound HeTt+ — 0.47% (55)

Next we wish to determine an effective laboratory kinetic energy for the quasi-
bound ion fragments. Fortunately Ref. [§] has provided guidance for how to do this
calculation. Ref. [8] calculates from kinematics that the laboratory frame kinetic
energy E;qqp) of a dissociated quasibound ion fragment i with mass m; is distributed
uniformly in the interval defined by Eqn. [5.6 In this interval, m; is the mass of the
other dissociated fragment, FEecoil 18 the average recoil energy of the molecular ion,
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Ep is the binding energy of the molecular ion, and FE.,. is the excitation energy of
the quasibound state.

1 [ — 2 — 2
Ei(lab) e { < miErecoil - \/mj<Eexc - EB)) ) (\/ miErecoﬂ + \/mj(Eexc - EB)) } )

m; + mj
(5.6)

Because the mass-spectrometer designs used in the Snell [I] and Wexler 2] ex-
periments were sensitive to an effective weighted average E;q.), an average weighted
average excitation energy for the quasibound HeH" and HeT™ that lies within the
electronic ground state but with E.,. > Ep was calculated (Fig. . These calcu-

lated values are shown in Eqn. and
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Figure 5.5: Weighted average of excitation energy in the ground state but above
the binding energy (Eg) for the HeH" and HeT* FSD.

HeH': E..=213¢eV (5.7)
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HeT

e = 2.21 €V (5.8)

At the excitation energy values from Eqn. [5.7and [5.1.2} we take an effective Ejap)
at the center of the interval in Eq. This calculation is depicted in Figs [5.6] and
. The averaged Ef(lab for the ion fragments coming from the quasibound HeH™
and HeT™ are shown in Eqn. and respectively. The effective laboratory

energy values of Eqn. 5.9 and [5.10] are used to compute the average acceptance ratios
of dissociated fragments originating in quasibound states.

Band of Laboratory KE Values for H+ Coming from Quasibound HeH+

H+: EExcitation =2.13 eV
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Figure 5.6: Graph of Laboratory KE vs Excitation Energy for H ions

Eff1a) = 0.36 €V (5.9)
Effa) = 0.39 eV. (5.10)

With the effective laboratory kinetic energy of the quasibound ions fragments now
considered, we need to now determine 7, which is the squared ratio of the average
momenta to the maximum momenta of the [ electron ejected in decay (Eqn
so that we can calculate the recoil energy of the mass 3 ion fragments and
[8]. The average 5 momentum is given by Eqn and the maximum possible
momentum is given by Eqn

P P /pA(E) + p2(E)dN(E)
wr [ an(E)

= 73.313 keV/c (5.11)

Pras = 139.123 keV/c (5.12)
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Band of Laboratory KE Values for T+ Coming from Quasibound HeT+

T+: EExcitation =2.21eV
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Figure 5.7: Graph of Laboratory KE vs Excitation Energy for T+ ions

Pavg

5 )2 =0.278 (5.13)

n=(

Using the 7 calculated in Eqn. we can now fully evaluate the E(*He) column
of Tables 5.1l and 5.2l The final values are shown in Tables 5.4 and 5.3

H State Asymptotic Structure Total KE eV E(*He) eV E(T) ¢V Branch % H

1T 3He(1s?) + T (Emxciaion < 0 V) 0 0 0 39.0

SHe(15?) + TT (Egxcitaiton > 0 €V) 18.4
2 He* (1s%) + 1(1s) 13606 68 +34p 638 174
3 He(1s2s) - T+ 10890 54 ~ 34y 54 7.8
1 He™ (1%) + T(25 + 2p) 14966 75+ 34y 75 0.8
5 SHe™ (1s?) + T'(2s — 2p) 15.647 7.8 + 3.4n 7.8 0.01
6 THe(1s2p) | T 16513 8.3 134y 83 0.9

Table 5.1: Structure of excited states and kinetic energies of dissociation fragments
for the decay of Ty. The probabilities, which are valid in the sudden approximation,
are taken from [9] for the case J;=0, and are very similar for J;=1,2,3. The total
probability calculated for these six states is 84.2% Reproduced from [§]|

Since the quasibound ion fragments have a different energy profile, they are not
factored into the weighted average of the ionic states. Therefore, using the excitation
energies and branching probabilities in Table [5.4] and [5.3] we find that the weighted
average of the recoil energy of the mass 3 ion is 4.35 €V for HT 3-Decay and that the

139



H State Asymptotic Structure Total KE ¢V E(*He) ¢V E(H) eV Branch % H

1 JHe(1s?) + H' (Bpxcitaion < 0 €V) 0 0 0 55.4

3He(1s2) + H* (EExcitaiton > 0 GV) Ei(lab) 1.5
2 SHe' (12) + H(1s) 13.606 3.4 +34p 102 17.4
3 SHe(1s2s)H* 10.800 2.7 + 34p 82 7.8
4 *He™ (1s%) + H(2s + 2p) 14.966 3.7+ 34n  11.2 0.8
5 He* (1s?) + H (25 — 2p) 15647 39+ 34n 117 0.01
6 SHe(1s2p) + HT 16513 4.1 + 34y 124 0.9

Table 5.2: State calculation for the decay of HT. The total probability calculated
for these six states is 83.8%

H State  Asymptotic Structure Total KE (V) E(*He) (eV) E(T) (eV) Branch% H

1 *He(1s®)+T+ 0 0 0 39.0
3He(152)+T+ Ei(lab) 18.4

2 e (1s%) 1 T(1s) 13.606 775 6.8 174

3 SHe(1s2s)+T" 10.890 6.35 0.4 7.8

4 SHe™ (1s?)+T(2s+2p) 14.966 8.45 7.5 0.8

5 THe' (152)  T(25-2p) 15.647 8.75 78 0.01

6 SHe(1s2p)+T+ 16.513 9.35 8.3 0.9
Wt. Avg 774 5.7 26.9

Table 5.3: Table V of 2015 Physical Review Paper [8] evaluated with calculated 7

H State  Asymptotic Structure Total KE (eV) E(*He) (eV) E(H) (V) Branch % H

1 THe(1s2) H' 0 0 0 55.4
He(1s?)+H* Ei(an) 1.5

2 o™ (1s%) 1 H(1s) 13.606 131 10.2 17.4

3 3He(1S2S)+H+ 10.890 3.64 8.2 7.8

1 SHe'(1s?) H(2s:2p) 14.966 1.64 11.2 0.8

5 e (1s2) - H(25-2p) 15.647 181 11.7 0.01

6 THe(1s2p) + HT 16.513 5.04 124 0.9
Wt. Avg 4.35 8.63 26.9

Table 5.4: Table VI of 2015 Physical Review Paper [8] evaluated with calculated 7

weighted average of recoil energy of the mass 3 ion is 7.74 €V for Ty [-Decay.

Since the quasibound ions have both a significantly different amount of energy and
different kinetic energy profile than the ion fragments, they cannot be factored into
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the weighted average for ionic states resulting from each decay branch. They have
to be treated as effectively a seventh ion species. In this new ion species probability
branch, the quasibound ions will have a different kinetic energy based on whether
they dissociate or not. These cases where the quasibound ions will have different
kinetic energies are explained below. If the quasibound ions do not dissociate in this
case, they are now treated a mass 4 ions (in the HeH™ case) or as mass 6 ions (in the
HeT™ case). Each ion is assigned E;,, = 0.75 €V as its kinetic energy. We chose this
value because it is roughly in the middle of the band of laboratory kinetic energies
for a given excitation energy. If the quasibound ions do fully dissociate in this case,
they are now treated a mass 1 ions (in the HeH case) and as mass 3 ions (in the HeT
case). Each ion is assigned E;,, = 0.75 €V as its kinetic energy.

5.2 Reconciling TRIMS with historical measurements
using Liouville’s theorem

5.2.1 Liouville’s theorem

Points in space move as functions of time to trace out trajectories. Consider a Hamil-
tonian system with canonical coordinates ¢; and conjugate momenta p;. The phase
space distribution p(p, ¢,t) determines the probability p(p, ¢, t)d"qd"p that the system
will be found in the phase space volume d"qd"p at time t. Liouville’s theorem shows
that since the trajectory of a point in phase space conserves energy, the probability
distribution will not change with time (Eqn. [5.14))[85].

dp 0p ~=,0p.  Op ..

Before showing how the Liouville theorem applies to molecular dissociation, let us
first see how it applies to a simpler case, the simple harmonic oscillator (SHO) [85].
Our goal is to find the probability density of the SHO, p(T',t) Eqn. at a later

time.

N
P=ar
where : ¢ dT" = [, d®pid3q; (5.15)

dN = number of particles

We will call this later probability density p/(I”,;t+0t). Finding the position and
momentum coordinates and their derivatives of this time shifted probability density
is straight forward:

L= i ‘igt & pl= i .igt
{(L i +9q Pi=DPitPp (5.16)

dgf = dg; + §2dqiot & dpf = dp; + gEdpidt
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Now, we can multiply the position and momentum coordinate derivatives from

Eqn. to find the probability density at the later time t:

o4 Op;
qidp; = daidp;| +(8qi+3pi) ] (5.17)

The second term in Eqn. can be eliminated by using Hamilton’s equations
in combination with the Hamiltonian for the SHO:

oH oH
Hamilton's Equations : ¢; = pi = — (5.18)
api aCli
AR mw?
SHO Hamiltonian : H=) (=—p{+ ——q; 5.19

where w is the angular frequency of oscillation and m is the mass of the oscillating
body. Next, we plug the SHO Hamiltonian into Hamilton’s Equations and take the
appropriate partial derivatives:

. _ O0H _ 1 c o _oH _ 2
{Qi—a—pi—;pi & Pi = =3¢ = —mwWiq

94; opiy __
(54 +50) =0

(5.20)

The second term in Eqn. evaluates to zero. Therefore the phase space
volumes before and after the time shift are equal:
daidp; = dgdp; (5.21)
Thus:

{dF’ =1V, d&*pld3ql = [TV, d3pid3q; = dT (522

P 6+ 0t) = 95 = 4N — y(T )

5.2.2 Calculating phase-space volume ratios and acceptances

The methodology for deriving this ratio was developed by Professor Hamish Robert-
son [79]. To begin, we start by considering the phase-space volume of an ion (¢):

We can determine the momentum components that constitute the phase space
volume by exploiting characteristics of the decays. Because the decays are isotropic,
the volume phase space contributions by the momentum components of the ions are

given by Eqn [5.24]

142



The average recoil energy of an ion is given by Eqn [5.25

Pl
Erecoﬂ - ML (525)

Using P,,, we can now calculate the average recoil energy of the bound ions
resulting from the beta decay of HT and T, respectively. This calculation is given by

Eqn [5.26] and [5.27]

B, = Lo Py 0.715 eV 5.26

YTOM T 2AMyen) 0 (5:26)
Py, Pz

Bg = -9 — 90477 eV (5.27)

2M 2(6Mpmton)
¢3 Ap ass3ApMassfiApMass?)AxMaSSBAyMassiiAZM(ISS3

% - ApyaSSGAPS/IQSSGApiwass‘aA(L’MGSSGAyMQSS6AZMaSSG

The "Phase Space Ratio" is simply a ratio of one phase space volume ¢; to another
phase space volume ¢;:

(5.28)

¢J M; E;
Plugging in the E3 and E4 values that we calculated previously using Eqns. [5.26

and [5.27], we see that the phase space volume ratio of the mass 3 ion to the mass 6
ion is given by Eqn [5.32

Mass — i to Mass — j Phase Space Ratio : (5.29)

3B
Mass — 3 to Mass — 1 Phase Space Ratio : 23 = ( E3““9 )% = 1.46 (5.30)
1 1a'ug
b
Mass — 3 to Mass — 4 Phase Space Ratio : zi = ( 42;:9 )% =92 (5.31)
3B,
Mass — 3 to Mass — 6 Phase Space Ratio : Zs = ( 6;’“9 )% 21.42 (5.32)
6 6

We must take care now in calculating the acceptances. Since the ions of initial
kinetic energy E; are accelerating through a potential (U), the relative acceptance is
no longer simply the inverse of the ratio of the phase volumes. The momentum and
position coordinates in the direction of acceleration must be scaled accordingly[79]:

Ap.(final)  E; +U \/_ E;
Ap, (initial) VE;
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Though the Ap, component of the phase space volume changes during the accel-
eration, the total phase space volume of the ion is preserved. For that reason, the Az
component of the phase space volume must also change in order to account for the
change in the Ap, component. The Az component scales with the velocity /2U/m;.
The ultimate result of this acceleration is that the transverse projection of the phase
space volume is scaled by a factor /m;.

¢ = ¢z¢y¢z — ¢x¢y(¢z v m ) \/ (534)
We must now calculate the relative acceptance i (Eqn ) of the Mass-3 ions

and the Mass-6 ions by evaluating Eqn. 2{ and Eqn. and inverting
the result:

ijE‘

Wz ¢j _ (" Javg
o E_(miHE- )

lavg

3
2

Mass — i to Mass — j Acceptance Ratio : (5.35)

Tables [5.5] - show the calculation of the acceptance ratios for ion fragments
resulting from HT and T, in the cases that quasibound HeH" and quasibound HeT™*
are bound and in the cases that they are dissociated.

Ion Fragments ‘ ref = HeH™
i = HeHt 1
i = HeHgb™ 0.930
i = He™ 1-ion 0.118
i = He™ 2-ion 0.096

i = Ht l-ion 0.455
i=HT 2-ion 0.167
i=Het™ 0.118

Table 5.5: Mass-i to Mass-ref acceptance ratios: = y for HT ion fragments. The

rows represent the ion in the numerator of the ratio, and the columns represent the
denominator of the acceptance ratio. Quasibound go to mass 4
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Ion Fragments ‘ ref = HeH™
i = HeH™ 1
i = HeHgb™ 14.9
i = He' 1-ion 0.118
i = He™ 2-ion 0.096

i=HT l-ion 0.455
i=HT 2-ion 0.167
i = Hett 0.118

Table 5.6: Mass-i to Mass-ref acceptance ratios: o The
rows represent the ion in the numerator of the ratlo "and the columns represent the
denominator of the acceptance ratio. Quasibound go to mass 1

Ion Fragments ‘ ref = HeT™
i—= HeTt 1
i = HeTqb™ 0.507
i = He' 1-ion 0.061
i = He™ 2-ion 0.042

i=TT l-ion 0.097
i=TT 2-ion 0.042
i= Hett 0.061

Table 5.7: Mass-i to Mass-ref acceptance ratios: - The
rows represent the ion in the numerator of the ratlo "and the columns represent the
denominator of the acceptance ratio. Quasibound go to mass 6.

Ton Fragments ‘ ref = HeT™
i = HeT™ 1
i = HeTqb™ 2.03
i = He™ 1-ion 0.061
i = Het 2-ion 0.042

i=TT l-ion 0.097
i=T7% 2-ion 0.042
i—= Hett 0.061

Table 5.8: o The
rows represents the ion in the numerator of the rat1o "and the columns represent the
denominator of the acceptance ratio. Quasibound go to mass 3.
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Special case: Quasibound states

This chapter outlined that the branching ratio of HT and Ty to bound ion states
observed by a particular spectrometer experiment varies based on the time scale of
the lifetime of the quasibound ion compared to the time scale of the particular spec-
trometer experiment. For this reason, it would be difficult to try and directly guess
the Snell [1] and Wexler [2] results with a discrete, singular prediction. Therefore, the
goal of this estimation is to provide a range of possible values to compare to the Snell
[1] and Wexler [2] results. The extremes of this range of values will be: A. Calculation
when all of the quasibound HeH" and HeT™ dissociate before they are detected (See
Fig. . B. Calculation when none of the quasibound HeH™ and HeT™ dissociate
before they are detected.

Special case: Two-ion states

Aprnt
P; P are the branches

Aprnt
B

Another consideration complicating the full evaluation of

with two-ion states. These two ion states further complicate the evaluation
because the ion kinetic-energy profiles of the two ion states differ greatly from those
of the one ion states. This consideration is necessary because the one-ion and two-ion
branches are combined in the historical measurements, but they are distinguishable
in TRIMS.

Dr. Robertson summarizes the ion energy break up as the following: According
to the TRIMS data, a majority of the ionized protons have an energy of 9.7 eV [9]
which is higher than the 8.63 eV estimated in Ref [8]. Why is this the case? Kolos
calculated the 2-ion break up threshold to be 45 eV [86]. Not all of the 45 eV of the
energy at this threshold is available for dissociation kinetic energy. Since about 25
eV of energy is required to ionize the He ion, only about 20 eV of energy is available
for dissociation kinetic energy. This 20 eV of energy must be kinematically divided
between the dissociated ions. For a dissociation of HeH™, the protons have an energy
of 15 eV and the helium have an energy of 5 eV. For a dissociation of HeT™", both
the helium and the tritium will evenly divide the available dissociation kinetic energy.
With this information in mind, we calculate the acceptance ratios using Eqn. [5.35
(see Table [5.9).

Given that TRIMS found that 64% of dissociations following HT S-decay result in
two-ion final states, it will be assumed that 64% of dissociations following T S-decay
will also result in two-ion final states. Because Wexler counted pulses to find the
intensity of each mass state 2], two ions of the same mass simultaneously arriving in
the detector would register as a single ion event. TRIMS avoids double-counting by
subtracting from the probability of detecting both ions the probability of detection
assuming the detection probabilities for each ion are independent. This probability is
estimated at 0.013%. The branching probabilities for Py*™ and Py"™ therefore have
contributions from a probability for branching to the one ion state and a probability
of branching to the two ion state (Eqn. [5.30).
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Table 5.9: Acceptance ratios w;/wyes for different ion species i, computed relative
to the bound molecular ionic state as a reference (see Eq.[5.37). As discussed in the
text, the kinetic energy available to the ion fragments depends on the specific type of
event producing them. The dissociation of a quasibound molecular ion always results
in a H" or T* ion (depending on the parent), since there is insufficient excitation
energy to ionize He. Other 1-ion or 2-ion events arise from immediately dissociative
states. A quasibound molecular ion that has not yet dissociated has the same kinetic
energy as a bound molecular ion. Reproduced from Ref [7]

1 ref = HeH"™ ref = HeT™
HeH™* 1.00 -
HeT™ — 1.00
i ha
from quasibound state 11.2 —
from 1-ion dissoc. state 0.38 -
from 2-ion dissoc. state 0.17 -
T+
from quasibound state - 0.92
from 1-ion dissoc. state - 0.10
from 2-ion dissoc. state - 0.04
Het
from 1-ion dissoc. state 0.12 0.06
from 2-ion state 0.10 0.04
He™™ 0.12 0.06
Pyt~ 5 0,649 Py 1t 4 0.351 Py 2t
HeHt WHeH+ WHeHt
2-ion 1-ion (536)
+
Pr+ 21— — 0.649 Ppy —x+ + 0.351 Ppy —2xt
WHeTt WHeT WHeT
2-ion 1-ion

5.2.3 Results: Calculating P-apparent

If we now label the branching fraction measured by TRIMS as P;, then the branching
fraction observed by Snell and Wexler, Pj‘p " is given by the following equation:

P
wref ) Wrey P P

wi p. DS e ':E wi p.
Zi Wref PZ Wref i wj P7' % wj PL

If we denote the expectation value (M;) as the number of events that a historical
mass spectrometer would observe for each branch j, then given an initial number of

(5.37)

Aprnt
Pj =
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decays N we can express this expectation value in terms of the probability P;. This
P; as measured by TRIMS is not affected by phase-space effects and is given relative
to a reference branch by :—Jf (Table (Eqn. 5.38).

Wij

(M) = N2Lp,. (5.38)

Wref
The reference branch is taken to be the bound molecular ion for each decay: HeH™
for HT decay, and HeT™ for Ty decay. This expectation value is then normalized
by the sum of the expectation values over all branches, to determine the apparent
phase-space-modified branching ratio PJAprnt that would have been measured by mass
spectrometry for branch j. The species-independent factor NV cancels out in the ratio:

Aprnt
Pt = (5.39)

With the Eqn. and all the required quantities within those equations calcu-
lated, the Snell [1] and Wexler [2] results can be approximated by using TRIMS data.
Having now taken into account the complications of quasibound ions and one- and

two-ion branches, we can now calculate P?pmt for HT and Ty 8 decays using Eqn
5.39. These calculations are reported in Table [5.10

Table 5.10: Estimation of phase-space effects on the branching ratios P; measured
by TRIMS for HT decay. Both 1-ion and 2-ion branches are included in the reported
P; values for H" and He™, but these branches are transformed separately and then
recombined for the calculation of PjAp ™t The PJAP ™ ranges give the envelope of
possibilities depending on the fate of quasibound states (Fig. . Reproduced from
Ref [7]

Ion Channel j P;(%) P (%) Wexler (%) [2] Snell et al. [1] (%)
HT decay
HeH™ 56.57 = 0.56 &7.38-87.61 89.5 + 1.1 932+ 1.9
HT 16.35 £+ 0.56 5.75-5.81 2.3 +04 1.55 = 0.16
Het 35.67 = 0.55 6.18-6.19 82 +1.0 51+ 0.3
He™t 2.16 = 0.21 0.39 — 0.14 £+ 0.01
TT decay
HeT™ 51.0 £ 1.5 94.49-94.53 94.5 &+ 0.600 -
Het or TT 47.3 + 2.0 5.27-5.31 5.5 £+ 0.600 -
Het™ 1.8 £0.2 0.2 — -

As a function of the laboratory energy of the daughter H* and T ions arising for
the dissociation of quasibound molecules, the apparent branching ratios to the bound
HeH' and HeT™ are shown in Fig. These P*P™ values shown in Table

J

148



should be regarded as approximate. There is a spread due to the treatment of qua-
sibound states. Ion kinetic-energy uncertainty estimates are unknown and were not
included in the calculation. Lastly, the TRIMS experiment does not have detailed
information on the way in which historical mass spectrometers would have recon-
structed dissociation-in-flight events. However, consideration of phase-space effects
brings the historical results into agreement with TRIMS, quantitatively explaining

their long-standing discrepancy with theory.

PAprnt prnt
HTT10 Parit 1.0

0.8 ,// 08 = T

0.67 f Ei(Lap) = 0.39 eV 0.6 Ei(Lapy = 0.36 eV

0.4}/ 04 |

0.2 0.2{/

00001020304 05060708 0.9 0.9%

.001020.304050.6070.80. .00102030405060708 0.9

Ei(Lab) (CV) Ei(kllah) (CV)

Figure 5.8: Evolution of Pﬁgﬁt and Pﬁ;’éﬁt as functions of the kinetic energy FE jap

imparted to quasibound ionic states in [ decay (Eq. . The dashed lines bound
the full envelope of possibilities depending on the fate of quasibound states within
the lifetime of the experiment. The dotted, vertical line shows the effective value of
FEi;1a used in our calculations. Here the previously calculated probabilities of 0.5%

for quasibound HeH™ and HeT™ molecules are assumed.
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Chapter 6

Development of the python-based
TRIMS simulation: PyTRIMS

6.1 TRIMS simulation

This chapter discusses the original Geant4 simulation setup for the TRIMS experi-
ment and the newer PyTRIMS version of that original simulation setup. It will begin
by briefly describing the original Geant4 simulation, but then will largely focus on
discussing the motivation and development of PyTRIMS.

6.1.1 Original Geant4 TRIMS simulation and settings

The original TRIMS simulation is based on the Geant4 (GEometry ANd Tracking)
toolkit [87] and was originally written by Dr.Ting Lin [6]. Geant4 applies the Monte
Carlo method [? | to generate a decay event and track the properties and trajectories
of it and any daughter particles produced by allowed interactions in defined volumes.
The goal of the TRIMS simulation was to better understand the systematics affect-
ing the TRIMS experiment by modeling interactions following a decay event. The
simulation consisted of a hollow, cylindrical acceleration chamber, an ion detector, a
beta detector, and an external electric and magnetic fields that are used to guide the
ions resulting from the HT and Ty decays. This thesis will not go into much further
detail regarding the development and capabilities of the Geant4 TRIMS simulation
because those details are well documented in [6]. Although one can adjust the relative
populations of HT and T, in the simulation at will, the later plots from the original
TRIMS simulation were produced with a 50/50 mixture of HT and Ty molecules [79].
The default configurations for the Geant4 simulation are listed in Table below.
Each of the detector and field settings in the table was chosen to match the settings
of the real-life TRIMS experiment. The ion decay settings were chosen to match the
theoretical branching ratios for HT and Ts.
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Table 6.1: Default configurations of the Geant4 TRIMS simulation. Reproduced

from Ref. [0]
Description Value
Detector Settings
Ion Detector X Position (-17.mm to 17.mm) L =0 mm
Ion Detector Y Position (-17.mm to 17.mm) L =0mm

Rotation of Beta Detector

Lion = 0 degree

Dead Layer Width -1.0 nm
Dead Layer Energy Resolution Factor 1
Beta Detector Energy Resolution 1 keV
Beta Detector Time Resolution Factor 1
Ion Detector Energy Resolution 1 keV
Ion Detector Time Resolution Factor 1
Ion Detector Efficiency 85%
Field Settings
Voltage on beta electrode V =59.7 kV
Voltage on ion electrode Vien = -100 V
Magnetic field B =0236T
Magnetic field X Tilt 0 degree
Magnetic field Y Tilt 0 degree
Ion Decay Settings
T+ Branching Percentage 20%
SHet Branching Percentage 20%
3HeT™ Branching Percentage 40%
3He™ " Branching Percentage 10%
3Het + T Branching Percentage 10%
Percentage HT Gas is System
H* Branching Percentage 20%
SHet Branching Percentage 20%
SHeH* Branching Percentage 40%
3Het* Branching Percentage 10%
SHe™ + H™ Branching Percentage 10%

6.1.2 Implementing Quasibound Ions in Geant4 and the Qua-
sibound Lifetime Problem

The quasibound ions were implemented in Geant4 by using the native G4ParticleDefinition

class as a basis, and then programming dedicated quasibound HeH™* and quasibound

HeT™* ions. For the quasibound ions, the mass, dissociation lifetime, encoding, etc
predicted by the theory[18] were used. After implementing the new quasibound ion
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class into Geant4, a Ty Geant4 simulation with the quasibound ion classes was com-
pared to the actual TRIMS Ty data. It was immediately apparent that there was a
problem with the implementation of the quasibound ions in Geant4 (Fig. [6.1)).

- 0.022 Quasibound Lifetime = 300ns hist Ta
= = Entries 58138
;C; 0.02— & Mean 22
= - « TRIMS Data $ #l StdDev  0.4015
0.018— * Geantd Simulation ﬁ +
0.016 — Mass 3 peak ] f ‘ Mass 6 peak
- too large # + too small
0.014] # p
0.012— ¢ $ A ;}
- t
0.01:— M Quasibound) #y
- region
0.008 - *i' %misshapen & +++
0.006 — b 3 ‘ ¢ %
= f S y‘
0.004 — ’ N § { &
— ry [
0,002} - lt M‘_ 3 fe | %E
— JMM' TR B A L1
0 . 1 .

o
o
(&)

1.5 2 2.5 3 3.5
Sqgrt Mass (a.m.u)

Figure 6.1: Regions in Ty mass reconstruction that suggest an incorrect implemen-
tation of the quasibound ion classes

After much probing and testing, it was determined that the cause of the problem
with Geant4 implementation of the quasibound ions is that the quasibound ions were
dissociating much quicker than what their inputted lifetime would suggest (Fig. |6.2)).
In Geant4, a set lifetime for a simulated particle’s decay can be programmed. That
programmed lifetime should match the effective lifetime of the simulated particles if
Geant4 is functioning correctly. This is true for most lifetimes (e.g setting a lifetime
of 30 seconds). During testing with Geant4, there appeared to be a "lifetime floor"
beneath which the programmed lifetime stopped matching the simulated lifetimes.
As you saw in my presentation, when I set the lifetime to be 2001ms, the effective
lifetime simulated in Geant4 most closely resembled 67ns. While the cause of the
Geant quasibound ion implementation problem was identified, a fix for this problem
ultimately was not found.

6.1.3 What is PyTRIMS?

Following this failed attempt to implement a quasibound ion into the Geant4 TRIMS
simulation, it was decided that a new simulation using a different framework would
be made. The original purpose of this new simulation was simple: see if a toy model
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Quasibound HeT ions with Lifetime set at 300ns

w x10° hist_diss_cumulative
S 220 Entries 0
o Mean 0
»f_j 200 Std Dev 0
T
= 180 ]
£ ieoC Fit Results
1S = —t
€ 140 — N(t) = Noe~
"6 —
5 120; N() = 199,227
ie) |-
§ 100 7 =067.95ns
pa =

80—

60—

40—

20—

0 :\ L1 | ‘ | 1 L1 | | 1 | | | | 1 L | L1 | 1 | T | i | L 4 ‘ L L L ‘ L Ll 1

50 100 150 200 250 ‘3(‘)0 350 400 450 500
Decay Time (ns)

o

Figure 6.2: Geant4 Plot showing the "effective" lifetime of the quasibound ions
compared to the expected lifetime of the quasibound ions.

of the TRIMS experiment can be created in python. Following the success of that
toy model, the simulation was expanded to include the detector effects present in the
Geant4 TRIMS simulation and the TRIMS experiment.

6.2 Building PyTRIMS

6.2.1 Main PyTRIMS Simulation Principles

The first and most fundamental principle of PyTRIMS is that it is a Monte Carlo
simulation [? |. The Monte Carlo simulation framework was chosen because it lends
itself very well to modeling the statistical effects of physics experiments. Within this
framework, all probabilistic events (initial position, momentum, energy, quasibound
ion decay time, etc) are randomly determined when the quasibound ion is generated
at the start of the simulation. If one wanted to more closely match what happens in
reality, the probabilistic algorithms should dynamically re-adjust at each nanosecond
time step, but such algorithms are very computationally expensive. Moreover, the
traveling ions in TRIMS do not experience appreciable interactions except with the
electromagnetic fields, so a first-order simulation is reasonable.
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6.2.2 Simulating the geometries of TRIMS

Before the TRIMS simulation can be programmed, one must first understand both the
device and physics that they want their simulation to reproduce. This geometry and
physics is that of the TRIMS apparatus that is outlined in Chapter [} The geometries
simulated in PyTRIMS are the ion detector, the beta detector, the ion electrode,
the beta electrode, and the acceleration chamber. Unlike Geant4, geometries aren’t
"constructed" rather they are defined by mathematical constraints on the positions

of the particle "rpe" (Eqn. [6.1)).

Particle Position : Tpart = (Tpart, Yparts Zpart) (6.1)

The five geometries are the beta detector, beta electrode, acceleration chamber,
ion electrode, and ion detector. If the calculated position of the particle falls within a
designated geometry, it is considered to be in that region. All five of these geometries
are coaxial, sequential cylinders with equal radius but varying height.

The mathematical relationship for the ion acceleration chamber region is given by

Eqn. [6.2
(6.2)

2 2 2
Xpart + ypart < T chamber

{ 0 S Zpart S L
The mathematical relationship for the ion electrode region is given by Eqn. [6.3

(6.3)

2

L S Zpart S Lchamberfend + Lion
2 2
Xpart + Ypart < I chamber

The mathematical relationship for the ion detector region is given by Eqn. [6.4l

(6.4)

2 2 2
Xpart + Ypart < I chamber

{ L + Lion < Zpart

The mathematical relationships for the beta detector and beta electrode are not
explicitly written in PyTRIMS because the s resulting from the (-decays are not
dynamically tracked.

6.2.3 Ion Generation
Ion Species Selection

Ions are generated post initial HT and Ty decay. What this means is that the physics
of gaseous HT and Ts molecules decaying to their various daughter ions is not sim-
ulated. Thus, ion tracking starts at the moment the daughter ion appears post the
initial decay. The species of each ion is selected by random number generation. If
the generated number (Decayy) lands within a specific range, the corresponding ion
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is generated (Table . The probabilities of each particular non-quasibound ion
species appearing match the branching ratios reported in the TRIMS result [4]. After
programming the appearance probabilities for the ions, histograms were used to verify
that the ions were produced in the desired proportion (Fig. [6.3).

Daughter Ion Mass (a.m.u) Charge (e) Is Quasibound Number Range
HT Daughter Ions
HT — HT 1 1 False 0 < Decays < 5.3
HT — He™ 3 1 False 5.3 < Decayy < 30.17
HT — HeH™ 4 1 False 30.17 < Decayy < 84.97
HT — HeH;rb 4 1 True 84.97 < Decayy < 86.97
HT — Het* 3 2 False 86.97 < Decayy < 89.24
HT — H*+He" 4 2 False 89.24 < Decayy < 110.74
Ty Daughter Ions
Ty — TT 3 1 False 0 < Decayy < 13
Ty — He™ 3 1 False 13 < Decayy < 26
Ty — HeT™ 6 1 False 26 < Decay, < 64
Ty, — HeTqgb* 6 1 True 64 < Decayy < 82
Ty — He™™ 3 2 False 82 < Decayy < 84
Ty — Tt+He" 6 2 False 84 < Decayy < 100

Table 6.2: Appearance probability for each ion species in PyTRIMS

0.35

0.30

0.25

0.20

0.15

0.10

Fraction of Total lons

0.05

0.0

T He' HeT"

HeTab' He'+ T

He++

Figure 6.3: Histogram validating that the ion species selection function is assign
the correct probability fraction to the ion species. Note: The starting molecule is T,
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Ion Initial Decay Position

Ions in PyTRIMS are set to appear uniformly through out the full acceleration cham-
ber. When each ion is created in the simulation, its initial, post-decay position,
7decay(xo,y0,z0), is chosen using a uniform distribution function U(z, f) (Eqn. .
This function U(i, f) randomly chooses a value from i to f with an equal probability
distribution.

r = /U(0,51)2 mm
0 =U(0,2n)
(6.5)
x9g = 1 *cos(f) mm
yo = r*xsin(f) mm
| 20 = U(0,L) mm

Ion Initial Momentum and Energy

Once the ions are created in the acceleration chamber, they are then assigned an
initial kinetic energy and momentum. This initial kinetic energy is the nuclear recoil
energy imparted to the resulting daughter ion from the initial beta decay. The amount
of nuclear recoil energy imparted to the daughter ion is a range that depends on the
relative mass of the charged daughter fragment "X" compared to the uncharged
daughter fragment "Y" and the maximum possible energy of the daughter (F,,.. =
25 ¢V) and the minimum possible energy of the daughter (E,.;, = 5 €V) (Eqn. [6.6).
For bound ion states, the recoil energy is a uniform range from 0 to the kinematic
maximum (F,,., = 1.7 eV for HeT) and (E,,4, = 2.0 €V for HeH) (Eqn. . These
nuclear recoil energies and subsequent initial ion kinetic energies were determined in
[6] and [§].

Initial kinetic energy an ion atom ”X” : Ki 4 = L(U(Emax — Fmin) + Emin)eV
myx + my

(6.6)

For an ion molecule "X : K, = U(0, Epax) €V (6.7)

Ki, = Y(U(25 - 5) + 5)eV
ForTy: Ki, .=31(U(25-5)+5)eV (6.8)
Kiype = U(0,1.7)eV
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Ki, = 3(U(25 — 5) + 5)eV/
For HT : Kiy . = 1(U(25—5) +5)eV (6.9)
Kiy i = U(0,2)eV

The momentum of the daughter ions is isotropic and its magnitude is deter-
mined after the initial energy is calculated. First, an initial momentum direction

(P20, Pyo, Pz0) is determined using the random uniform distribution function U (Eqn. [6.10).

Pzo = U(_]-a ]-)
pr = U(—l, 1)
The initial momentum directional vector is then normalized to become an initial

momentum unit vector p(pmn,pygn,pzon) that will later be scaled to become the
actual momentum vector (Eqn [6.11)).

Pzon = pr/\/pio + pZO + ng
Dion = pyo/\/pio + P20 + 12 (6.11)
Pzon = sz/\/ng + pzo + ng

Each component of this momentum unit vector is then multiplied by a calculated
an "initial ion momentum magnitude" (Eqn. [6.12) to determine the actual initial

momentum vector ?z’(pm Piy, Piz) of the ion (Eqn. . That initial momentum
is calculated using the initial ion kinetic energy K; which is determined in Eqn.

and Eqn. [6.9

with magnitude : (6.12)
Pmag = \/2 * Mijon * Kinis
i = 1(P)lp (6.13)

From this initial momentum vector, the initial velocity vector 7mt(vmm Vinty, Vintz)
(mm per ns) Eqn. [6.14], and gyro radius (mm) of each daughter ion is determined.

Vi=—2%10"% (mm per ns) (6.14)

{ speed perpendicular to magnetic field : v, = /v, + Ufy (6.15)

Mion*v; | ¥10°

gyro radius = oy
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Disassociation of the Quasibound HeH+ and HeT+ ions

There are a few ways to simulate a molecular dissociation. The first method is to run
a probability calculation during each step of the simulation to determine whether the
molecule dissociates or not. Although this method is technically more in line with
reality, it is rather computationally expensive. For that reason, a different but still
effective method was used. In this method, the life span of the individual molecule is
determined at the moment the molecule is produced.

When the quasibound HeT+ and HeH-+ molecules are generated, a random value
is assigned from a uniform distribution Usypryivar(0,1). To determine whether the
quasibound ion will dissociate, in each nanosecond time step ¢ of the simulation the
survival value is checked by Eqn. . The expression er represents the percentage
of a molecule with a mean lifetime 7 remaining after time ¢ has passed. Therefore,
1-e+ would represent the fraction of ions still remaining after a time ¢ has passed.
Hence why we want to compare the randomly generated survival number to this
percentage.

Usurvival(07 ]-) > 1- e%t (616)

As long as Eqn is valid, the quasibound ion will remain bound. Once the
condition is no longer met, the quasibound ion will dissociate. The validity of this
implementation was tested by running a 10,000 ion simulation and verifying that the
dissociation time of the ions followed the expected exponential decay curve. Fig.
shows the dissociation time of the quasibound ions when their lifetime is set to 200
ns. The fit result of the line to this decay curve shows that Eqn. produces the
correct dissociation behavior in the quasibound ions.

6.2.4 Ion Tracking and Moving the Ion through the Simulated
Acceleration Chamber

Ion Stepping through a Region with Electric Field

At its most basic level, the kinematics described in the simulation are those of a
uniformly accelerating charged particle of mass m through an electric field gradient
of VE with time stepping over 1 ns intervals ("i" in the subsequent equations).
(Note: cyclotron motion in the xy plane due to the magnetic field is addressed in

equation [6.15) The acceleration of a charged particle (@) in this situation is given
by Eqn. [.17

£ * 10712 (mm/ns?) (6.17)

Acceleration of Ton: @ = ¢ *

OSpecifically, I'd write comments in this one.
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Dissociation Time for Quasibound HeT lons

= Fitted function
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Fit Results
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0

Figure 6.4: 200 ns lifetime validation test showing that the lifetime for the quasi-
bound ions has been implemented correctly.

We can find the z-velocity of the particle along the electric field lines v, (Eqn|6.18))
by integrating the acceleration equation (Eqn |6.17]).

Velocity of Ton : v, = Vines + Qpart * ¢ (Mmm/ns) (6.18)

We can find the z-position of the particle along the electric field lines 2,4+ (Eqn
6.19) by integrating the acceleration (Eqn. [6.18)).

Position of Ton : 2purt = 20 + Vinez * 0 + 0.5 % apart * i° (mm) (6.19)

With the above defined kinematics, the ions move from their creation location in
the acceleration chamber toward the ion electrode which is at the end of the electric
field region.

Ion Stepping through field free region

Once ions reach the ion electrode, they stop accelerating because there is no electric
field in the region between the ion electrode and the ion detector. So, ions will travel
through this region at whatever velocity they exited the electric field region. Let’s call
this exit velocity (7%-,5) The position of the ion in the electric field region between
the ion electrode and the detector is defined by Eqn [6.20].

Zpart = L + Vezir * A1 (mm) (6.20)
Where At is the time spent in the field free region.
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Ion Detection

An ion is considered "detected" once its z position passes the position threshold
designating the ion detector Eqn [6.21}

Zdet = L+Lion S Zpart (621)

6.2.5 Detector effects

This subsection discusses selected detector effects that need to be implemented in
TRIMS simulations. Table lists the detector effects present in TRIMS and if they
were implemented in the previous Geant4 simulation or the new PyTRIMS simulation.

Detector Effect Geantd PyTRIMS
Dead Layer Yes Yes
Pulse Height Defect Yes Yes
Electron Backscattering No No
Ion Backscattering No Yes
Gaussian Broadening Yes Yes
Energy Resolution Yes Yes
Time Resolution Yes Yes
Fiducial Volume Correction  Yes Yes
Detector Acceptance Yes Yes

Table 6.3: TRIMS detector affects and their existence in either the Geant4 simula-
tion [6] or PyTRIMS

Dead layer effects: In a semiconductor detector, the dead layer is the entrance
window are of that detector that doesn’t completely record the ionization energy
produced by the particles that pass through them. The amount of the energy lost
depends on the specific ion species. Using the SRIM software, the energy losses for
ions in the 20-40 keV fiducial regions were determined[9]. We assume that 50% of the
energy lost in the dead layer is recovered as part of the signal [6].

Pulse height defect: In addition to losing energy while traveling through the dead-
layer of the silicon detector, ions will also lose energy via a "Pulse Height Defect"
caused by nuclear recoils. This defect occurs because the energy lost in the detector to
nuclear recoils is converted to signal less efficienctly than other types of interactions.
So, it is important to be able to map the energy with which an ion strikes the detector
Eion incident to the energy that the detector detects the ion to have £j,,. This defect
was previously studied and parameterized by the TRIMS collaboration [6]. This
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parametrization is a cubic equation that converts detected ion energy into incident
ion energy Eqn. [6.22] (and vice versa Eqn. [6.23]).

2 3
Eion,incident =a+0bx Eion,detected + b Eion,detected + d * Eion,detected (622>

/ / / 2 U 3
Eion,detected =a +b x Eion,incident +c o Eion,incident +d * E; (623)

ion,incidented

The coefficients for each pulse height defect correction polynomial for each indi-
vidual ion are given in Table . Since the He coefficients are the only coefficients
that are applicable up to 120 keV, TRIMS measures ions with energies up to 120 eV,
and TRIMS cannot distinguish between ions of the same mass and charge (e.g T
and He™), TRIMS uses the He coefficients for all pulse height defect corrections.

Constant (a) Linear (b) Quadratic (¢) Cubic (d)

1073 107°
Units keV 1 keV ! keV 2
He
Dtol 2.864 1.507 -50871 2.895
ItoD -1.531 0.605 3.244 -1.209
H
Dtol 1.122 1.578 -13.644 11.341
ItoD -0.446 0.560 7.210 -4.273
T
Dtol 1.488 1.463 -11.444 10.937
ItoD -0.749 0.605 7.744 -6.160
HeH
Dtol 2.235 1.895 -20.509 21.559
ItoD -0.995 0.468 5.797 -3.258
HeT
Dtol 2.518 1.780 -15.288 13.582
ItoD -1.298 0.521 4.312 -1.716

Table 6.4: Pulse height defect polynomial correction factors calculated for each
of the daughter ion resulting from HT and Ty -decay. The (Dtol) factors are for
Eqn. that converts detected ion energies into incident ion energies, and the
(ItoD) factors are for Eqn. that converts incident ion energies into detected ion
energies. [0]

Electron backscattering: A significant portion of the electrons produced from
the HT and Ty [-decays backscatter of the silicon beta detector. This electron

backscattering can be neglected for a few reasons. First, the energy lost by the
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electrons due to this backscattering is smaller than the energy resolution of the beta
detector. Second, when determining the branching ratios for each ion species, all of
the final state channels have the same associated beta spectrum, so the beta detec-
tion efficiency will drop out when determining the final branching ratios [79]. While
this backscattering results in additional corrections for the two-ion branches in the
TRIMS data, these additional minor corrections are neglected in PyTRIMS. Addi-
tionally, PyTRIMS doesn’t simulate electron detection. Ion backscattering: Ions
may backscatter from the detector and then be reflected back toward the detector
for a second chance to be measured again which causes a reduction in the energy of
the backscattered ions. SRIM was used to determined the average ion backscattering
probability for each ion species within the main FV. These probabilities are shown in
Table [6.5] While this effect was not implemented in the TRIMS Geant4 simulation,
it is implemented in the PyTRIMS simulation. In both the TRIMS data analysis and
the PyTRIMS simulation, this effect is corrected for by dividing each branch intensity
by the fraction ions that are not backscattered.

Ion type Backscatter % Energy range (keV)

He" or He™™ 1.07(1) 20, 40]

H* 0.25(1) 120, 40]

T+ 0.28(1) 120, 40]

HeH " H+: 1.49(2) H*: [5, 10]
He™: 1.70(2) He™: [15, 30]

HeT* T+: 1.06(2) T+: [10, 20]
He™: 2.86(2) He™: [10, 20]

Table 6.5: Average ion-backscattering probability for each ion type in the main FV.

19l

Energy resolution: When considering a calibration source for TRIMS, a couple
traits needed to be considered. First, the source needed to be within the TRIMS en-
ergy scale. Second, the energy deposition from the source needed to be unaffected by
the dead layer in the TRIMS ion detector. For those reasons, an 2*! Am ~ source was
used to calibrate the TRIMS ion and beta detectors [6]. ~ particles are chargeless,
so their energy deposition is not affected by the previously defined dead layer effects.
Using a ?*'Am source, the energy resolution was determined to be the full width at
half maximum for the 59.5-keV ?!Am v peak. The energy resolution for the TRIMS
ion detector was measured before installation to be 2.05 keV (FWHM) and the energy
resolution for the TRIMS beta detector was measured to be 2.46 keV (FWHM) (cite
long paper). Additional calibration sources, not used as inputs to PyTRIMS, are
discussed in Ref. [6].

Time resolution The timing resolution for TRIMS was determined by using
1-ms-wide square pulses from a waveform generator. Both Geant4 and PyTRIMS
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use the data in Fig. [6.5] to determine the timing resolution for the detected ions.
In PyTRIMS, the timing data is fit to an exponential function Fig. and then
timing resolution data for each simulated ion is pulled by evaluating the fit function
(Eqn. with the energy of the ion.

40

30}
g ']
(0]
£
520
® )
o
£
E
= [ ]

107 ‘.

[ ]
[ ]
[ ] [ ] ® e . .
° ° ° °
% 20 40 60 80 100

calibrated amplitude (keV)

Figure 6.5: Plot showing the the timing resolution of TRIMS as a function of the
calibrated energy amplitude.

Timing Resolution Fit Function : o, = 60.8 % e %187F 1 3994 ns (6.24)

This approximately exponential decay of the timing resolution of TRIMS respect
to the calibrated amplitude tells us more than it might appear at first glance. It
goes with out saying that it is to the best interest of all experiments to minimize
their detector resolutions. From Fig. [6.5] we see that the timing resolution for
the TRIMS detectors is poor for low energies. For that reason in the TRIMS data
analysis, TRIMS selects for events with ion energies that are at least above 20 keV.

Fiducial Volume (FV) correction: The main FV cut on the TRIMS data is
performed on the ion energy. This cut is to select ions with energy [20, 40) keV. This
range was determined by considering the dead layer effects on He™ ions specifically.
Since as explained previously dead layer effects vary based on ion species, this FV
range needs to be adjusted for each of the other ion species. These new ranges are
shown in the Table [6.6]

Additional energy corrections and smearing: For the TRIMS data, the
pulse height defect on the ion energy needs to be corrected in one direction, where
a detected ion energy is converted back into an incident ion energy. In later the
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Timing Resolution Data vs Fit
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Figure 6.6: Exponential fit of the timing resolution data for TRIMS.

Ton energy Het HT T+ HeH"™  HeT* {He", Ht} {He", T}
20 keV (Lower bound) 19.83 17.99 17.30 22.04 21.57 21.49 21.25
40 keV (Upper bound) 39.94 36.11 34.88 42.79 42.22 42.54 41.73
Difference, keV 20.11 18.12 17.58 20.74 20.64 21.04 20.48
75 keV (Lower bound) 75.03 79.34 78.10
95 keV (Upper bound) 94.90 99.57 98.48
Difference, keV 19.87 20.23 20.38

Table 6.6: Fiducial volume correction under the main F'V and the high FV for each
detected ion species. The small deviations of the column “He™” entries from the set
values in the column “Ion energy” come from the use of polynomial fits. 6]

PyTRIMS simulation, this same pulse hight defect correction needs to be applied in
both directions. First, PyTRIMS must mimic the initial defect from converting an
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incident energy into a deposited energy. And second, the analysis of the simulated
data must convert the deposited energy back into an incident energy based on Table
[6.4f In addition to the the pulse height defect corrections, the simulation must also
consider the energy and timing resolution of the TRIMS detector. The energy resolu-
tion is a flat 2.05 keV for all ions and is accounted for by applying a gaussian smearing
to the post pulse height corrected ion energy. In simple terms, gaussian smearing is a
method of producing a gaussian distribution of data from otherwise discrete points of
data. The new gaussian distribution is created with a mean that is the discrete data
point (the energy or timing data in our case) and a standard deviation (the energy
or timing resolution in our case). A new energy and time value is randomly selected
from these newly generated gaussian distributions.

6.3 PyTRIMS Results

6.3.1 Reproducing the results from the 2020 TRIMS publica-
tion

Following the completion of PyTRIMS, the first test performed was an attempt to
create ion-mass, ion-charge, and ion-TOF spectra based on the 2020 TRIMS results
[4]. This test was performed by running 100,000 events in the PyTRIMS simulation
while having the ion branching ratios set to the values reported in Ref. [4]. Moreover,
in this test, quasibound HeH* and HeT™ ions were set to be permanently bound (i.e.
they were set to behave identically to the standard bound HeH' and HeT™ ions).
The ion-mass reconstructions for HT and Ty §-decays are shown in Fig. [6.7 the
reconstructed ion-mass vs reconstructed ion-charge for HT and Ty S-decays are shown
in Fig. [6.8] and the ion-energy vs TOF for HT and Ty -decays are shown in Fig.
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Mass Reconstruction for HT
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Figure 6.7: Mass reconstruction for HT and Ty S-decays in PyTRIMS.
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Reconstructed Mass vs. Reconstructed Charge HT
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Figure 6.8: Reconstructed mass versus reconstructed charge plots for HT and Ty
[B-decays in PyTRIMS.
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TOF vs Energy HT
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Figure 6.9: Ion energy vs ion TOF plots for HT and Ty S-decays in PyTRIMS.
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6.3.2 Impact of Quasibounds on TRIMS data

Comparing PyTRIMS simulated mass spectra to TRIMS recorded mass
spectra

As mentioned in section [6.1.2] a main goal of this work is to try and answer two
questions: 1. What is the quasibound fraction in TRIMS 2. What is the effective
lifetime of those quasibound ions. To answer these questions, PyTRIMS simulations
were run which shift the lifetime of the quasibound ions to see which lifetime (if any)
most closely matches the TRIMS data (Fig. . The lifetimes chosen where 1
ns, 100 ns, 150 ns, and infinity ns. From both visual analysis and the calculation of
the Residual Sum of Squares (RSS) (Eqn. and Residual Sum ((Eqn. [6.26))
between the TRIMS data with simulated PyTRIMS data, it was found that there was
not a lifetime that would allow the appearance probabilities calculated in Chapter
to match the trims data.

H Daughter Ion ~ Mass (a.m.u) Charge (e) Is Quasibound Number Range

Ty Daughter ions
Ty — TT 3 1 False 0 < Decayy < 13
Ty — He™ 3 1 False 13 < Decayy < 26
Ty — HeT™ 6 1 False 26 < Decay, < 82.5
T, — HeTgb™ 6 1 True 82.5 < Decayy < 83
Ty Daughter ions
Ty — He™™ 3 1 False 83 < Decayy < 85
Ty — HT+TT 3 1 False 85 < Decay < 100

Table 6.7: Appearance probability for each charge 1 ion species in PyTRIMS as
calculated in Chapter [5

RSS = (yi — i)’ (6.25)
i=1
Residual Sum = Z(yZ — ;) (6.26)

i=1
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Figure 6.10: Comparison of PyTRIMS simulated mass spectra using various differ-
ent quasibound lifetimes to the TRIMS data

Lifetime of quasibound ion

Summation method

1 ns residual sum = 6.85x10~°
RSS = 9.02x10~4

100 ns residual sum = 6.85x10~°
RSS = 9.22x10~4

150 ns residual sum = 6.85x10~°

RSS = 9.36x107*

infinity ns

residual sum = 6.85x10°
RSS = 8.57x10~ ¢

Table 6.8: Residuals of between the TRIMS data and PyTRIMS simulation added
using the RSS and residual sum summation methods.
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Discussion of results

It was shown in Section that there was not a reasonable lifetime for the qua-
sibound ions that replicates the TRIMS data. This leaves the TRIMS collaboration
with three possible explanations. These explanations are listed in order of increasing
likeliness of being true.

Explanation 1: Quasibound ions do not exist. Though this explanation can be
supported by PyTRIMS, it is not supported by theoretical calculations and experi-
ments.

Explanation 2: The effective branching percentage of quasibound ions is actually
larger than the 0.5% calculated for HeTt and HeH'. A key assumption in this
study is that the effective quasibound fraction percentage observable to TRIMS is
correctly calculated. Not finding a possible lifetime for the quasibound ions could
very well be an expected side effect of choosing a branching percentage that is too
small. This explanation can be further explored by re-running this study with the
maxmimum possible branching fractions predicted by the theory (18% for HeT* and
2% for HeH™).

Explanation 3: The ion population on the right side of the mass-3 peak (right
shoulder effect) shown in the TRIMS Ty data is mainly caused by something other
than quasibound ions. The main culprit suspected by the TRIMS collaboration for
this other effect is the TRIMS source subtraction. The raw HT and T mass spectra
reconstructed in the TRIMS data analysis are not pure HT or T, data sets and instead
are a mixture of both. Those datasets are made "pure" by subtracting the appropriate
proportion of the offending ion data. Using the raw Ty data as an example, if a smaller
than necessary proportion of raw HT data was subtracted from the raw Ty data, then
there will be some HT contamination left in the Ty data. This contamination can
show itself as the mass-3 shoulder seen in the TRIMS Ts mass spectra. The TRIMS
collaboration is currently investigating this hypothesis.
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Chapter 7

Summary and Conclusion

7.1 KATRIN Work

This thesis has shown that the KATRIN RW background tritium S-spectrum has a
systematic effect on the neutrino mass which can be addressed by including a back-
ground RW tritium S-spectrum in neutrino mass fits. A major improvement to that
spectrum model was the inclusion of the FSD shape parameter fry,. The inclusion of
this additional tritium S-spectrum parameter addresses uncertainties/inaccuracies in
the choice of FSD allows the KATRIN tritium S-spectrum model to compensate for
incorrectly chosen FSDs by absorbing uncertainties. Although ultimately not used in
RW data due to lack of statistics, the FSD separation parameter S has the poten-
tial to be used in the future in experimental data to confirm the energy separation
between the ground and excited states of the HeT™ FSD predicted by Saenz[3].

Moreover, this thesis has shown that after a third UV /Ozone cleaning of the KA-
TRIN RW, the background RW tritium S-spectrum has been successfully mitigated.
Further studies for this project beyond this thesis will be to determine the RW un-
certanity for KATRIN datasets post KNM1-5.

7.2 TRIMS Work

This thesis has shown that it is indeed possible to mathematically reconcile the results
of 1950’s mass spectroscopy measurements [I][2], 1990’s theoretical calculations|3],
and the 2020 TRIMS results[4]. This reconciliation was shown through the use of the
Liouville theorem to convert the 2020 TRIMS results into ranges that are equivalent
to the the branching ratios observed by 1950’s mass spectroscopy measurements.
With regard to the open question of successfully modeling the quasibound HeH™
and HeT™ ions predicted by theory[3], this thesis has shown that while it is possible to
model quasibound ions to first order in a mass spectroscopy simulation (PyTRIMS),
there is no quasibound lifetime that allows these new simulated results to match the
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2020 TRIMS data. These results left the TRIMS Collaboration with three possible
explanations for this inability of PyTRIMS to match the 2020 TRIMS data. The first
explanation is that quasibound ions do not exist. This first explanation is supported
by the PyTRIMS simulation, but it is not actually supported by actual experimental
results nor theoretical calculations. For that reason, the TRIMS Collaboration be-
lieves that this first explanation is the least likely. The second explanation is that the
effective percentage of quasibound ions actually larger than the 0.5% calculated for
HeT™ and HeH™. If this effective quasibound percentage is actually large than what
this thesis calculates it to be, then it could be possible to find a possible lifetime for
quasibound ions that allows PyTRIMS to match the TRIMS data. This explanation
can be explored by re-running the PyTRIMS simulation with the maximum possible
branching fractions predicted by theory (18% for HeT* and 2% for HeH". The third
and final explanation is that the ion population on the right side of the mass-3 peak
shown in the TRIMS Ty dat is mainly caused by something other than quasibound
ions. The main culprit suspected by the TRIMS collaboration is the TRIMS source
subtraction, and the TRIMS collaboration is currently investigating this hypothesis.
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