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Abstract

The high charge density and high energy at future linear colliders will
present challenges to the luminosity measurement that have not been there
in the past. The intense electromagnetic interaction between the electron
bunches influences the luminosity measurement at the level of several
percent. Precise correction of the beam-beam effects, based on experi-
mentally measurable quantities, is described here. In addition, a com-
prehensive list of systematic effects in luminosity measurement is given,
with their individual contributions to the final uncertainty of the luminos-
ity figure.

1 Introduction

High-precision capabilities of linear electron-positron colliders earn such ex-
periments a significant place in the program of elementary particle physics. A
crucial condition necessary to fully realize the precision potential of the linear
colliders is precise measurement of luminosity. Luminosity is a key figure re-
lating the observed number of events of a given process to its cross section. In
the most straightforward sense, it can be defined by the expression,

L=MM§ 1)
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Figure 1: Luminosity spectrum at 1 TeV ILC, simulated using Guinea-Pig [1]

Here N, and N, are the average populations of the colliding bunches, f is
the overall bunch-crossing rate, and 4 is the overlap integral of the 2D density
distributions of the two bunches in the perpendicular plane.

The luminosity spectrum L(Ecy) is defined as the distribution of the center-
of-mass (CM) energy Ec,, available to individual collisions in the experiment.
Due to beam-beam effects (see Sec. 2), the luminosity spectrum features the
characteristic low-energy tail (Fig. 1)

The basic expression,

Lo, =N, (2)

relates the luminosity, the cross section o, of an elementary process a in a given
part of the phase space defined by experimental selection cuts, and the number
of detected events N, of the process a in the same part of the phase space.

In production threshold scans, the luminosity spectrum, including the lumi-
nosity peak shape, as well as the low-energy tail, affect the results of the scan
in a considerable way [2]. It is thus indispensable to know the luminosity spec-
trum to sufficient precision in order to be able to fit the theoretical distributions
of the kinematic parameters to the measurement.

Presently the most precise way to measure luminosity at a linear collider is
to use Bhabha-scattering as the gauge process. Bhabha scattering is character-
ized by low angles (the cross section scales approximately with §-3), as well
as by final energies close to the beam energy. The cross section is relatively
high, ensuring good statistical accuracy. Precision better than 10~ was reached
with this method at LEP, thanks to a careful experimental setup, and precise
QED calculations [3, 4, 5, 6]. At future linear colliders, the International Linear
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Collider (ILC) [7] and the Compact Linear Collider (CLIC) [8], the CM energy
will be 3 to 30 times higher, and luminosity up to thousand times higher. In
such conditions, intense beam-beam effects induce severe counting biases of
Bhabha-events which require dedicated correction procedures, as pointed out
in Ref. [9].

1.1 The luminosity calorimeter - LumiCal

The luminometer for the future linear colliders (LumiCal, Fig. 2) is designed as
a pair of sampling calorimeters with cylindrical geometry, centered around the
outgoing beam axis at ~ 2.5 m from the interaction point (IP) on both sides. The
calorimeters consist of a number of layers in the longitudinal direction, each
layer containing a tungsten disk and a segmented sensor plate. Electromagnetic
(EM) showers developing in tungsten are sampled in the sensor plates. The ab-
sorber plates are each 3.5 mm thick, corresponding to one radiation length in
tungsten. The number of layers is 30 for ILC, and 40 for CLIC. The Moli¢re ra-
dius of LumiCal is ~ 1.5 cm. The sensor plates are segmented both radially and
azimuthally, allowing full reconstruction of the four momenta of the detected
particles. The outer radius of the LumiCal is 196 mm in the ILC case, and ca.
300 mm in the CLIC case. The inner radius is 80 mm in the ILC case, and 100
mm in the CLIC case.

The fiducial volume (FV) of the calorimeters is defined as the angular range
with optimal energy resolution, and covers angles from 41 to 67 mrad at ILC,
and 43 to 80 mrad at CLIC.

Bhabha events are recognized by coincident detection of showers in the
FV of both halves of the luminometer in a given energy range near the peak
energy. According to Eq. 2, the luminosity figure is then obtained by dividing
the number of detected events by the Bhabha cross section integrated in the
corresponding region of the phase space.

In Sec. 2, the physical processes affecting the luminosity measurement will
be outlined, and the event simulation methods used in this work will be briefly
described. In Sec. 3, a method of handling the counting bias due to beam-beam
effects will be described and tested on simulated events. In the conclusions, the
performance of the method for the final precision of the luminosity measure-
ment will be summarized and discussed.

56



Figure 2: LumiCal sketch

2 Physics of the luminosity measurement

2.1 Physical processes affecting the luminosity measurement
Beamstrahlung

In order to reach the projected luminosity at future linear colliders, the electron'
beams will be focused to a few nm in the vertical direction, and a few ten
to few hundred nm in the horizontal directions [7, 8] at the interaction point
(IP), resulting in extremely high local charge densities, and extremely intense
EM interaction between the opposing bunches. In case of a charge moving
with relativistic velocity ¥, the component of EM field perpendicular to ¥ scales
the Lorentz factor y = 1/+/1 —1?/c2. At future linear colliders, the Lorentz
factor of the bunches is of the order of 10° in the lab frame, or 10'? in the rest
frame of the opposing bunch. Since the bunches have opposite charge signs, the
direction of the perpendicular component of the Lorentz force points towards
the bunch center. This results in a very strong focusing effect of the bunches —
the pinch effect. The pinch effect enhances the luminosity, but induces emission
of intense and energetic EM radiation, Beamstrahlung, from the electrons in the

1Unless stated otherwise, electron always refers to electron or positron
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bunch. For an elaborate treatment of the beam-beam effects, see Refs. [10, 1].

The angular distribution of Beamstrahlung is contained in several hundred
prad around the beam axis. The distribution of energy loss of individual elec-
trons is very wide, and depending on the conditions, may reach up to the beam
energy. This leads to the creation of the low-energy tail of the luminosity
spectrum (see Fig. 1). At the level of individual e*e™ collision events, Beam-
strahlung energy loss prior to the collision is asymmetric between the two col-
liding particles, resulting in non-zero velocity of the CM frame of the collision
with respect to the lab frame.

Initial and Final State Radiation

The Bhabha process is accompanied by emission of the initial- and final state
radiation (ISR, FSR). ISR and FSR are QED phenomena, and their energy-
and angular distributions can be precisely calculated [11]. Due to the quantum
interference terms, ISR and FSR cannot be cleanly separated at the fundamental
level. The resulting angular distribution is quasi-continuous, with sharp peaks
around the initial and final electron momenta.

Boost of the collision frame

In the frame of the two Bhabha electrons after emission of Beamstrahlung and
ISR, and before emission of FSR, the collision frame?, the deflection angle is
the same for both particles, according to the momentum-conservation principle.
This angle is denoted the scattering angle, 6°".

As the collision frame is recoiling against the photons radiated before the
scattering, it has a velocity [3;0” with respect to the lab frame. ﬁcou is collinear
with the beam axis, axcept in rare cases when ISR is emitted under significant
angle with respect to the beam. In the lab frame, the final particles have angles
6> and 6%®, which correspond to the scattering angle 6 and its mirror image
7 — 6" boosted by EeoII. Because of the boost, even if 6/ was in the angular
range of the FV of the LumiCal, one or both of the final angles in the lab frame
may be outside FV. In this way, Beamstrahlung induces an angular counting
loss of Bhabha events.

At LEP, the intensity of the beam-beam effects was small, and application
ofasymmetric selection cuts was sufficient to minimize the uncertainties arising
from the Beamstrahlung to the required level. At future linear colliders, where

2Also denoted the hard-scattering frame in literature, see [11]
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the beam-beam effects are far more intense, the angular counting loss is of the
order of several percent. If one endeavors to correct this counting bias using
bunch-crossing simulations, the ultimate precision will be limited by the pre-
cision of the simulation, and by the uncertainties in the determination of beam
parameters. A method of event-by-event correction of the angular counting loss
by direct measurement of the boost of the collision frame [12] is described in
sec 3.

Processes after scattering

After scattering, the final electrons may emit FSR. Beside that, their trajecto-
ries are deflected inwards by a fraction of mrad under the influence of the EM
field of the opposing bunch, thus inducing a small additional angular counting
loss termed Electromagnetic Deflection (EMD) effect. Beamstrahlung may be
emitted at this stage as well, but since it is emitted under very small angles with
respect to the final electrons, it is summed with the electrons in the calorimeter.

Bhabha event spectrum

For the reconstruction of the luminosity spectrum from the energy spectrum
of the Bhabha scattering events, it is important to take into account the energy
dependence of the Bhabha cross section,

B(Ecm) = L(Ecm)

d
; 2 o L(Ech)/ Bty 3)

dEcum

Since ISR mostly misses the luminometer, the CM energy reconstructed
from the detected particles is Ecagrec < Ecm, and the corresponding spectrum
can be represented as a generalized convolution of B(Ecy) and the function
I (x) describing the fractional CM energy loss due to the ISR,

Eax

1 E rec
WBensed) = [ BlEcu)g— T2
CcM

0

) dEc O

In the frame of the two-electron system after emission of ISR and before
emission of the FSR, i.e. the collision frame, the deflection angles in the colli-
sion are the same for both particles, according to the momentum-conservation
principle. One can, therefore, define a unique scattering angle 6" 3

3Rigorous definition of the collision frame is not straightforward because of the quantum
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2.2 Simulation tools for the analysis of the physics of the lu-
minosity measurement

To estimate the precision of the luminosity measurement, Bhabha events in the
bunch-collision were simulated using the Guinea-Pig software for the simula-
tion of the bunch crossing [1], and the BHLUMI Bhabha event generator [11].
For details on feeding BHLUMI events to Guinea-Pig, see Ref. [12].

The simulations were run with the standard parameter set from the ILC
Technical Progress Report 2011 [13] as the basis for both the 500 GeV and
the 1 TeV ILC cases, as well as with the standard simulated bunch density and
momentum distributions for CLIC from Ref. [14]. In the ILC case, beside
the standard parameter set, simulations were also performed with 24 different
variations of individual beam-parameters, in order to determine the influence of
the beam-parameter uncertainties on the performance of the presented methods.
The simulated beam-parameter variations included symmetric variations of the
bunch size parameters o, - and the bunch charge g by +10 and +20%, one-
sided variations of o, ans g by +20%, as well as beam misalignment in x-
and y-direction by up to one o, respectively.

The interaction with the detector was approximated by parametrization of
the detector resolutions, as well as by summing together the four-momenta of
all particles that are closer together than one Moliere radius, as described in
detail in Ref. [12].

3 Correction of the beam-beam effects

The analysis of the Bhabha count proceeds as follows: correction of the angular
counting loss, deconvolution of the ISR energy loss, numerical correction for
the counting bias due to the LumiCal energy resolution [12], and finally the
correction of the EMD counting bias.

3.1 Angular counting loss

Since the angles of the detected showers, 8% and 6%, are boosted by Boon With

respect to the scattering angle 6.4, Ecoll can be reconstructed to a good approx-
imation from @/ and 6. If B,y is taken to be collinear with the z-axis, the

interference between ISR and FSR. In practice, the collision frame is defined as the CM frame
of the final electrons together with all radiation within a given tollerance angle with respect to
the respective final electron momenta.
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system of two equations given by the expressions for the boost of the final par-
ticle momenta allows reconstructing .o, and 6.y,

: b b
_ sin(@ + 6) ) 1 . 1 -8 11——1—-— )
coll sin Gl'lab 4 sin Oéab s tan 9{:0[[ co tan 6”1"1’ co sin Qllab

The effective acceptance of Bhabha events in the luminometer decreases
with increasing S..;. The effective limiting scattering angles Bf:fr{ and 6" in the
collision frame for a given 8., are obtained by boosting 6,,;, and 6,,,, into the
collision frame. This allows calculating the event-by-event weighting factor to
compensate for the loss of acceptance,

O
9 [ L4
W(Beon) = j:;,,— (©)
[ 4do
o
The results of correction are shown in Fig. 3 for the 1 TeV case. The con-
trol spectrum (black) contains all events that would hit the FV of the LumiCal
if there were no boost of the collision frame. The detected spectrum is shown
in red, and the corrected spectrum green. The blue line represents the events for
which 8., is higher than some limiting value S*, at which the effective accep-
tance of LumiCal is reduced to zero. Due to kinematic constraints, high values
of B0 are possible only with high energy loss, which explains the sudden drop
of such events at 80% of the nominal CM energy. However, a small number
of events with apparent 8., > " is present also at energies above 80% of the
nominal CM energy, because occasionally the assumption that 8.,y is collinear
with the beam axis is broken due to off-axis ISR. This is visible in the zoomed
figure (Fig. 3, right), where these events are scaled by a factor 100.
The following is the list of sources of systematic uncertainty of the collision-
frame method:

1. Off-axis ISR. In rare events with significant off-axis ISR, the assumption
that S0 is collinear with the beam axis does not hold,

2. The implicit assumption that the cluster around the most energetic shower
always contains the Bhabha electron. In a fraction of events of the order
of a few permille, this is not the case, and the reconstructed polar angles
6% may differ from the final electron angles.
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Figure 3: Correction of the counting loss due to Beamstrahlung and ISR at 1
TeV. Left: whole spectrum; right: zoom on energies above 800 GeV. Black:
Simulated control spectrum without counting loss due to Beamstrahlung and
ISR; red: Reconstructed Ec,, spectrum affected by the counting loss; green:
Reconstructed spectrum with correction for the counting loss due to Beam-
strahlung and ISR; blue: events inaccessible to the correction

3. The use of the approximate angular differential cross section for the
Bhabha scattering in the calculation of the correction weight,

4. Assumption that all ISR is lost, and all FSR is detected, in the calculation
of B.on and w.

The relative bias due to the off-axis ISR is if the order of one permille.
This bias is related to the energy- and angular distribution of the ISR, which is
reliably predicted by the generator. Thus this bias can be reliably corrected, and
it is not sensitive to beam-parameter variations.

The uncertainty introduced by the implicit assumption that the cluster around
the most energetic shower always contains the Bhabha electron depends on
the beam parameters, and it may even depend on the specifics of the position-
reconstruction algorithm in the luminometer. Its correction is beyond the scope
of the present study. The contribution of the effects 3 and 4 is smaller than
the statistical uncertainty of the present analysis. The final quoted uncertainty,
containing the contributions from the effects 2, 3 and 4 in the upper 20% of
the luminosity spectrum is as follows: For the 500 GeV ILC, the uncertainty is
(+0.4+0.1)x 103, forthe 1 TeVILC, it is (+0.7 + 0.1) x 103. The absolute size
of these final biases can be taken as the present estimate of the uncertainty of
the luminosity measurement induced by beamstrahlung and ISR.
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Figure 4. Deconvolution of the ISR deformation of the luminosity spec-
trum. Yellow: the control histogram — simulated £, before emission of ISR,
smeared with a normalized Gaussian; black: the histogram affected by the ISR
energy loss — reconstructed E¢), from the detected showers, green: deconvo-
luted spectrum.

3.2 ISR energy loss

To obtain the Bhabha CM energy distribution B(E¢),), the ISR energy loss
should be deconvoluted from #(Ecjsrec). This deconvolution can be performed
using the theoretical form of the distribution Z(x) of the ISR fractional en-
ergy loss, and by solving the system of linear equations resulting from the
discretization of Eq. 4 [12]. To obtain the function Z(x), the distribution of
x = Ecyyrec/ Ecre was taken from the BHLUMI file, and the beta distribution
was fitted to it for x > 0.8.

The results of the deconvolution are shown inFig. 4. The control histogram
(yellow) contains simulated CM energies before ISR emission, smeared by the
energy resolution of the LumiCal. The histogram with ISR energy loss (black)
is simply the histogram resulting from the correction of the angular counting
loss in the previous step. The deconvoluted histogram is shown as green points
with error bars.

The uncertainty estimate of the deconvolution procedure alone for the inte-
gral luminosity in the upper 20% of'the spectrum is given by the relative integral
difference between the deconvoluted and the control spectrum in the upper 20%.
This uncertainty is (+0.81 + 0.22) x 1073 at 1 TeV, and (+0.35 £ 0.21) x 103 at
500 GeV.
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3.3 Energy resolution

Since full energy information of the detected particles is used to determine the
luminosity spectrum, the energy resolution of LumiCal induces a bias in the
Bhabha count by asymmetric redistribution of events around the CM energy cut
because of the slope in the form of the spectrum at the cut energy. This can be
corrected by integration of the fitted parametrized form of B(£c,,). When the
cut is made at 80% of the nominal energy, the size of this correction is between
1 and 4 x 107, It has been shown in Ref. [12] that the energy-resolution effect
can be corrected to better than 1 x 107%.

3.4 Angular loss due to the EMD

The EMD shifts the polar angles of the outgoing particles consistently towards
smaller angles. Since the Bhabha cross section is monotonously decreasing
with the polar angle, the net effect of the EMD is a decrease in the Bhabha count.
Since the EMD bias is small, correction by MC simulation of the bunch crossing
has sufficient precision. The precision is limited by the beam-parameter uncer-
tainties in the MC simulation. If the conservative beam-parameter uncertainty
described in Sec. 2.2 is taken, the precision of EMD correction is +5 x 10~
of the total luminosity at 500 GeV, and +2 x 10~* at 1 TeV. If the beam pa-
rameters are known with better precision than 20% (see Ref. [15]), the residual
uncertainty will be correspondingly smaller.

4 Overview of the systematic uncertainties in lu-
minosity measurement

Beside the uncertainties remaining after correction of the beam-beam effects, a
number of further systematic effects limits the achievable luminosity precision
at future linear colliders. These will be briefly reviewed here.

4.1 Physics background

A major systematic effect in the luminosity measurement originates from the
four-fermion neutral-current processes of the type e*e — e*eff. These pro-
cesses have a signature similar to Bhabha scattering, characterized by the out-
going e*e pairs at low angles carrying a large fraction of the beam energy so
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they can be miscounted as signal. Using event selection based on coplanarity
and CM energy, the fraction is reduced to 2.2 permille at 500 GeV and 0.8
permille at 1 TeV [16].

At present there are no accurate estimates of the theoretical precision with
which the fraction of physics background events is calculated. Thus the above
quoted fractions, obtained using the WHIZARD generator, will be taken as a
full-size effect.

4.2 Systematics of the polar angle reconstruction

Matching of the experimental and the theoretical selection cuts in Eq. 2 depends
crucially on the precision of the reconstruction of the polar-angle of the shower.

The inner radius of the active volume of the LumiCal has to be known
with precision of 10 um in order to keep the resulting luminosity uncertainty
well below 1 permille [17, 18].

Position uncertainty LumiCal — IP reflects directly on the polar angle
uncertainty. It is affected by the lateral positioning uncertainty of the Lumical
relative to the final beam-delivery quadrupole, by the uncertainty of the lateral
IP position determined by the beam-position monitors, and by the longitudinal
uncertainty in the relative positioning of the two calorimeters. All three of these
parameters must be known at the level of several hundred wm in order to keep
the resulting luminosity uncertainty at the one-permille level [17, 18].

Intrinsic reconstruction uncertainties due to the shower reconstruction
algorithm of the LumiCal introduce a polar angle bias of 3.2 x 10~ mrad and
polar angle resolution of 2.2 x 1072 mrad [19]. Each of these effects adds an
independent contribution of 0.16 permille to the luminosity uncertainty [17].

4.3 Cross section

The Bhabha cross-section calculation for the LEP experiment reached a preci-
sion of 0.54 permille [6]. For the future linear colliders, new calculations are
necessary, because the contribution of the virtual Z-boson exchange alters the
cross section significantly. Presently a new Bhabha generator is under develop-
ment [20] which will include beam polarization, the background processes, as
well as the wide-angle measurement.

The uncertainty on the beam polarization affects the luminosity figure via
the cross-section calculation at the level of 0.19 permille [17].

65



5 Conclusions

Precise luminosity measurement is essential at linear colliders in order to fully
exploit their intrinsic precision physics capabilities. A number of systematic
effects, of whoch the most dramatic are the beam-beam effects, limit the achiev-
able precision.

The collision-frame method corrects the beam-beam effects by directly mea-
suring the counting losses via experimentally observable quantities related to
the beam-beam effects in a fundamental way. Precision of below 1 permille
is reached, essentially independent of the precision with which the key beam
parameters are known.

Contributions of the beam-beam effect correction, as well as from other
sources, to the overall systematic uncertainty of the luminosity measurement
are listed in Tab. 1.

Table 1: Systematic uncertainties in luminosity measurement.

Source of uncertainty 500 GeV 1 TeV
(1073 (1073
Bhabha cross section 0.54 0.54
Polar-angle resolution 0.16 0.16
Polar-angle bias 0.16 0.16
IP lateral position 0.1 0.1
Energy resolution 0.1 0.1
Energy scale 1 1
Beam polarization 0.19 0.19
Correction of angular losses 0.4 0.7
due to Beamstrahlung
ISR deconvolution 0.4 0.8
EMD correction 0.5 0.2
Physics background 2.2 0.8
Total 2.6 1.8

The final uncertainty is 2.6, respectively 1.8 permille in the 500 GeV and
the 1 TeV cases. This satisfies the requirement for the largest part of the Physics
programme at the ILC. However, for high-precision measurements such as
the Giga-Z programme, precision of 10~ is required [21]. Uncertainties pre-
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sented here may be refined towards this goal as more precise knowledge be-
comes available on beam-parameter physical correlations, the cross section of
the physics background, as well as with further refinement of the correction
methods.
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