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Abstract. We investigate the issue of radiation-induced failures in electronic devices by developing a Monte 
Carlo tool called MC-Oracle. It is able to transport the particles in device, to calculate the energy deposited in 
the sensitive region of the device and to calculate the transient current induced by the primary particle and the 
secondary particles produced during nuclear reactions. We compare our simulation results with SRAM 
experiments irradiated with  neutrons, protons and ions. The agreement is very good and shows that it is 
possible to predict the soft error rate (SER) for a given device in a given environment. 

1 Introduction 

Radiation-induced failures in electronic devices represent 
a major concern for microelectronic reliability, especially 
for aerospace applications [1-3]. In satellites, devices are 
exposed to protons, electrons and heavy ions leading to 
malfunctions. In the following, we will consider a 
specific kind of malfunction that is called single event 
effect (SEE), meaning that a unique particle is able to 
trigger a failure. The cosmic particles that are at play are 
protons and heavy ions. Moreover, cosmic rays are able 
to interact with molecule nucleus of the atmosphere and 
produce secondary particles whose flux depends on the 
altitude. Fig. 1 gives the typical particle flux calculated in 
the atmosphere as a function of altitude with QARM [4]. 
Even if different kinds of particles exist, the main 
contribution to the SEE rate in atmosphere is actually 
attributed to neutrons. 

 

Figure 1. Particles fluxes in the atmosphere as a function of 
altitude (simulated with QARM). 

One major issue for memory devices is when a unique 
particle is able to upset a bit from its value to its opposite. 
These Single Event Upsets (SEU) can occur in space and 
also in atmosphere and it is useful to be able to predict 
the number of failures induced in a given memory at a 
given location (i.e. as a function of altitude and latitude). 
To do so, we developed the Monte Carlo code MC-
ORACLE. This code simulates the passage of particles in 
a complex structure composed of multiple volumes with 
various materials (silicon, silicon dioxide, metals…). 
Secondary ions produced during nuclear reactions are 
treated in the energy range of 1MeV-200MeV, which is 
representative of the atmospheric spectrum. The ionizing 
particles are tracked in the structure and the released 
energy is determined in the region of the device that is 
known to be sensitive. Using an SEU criterion it is then 
possible to determine whether an error occurs or not. Bit 
flip cross sections are determined as a function of 
incident energy or as a function of ion stopping power. 
The Soft Error Rate can also be calculated for a specific 
location, which is defined by the altitude and the latitude 
in atmosphere or for a given mission in Space.  

2 The Monte Carlo approach  
We developed the MC-Oracle code, for which a first 

simplified version has been presented in [5]. MC-Oracle 
is a Monte Carlo tool that allows investigating Single 
Event Upsets (SEU), Multiple Cell Upsets (MCU), and 
Single Event Transients (SET). The bit flip cross sections 
as well as the soft error rate (SER) are the main quantities 
that are provided by the code.  

Fig. 2 represents the flowchart of the code, which 
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shows three main parts: the structure definition, the 
particle-structure interaction and the effect on the 
electronic device. 

First, we need to define the geometry and the materials 
that compose the device. We also need to give the 
location of the electrodes transistors, as they will be able 
to collect the charge deposited in the structure by the 
ionizing particles. Moreover, it is necessary to define the 
kind of particles that interact with the device (neutrons 
from atmosphere, or protons or ions from space). 

Figure 2. Flowchart of the Monte Carlo tool (MC-Oracle)

Once the definition of the simulation is done, MC-
Oracle starts the simulation with a random choice of an 
incident particle, its position, energy and direction. 
Obviously, this is done with respect to the distributions of 
energy and direction. The initial position is selected 
outside the device. For incident ions only ionization is 
accounted for as it has already been established that 
nuclear reactions induced by ions have a very low 
contribution to upset bit rate. 

For incident neutron and proton, nuclear reactions have 
been pre-calculated with the DHORIN code [6]. This 
latest uses the model of 2D-exciton model for pre-
equilibrium step, the formulation of Hauser-Feshbach and 
the generalized evaporation model. Elastic reactions are 
treated with the ECIS code that uses spherical optical 
models from the RIPL2 database. The DHORIN database 

is composed of several monoenergetic simulation files 
that contain millions of nuclear reactions details about the 
secondary ions (nature, energy and direction). These 
ionizing particles are transported within the device and 
the deposition of energy is calculated in the sensitive 
regions using the SRIM database made of the stopping 
power of various ions as a function of energy [7]. 

Next, the effect of the energy deposition in the device 
is treated. To do so, the tool divides each ion track into 
small fragments that spherically diffuse their charge 
carriers and can be collected by the drain electrode that is 
itself divided into elemental sections. Then, integrating 
the charge diffusion along the whole track and over the 
whole drain surface gives the current pulse that is 
generated by the nuclear reaction at the electrode of each 
transistor. A basic electrical model of the memory cell is 
finally used to state whether the calculated transient 
current is able to trigger a cell upset or not. 

In our simple study, the 3D-simulated device structure 
is a bulk made of a silicon layer with a surface of 30 µm 
x 30 µm and a thickness of 20 µm. Above this bulk, we 
added a layer of 10 µm of silicon dioxide to account for 
the Back End Of Line (BEOL). At the Si/SiO2 interface, 
we simulate 20 x 20 SRAM cells, each bit being modeled 
by 4 transistors (we did not account for the pass gate 
transistors that are less sensitive). For each cell we have 
two OFF transistors (one NMOS and one PMOS), which 
are likely to collect the charge.  

The SEU cross section is finally evaluated by 
calculating the ratio of the number of bit flips and the 
simulated particle fluence. In the case of non-
monoenergetic incident particles, the spectrum can be 
provided to the code. In that case, it is more convenient to 
calculate the soft error rate (SER), which directly account 
for the real environment. 

3 Results  

In this section we present some results obtained 
with MC-ORACLE for devices irradiated with heavy ion, 
proton and neutron. Figure 3 shows the comparison 
between the Monte Carlo approach and the experimental 
results for a 65nm SRAM irradiated with heavy ions [8]. 
The calculated Single Event Bit upset cross section is in 
good agreement with experimental results above 0.5 
MeV.cm2/mg which shows that the modeling is efficient. 
At lower LET a singular peak is observed and is 
predicted by the Monte Carlo tool, though the order of 
magnitude is not correct. This peak corresponds to 
irradiation with protons for which the ionization is 
efficient to trigger SEU very near the Bragg’s peak.  
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Figure 3. Experimental and simulation results for a 65nm 
SRAM irradiated with ions. 

Figure 4 shows the comparison between the Monte 
Carlo approach and the experimental results for a 90nm 
SRAM irradiated with protons [9] and as a function of 
proton energy. The calculated cross section is in good 
agreement with the experimental data. In figure 5, we 
plotted the results obtained with the 90nm SRAM 
irradiated with neutrons. Neutrons are here not 
monoenergetic and the energy distribution has actually 
the same shape than the atmospheric spectrum. The 
results are then given in FIT/Mbit, one Failure In Time 
being the number of failures during one billion of hours. 
The soft error rate is calculated for different supply 
voltage VDD that are characteristic of the normal 
functioning of the device. Here again the simulation 
results are in good agreement with experimental data. 

Figure 4. Experimental and simulation results for a 90nm 
SRAM irradiated with protons. 

Figure 5. Experimental and simulation results for a 90nm 
SRAM irradiated with neutrons for various voltages. 

4 Summary and conclusions  
In order to address the issue of radiation-induced 

failures in electronic devices we developed the MC-
Oracle tool. This code is able to transport the particles 
within the device and, based on the energy deposition, is 
able to calculate the transient current induced by the 
primary particle and the secondary particles produced 
during nuclear reactions. 

We show that our approach is consistent by 
comparing SRAM experiments under neutron, proton and 
ion with our simulations results. The agreement is very 
good and shows that it is possible to predict the soft error 
rate (SER) for a given device in a given environment. 
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