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Abstract

We have made a preciese measurement of neutrino oscillations using the Tokai-2-

Kamiokande (T2K) experiment’s Run 1-4 (6.57 ˆ 1020 POT) data set. Specifically,

we have measured the disappearance of an off-axis muon neutrino beam after it has

traveled a total of 295 km. We analyze the data using the conventional Pontecorvo-

Maki-Nakagawa-Sakata (PMNS) mixing matrix for the three Standard Model neu-

trinos. The output of the analysis is a measurement of the parameters sin2 θ23,∆m
2
32

when assuming the normal mass hierarchy and sin2 θ23,∆m
2
13 when assuming the

inverted mass hierarchy. The best-fit oscillation parameters for the normal hierarchy

is

psin2 θ23,∆m
2
32q “ p0.514, 2.51ˆ 10´3 eV2

{c4
q.

The 90% 1D confidence interval for the normal hierarchy was determined for both

parameters using the Feldman-Cousins procedure and is

0.428 ă sin2 θ23 ă 0.598

2.34ˆ 10´3 eV2
{c4

ă ∆m2
32 ă 2.68ˆ 10´3 eV2

{c4.

For the inverted hierarchy, the best-fit oscillation parameters are

psin2 θ23,∆m
2
13q “ p0.511, 2.48ˆ 10´3 eV2

{c4
q.

The 90% 1D Feldman-Cousins confidence intervals for the inverted hierarchy are

0.427 ă sin2 θ23 ă 0.596

2.31ˆ 10´3 eV2
{c4

ă ∆m2
13 ă 2.64ˆ 10´3 eV2

{c4.
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located in Tokai, Ibaraki Prefecture to the Super-K detector located
near Kamioka, Gifu Prefecture. Bottom schematic from (Abe et al.
(2011b)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.3 Photo of the J-PARC accelerator with diagrams overlaid. The proton
beam starts in the LINAC and then is accelerated first to 3 GeV in
the RCS then to 30 GeV in the main ring. The protons are then ex-
tracted from the main ring into the secondary beam line where they
are directed into a graphite target. Particles produced by the inter-
action of the protons and target eventually decay into the neutrino
beam directed along the path shown. Figure from the J-PARC website. 45

4.4 Diagram of the secondary beam line. Protons from the primary beam
line are fired into the target. Hadrons are produced and are focused by
three magnetic horns. Out of all the hadrons, the horns are designed
to focus π` (π´) into the decay volume where they decay into νµ`µ

`
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´) when running in neutrino (anti-neutrino) mode. Any hadrons

which have not decayed are stopped at the beam dump, while muons
are measured at the muon monitor. Figure taken from (Abe et al.
(2013c)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.5 Photo of the target assembly protruding from the center of the first
magnetic focusing horn. Photo by K. Mahn. . . . . . . . . . . . . . . 47

4.6 Left: diagrams presenting the cross section of the magnetic focusing
horns. Right: the predicted neutrino flux at Super-K with and with-
out the operation of the magnetic focusing horns. The horns greatly
increase the intensity of the neutrino beam. From (Abe et al. (2013c)). 48
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4.7 Diagram illustrating the detector arrangement in the near detector
pit (left) along with diagrams of the ND280 complex and the INGRID
near detector (top and bottom right). The INGRID detector is placed
on the center of the beam, which has been designated in orange. IN-
GRID measures the neutrino beam profile in order to check alignment
and stability. The ND280 off-axis detector complex is aligned 2.5˝

from the center of the beam. The detector complex is composed of
different sub-detectors employing different types of particle tracking
technology. The sub-detectors are also placed inside the UA1 magnetic
in order to allow for determining the sign of charged particles. (Note
that the UA1 magnet is shown open in the diagram. When running,
the UA1 magnet fully encloses the ND280 off-axis detectors.) The
far detector Super-K is also pointed 2.5˝ off-axis from the center of
the beam. The role of the ND280 off-axis detectors is to measure the
neutrino beam before oscillation effects. It also measures neutrino in-
teraction cross sections. Diagram produced by modifying figures from
(Abe et al. (2011b)). . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.8 Exploded diagram of the ND280 off-axis complex. . . . . . . . . . . . 51

4.9 Example event display from data where a muon has entered into the
front of the ND280 off-axis complex via the PHD ECAL and passed
through almost all of the sub-detectors. Secondary particles are seen
entering into the downstream ECAL and showering. The only detector
subsystem not shown is the SMRD. From (Abe et al. (2011b)). . . . . 56

4.10 Schematic of the Super-K detector. The detector is located about 1 km
beneath the peak of a mountain in the Japanese Alps known as Mount
Ikenoyama. The detector consists of a large cylindrical cavern filled
with ultra-pure water. The detector is separated into two optically-
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Both volumes are instrumented with photomultiplier tubes. The left
illustration is a schematic of the detector. Note that while the drawing
shows the detector half-full, the water completely fills both the ID and
OD when the detector is operating. The photos on the right provide
a view from inside each of the detector segments (before filling). . . . 56
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4.11 Illustrations and plots illustrating the use of Cherenkov radiation for
detecting charged particles in the Super-K detector. (a) A diagram
illustrating the concept of Cherenkov radiation as an electromagnetic
analogue to a sonic boom: for a particle traveling faster than the speed
of light in the matter, the emitted waves cannot outrun the source.
The result is that the wavefronts begin to pile up in a cone with
angle, θc, trailing the particle. (b) An illustration demonstrating the
result of a neutrino interacting in Super-K and producing a charged
particle, here a muon: the charged particle is created, and assuming
it is traveling faster than the speed of light in water, it produces
Cherenkov radiation. Once the particle stops, the radiation travels to
the walls of the detector and leaves a ring-shaped pattern. (c) Event
display from data: the ring-shaped radiation pattern is recorded by the
PMTs lining the walls of the ID. The charge and timing information
in these hits are used to reconstruct the particle momentum and to
infer the flavor of the type as well. . . . . . . . . . . . . . . . . . . . 59

4.12 (a) Illustration of the predicted refractive index as a function of wave-
length when using the Lorentz oscillator model for matter interacting
with a passing electromagnetic wave. (b) Realistic calculation for the
refractive index of water by Segelstein et. al. Data based on (Segel-
stein (1981)) but plot from (Lavin (2012)). . . . . . . . . . . . . . . . 61

4.13 Schematic of the 20” PMTs instrumenting the Super-K Inner Detec-
tor. The quantum efficiency as a function of wavelength is also shown
for a typical PMT. The quantum efficiency is the probability that a
photon hitting with the photocathode of the PMT will liberate an
electron. Taken from (Fukuda et al. (2003)). . . . . . . . . . . . . . . 63

4.14 The single photoelectron distributions for an example“old” OD PMT
(top) and “new” OD PMT (bottom). The distributions show quite
different shapes. From (Abe et al. (2014)). . . . . . . . . . . . . . . . 65

4.15 The plots compares MC (color map) to data (magenta dots) for a
sub-sample of the Super-K atmospheric neutrino data, the partially-
contained (PC) events. They are both two-dimensional histograms of
the total amount of charge observed by the OD as a function of the
position where a muon has exited out of the ID and has passed into or
through the OD. Note that both plots show the same MC and data.
The right hand plot is a profiled plot in x of the left hand plot. What
is seen in both data and MC is an asymmetry in the top versus bottom
OD response. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
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4.16 Diagram illustrating the operation of the QTC circuits which digitize
the PMT pulses. Taken from (Nishino et al. (2009)). . . . . . . . . . 68

4.17 Diagram showing the organization of the online PCs which are re-
sponsible for turning a stream of digitized PMT hits into a single data
stream of events. The events are defined by programmable software
triggers that scan the data near the end of the data flow. Taken
from (Yamada et al. (2009)). . . . . . . . . . . . . . . . . . . . . . . . 69

4.18 Left shows the position of “standard” PMTs in the Super-K detector.
These are the 420 PMTs whose gains as a function of bias voltage
have been measured externally. They act as the reference gains to
which the other approximately 11,000 PMTs are calibrated. They
are spread out in the detector in order to sample from the detector’s
different distances and PMT acceptances from a source placed at the
center of the tank. The right plot shows how a set of standard and non-
standard PMTs are grouped by the geometry relative to the source.
The PMTs in each group are adjusted to have similar responses to the
calibration source. Figure from (Abe et al. (2014)). . . . . . . . . . . 71

4.19 An example of a ‘TQ Map’ function for an ID PMT. The timing re-
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4.21 Time between an initial cosmic ray muon event and the time of a
cluster identified in OD near where the muon exited the ID and entered
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4.22 Super-K data event display for an example candidate Michel electron
found in the OD. The initial through-going cosmic ray muon event
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4.23 Result of OD energy scale measurement. The charge and hits distri-
bution due to Michel electrons is higher for the data than MC. The
mean of the data is higher by 7% for the hits and for the charge by 10%. 82

4.24 Figures illustrating the implementation of the Hough transform method
used in the ring-counting algorithm of Super-K. Figures taken from (Mi-
tuska (2009)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.25 Event displays from MC which provide an example of the PMT hit
pattern from a muon and electron. The color of the PMT hits indicates
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5.6 Number of events remaining after sucessive selection cuts. Data and
MC expectation shown for event sample after FCFV selection. MC
assumes sin2pθ23q =0.5 and ∆m2

32 =2.5ˆ 10´3 eV2/c4 and the normal
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6.1 Flow chart showing the different inputs that go into making the Super-
K predicted spectrum that goes into the oscillation fit. In addition to
defining the expected spectrum, uncertainties in the model are pa-
rameterized as well. The definition of these parameters is also an
important input to the fit. For the ND280 detectors, the fit of the
predicted to the observed spectrum is used to both tune the spectrum
at Super-K and to set the size of the uncertainties for a subset of
parameters in the spectrum model. . . . . . . . . . . . . . . . . . . . 106

6.2 Cross section of graphite target geometry input into the FLUKA2008
simulation of the beam. The simulation starts with 30 GeV protons
which are fired through the graphite baffle and into the target core
which is also made of graphite. The simulation then records the po-
sition and kinematic information of particles that are produced in
the collision and then cross the boundary of the simulation geometry.
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6.3 The phase space of pions production from hadronic interactions in
the simulation of the neutrino flux at Super-K is shown in the blue
heat map. The region outlined in black shows the areas of phase
space measured by the NA61 thin target experiment. Figure taken
from (Abe et al. (2013c)). . . . . . . . . . . . . . . . . . . . . . . . . 109
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from (Abe et al. (2013c)). . . . . . . . . . . . . . . . . . . . . . . . . 111

6.6 The tuned neutrino flux prediction for different neutrino species at
the near and far detector. Figure taken from (Abe et al. (2013c)). . . 121

6.7 Neutrino charged current interaction cross section versus energy for
model (solid lines) and data (points with error bars). The prediction
for three different interaction types are shown as well: quasi-elastic
(QE, red), resonant production (RES, blue), and deep inelastic scat-
tering (DIS,green). The full-width half-maximum (FWHM) range of
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region. Modified from figure made by G. Zeller. . . . . . . . . . . . . 122
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6.8 Figure overlays π˘-12C interaction cross sections with the tuned NEUT
prediction using its pion hadronic interaction model. Figure from P.
de Perio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6.9 PDF of the reconstructed neutrino spectrum. Red histogram shows
the fraction of the Erec spectrum found in each bin. Black line shows
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function to interpolate between neighboring bin centers. . . . . . . . . 125

6.10 Total uncertainty in the beam flux (black line) along with the un-
certainty due to the different inputs analyzed (color lines). Figure
from (Abe et al. (2013c)). . . . . . . . . . . . . . . . . . . . . . . . . 129

6.11 Left: Predicted reconstructed neutrino energy spectrum at Super-K.
Spectrum has been broken down into interaction modes (stacked).
Right: the fraction of events in each bin due to types of interaction
modes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.12 The MQE
A response function for one energy bin of νµ CQQE event.
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6.13 The cross section in p, θ for 0.55 ă Eν ă 0.6 GeV for NuWro (left)
and NEUT (middle). The difference relative to NEUT (right), which
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6.14 Differential cross section measurement of CCQE neutrino nucleus scat-
tering. Taken from (Aguilar-Arevalo et al. (2010)). . . . . . . . . . . 136

6.15 Example of NEUT prediction (color lines) versus MiniBooNE data
(black crosses) for several values of the W-shape parameter, labeled
in the plot as S. The line with the closest value to the nominal is in
red. Data from (Aguilar-Arevalo et al. (2008)). Figure from (de Perio
et al. (2012)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.16 Differential cross sections from MiniBooNE used to estimate the uncer-
tainty in our model of single pion production via nuclear resonances.
The dashed red line shows the nominal cross sections from our event
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6.17 Neutrino (left) and anti-neutrino (right) charged-current inclusive cross
section per nucleon divided by energy measured on iron. The data
points are from a measurement by the MINOS experiment (Adamson
et al. (2010)). The average of the world data is shown in the solid
black line above 30 GeV along with error bars shown by the dashed
black line. Extrapolation to lower energies is also shown by the solid
dashed line. Deviations from the flat cross section divided by en-
ergy line is seen, but still within systematic uncertainties. We use the
largest deviation at 4 GeV, 10% to set the uncertainty for high-energy
charged-current cross sections. Figure from (Adamson et al. (2010)). . 141

6.18 Comparison of π`-12C cross section for data (black points) and NEUT
predictions (colored lines) for 8 sets of values of the NEUT FSI cas-
cade parameters. The sets are 1σ variation curves from the best fit
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6.20 Left: the covariance error matrix for the uncertainty parameters in
our analysis. The first 16 parameters govern the flux, the next 7
parameters are for cross section parameters whose uncertainties are
constrained by the ND280 fit. Note the anti-correlation between the
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uncertainty in fraction in each parameter. The red line indicates the
uncertainty size before the ND280 fit. The black line is the uncertainty
after the ND280, which for some parameters are greatly reduced. . . . 150

6.21 Uncertainty in the spectrum from all the systematic parameters as
measured by the variation in the number of events per bin. Spectrum
is zoomed in below 2 GeV in order to focus on the oscillation dip.
The figure shows the size of the uncertainty in the number of events
in each bin of the spectrum before the ND280 fit in red and after the
ND280 fit in black. As one can see, ND280 tunes the normalization
of the MC downward while also constraining the uncertainty in the
spectrum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
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6.22 Left: Uncertainty in spectrum by all systematics as calculated by the
variation in the number of events in each bin. The total width of the
bars in the total uncertainty due to all systematic error types. The
breakdown within the bar tries to reflect the relative contribution of
each error type to the total uncertainty. Fraction of bar, f, for each

type, x, determined by: fx “
σNx

ř

x σ
N
x

. Note that the normalizing sum

is not added in quadrature. Right: Fractional amount of variation
in each bin due to all (black) and individual (color lines) systematic
uncertainties. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

7.1 The distribution of best fit oscillation values coming from fits of an
essemble of 10,000 toy MC data sets. The data sets in (7.1a) were gen-
erated with the true oscillation parameter values for (sin2pθ23q,∆m

2
32)

were set to (0.5,2.4ˆ10´3 eV2/c4) at 6.57ˆ1020 POT. The data sets in
(7.1b) were generated with the oscillation parameters (sin2pθ23q,∆m

2
32)

set to (0.4125,2.35ˆ10´3 eV2/c4) with the same POT. In both figures,
the generation point is labeled with the pink dot. The toy MC sets
are made by radomly varying the systematic uncertainty parameter
values which were drawn from a multivariate normal distribution. . . 158

7.2 Predicted reconstructed energy spectra for different values of sin2 θ23

when sin2 θ13 “ 0.0251. The black plot is the spectrum at the value
of maximal disappearance according to equation (3.37), sin2 θ23 “

0.5129. The red and blue plots show the spectra for values of sin2 θ23

equal distance from 0.5129. Non-zero θ13 causes a shift of the max-
imal disappearance point, which is also the point around which the
oscillation probability is approximately symmetric. . . . . . . . . . . 159
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7.3 Average reconstructed energy spectrum for an example set of fake ex-
periments where the experiments are separated by the fitted values of
sin2pθ23q. The dashed black line is the average spectrum for all fake ex-
periments generated at (sin2pθ23q,∆m

2
32)=(0.4125,2.35ˆ10´3 eV2/c4).

The shaded red region shows the approximate standard deviation in
the spectrum one would expect due to statistical fluctuations. The
black solid line is the average of all toy data sets whose fitted value of
sin2pθ23q falls within a band around 0.514. The blue dashed line shows
the expected spectrum for maximal disappearance (i.e. when sin2pθ23q

=0.514). One can see that for those fits that fall within the band near
0.514 the average spectrum falls below the maximal disappearance ex-
pectation in the region at and below the oscillation dip. For these fits,
the fitted value of sin2pθ23q is forced to choose the value of sin2pθ23q

that gives maximal disappearance – in other words the fit is up against
the physical boundary imposed by the oscillation probability formula.
For these fits, the value of ∆m2

32 and the systematic uncertainties are
then the only effective degrees of freedom the analysis has to best
match the spectrum. . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

7.4 (top) The best-fit oscillation values for a set of 10,000 toy MC sets
generated for the parameters, psin2 θ23,∆m

2
32q, with (0.35, 2.33ˆ 10´3

eV2/c4 at 6.39 ˆ 1022 POT, i.e. 100 times our current data set. The
generation point is labeled with the pink dot. The toy MC sets are
made by varying the systematic parameter values whose values are
drawn from a multivariate normal distribution. At this POT, the num-
ber of events are large enough that fluctuations in the reconstructed
energy spectrum cannot produce “boundary” fits which fall in a band
near sin2pθ23q =0.514. (bottom) The average spectrum for the toy
data sets (dashed black line). The shaded red region shows the one
standard deviation range in the number of events expected for this
POT. One can see that the chances of the spectrum fluctuating be-
low the expected spectrum for maximal disappearance (dashed blue
line) is remote. None of the ten thousand toy data sets produced a
“boundary” fit, which is why the black line histogram is not present. 161

7.5 Fitted oscillation parameter value for toy fits generated near (7.5a) and
far (7.5b) from maximal mixing. The location of the true oscillation
parameter values used to generate the toy data sets are shown by the
red dashed line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

7.6 Pulls of the oscillation parameters for toy fits generated near (7.6a)
and far (7.6b) from maximal mixing. The expression for the pull is
given in Equation (7.2). This quantity measures the size of the bias
in the fit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
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7.7 The best-fit value less the true value for sin2pθ23q for a set of 10,000
toy experiments generated with the parameters, psin2 θ23,∆m

2
32q, set

to a value of (0.35, 2.33 ˆ 10´3 eV2/c4) at 6.57 ˆ 1020. When fitting
the toy experiments, the fitter was seeded only with a value of the
oscillation parameters in the same octant as the generating values.
Typically, the fit to a data set is done twice, with one fit seeded with
a value of sin2 θ23 in the first octant and the other with a value in the
second octant. For the plots here, we seed the fit only with a value
in the same octant as the true value. Using this modified procedure,
we quantify any bias in sin2 θ23 around the peak of the true solution
without dealing with the complication caused by occasional statistical
fluctuations which result in the fit sometimes preferring the wrong
octant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

7.8 Expected allowed contour (upper right) and average ´2∆ lnL slices
for psin2 θ23,∆m

2
32q “ p0.5, 2.4 ˆ 10´3 eV2/c4) at 6.57 ˆ 1020 POT.

The contour plot (upper left) shows the 90% (68%) CL contours with
a solid (dashed) line based on a constant ´2∆ lnL =4.6 (2.3). The
´2∆ lnL =4.6 slices are shown across the bin value closest to the best
fit value for the full fit. . . . . . . . . . . . . . . . . . . . . . . . . . . 168

7.9 ∆χ2 map (left top), expected allowed contours (right top) and aver-
age ∆χ2 slices of sin2 θ23 (bottom left) and ∆m2

32 (bottom right) for
the MINOS 2012 best fit oscillation parameters: (sin2 2θ23,∆m

2
32q “

p0.957, 2.39ˆ 10´3 eV2/c4) at 6.57ˆ 1020 POT. The contour plot (up-
per left) shows the 90% (68%) CL contours with a solid (dashed) line
based on a constant ∆χ2 limit. The ∆χ2 slices are shown across the
bin value closest to the best fit value. Several contours are shown for
fits with different sets of systematic error parameters. . . . . . . . . . 169

8.1 (Top) Erec
ν distribution for the data (black point) and the best-fit pre-

dicted spectrum (stacked histogram). The predicted spectrum shows
the component interaction types that make up the total. The signal
channel, νµ CCQE, is shown in red. Background channels νµ CC non
quasi-elastic (CCnonQE), νe CC, and NC interactions are shown in
blue, green, and gray, respectively. The predicted νe CC contribution
is too small to be visible in the figure. (Bottom) The ratio of the
number of events in each bin to the number of expected events assum-
ing no oscillation is shown for the data (black) and best-fit predicted
spectrum (red). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

8.2 χ2
gof distribution for 10,000 fake data samples . . . . . . . . . . . . . 175
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xxvii



8.4 ´2∆ lnL surface as a function of sin2pθ23q (black) for the 1D profiled
fit to the data. Overlaid in blue with points is the ´2∆ lnLcrit value
as a function of sin2pθ23q for 68% (top) and 90% (bottom). The fit
assumes the normal hierarchy. . . . . . . . . . . . . . . . . . . . . . 181

8.5 ´2∆ lnL surface as a function of ∆m2
32 (black) for the Deltam2

32 1D
profiled fit to the data. Overlaid in blue with points is the ´2∆ lnLcrit

value as a function of ∆m2
32 for 68% (top) and 90% (bottom). The fit

assumes the normal hierarchy. . . . . . . . . . . . . . . . . . . . . . 182

8.6 ´2∆ lnL distribution for toy MC fits. These distributions are used
to calculate the values of ´2∆ lnLcrit which are used to construct
the Feldman-Cousins 1D confidence intervals for sin2pθ23q. The solid
line is the χ2 distribution for one degree of freedom. In Figure 8.6b,
the distribution deviates from the χ2 curve because of boundary fits
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1

Introduction

If you can find a way to listen to neutrinos, they can tell you about the quantum world

from which they were born. However, they will be quite guarded. The neutrino, to

the best of our knowledge, is one of the fundamental particles that make up our

universe. We also know that they interact with other matter extremely rarely. So

rare that even if a neutrino were to pass through a block of lead four light years

long – about the distance from Earth to the nearest star – the particle would have

a better than 50% chance of passing through unimpeded. But it is this ability

to travel undisturbed over vast distances that makes the behavior of neutrinos so

interesting. Their reluctance to interact allow them to display quantum physics

effects over human scales. The precise measurement of such an effect, neutrino

oscillations, is the topic of this dissertation.

Neutrino oscillation is the name for the observed phenomenon where a neutrino

created as one type can change into another and back again as it travels through

space. This is a purely quantum process. Oscillations occur because the neutrino

exists, in some sense, as a simultaneous combination of different neutrinos with

different masses. There is no direct analogue of this in our everyday experience. But
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as mentioned, we can observe this process play out over many meters and kilometers.

And there is much we can learn from the study of the neutrino oscillations.

Already, this quantum mechanical transformation has told us that the neutrino has

mass. Before the discovery of oscillations, there was no universally accepted reason

to assign a mass to the neutrino in the Standard Model of particle physics. Therefore,

this new fact has led us to the following questions: what is the mass of the neutrino,

and does it get its mass like other particles or from some other mechanism? Answers

to these questions impact not only what we know about the physics of neutrinos but

also might lead to evidence of particles and forces whose energies are much larger

than what current particle colliders, such as the Large Hardon Collider, can probe

directly (Mohapatra and Smirnov (2005)). And because the neutrino is so abundant

in our universe, it turns out that its mass, even though thought to be very small,

plays an important role in the evolution of the universe (Bond et al. (1980)).

And through the continued study of oscillations with ever more precise measure-

ments, the community is probing for additional hints to new laws of physics. For

example, the current neutrino oscillation model is based on the three neutrino types

of the Standard Model. However, confirmed deviations from this model is evidence

that there are additional types of neutrinos (Conrad et al. (2013)). Furthermore, if

we were to learn that neutrinos and their anti-matter partner, the anti-neutrinos,

oscillate differently, then there exist plausible mechanisms that allow us to explain

why there is matter in our universe (Covi et al. (1996)).

The work presented in this dissertation adds to the body of experimental data on

the nature of neutrino oscillations. We describe here the most precise measurement

to date of one type of neutrino, the muon neutrino, changing into either of the two

other types, an electron or tau neutrino. This measurement was performed with the

T2K experiment, which creates a beam of muon neutrinos that is sampled before

and after oscillation effects (Abe et al. (2011b)). Our measurement of this particular
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process is a step forward towards the increasingly precise measurement – and test –

of the three-neutrino model of neutrino oscillations.

—

While the author is personally responsible for the final physics analysis that

extracted the measurement of muon neutrino oscillations from the data, the result is

only one part of a collective effort by many members of the T2K collaboration. This

is important to note, as this dissertation will show the results of work not performed

by the author in order to provide a complete description of the measurement. The

author’s direction contribution, in addition to service work to the collaboration, is

the statistical analysis of the data along with various studies that served to validate

the method. The author worked as part of the T2K muon neutrino disappearance

working group known as the KDI group (for Kyoto-Duke-ICRR), and implemented

changes to the existing analysis framework. As a result, the author performed various

studies of the updated analysis, e.g. studying the the consequences of analyzing

the data in a different set of parameters (from sin2 2θ23 to sin2 θ23). The author

also implemented a statistical technique known as the Feldman-Cousins method for

profiled likelihoods. This work will be the central topic of the dissertation.

Other contributions by the author include service work for one of the detectors

in the T2K experiment known as Super-Kamiokande. Much of the work centered

around developing the tools and selection for a new class of T2K neutrino events, the

OD events. These events get their name from the fact that they involve the veto of the

Super-Kamiokande detector known as the Outer Detector, or OD (see Appendix D).

This new set of events required studies of the OD response (see Section 4.4.3) that

was useful not only for T2K Collaboration but also for the Super-Kamiokande Col-

laboration. This work was the development of a new calibration technique for the

OD using Michel electrons (Section 4.4.8). The OD tools also provided a check of
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the backgrounds for the first indication of non-zero value for one of the parameters

in the neutrino oscillation model, θ13, by the T2K experiment which is described in

Appendix C.

Before beginning the description of our measurement, we first pause to provide

a brief summary of the properties of the neutrino and to describe the past and

current state of oscillation measurements in Chapters 2 and 3, respectively. We then

describe the T2K experiment in Chapter 4 before outlining the strategy of behind

the measurement in Chapter 5. The description of the oscillation analysis is given

in Chapter 6, followed by the studies into the behavior of the analysis. Finally, in

Chapter 8 we present the results.
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2

Neutrino History and Theory

The neutrino is a fundamental particle which is currently known to have spin-1
2
, no

electric charge, and interacts with other matter through the weak interaction and

gravity. There are three types, or generations, of neutrinos – the electron, muon,

and tau – so-named for the leptons they can produce during certain types of weak

interactions. At least two of the three Standard Model neutrinos are known to have

a non-zero, albeit very small mass. Current limits put the total mass of all neutrino

states to be smaller than 1.0 eV/c2 (Plank Collaboration et al. (2013))(Weinheimer

et al. (1999)). Importantly, the three flavor eigenstates of the neutrino are not the

same as the three mass eigenstates. This last property is what allows neutrinos to

undergo oscillations.

In this chapter, we review the experimental evidence for the neutrino and the

Standard Model description of its properties listed above.
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2.1 Beta Decay: Pauli’s Hypothesis and Fermi’s Theory

Wolfgang Pauli is credited with postulating the existence of the neutrino, a particle

he proposed in order to explain the kinematics of beta rays. By 1902, through the

work of Becquerel, Rutherford, Soddy and Fajans, it was known that beta decay

involved the transmutation of one element to another element one place to the right

on the periodic table, i.e. an element with one additional proton in its nucleus, with

the simultaneous emission of an electron. But when James Chadwick, Lise Meitner,

Otto Hahn and others measured the energy spectrum of the beta particles, they found

that the energies were distributed in a continuous spectrum (Chadwick (1914)) in

contrast to the spectra of other nuclear radiation known at the time, alpha and

gamma rays, which both peaked at a single energy. The spectra for the latter made

sense, as the nucleus ought to be transitioning from one quantized state to another

and, therefore, release a fixed, discrete amount of energy. Therefore, the continuous

beta ray spectrum raised the possibility that the law of energy conservation was not

valid.

However, out of commitment to the conservation law, Pauli in 1930 postulated

that a new, electrically neutral particle was responsible for carrying away the missing

energy (Pauli (1930)). He named the particle, the “neutron”, and based on evidence

at the time postulated that it had a small mass and one-half spin. A neutral particle

was soon detected by Chadwick in 1932, but it was clear at the time of the discovery

that the new particle was too heavy to be Pauli’s “neutron” (Chadwick (1932)).

Instead, Chadwick discovered what is now known as the neutron.

Then in 1934, Fermi formulated a theory for beta decay that involved both Chad-

wick’s and Pauli’s “neutron” (Fermi (1934a))(Fermi (1934b)). To distinguish the

latter, Fermi renamed the particle the neutrino, or “little neutral one”. The suc-

cess of Fermi’s theory in eventually explaining much of the data on beta decay gave
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increased credibility to the existence of Pauli’s proposed particle.

Fermi’s theory for beta decay was composed of the following reaction

nÑ p` e´ ` ν̄e (2.1)

which could be modeled as the interaction between two weak interaction currents,

Jµnucleon and Jµlepton, for the nucleons and leptons, respectively. Figure 2.1(a) illustrates

Fermi’s model for beta decay. The rate of the interaction was then related to the

amplitude given by

A “ GF
?

2
JµnucleonJµlepton (2.2)

where GF was Fermi’s constant. In addition to beta decay, the method could describe

other types of weak interactions by rearranging the input and output of the same

currents. For example, the processes shown in Figure 2.1(a), beta decay, and Fig-

ure 2.1(b), inverse beta decay, are related by rearranging the in-coming and out-going

particles. Both could be described using Fermi’s theory.

Later in 1936, Fermi’s theory was extended by Gamow and Teller to be able to

explain some types of beta decay that involved a change in 1 unit of nuclear spin.

They generalized Fermi’s theory so that the weak interaction currents could also

include a current composed of an axial vector (Gamow and Teller (1936)). This

opened the way to the possibility of many different types of couplings involving

scalars, pseudoscalars, and tensors. It would be many decades later until the present

form of the weak current was established.

Finally, in 1956, the neutrino was observed by Reines and Cowen. With 1400

L of liquid scintillator positioned near the Savannah river nuclear reactor, they ob-

served the direct evidence of neutrinos (Reines and Cowan (1953)). The observation

was through the detection of inverse beta decay interactions where an anti-neutrino

interacts with a proton and produces a positron and neutron.
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n p

e-
⌫̄e

a) beta decay

np

e+⌫̄e

b) inverse beta

e-
⌫̄e
⌫µ

µ-

c) muon decay
Figure 2.1: Diagrams of various weak interactions according to the Fermi’s theory.
In the theory, two currents interact. One possible current connected the neutron
and proton and was known as the nucleon current (shown in black). Another, the
leptonic current, connected the electron and neutrino (shown in red). Later, different
leptonic currents were postulated that connected different leptons with a neutrino
distinguished by the its partner lepton. In the diagram for muon decay (c), two
distinct leptonic currents interact. One is for the electron and electron neutrino
current (in red). Another is for the muon and muon neutrino current (in blue).

2.2 Charged Leptons and Neutrinos Come in Three Flavors

In 1937 the muon was discovered (Street and Stevenson (1937))(Neddermeyer and

Anderson (1937)). Its decay modes were studied, and, eventually, the data led Bruno

Pontecorvo to extend Fermi’s theory of beta decay to muons (Pontecorvo (1947)).

This was done by defining a distinct weak leptonic current between the muon and

the neutrino in addition to the current between the electron and neutrino in Fermi’s

original theory. This interaction is diagrammed in Figure 2.1(c). Such currents

could then undergo the same type of interaction as in beta decay. This pointed to

the universality of the weak interaction for different currents. Furthermore, it laid

the foundation for the eventual idea of generations, or families, of leptons with each

generation consisting of a lepton and neutrino pair of a certain type of flavor.

As far as we know, there are three generations of leptons and their neutrino

partners. The electron and its neutrino partner, the electron neutrino, make up the

first generation, pe, νeq. The muon and its partner neutrino, the muon neutrino,

make up the second generation, pµ, νµq. The muon neutrino was established to

be distinct from the electron neutrino in 1962 in an experiment that involved the
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world’s first neutrino beam produced by charged pions decaying into a beam of muon

neutrinos (Danby et al. (1962)). The experiment saw that neutrino interactions

produced muons but no electrons, establishing that the muon neutrino is distinct

and confirmed the lepton generation picture. The third generation includes the tau

lepton, which was first observed in 1975 (Perl et al. (1975)). Its partner, tau neutrino

was directly observed in 2001 (DONUT Collaboration (2001)). Together they make

the third and final generation, pτ, ντ q.

These generations are associated to conversation laws that have yet to be contra-

dicted by experimental evidence. The concept of lepton number was introduced in

1953 by Konopinski and Mahmoud to explain missing decay modes (Konopinski and

Mahmoud (1953)). The particles e´, µ´, τ´, νe, νµ, ντ are assigned a number L “ 1,

while their anti-partners are assigned a number L “ ´1. All other particles are as-

signed L “ 0. Further decays were also found to be missing, for example µÑ e` γ,

which led to the stronger conservation law for lepton flavor number. Here pe´, νeq,

pµ´, νµq, and pτ´, ντ q are all assigned a lepton flavor number of Le “ 1, Lµ “ 1,

and Lτ “ 1, respectively, while Le “ ´1, Lµ “ ´1, and Lτ “ ´1 for assigned to

the anti-particles. Decays like µ Ñ e ` γ are thought to be forbidden because they

violate strong lepton flavor conservation.

2.3 V-A Nature of the Weak Current

In 1956 Lee and Yang noted that parity conservation had not been tested experi-

mentally for the weak interactions and suggested a number of tests (Lee and Yang

(1956)). Wu then measured the beta decays of polarized 60Co nuclei and observed a

large asymmetry in the rate as a function of direction. The asymmetry was consis-

tent with maximal parity violation (Wu et al. (1957)). As a result of this experiment,

the neutrino was postulated to exist in only one helicity state. It was thought that

the neutrino helicity, the scalar product of the neutrino’s momentum and spin, is
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left-handed, i.e. the momentum and spin are anti-correlated, while the anti-neutrino

is right-handed, i.e. correlated momentum and spin. A year later, 1958, Goldhaber

et al. demonstrated that the neutrino is created only in the left-handed helicity

state (Goldhaber et al. (1958)).

This was important in establishing the form of the weak current. Initially, Fermi

defined the leptonic and nucleon currents as a Lorentz invariant vector. Gamow

and Teller, as mentioned earlier, added an axial vector component. The experiments

above, along with further studies of nuclear recoils, established that the weak current

should have the form of the difference between a vector minus an axial vector, V-A.

This form of the current maximizes parity violation and only couples to left-handed

helicity states (Halzen and Martin (1984)).

2.4 Standard Model Electroweak Interactions

By the 1960s, the modern model of the weak interaction by Glashow-Weinberg-

Salam (GWS) was taking form. It merged together the electromagnetic force with

the weak interactions. The combined electroweak force is modeled as a gauge field

with SU(2)LbU(1) symmetry (Halzen and Martin (1984)). The SU(2)L symmetry

defines the weak isospin group. The representation of the fermion fields is guided by

experiments above, namely that the neutrino is left-handed and the weak interaction

ought to have a V-A structure. The left-handed fermion fields are grouped into

an isospin doublet composed of a lepton and neutrino pair (and a pair of quarks).

Also defined is a right-handed lepton that is a weak isospin singlet. The symmetry

is spontaneously broken through the Higgs mechanism and leads to masses for the

leptons and quarks. The symmetry breaking of the electroweak interaction also leads

to a set of massive vector bosons, the W˘ and Z0, that mediate the weak interaction.

The Standard Model specifies that, neglecting gravity, the neutrino is only able

to interact with other matter through the exchange of these bosons via charged-
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current and neutral-current interactions. In the charged-current interaction, a neu-

trino changes into a lepton (or vice versa) while exchanging a W˘ vector boson with

another particle such as different lepton-neutrino pair or a quark. In the neutral-

current interaction, a neutrino exchanges a Z0 vector boson with another particle

such as another lepton-neutrino pair or a quark. For the neutral-current interac-

tion, the flavor of the neutrino is irrelevant. Feynman diagrams showing the weak

interaction vertices involving neutrinos are shown in Figure 2.2.

It turns out that Fermi’s theory of weak interactions was just a low energy descrip-

tion of the charged-current interactions mediated by the W˘. At the time the GWS

model was proposed, the other predicted interaction, the neutral-current interaction,

was not yet observed. In 1973, neutrinos played a role in affirming the GWS model as

correct, when neutral-current neutrino interactions were detected in the Gargamelle

experiment at CERN (Hasert and et. al. (1973)) and at Fermilab (Benvenuti and al

(1974)).

Later, the coupling between neutrinos and the neutral boson, Z0, would tell us

something about the leptons as the measurement of Z0 boson decays showed that

the Z0 couples to exactly three generations of leptons (LEP Collaborations and the

LEP Electroweak Working Group (2001)).

νl l´

W˘

(a) charged-current interactions

νl νl

Z0

(b) neutral-current interactions

Figure 2.2: Neutrino interaction channels in the Standard Model. (a) Feynman di-
agram vertex for charged-current interactions where a neutrino changes into a lepton
(or vice versa) through the exchange of the W˘ vector boson with another parti-
cle. (b) Feynman diagram vertex for neutral-current interactions where a neutrino
interacts through the exchange of the Z0 vector boson. The W˘ and Z0 are the
intermediaries of the weak force in the Standard Model.
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2.5 The Solar Neutrino Anomaly

Around the same time that the electroweak model was being developed with the help

of the neutrino, experiments were proposed and built with the purpose of using neu-

trinos to study the nuclear reactions in the Sun, which were known to produce many

neutrinos. These experiments measured the neutrino flux from the Sun by count-

ing the number of nuclei that changed through the inverse beta decay interaction

between a neutrino and a nucleus. One such experiment, known as the Homestake

chlorine experiment , consisted of a large vat of C2Cl4 that recorded the interactions

of neutrinos through the conversion of chlorine atoms into 37Ar atoms by inverse

beta decay. The Ar atoms were then extracted by bubbling helium through the tank

and then counted in order to provide a measurement of the interaction rate (Davis

(1994)). With over 30 years of data, the experiment measured an average rate of

2.56 inverse beta decay captures per 1036 atoms per second, which was a unit known

as the SNU for “solar neutrino unit”. This was much less than the 7.6 SNU that was

predicted by models of the sun. Other experiments, such as SAGE and GALLEX,

which used 71Ga-based detectors, confirmed the deficit (Abazov et al. (1991))(Ansel-

mann et al. (1992)). The observation of missing neutrinos was known at the time as

the “solar neutrino problem” which went on for some time.

Eventually, the measurement of neutrinos coming from the atmosphere would also

turn up a deficit, this time in muon neutrinos. Further study would show that both

anomalies could be explained by the phenomenon known as neutrino oscillations,

which we describe in the next chapter.
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3

Neutrino Oscillations

Before continuing with the resolution of the solar neutrino anomaly and the exper-

imental evidence that established neutrino oscillations as the solution, we briefly

review the formalism and phenomenology of neutrino oscillations.

3.1 Neutrino Mixing

Neutrino oscillations occur because the flavor eigenstates of the weak interaction

are not simultaneous eigenstates of the mass. Therefore, flavor states, να, must be

expressible as the mixture of N mass states, νi, by

να “
N
ÿ

i

Uαiνi, (3.1)

where the unitary matrix, U , is a mixing matrix that captures the overlap between

the two bases. For this thesis, we analyze neutrino oscillations assuming the three

Standard Model neutrinos. Therefore, we continue by defining α as an index over

the three generations of neutrino flavors te, µ, τu and i as an index over three mass

states. However, we note that the number of mass states could be greater than three.
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Any additional mass states are referred to as sterile neutrinos and are considered a

possibility in explaining some anomalies in the measurement of neutrino oscillations.

For a review of these anomolies please see (Conrad et al. (2013)).

3.2 Vacuum Oscillations

The observation of neutrino flavor oscillations requires that a neutrino is created in

a known flavor, να, then later detected by a charged-current weak interaction such

that

νβ ` nÑ l´β ` p. (3.2)

The amplitude of detecting a diferent flavor, νβ, for neutrinos traveling through the

vacuum is

Aαβ “
ÿ

i

eiqixU˚αiUβi, (3.3)

where qi is the 4-momentum of mass state i, and x is the 4-vector, (t,L), of the

measurement which occurs at time t after a distance, L. Furthermore, we have

removed some irrelevant overall phase factors.

Oscillations occur as long as the distance between the creation and observation of

the neutrino is short enough that the wave packets of the neutrino mass states still

overlap (Cohen et al. (2008)). The probability of observing the oscillation is then

PαÑβ “ |Aαβ|2 (3.4)

“ δαβ

´4
ř

iąj RetU˚αiUβiUαjU
˚
βju sin2p

∆m2
ijL

4E
q

`2
ř

iąj ImtU˚αiUβiUαjU
˚
βju sinp

∆m2
ijL

2E
q

(3.5)

where ∆m2
ij “ m2

i ´m
2
j , and we have used the fact that the phase between two mass
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states, φ “ pqi ´ qjqx, can be expressed as t
m2
i´m

2
j

Ei`Ej
. We also use Ei `Ej « 2E, since

the mass of the neutrino (ă 1 eV) is thought to be much smaller than the energies

of current experiments (ą1 MeV) (Cohen et al. (2008)). Note that we have used

natural units (c “ ~ “ 1).

3.2.1 Two-flavor Oscillation Probability

In order to briefly demonstrate the phenomenology of oscillations, we can simplify

above expression by looking the case of a two-neutrino model. In this scenario, the

mixing matrix is a 2x2 unitary matrix with one degree of freedom. We then express

the flavor states as a mixture of mass states by

U2ν
αi “

ˆ

cos θ sin θ
´ sin θ cos θ

˙

(3.6)

where θ, the mixing angle, parameterizes the mixing matrix. Calculating the oscil-

lation probability in vacuum through the same manner as above, the probability of

observing an initial neutrino of flavor α being detected later as β is

PαÑβ “ sin2 2θ sin2 ∆m2L

4E
(3.7)

and the probability of a neutrino of flavor, α, staying the same is

PαÑα “ 1´ sin2 2θ sin2 ∆m2L

4E
(3.8)

where ∆m2 is the splitting between the squared masses, m2
2 ´m2

1. Note that here

and above, we have used natural units.

From Equations (3.7) and (3.8), it is clear that the probability of being in one

flavor state or the other is sinusoidal in L{E. This dependence on L{E will turn

out to be a key signature of oscillations. The maximum extent to which the flavor

amplitudes increase and decrease is modulated by the mixing parameter, θ, or in
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other words by how much the mass states are mixed with the different flavor states.

For a neutrino to oscillate back and forth between two flavors completely, the mixing

between the mass and flavor states must be maximal, i.e. θ “ π
4

or, equivalently,

cos θ “ 1?
2
. The frequency at which oscillations occur is set by the difference between

the square of the masses, ∆m2. We note that it is customary for neutrino oscillation

experiments to report the results of their measurement as a value for the mixing

angle and mass squared difference.

3.3 Oscillations in Matter

The relatively simple formalism of oscillations in vacuum must be modified when

neutrinos pass through matter. As they do, the neutrinos may undergo interactions

with the matter via the weak interaction. One channel is through the neutral-current

interaction. However, the neutral-current interaction occurs for all flavors of the

neutrino. As a result, the neutral-current interaction will produce a common phase

for all components of the neutrino and, in the end, does not impact oscillations as

this overall phase is inconsequential. However, only the electron neutrino feels an

additional scattering potential with the electrons in matter through the charged-

current interaction. The resulting effective potential the electron neutrinos feel is

expressible as

Ve “ ˘GFne (3.9)

where GF is Fermi’s constant and ne is the electron number density of the matter.

The potential produces an asymmetry in the interactions between the different flavor

components of a neutrino as it moves though matter. The result are transitions

between flavors similar to oscillations (Wolfenstein (1978)). This phenomenon is

known as the MSW effect for Mikheyev, Smirnov, and Wolfenstein.

We demonstrate the phenomonenlogy of the MSW effect by examining two-
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neutrino mixing and oscillations where one component is the electron neutrino. The

neutrino is then assumed to be passing through a medium with constant density. In

this model, the Hamiltonian in vacuum is, in the mass basis,

Hvac “

ˆ

E1 0
0 E2

˙

« pI `

˜

m2
1

2E
0

0
m2

2

2E

¸

. (3.10)

We define the neutrino mixing by

ˆ

νe
νβ

˙

“

ˆ

cos θ sin θ
´ sin θ cos θ

˙ˆ

ν1

ν2

˙

(3.11)

in order to establish the νe component. We add to the vacuum H an effective

potential that only appears in the e-e component of the weak basis

Hm “

ˆ

Ve 0
0 0

˙

. (3.12)

The total effective Hamiltonian in the weak basis is

H “ UHvacU
:
`Hm “

∆m2

2E

ˆ

sin2 θ ` 2E
∆m2Ve ´ sin θ cos θ

´ sin θ cos θ cos2 θ

˙

. (3.13)

Not that we have subtracted off terms proportional to the identity that will produce

an overall phase in the amplitude. Such phases become irrelevant in the expression of

the oscillation probability. The Schrodinger equation that governs the time evolution

of the flavor states is

i
d

dt

ˆ

νe
νβ

˙

“ H

ˆ

νe
νβ

˙

, (3.14)

which, when changing to a diagonal basis of H, becomes

i
d

dt

ˆ

νM1
νM2

˙

“ H̃

ˆ

νM1
νM2

˙

, (3.15)
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where νM1 and ν2
M define a new basis of ‘matter neutrinos’ for H̃ “ 1

4E
diagp´∆m2

M ,∆m
2
Mq

and να “ UT
Mν

M
1 . The eigenvalues are ˘∆m2

M “ ˘∆m2

4E
fm where

fm “

c

sin2 2θ ` pcos 2θ ´
2E

∆m2
V e
mq

2. (3.16)

The ‘matter’ mixing matrix, UM , is

UM “

ˆ

cos υM sin υM
´ sin υM cos υM

˙

. (3.17)

The end result is that the two-neutrino oscillation probability in terms of the ‘matter

variables’ υM and ∆m2
M looks like the vacuum oscillation formula with

PeÑα “ sin2 2υM sin2 ∆m2
ML

E
, (3.18)

where it turns out that

cos 2υM “
1

fm
pcos 2θ ´

∆m2

2E
Veq (3.19)

sin 2υM “
1

fm
psin 2θq.

From Equation (3.18), we can see that the passage of neutrino through matter

changes the oscillation probability compared to the vacuum case.

There are two things to point out. First, there exists a resonance effect described

by Mikheyev and Smirnov (Mikheev and Smirnov (1985)). From Equation (3.18), we

note that the extent of mixing between the states is a combination of the neutrino

mixing angle, θ, and the flavor transition due to the MSW effect. A resonance occurs

when sin2 2υM “ 1 or when

ne “
∆m2 cos 2θ

2
a

p2qGFE
(3.20)
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For a neutrino passing through a medium for long enough at this density, maximal

oscillations occur between one flavor state and the other. Note that this simple

example was for a constant density. The phenomenon of matter flavor transitions is

fairly rich when one considers different varying density profiles (Parke (1986a))(Parke

(1986b)).

The second thing to note from Equation (3.18) is that the matter effects can

determine the sign of the mass splitting. This is in contrast to the vacuum oscillation

case. To see this, note that in the mass splitting parameter, ∆m2
M , there is a term

p∆m2´2EVe{ cos θq2. Here, the matter potential, Ve, is part of a term that adds to or

subtracts from the vacuum mass splitting depending on the latter’s sign. Therefore,

experiments where matter effects are a significant factor, i.e. experiments where

neutrinos must travel long distances through matter, can distinguish the sign of

the vacuum mass splitting term. This is not possible from the leading terms of

the vacuum oscillation probabilities (see Equation 3.5) where the mass splitting is

inside a sinusoidal-squared factor. In such a case, only the absolute value of the

mass-squared splitting produces observable effects to the probability.

For three-flavor matter oscillation, it is not possible to solve the probability for-

mula so elegantly. For the analysis described here, we use expressions from (Barger

et al. (1980)) which are for oscillations through matter of constant density. Then for

arbitrary density profiles, we numerically solve for the probabilities by iterating the

oscillation probability calculation through a series of constant density slabs (Wendell

(2008)).

3.4 Resolution of the Solar Neutrino Anomaly

As mentioned in the previous chapter, experiments to study the nuclear reactions in

the sun through the rate of emitted neutrinos seen on Earth turned up an anomaly

where only one third of the expected number of neutrinos were observed. For many
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decades, the anomaly went unresolved as many believed either the model of the sun

or the experiments were in error. But then in the late 1980s, several experiments

which were built to look for proton decay would measure hints of missing neutrinos.

This would eventually lead to evidence establishing that neutrino oscillations were

the explanation for both.

3.4.1 More Missing Neutrinos

It was clear to those who were building experiments to look for proton decay that

the process they were attempting to observe was at best rare (and indeed the de-

cay has not been seen to this day). Therefore, large detectors were built in order

reach the necessary abundance of protons to observe. The detectors were also housed

underground in order to shield them from cosmic ray muons. However, one of the

backgrounds intrinsic to this setup would be the presence of charged particles, mostly

muons and electrons, produced from neutrino interactions occurring in the detectors.

Most of the neutrinos that seen in the detectors derive from cosmic ray particles col-

liding with the Earth’s atmosphere. The collisions produce various particles that

eventually decayed into neutrinos that could travel into the detectors from all direc-

tions, even from below, as neutrinos can easily pass through the Earth.

Therefore, as an important background, the experiments measured the flux of

neutrino events seen versus expected. One of these experiments, IMB, reported in

a paper published in 1986 that a significant disagreement in the fraction of events

that were tagged as coming from a muon neutrino interaction (Haines et al. (1986)).

Later in 1988, another proton decay experiment, Kamiokande, would also publish

that they too observed a deficit in the number of muon neutrinos measured when

compared to expectation (Hirata et al. (1988)).

However, the existence of an anomaly was not immediately clear. Both IMB and

Kamiokande employed a type of detector known as a water Cherenkov detector. (This
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type of detector is also used by T2K and will be discussed in more detail in Chapter 4.

When two other experiments, Frejus (Berger et al. (1989)) and (Berger et al. (1990))

and NUSEX (Aglietta et al. (1989)), which employed a different detector based on

iron, measured the muon neutrino rate in their detectors, they did not observe the

deficit seen by IMB and Kamiokande. But the anomaly continued to persist.

In 1991, IMB would again report a discrepancy in the fraction of neutrino inter-

actions coming from muon neutrinos, this time seen by two algorithms to distinguish

between muon and electron neutrino events (Casper et al. (1991)). The possibility

of oscillations was mentioned, but no other corroborating observation could be sig-

nificantly detected. As discussed early this chapter, oscillations depend on both the

distance the neutrino travels and the energy it has. Therefore, the IMB group looked

for signs of the deficit in both the energy of the particles seen in the detector along

with the zenith angle of the particles with respect to the axis of the detector. The

latter variable ought to correlate with the direction the neutrino was passing through

the tank and ultimately the distance the neutrino travel from which ever point in

the atmosphere it was created. with the direction of the neutrinos was seen. IMB

claimed that though the ratio of muon neutrino to electron neutrino events was low,

it was not yet significant enough to require the explanation of neutrino oscillations.

But in 1992 Kamiokande, like IMB, again reported the observation of a deficit

in the number of muon neutrino seen (Hirata and others (1992)). Furthermore,

they reported to observe that the deficit could also be seen in the distribution of

muons observed in the detector. The momentum dependence seen was shown to be

consistent with the possibility of neutrino oscillations, specifically the disappearance

of muon neutrinos.
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3.4.2 Atmospheric Neutrino Oscillations

Finally in 1998, the next generation of the Kamioka experiment, Super-Kamiokande,

provided clear evidence that the atmospheric neutrino anomaly was consistent with

neutrino oscillation (Fukuda et al. (1998)). Their data showed that when the num-

ber of muon neutrino interactions as a function of the zenith angle of the observed

muon the deficit in the number of observed than expected was larger the longer the

distance the neutrino traveled through the Earth. Figure 3.1 shows the zenith angle

plot from (Fukuda et al. (1998)). This disappearance as a function of zenith an-

gle was then confirmed by other experiments a few years later by experiments like

MACRO (MACRO Collaboration (2001)) and SOUDAN 2 (Mann (2001))(Sanchez

(2001)).

However, even through the correct correlation of the disappearance of muon neu-

trinos with distance and energy was seen by these experiments, it was still possible

that other phenomenon such as neutrino decay or neutrino decoherence was respon-

sible for what was observed. Both of these processes would lead to the disappearance

of neutrinos after some distance. The true signature for oscillations, as mentioned

above, would be an L{E dependence. This was reported in 2004, when Super-K

had enough collected enough atmospheric neutrino data to observe this L{E sig-

nature of oscillations and thereby rule out the competing alternatives (Ashie et al.

(2004)). Figure 3.2 shows the ratio of observed number of events to the prediction

with oscllations as a function L{E.

In addition to the observation of the correct L{E dependence, another experi-

ment, K2K (for KEK-to-Kamioka), set out to measure muon neutrino disappaearance

in a controlled experiment. The result from Super-K uses neutrinos from the atmo-

sphere which both require a model of the flux of incoming neutrinos that, in principle,

could contain uncertainties that were not accounted for. Therefore, the idea behind
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Figure 3.1: Angle of in-coming neutrinos from the atmosphere as observed by the
Super-Kamiokande detector. The direction is given as the zenith angle with respect
to the upward direction of the detector, i.e. cos θ “ 1 corresponds to neutrino-
induced leptons moving downward from top to bottom and cos θ “ ´1 corresponds
to neutrino-induced leptons moving upware from bottom to top. The neutrinos in
the left plot have a measured momentum of 0.4 to 1.0 GeV. The neutrinos in the
right plot have energies greater than 1.0 GeV. The hashed boxes show the expected
number of neutrinos assuming no oscillations. The markers with error bars indicate
the observed number of events. The deficit in the number of muon neutrinos coming
up from below the detector was the first clear evidence for neutrino oscillations.
Figure from Fukuda et al. (1998).

the K2K experiment was to use an accelerator at the KEK facility in Japan to direct

a beam of mostly muon neutrinos at the Super-K detector. In principle, the beam of

neutrinos was a source experimenters had control over and understood well. In 2003,

they reported an indication of muon neutrino oscillations and successfully confirmed

what had been seen in the atmospheric neutrino measurement by Super-K (Ahn

et al. (2003)).

3.4.3 Resolution of the Solar Neutrino Anomaly

Shortly after the atmospheric neutrino was explained to evidence of neutrino oscil-

lations, the solar neutrino, too, was proven to be the result of the disappearance

of electron neutrinos from the sun. The Sudbury Neutrino Observatory (or SNO),

would make the measurement establishing this fact.

The SNO experiment was able to measure both charged-current and neutral-
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Figure 3.2: Ratio of observed events to expectation for no oscillations from the
Super-K experiment. Events are plotted as a function of L{E. This was the first
measurement of oscillations in the number of events as a function of L{E. Compet-
ing models for the neutrino disappearance seen in earlier measurements are shown.
Neutrino decay is in red; neutrino decoherence in blue. Figure from (Ashie et al.
(2004)).

current interactions in their detector, which was composed of a large tank of heavy

water. The only charged-current interactions that could be seen in the detector would

be from the electron neutrino component. The low energy of solar neutrinos from

the sun (tens of Mev) meant that the muon neutrino componnt did not have enough

energy to produce muon neutrinos. Neutral-current interactions, in contrast to the

charged-current channel, are insensitive to the flavor of the neutrino and therefore

can occur regardless of what mixture of flavor states the neutrino happens to be in

as they passed through the SNO detector. SNO, therefore, was able to measure the
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solar neutrino flux, φ, here given in units of 106cm´2s´1, to be

φCC “ φpνeq “ 1.76˘ 0.01 (3.21)

φNC “ φpνeq ` φpνµq ` φpντ q “ 5.09˘ 0.63, (3.22)

The standard solar model predicted a flux of φSSM “ 5.05˘ 1.01. This flux matched

the solar model. It also was composed not only of νe but also the two other flavors.

Therefore, neutrinos produced by the Sun, which are only made as νe, were shown

to oscillate into the other flavors which were still present (Ahmad et al. (2002)).

The measurement design for the type of flavor oscillation observed is dictated

strongly by the energy at which the experiments are performed. It is conventional to

divide measurements into two types: appearance and disappearance. In appearance

measurements, the aim is to observe the transition between one flavor and another,

PαÑβ. In disappearance experiments, one measures the probability that the same

flavor is observed. Often in disappearance measurements, the energy of the neutrinos

will be too low to produce interactions that can produce the other flavors. For exam-

ple, consider oscillation measurements at reactors where anti-neutrinos are produced

typically at energies around tens of MeV. At these energies, charged-current inter-

actions that would production muons and tau leptons are energetically forbidden.

As a result, at a distance where neutrinos are in a state composed of mostly muon

and tau components, most neutrinos will simply pass through a detector positioned

there. Such an experiment will observe that most of the neutrinos have disappeared.

For the T2K experiment, the distance over which the neutrinos travel and the en-

ergies at which they are produced have been optimized for the measurement of muon

neutrino disappearance and muon to electron neutrino appearance. The former, the

measurement of muon neutrino disappearance, is the topic of this dissertation.
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Figure 3.3: Infographic displaying some of the neutrino sources used in the mea-
surement of neutrino oscillations. The type of oscillation measured is illustrated by
the neutrino cartoons in the corner of each source. Below the pictures of the source,
past and present experiments that have measured neutrino oscillations are listed.
The list of experiments shown is certainly not complete.

3.5 Current State of the Oscillation Measurements

Over the last couple of decades there has been a lot of experimental effort in mea-

suring different flavor oscillations using diverse sources of neutrinos. These sources

of neutrinos include the Sun, nuclear reactors, cosmic ray impacts in the upper at-

mosphere, the core of the Earth and accelerators. The experiments range over many

decades of neutrino energy and distances between source and detection. The collec-

tive aim of the experiments has been to measure the elements in the PMNS mixing

matrix Uαi, in Equation (3.1). The experiments report back the value of parameters

in this matrix that follow a convention we describe below.

3.5.1 PMNS Neutrino Mixing Matrix

The PMNS mixing matrix is conventionally parameterized as a product matrices.

This structure derives from the fact that it is possible to construct a N ˆN unitary

matrix through the product of NpN ´ 1q{2` 1 NxN unitary matrices (Murnaghan

(1962)). NpN ´ 1q{2 of these matrices are constructed to mix only 2 components at
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a time and are parameterized by a mixing angle and phase such that

Uijpθ, φq “

¨

˚

˚

˚

˚

˚

˚

˚
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˚

˚

˚

˚

˚
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. . .

1
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˛

‹
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‹
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‚

,

(3.23)

where i and j are the indices for the mixed components. The other N ˆN matrix is

composed of N phases along the diagonal, UDpφ1, ..., φNq “ Diagpeiφ1 , eiφ2 , ..., eiφN q.

The end result is a unitary matrix

U “
ź

iąj

Uijpθij, δijq ˆ UDpφ1, ..., φNq (3.24)

that is parameterized by NpN ´ 1q{2 mixing angles and NpN ` 1q{2 phases.

However, not all of the phases are used. This is because in the context of observ-

able interactions, the definition of the fermion fields can be given arbitrary phases

which can be chosen to cancel some of the phases in the PMNS matrix. To see this,

take for example the leptonic charged-current where the neutrinos are in the mass

basis,

JαCC “ l̄aγαabU
b
i ν

i (3.25)

where la are the N lepton fields; νi are N neutrino mass states; and Ubi is the unitary

neutrino mixing matrix. For Dirac neutrinos, we can redefine both the lepton and
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neutrino fields by adding an arbitrary field such that

l1a Ñ eiαala (3.26)

ν 1i Ñ eiβiνi. (3.27)

The current then becomes

J 1αCC “
N
ÿ

a

N
ÿ

b

N
ÿ

i

l̄ae´iαaγαabU
b
i e
iβiνi. (3.28)

Therefore, one can redefine the matrix, U , to be

U 1 “ A:pαqUBpβq (3.29)

where

A: “ e´iαNDiagpe´ipα1`αN q, e´ipα2`αN q, .., e´ipαN´1`αN q, 1q, and (3.30)

B “ eiαNDiagpeipβ1´αN q, eipβ2´αN q, ..., eipβ3´αN qq (3.31)

both contain the lepton and neutrino phases. Note that an overall phase has been

extracted from both A and B in order to emphasize that the phases can be defined

up to an overall phase. The end result is that there are now 2N ´ 1 phases that can

be used to remove some of the NpN ` 1q{2 phases in the original unitary matrix,

U . The final mixing matrix can then be parameterized by NpN ` 1q{2 ´ p2N ´ 1q

phases for the case of Dirac neutrinos. For Majorana neutrinos, the neutrino phases

are not free but are fixed by the Majorana condition, leaving only the phases of the

N leptons. Also, because only the lepton phases are free, there is no longer the

overall phase degree of freedom, so the final number of phases in the PMNS matrix

for Majorana neutrinos are NpN ` 1q{2 ´ N phases. For three neutrinos, there is

only 1 phase left in the mixing matrix in the Dirac case and 3 phases left in the

Majorana case.
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The PMNS mixing matrix is conventionally defined as

Uαi “ U
atm{beam
αl ˆ U reactor

lm ˆ U solar
mn ˆ Umaj.

ni (3.32)

“

¨

˝

1 0 0
0 c23 s23

0 ´s23 c23

˛

‚

¨

˝

c13 0 s13e
iδCP

0 1 0
´s13e

´iδCP 0 c13

˛

‚

¨

˝

c12 s12 0
´s12 c12 0

0 0 1

˛

‚Umaj.,

where cij “ cospθijq, sij “ sinpθijq, and

Umaj.
ni “

¨

˝

eiφ1{2 0 0
0 eiφ2{2 0
0 0 1

˛

‚. (3.33)

The phases in the Umaj are non-zero only if the neutrino is Majorana. This leaves

the correct number of phases for both Dirac and Majorana cases. Note that the

Majorana phases do not affect neutrino oscillations.

The measurement of the parameters in this matrix along with the mass squared

differences has been the aim of numerous experiments. The measurement design

for the type of flavor oscillation observed and, therefore, the sensitivity to specific

parameters is dictated strongly by the energy and baseline at which the experiments

are performed. It turns out that oscillations occur at two quite different scales of

L{E, due to one mass splitting being much larger than the other, where the larger

splitting is ∆m2 « 2.4ˆ10´3 eV2/c4 and the smaller one is ∆m2 « 7.5ˆ10´5 eV2/c4.

With the right choice of baseline and energy, it is possible to isolate an oscillation

effect that can be described to first order as oscillations between two flavors. This is

useful in setting up experiments to measure certain parameters.

It is conventional to divide measurements into two types: appearance and disap-

pearance. In appearance measurements, the aim is to observe the transition between

one flavor and another, PαÑβ. In disappearance experiments, one measures the prob-

ability that the same flavor is observed. Often in disappearance measurements, the

energy of the neutrinos will be too low to produce interactions that can produce
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the other flavors. For example, consider oscillation measurements at reactors where

anti-neutrinos are produced typically at energies around tens of MeV. At these en-

ergies, charged-current interactions that would production muons and tau leptons

are energetically forbidden. As a result, at a distance where neutrinos are in a state

composed of mostly muon and tau components, most neutrinos will simply pass

through a detector positioned there. Such an experiment will observe that most of

the neutrinos have disappeared.

For the T2K experiment, the distance over which the neutrinos travel and the en-

ergies at which they are produced have been optimized for the measurement of muon

neutrino disappearance and muon to electron neutrino appearance. The former, the

measurement of muon neutrino disappearance, is the topic of this dissertation.

The labels of the submatrices in Equation (3.33), are defined by convention and

roughly correlate with the type of experiment that is associate with either the first

or currently the most precise measurement of their values. In the next sections, we

briefly describe the experiments responsible for the current best measurements.

3.5.2 Solar Sector: sin2pθ12q and ∆m2
21

The current values parameters sin2pθ12q and ∆m2
21 come from the combination of ex-

periments measuring neutrinos from the Sun and nuclear reactors. The oscillations

of solar neutrinos are measured by Super-K (described in detail later in Chapter 4)

and SNO (described earlier in this chapter). For the oscillation measurement of

neutrinos produced by nuclear reactions, one of the most important for the solar pa-

rameters is by the experiment, KamLAND. KamLAND using anti-neutrinos coming

from nuclear reactors measured anti-electron neutrino disappearance. The neutrinos

KamLAND measured were from sources at most 1000 km away. As a result, they

were exposed to sources whose ranges of L{E together allowed the experiment to

make a precise measurement of the characteristic sinusoidal L{E dependence of neu-
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trino oscillations (Araki et al. (2005)). KamLAND’s ability to measure the shape

of this dependence precisely provides a strong constraint on the value of the mass

splitting, ∆m2, that governs solar oscillations (Abe et al. (2008)). Figure 3.4 shows

the number of events observed as a function of L{E.

Figure 3.4: Ratio of observed events to expectation for no oscillations as a function
of L{E. Measurement by the KamLAND experiment (Araki et al. (2005))

Large mixing angle or matter effect

An important effect that must be considered in the current measurements of the solar

parameters is the role of matter effects in solar neutrino oscillations. As discussed in

Section (3.3), flavor transitions can also be caused by the neutrino’s passage through

matter. Actually, for some time, the solar neutrino results could be interpreted as

either the consequence of a large value for the mixing angle sin2pθ12q or as the result

of a small mixing angle value enhanced by matter effects due to the the passage of

solar neutrinos out of the dense Sun (Parke and Walker (1986)). Eventually in 2003,

global analyses combined the results of many different experiments and selected the
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large mixing angle solution (Fogli et al. (2003)). However, the matter effect still

contributes a large enough effect that the global fits were able to resolve the sign of

the neutrino mass splitting ∆m2
solar. The fits determined that m2 ą m1.

Current values

The oscillations described above are primarily governed by the PMNS parameters,

sin2pθ12q and ∆m2
21. Together, the three experiments, Super-K, SNO, and Kam-

LAND, put the tightest constraints on the solar parameters. Figure 3.5 plots the

constraints on these parameters from the three experiments. (The figure shows fre-

quentist confidence-level allowed regions for the values of the parameters. For a brief

reminder of what these allowed regions signify, see Appendix A). Note, however, that

the figure below is the result of a very recent analysis. In the oscillation described

in this thesis, the value for the solar values come from an older global fit which are

recorded in the 2012 PDG (Beringer and Particle Data Group (2012)).

3.5.3 Atmospheric/Beam Sector: sin2pθ23q and ∆m2
32

The experiments that currently put the tightest constraints on these parameters

are ones measuring neutrinos produce in the atmosphere and by accelerators. At-

mospheric neutrinos are produced in the collision of cosmic rays (typically protons)

with the upper atmosphere. The collisions produce many types of particles, one type

of which, pions, decay to a muon and a muon neutrino. As discussed above, the mea-

surement of atmospheric neutrinos have played an important role in the history of

neutrino oscillations, and they continue to do so as the measurement of atmospheric

neutrino oscillations by Super-K is one of the best measurements of the atmospheric

sector parameters.

Lately, the experiments providing the most precise measurements of these pa-

rameters are the ones which utilize neutrinos produced at accelerators. Two of the
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survival probability at 10 MeV). Similarly, the SNO 
measurement can be converted to an SK-I day/night 
asymmetry value of -2.9±1.9%. In this way, SK and 
SNO measure the day/night survival probability 
asymmetry at 10 MeV as -5.1±1.8%, or the SK-I 
day/night asymmetry as -2.9±1.0%. This combined 
result differs from zero by 2.9σ. The expected 
day/night asymmetry for these oscillation parameters 
is -5.69% (10 MeV day/night asymmetry) or -3.22% 
(SK-I day/night asymmetry). 
 
6. Oscillation Analysis 

 We analysed the SK-IV elastic scattering rate, the 
recoil electron spectral shape, and the day/night 
variation to constrain the solar neutrino oscillation 
parameters. We then combined the SK-IV constraints 
with those of previous SK phases as well as other solar 
neutrino experiments. The measured elastic scattering 
rates db

p±σb
p in energy bin b and phase p are fit to 

calculations bb
p (from 8B neutrinos, scaled by flux 

parameter β) and hb
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flux parameter η). The spectrum+rate χ2 of SK phase p 
is then 

 

χ p
2 =

dbp − fp ν,εp,ρp( )× βbbp sin2θ12,∆m21
2( )+ηhbp( )

σ b
p

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟b=1

Np

∑
2

= χ p,min
2 + β −βmin

p η −ηmin
p( ) ⋅Cp ⋅

β − βmin
p

η −ηmin
p

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

 
where fp is the spectral distortion due to the neutrino 
spectrum uncertainty, energy scale, and energy 
resolution uncertainty described by the nuisance 
parameters ν, εp, and ρp. We assume a fixed value for 
θ13: sin2θ13=0.025 (based on [7]). The minimum, the 
best-fit neutrino fluxes, and a 2×2 curvature matrix Cp 
uniquely describe the χ2 of phase p. Before combining 
the phases, we scale the curvature matrix to account 
for the additional systematic uncertainty of the total 
rate (integrated over all energies; for SK-III and IV see 
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 Initially, we leave out the constraining terms for the 
neutrino flux parameters β (second term) and η (third 
term). The day/night variation data of each SK phase is 
represented by a log(likelihood) difference between 
the case of a day/night variation as predicted by the 
oscillation parameters, and a constant interaction rate 
(see [5] for details). The log(likelihood) differences of 

all SK phases are added, multiplied by -2, and added to 
the spectral (and total rate) χ2. Figure 6 shows the 
resulting excluded areas of solar neutrino oscillation 
parameters. In the right panel of Figure 6 there is a 
slight tension between this and KamLAND’s 
measurement of the solar ∆m2 (unlike Figure 5).  Even 
though the expected amplitude agrees well within 1σ 
with the fitted amplitude for any ∆m2 in either the 
KamLAND or the SK range, the SK data somewhat 
favor the shape of the variation predicted by values of 
∆m2 that are smaller than KamLAND’s. 
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Fig. 7. Solar neutrino oscillation parameter regions allowed by 
Super-Kamiokande rate, spectral and day/night data at 1, 2, 3, 4, and 
5σ confidence levels (solid lines). Overlaid (dashed lines) are the 
allowed regions from KamLAND data at 1, 2, and 3σ confidence 
levels and a combined fit (dotted lines). 
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Fig. 8. Solar neutrino oscillation parameter regions allowed by 
Super-Kamiokande rate, spectral and day/night data and SNO rates, 
spectral and day/night data at 1, 2, 3, 4, and 5σ confidence levels 
(solid lines). Overlaid (dashed lines) are the allowed regions from 
KamLAND data at 1, 2, and 3σ confidence levels and a combined fit 
(dotted lines). 
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Figure 3.5: Recent neutrino oscillation measurements of the parameters in the
so-called solar sector. CL allowed regions for 1, 2, 3, 4, and 5 σ for the Super-
K experiment (Smy and Collaboration (2013)). The regions for 1, 2, and 3 σ for
the KamLAND experiment is overlaid (Abe et al. (2008)). Figure from (Smy and
Collaboration (2013)). Super-K and KamLAND combined allowed regions for 1, 2,
and 3 σ are also shown. The bet fit values and 1 σ ranges are listed at the top of
the plot for different combination of experiments.

strongest constraints come from the accellerator experiment MINOS and the pre-

vious numu-disappearance measurement made by T2K, also an accelerator experi-

ment. Figure 3.6 shows the current allowed regions from Super-K (Himmel (2013)),

MINOS (MINOS Collaboration et al. (2014)), and the previous T2K analysis (Abe

et al. (2013b)).

Making a more precise measurement of these two parameters is the goal of the

analysis presented in this thesis.

As an additional note, the Super-K atmospheric neutrino sample measures neutri-

nos over a very large range of energies and distances. This makes Super-K sensitive

to the full complement of oscillation signals, although some produce only a small
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Figure 3.6: Allowed regions for sin2pθ23q and ∆m2
32 (assuming the normal hierar-

chy) from Super-K, MINOS, and a previous analysis from T2K. These regions were
the best constraint on these parameters before the work of this dissertation. MINOS
contours from (MINOS Collaboration et al. (2014), Super-K atmospheric neutrino
contours from (Himmel (2013)), and T2K contours from (Abe et al. (2013b)).

effect. Recently, the statistical evidence of tau neutrino appearance was reported in

Super-K (Abe et al. (2013a)).

3.5.4 Reactor Sector: sin2pθ13q and δCP

Up until the summer of 2011, experiments aiming to measure the value of sin2pθ13q

were consistent with zero. The most sensitive experiment, Chooz, put an upper limit

of sin2p2θ13q ă 0.1 at 90% CL (Apollonio et al. (1999)). There was much interest

at the time to determine if θ13, was non-zero, and if so, what its value was. Besides

interest in the parameter itself, a value of non-zero θ13 was necessary to search

for possible CP-violation in neutrino oscillations, which will be discussed later in

Section 3.6.3.

Then in the summer of 2011, T2K reported the first indication of non-zero
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sin2p2θ13q (Abe et al. (2011a)). This was followed by another hint from an electron

neutrino appearance search by the experiment MINOS (Adamson et al. (2009)). For

the T2K appearance measurement, it was observed that most of the electron neu-

trino events seen were upstream in the detector, Super-K. This motivated a check

to rule out unforeseen backgrounds, especially from possible beam neutrino induced

backgrounds coming from outside the Super-K detector. A description of this check

can be found in Appendix C.

Shortly after the indication from T2K, several reactor experiments measured the

value of sin2p2θ13q to be fairly large. These experiments measured the disappearance

of electron anti-neutrinos. They consist of detectors of liquid scintillators instru-

mented with PMTs that are placed within several kilometers of nuclear reactors.

They typically include putting one (or a set of detectors) near the reactor about a

few 100s of meters away and another detector (or set) a couple of kilometers away.

The purpose of the near and far detectors is to measure the neutrinos before and af-

ter the oscillation occurs. The detectors are filled with a liquid with a high hydrogen

content, such as organic solvents, in order to provide free protons to detect neutrinos

through inverse beta-decay

ν̄e ` pÑ e` ` n. (3.34)

The liquid is also emits light when energy is deposited into the medium by ionization.

For the inverse beta-decay event, there will be a very unique coincidence signature

that can be used to select them from any potential backgrounds. The positron

from the initial inverse beta-decay interaction will produce a prompt signal of light.

Then, by doping the scintillator with some neutron absorber (a common one is

gadolinium), the neutron when later captured produces a delayed gamma signal that

can be detected.

The reactor experiments extract the value of θ13 by looking at the change in the
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Table 3.1: Table of oscillation parameter values as listed by the Particle Data Group
summary (Beringer and Particle Data Group (2012)). For ∆m2

32, the sign is unknown
and therefore the uncertainty is on the absolute value.

parameter value
sin2 θ12 0.311˘ 0.016
sin2 θ13 0.0251˘ 0.0034
sin2 θ23 [0.39,0.61] at 95% CL
∆m2

21 p7.5˘ 0.2q ˆ 10´5 eV2/c4

∆m2
32 p2.32`0.12

´0.08q ˆ 10´3 eV2/c4

total rate and/or the changes in the position spectrum. Figure 3.7 shows an example

of such a spectrum from one of the reactor experiments, Daya Bay (An et al. (2012)).

In the figure, a clear distortion in the spectrum can be seen due to electron anti-

neutrino disappearance. What was an unmeasured parameter a few years ago is now

one of the better measured parameters due to the precise measurements from the

reactor experiments. The averaged measured value as listed in the 2012 Particle

data group review was sin2 θ13 “ 0.0251˘ 0.0034 (Beringer and Particle Data Group

(2012)).

3.5.5 Summary of Current Measured Parameter Values

A table summary of the current best measured values of the oscillation parameters is

given in Table 3.1. Current outstanding issues related to the measurement of these

parameters are discussed in the next section.

3.6 Outstanding Questions

3.6.1 Mass Hierarchy

Given current experimental precision on the parameters, the oscillation probability

in vacuum is insensitive to the sign of the mass splittings. However, in matter, the

oscillation probability involving electron neutrinos does provide a means to distin-

guish the sign as discussed in Section 3.3. For the solar mass splitting, the passage
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The value of sin22!13 was determined with a "2 con-
structed with pull terms accounting for the correlation of
the systematic errors [28],

"2 ¼
X6
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whereMd are the measured IBD events of the dth AD with
backgrounds subtracted, Bd is the corresponding back-
ground, Td is the prediction from neutrino flux, MC, and
neutrino oscillations [29], !d

r is the fraction of IBD con-
tribution of the rth reactor to the dth AD determined by
baselines and reactor fluxes. The uncertainties are listed in
Table III. The uncorrelated reactor uncertainty is %r

(0.8%), %d (0.2%) is the uncorrelated detection uncer-
tainty, and %B is the background uncertainty listed in
Table II. The corresponding pull parameters are
(#r,"d,$d). The detector- and reactor-related correlated
uncertainties were not included in the analysis; the abso-
lute normalization " was determined from the fit to the
data. The best-fit value is

sin 22!13 ¼ 0:092( 0:016ðstat:Þ ( 0:005ðsyst:Þ;

with a "2=NDF of 4:26=4 (where NDF is the number of
degrees of freedom). All best estimates of pull parameters
are within its 1 standard deviation based on the correspond-

ing systematic uncertainties. The no-oscillation hypothesis
is excluded at 5.2 standard deviations.
The accidental backgrounds were uncorrelated while the

Am-C and (#,n) backgrounds were correlated among ADs.
The fast-neutron and 9Li–8He backgrounds were site-wide
correlated. In the worst case where they were correlated in
the same hall and uncorrelated among different halls, we
found the best-fit value unchanged while the systematic
uncertainty increased by 0.001.
Figure 4 shows the measured numbers of events in each

detector, relative to those expected assuming no oscilla-
tion. The 6.0% rate deficit is obvious for EH3 in compari-
son with the other EHs, providing clear evidence of a
nonzero !13. The oscillation survival probability at the
best-fit values is given by the smooth curve. The "2 versus
sin22!13 is shown in the inset.
The observed !&e spectrum in the far hall is compared to a

prediction based on the near-hall measurements in Fig. 5.
The disagreement of the spectra provides further evidence
of neutrino oscillation. The ratio of the spectra is consistent
with the best-fit oscillation solution of sin22!13 ¼ 0:092
obtained from the rate-only analysis [31].
In summary, with a 43 000 ton–GWth–day live-time ex-

posure, 10 416 reactor antineutrinos were observed at the
far hall. Comparing with the prediction based on
the near-hall measurements, a deficit of 6.0% was
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FIG. 4 (color online). Ratio of measured versus expected sig-
nal in each detector, assuming no oscillation. The error bar is the
uncorrelated uncertainty of each AD, including statistical,
detector-related, and background-related uncertainties. The ex-
pected signal is corrected with the best-fit normalization parame-
ter. Reactor and survey data were used to compute the flux-
weighted average baselines. The oscillation survival probability
at the best-fit value is given by the smooth curve. The AD4 and
AD6 data points are displaced by #30 and þ30 m for visual
clarity. The "2 versus sin22!13 is shown in the inset.
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FIG. 5 (color online). Top: Measured prompt-energy spectrum
of the far hall (sum of three ADs) compared with the no-
oscillation prediction from the measurements of the two near
halls. Spectra were background subtracted. Uncertainties are
statistical only. Bottom: The ratio of measured and predicted
no-oscillation spectra. The solid curve is the best-fit solution
with sin22!13 ¼ 0:092 obtained from the rate-only analysis. The
dashed line is the no-oscillation prediction.
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Figure 3.7: Top: Measured prompt-energy spectrum of the Daya Bay experiment’s
set of far detectors (a total of 3) is shown by the points. The predicted spectrum is
shown on by the line based on the measurements made at two sets of near detectors.
Bottom: The ratio of measured and predicted no-oscillation spectra in the top plot.
The solid curve is the Daya Bay best-fit solution when using only the total rate to
determine the best value of sin2 2θ13. From (An et al. (2012)).

of neutrinos through the Earth has allowed global fits to determine that m2 ą m1.

However, for ∆m2 in the atmospheric/beam sector, the sign of the mass splitting

has not yet been determined. This ambiguity often causes experiments to analyze

results under different assumptions of the mass ordering. In the so called ‘normal’

hierarchy, m3 ą m2 ą m1, while in the ‘inverted’, m2 ą m1 ą m3. It is conventional

to label the mass splitting terms with the index of the larger mass first. So for the

normal hierarchy ∆m2
32 is used, while for the inverted ∆m2

13.

The true hierarchy has an important implication beyond just completing the
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measurement of the oscillation parameters. If the mass hierarchy turns out to be in-

verted, then the next couple of generations of neutrino-less double beta decay exper-

iments have a chance of finding a signal (Beringer and Particle Data Group (2012)).

Neutrino-less double beta decay is a process involves the simultaneous emission of

two positrons. This process occurs when single beta decay is forbidden because the

energy of the daughter nucleus is larger than the parent nucleus. However, in cer-

tain instances the energy of the nucleus for a simultaneous decay is possible. In this

case, double beta-decay is possible and has been seen (Elliott and Vogel (2002)).

However, if the neutrino is its own anti-particle, there is the possibility that two-

positrons can be emitted with no neutrinos during a simultaneous beta-decay. This

is the neutrino-less double beta decay process, and it has not yet been observed.

3.6.2 Mass Mechanism

The reason that there is much intest in determining if the neutrino is Majorana or

alternatively, Dirac, is that this property determines the mechanism by which the

neutrino gets its mass. If the neutrino is Dirac, it gets its mass in the same way as

the other leptons. This is through Yukawa couplings with the Higgs field. However,

the neutrinos of the Standard model are very light compared to the other leptons.

Cosmological models put an upper limits below 1 eV (Beringer and Particle Data

Group (2012)). This means that the strengths of the couplings are many decades

weaker than those of the other matter particles. Alternatively, if the neutrinos are

Majorana, the neutrino and anti-neutrino are the same particle. In such a scenario,

there are mechanisms, e.g. the see-saw, which suppress the mass of the neutrino

by some very high energy scale (Beringer and Particle Data Group (2012)). As a

result, there has been much effort to measure neutrino-less double beta decay, which

if observed would indicate that the neutrino is Majorana.
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3.6.3 Is there CP Violation in the Lepton Sector?

With the value of sin2 θ13, measured, this leaves only one parameter remaining (ob-

servable through oscillations) that has been unmeasured, δCP . The value of δCP

potentially has much significance. This parameter must be non-zero in order for

CP violation in neutrino oscillations to occur. This can be seen by comparing the

probability of the CP-conjugate oscillations, PνµÑνe and Pν̄µÑν̄e . Their difference to

leading order for vacuum oscillations is ∆Pµe ” PνµÑνe ´ Pν̄µÑν̄e is

∆Pµe “ ´4 sinp2θ12q sin2
p2θ23q cos2

pθ13q sin δCP sin θ13 ˆ Φ32Φ31Φ21, (3.35)

where Φij “ sinp
∆m2

ij

4E
q. It is evident from this equation that all the parameters

in the PMNS matrix must be non-zero in order for CP violation to occur. Cur-

rently, measuring CP violation is considered to be one of the top priorities in par-

ticle physics (Particle Physics Project Prioritization Panel (2008)). The motivation

behind measuring CP violation comes in part because of potential connections to lep-

togenesis (Branco et al. (2001))(Kayser (2011)). Leptogenesis serves as a plausible

explanation for the matter and anti-matter asymmetry we see in our universe.

3.6.4 Maximal Mixing

Currently, one the parameters with the most uncertainty is the value of the mixing

angle, sin2 θ23, which all data have shown to still be consistent with 0.5. If it has

this value, then the mixing between mass states is maximal. It is thought that such

a maximal value could be a hint to some underlying symmetry. More broadly, the

values of the mixing matrix entries themselves, which are fairly large in contrast to

the quark mixing matrix, could be important inputs in trying to develop theories

that explain the flavors and generations (Ishimori et al. (2010))(King and Luhn

(2013))(Albright et al. (2010)).
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3.7 Muon Neutrino Disappearance at T2K

3.7.1 Importance of sin2pθ23q and ∆m2
32

In this dissertation, we present the measurement of muon neutrino disappearance

that will aim to improve the precision on the field’s knowledge of sin2pθ23q and ∆m2
32.

Besides interest in the parameters themselves, strong constraints on these parameters

are required in the search for CP violation. The determination of sin2 θ23 “ 0.5, i.e.

if the mixing is maximal, also has impact on attempts to explain the structure of

mixing matrix and neutrino flavor as mentioned above.

For CP violation, it is clear that precise measurements of all parameters of the

PMNS matrix will be important for observing a non-zero value for the expression in

Equation 3.35. However, if one looks at the first two leading terms in the vacuum

probability of measuring muon to electron neutrino appearance,

PνµÑνe “
“

sin2
pθ23q sin2

pθ13q (3.36)

´ sin δCP sin θ13 cos θ13 sin 2θ23 sin 2θ12 sin
∆m2

21L

4E



sin2 ∆m2
32L

4E
` ...,

one can see that the probability depends on sin δCP as well. Precision measurements

of this oscillation probability could lead to constraints on sin δCP that indicate it is

non-zero.

3.7.2 Disappearance Oscillation Probability

Because the oscillation analysis described in this thesis is of muon neutrino disap-

pearance, we provide the expression to the first two leading terms of the vacuum

oscillation probability. It is

PµÑµ « 1´ pcos4 θ13 sin2
p2θ23q ` sin2 2θ13 sin2 θ23q ˆ Φ2

32 (3.37)

for the normal hierarchy where Φ2
32 “ sin2p

∆m2
32L

4E
q. The first thing to note is that the

expression is dependent not only on the parameters we are interested in, sin2pθ23q
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and ∆m2
32, but also the value of θ13, which plays an important role.

In order to see the role of θ13 in muon neutrino disappearance, we rearrange

Equation (3.37) into the following form:

PµÑµ « 1´ Φ2
32 ˆ p1´ p2 sin2 θ23 cos2 θ13 ´ 1q2q. (3.38)

In this form, it is clear that the maximum amount of disappearance occurs when

sin2 θ23 “
1

2 cos2 θ13

. (3.39)

With a non-zero value of θ13, the point where the maximum possible amount of muon

neutrino disappearance, i.e. when the factor preceeding the mass splitting factor

equals one, is no longer when sin2 θ23 “ 0.5. In general, this means that the amount

of disappearance is dependent on the value of θ13 in addition to θ23. Fortunately,

the constraint on θ13 is fairly strong in comparison to current uncertainties on the

value of θ23. Therefore, in our measurement of θ23 we use the averaged value and

uncertainty from the reactor experiments (as listed in the PDG2012) to constrain

the value of θ13. In our analysis, we assume sin2 θ13 « 0.0251˘ .0034.

Also, note that while we listed an approximation of the muon neutrino disappear-

ance probability in vacuum here for discussion, the analysis uses the full oscillation

formula which includes contributions from all terms along with matter effects.

Therefore, with the aim of the measurement in view, we move on to the de-

scription of the experiment, T2K, whose several components will allow us to make a

measurement of these oscillation parameters.
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4

The T2K Experiment

4.1 Overview

The T2K experiment can be partitioned into three primary components (Abe et al.

(2011b)), all of which are shown in Figure 4.1. The first is the J-PARC facility located

in Tokai, Japan – about 100 km north of Tokyo on the Pacific coast. J-PARC pro-

duces a neutrino beam that is directed westward. After 280 meters, the beam passes

through the second component of the experiment, a complex of detectors known as

ND280 (for Near Detectors at 280 meters). From here, the beam continues west for

a total of 295 kilometers where it is measured again by the “far” detector of the

T2K experiment, a massive water Cherenkov detector known as Super-Kamiokande,

or Super-K. The path of the neutrino beam from Tokai to Super-K is illustrated in

Figure 4.2

The approach of the experiment to measuring neutrino oscillations is straight-

forward. The beam, which consists mostly of muon neutrinos, is measured by the

ND280 complex at a short enough distance after its creation before oscillations have

occurred. This measurement is then compared to the measurement of the beam once
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it arrives at Super-K. Any observed changes in the energy spectrum of the neutrino

beam and in the neutrino flavor give us a handle to constrain the values of the

parameters in the PMNS mixing matrix.

Figure 4.1: The three components of the T2K experiment. The beam is created
at (a) the Japan Particle Accelerator Research Complex, or J-PARC, travels 280 m
to (b) the near detector complex at 280 meters, or ND280, and then finally passes
through (c) the Super-Kamokande detector (Super-K).

A primary feature of the T2K experiment is that the Super-Kamiokande detector

and some of the ND280 detectors are positioned 2.5 degrees off-axis from the center

of the beam. Conducting the oscillation measurement with an off-axis neutrino beam

is advantageous because the neutrino energy spectrum will be more sharply peaked

at the energy where previous experiments indicate that the maximum amount of

muon neutrino oscillations will occur, given a baseline of 295 km.

In this section, we briefly describe the three components of the T2K experiment.

4.2 The J-PARC beam

The neutrino beam produced by J-PARC is made from the decays of mesons created

by a proton beam slamming into a target of graphite. The facilities that produce

the proton beam are known as the “primary” beam line. The facilities housing the

target and the equipment to focus the mesons into a beam that eventually decays

into neutrinos is referred to as the “secondary” beam line.
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at J-PARC5. In this method the neutrino beam is purposely
directed at an angle with respect to the baseline connecting the
proton target and the far detector, Super-Kamiokande. The off-
axis angle is set at 2.51 so that the narrow-band muon neutrino
beam generated toward the far detector has a peak energy at
! 0:6 GeV, which maximizes the effect of the neutrino oscillation
at 295 km and minimizes the background to electron neutrino
appearance detection. The angle can be reduced to 2.01, allowing
variation of the peak neutrino energy, if necessary.

The near detector site at ! 280 m from the production target
houses on-axis and off-axis detectors. The on-axis detector
(INGRID), composed of an array of iron/scintillator sandwiches,
measures the neutrino beam direction and profile. The off-axis
detector, immersed in a magnetic field, measures the muon
neutrino flux and energy spectrum, and intrinsic electron neu-
trino contamination in the beam in the direction of the far
detector, along with measuring rates for exclusive neutrino
reactions. These measurements are essential in order to charac-
terize signals and backgrounds that are observed in the Super-
Kamiokande far detector.

The off-axis detector is composed of: a water-scintillator
detector optimized to identify p0’s (the PØD); the tracker con-
sisting of time projection chambers (TPCs) and fine grained
detectors (FGDs) optimized to study charged current interactions;
and an electromagnetic calorimeter (ECal) that surrounds the
(PØD) and the tracker. The whole off-axis detector is placed in a
0.2 T magnetic field provided by the recycled UA1 magnet, which
also serves as part of a side muon range detector (SMRD).

The far detector, Super-Kamiokande, is located in the Mozumi
mine of the Kamioka Mining and Smelting Company, near the
village of Higashi-Mozumi, Gifu, Japan. The detector cavity lies
under the peak of Mt. Ikenoyama, with 1000 m of rock, or
2700 m-water-equivalent (m.w.e.) mean overburden. It is a water
Cherenkov detector consisting of a welded stainless steel tank,
39 m in diameter and 42 m tall, with a total nominal water
capacity of 50,000 tons. The detector contains approximately
13,000 photomultiplier tubes (PMTs) that image neutrino inter-
actions in pure water. Super-Kamiokande has been running since
1996 and has had four distinctive running periods. The latest
period, SK-IV, is running stably and features upgraded PMT
readout electronics. A detailed description of the detector can
be found elsewhere [3].

Construction of the neutrino beamline started in April 2004.
The complete chain of accelerator and neutrino beamline was
successfully commissioned during 2009, and T2K began accumu-
lating neutrino beam data for physics analysis in January 2010.

Construction of the majority of the ND280 detectors was
completed in 2009 with the full installation of INGRID, the central
ND280 off-axis sub detectors (PØD, FGD, TPC and downstream ECal)
and the SMRD. The ND280 detectors began stable operation in

February 2010. The rest of the ND280 detector (the ECals) was
completed in the fall of 2010.

The T2K collaboration consists of over 500 physicists and
technical staff members from 59 institutions in 12 countries
(Canada, France, Germany, Italy, Japan, Poland, Russia, South Korea,
Spain, Switzerland, the United Kingdom and the United States).

This paper provides a comprehensive review of the instru-
mentation aspect of the T2K experiment and a summary of the
vital information for each subsystem. Detailed descriptions of
some of the major subsystems, and their performance, will be
presented in separate technical papers.

2. J-PARC accelerator

J-PARC, which was newly constructed at Tokai, Ibaraki, consists
of three accelerators [5]: a linear accelerator (LINAC), a rapid-
cycling synchrotron (RCS) and the main ring (MR) synchrotron.
An H" beam is accelerated up to 400 MeV6 (181 MeV at present) by
the LINAC, and is converted to an Hþ beam by charge-stripping foils
at the RCS injection. The beam is accelerated up to 3 GeV by the RCS
with a 25 Hz cycle. The harmonic number of the RCS is two, and
there are two bunches in a cycle. About 5% of these bunches are
supplied to the MR. The rest of the bunches are supplied to the
muon and neutron beamline in the Material and Life Science
Facility. The proton beam injected into the MR is accelerated up
to 30 GeV. The harmonic number of the MR is nine, and the number
of bunches in the MR is eight (six before June 2010). There are two
extraction points in the MR: slow extraction for the hadron beam-
line and fast extraction for the neutrino beamline.

In the fast extraction mode, the eight circulating proton
bunches are extracted within a single turn by a set of five kicker
magnets. The time structure of the extracted proton beam is key
to discriminating various backgrounds, including cosmic rays, in
the various neutrino detectors. The parameters of the J-PARC MR
for the fast extraction are listed in Table 1.

3. T2K neutrino beamline

Each proton beam spill consists of eight proton bunches
extracted from the MR to the T2K neutrino beamline, which
produces the neutrino beam.

The neutrino beamline is composed of two sequential sections:
the primary and secondary beamlines. In the primary beamline,
the extracted proton beam is transported to point toward
Kamioka. In the secondary beamline, the proton beam impinges
on a target to produce secondary pions, which are focused by
magnetic horns and decay into neutrinos. An overview of the
neutrino beamline is shown in Fig. 2. Each component of the
beamline is described in this section.

295 km

280 m

J-PARC
Near Detector

Super-Kamiokande

Neutrino Beam

Fig. 1. A schematic of a neutrino’s journey from the neutrino beamline at J-PARC,
through the near detectors (green dot) which are used to determine the properties
of the neutrino beam, and then 295 km underneath the main island of Japan to
Super-Kamiokande. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

Table 1
Machine design parameters of the J-PARC MR for
the fast extraction.

Circumference 1567 m
Beam power ! 750 kW
Beam kinetic energy 30 GeV
Beam intensity ! 3$ 1014 p/spill
Spill cycle ! 0:5 Hz
Number of bunches 8/spill
RF frequency 1.67–1.72 MHz
Spill width ! 5 ms

5 Japan Proton Accelerator Research Complex jointly constructed and oper-
ated by KEK and JAEA.

6 Note that from here on all accelerator beam energy given are kinetic
energies.

K. Abe et al. / Nuclear Instruments and Methods in Physics Research A 659 (2011) 106–135 109

Figure 4.2: Schematic of the neutrino beam path from the J-PARC accelerator
located in Tokai, Ibaraki Prefecture to the Super-K detector located near Kamioka,
Gifu Prefecture. Bottom schematic from (Abe et al. (2011b)).

4.2.1 Primary Beam Line

The proton beam first starts as a bunch of H´ ions accelerated to 181 MeV1 by

a linear accelerator (LINAC). The H´ beam is then converted to H`, or protons,

by passing through charge-stripping foils right before being injected into the rapid-

cycling synchrotron (RCS). In the RCS, the protons are accelerated up to 3 GeV. The

protons then pass into the main ring synchrotron (MR) where they are accelerated

to 30 GeV. At this stage of the beam, the protons are grouped into eight bunches.

They are then extracted (in fast extraction mode) into the secondary beam line and

1 but with capacity for 400 MeV
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fired into a graphite target. Figure 4.3 provides an illustration of the proton beam’s

journey.
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Figure 4.3: Photo of the J-PARC accelerator with diagrams overlaid. The proton
beam starts in the LINAC and then is accelerated first to 3 GeV in the RCS then to
30 GeV in the main ring. The protons are then extracted from the main ring into
the secondary beam line where they are directed into a graphite target. Particles
produced by the interaction of the protons and target eventually decay into the
neutrino beam directed along the path shown. Figure from the J-PARC website.

4.2.2 Secondary Beam Line: Target, Horns, and Decay Hall

The protons extracted from the main ring and into the secondary beam line are used

to produce the neutrino beam. Figure 4.4 provides a diagram of the secondary beam

line and its components. The process of creating neutrinos starts with the proton

beam impacting a graphite target and creating hadrons. The resulting hadrons are

then focused into a beam by three magnetic focusing horns and pass into a decay

volume filled with helium where charged mesons collected by the horns decay into

a beam of neutrinos. Most of the remaining particles that have not decayed are

stopped by a beam dump at the end of the decay volume. However, some muons
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FIG. 3: Location of the primary beamline monitors in the final focusing section.

operation except for the most downstream SSEM.
An optical transition radiation (OTR) monitor posi-

tioned 30 cm upstream of the target measures the two
dimensional profiles of the beam by imaging transition
radiation produced when the beam crosses a 50 µm thick
titanium alloy foil. The details of the monitor have been
described elsewhere [13].

Using the ESMs, SSEMs and OTR measurements, the
beam position at the upstream side of the ba✏e (shown in
Fig. 4) is reconstructed with accuracy better than 0.7 mm
as described in Sec.III A.

B. Secondary beamline

Pions and kaons are produced by the interaction of
protons with a graphite target. They decay in-flight in-
side a single volume of ⇠1500 m3 filled with helium gas.
The helium vessel is connected with the primary beam-
line using a titanium-alloy beam window that separates
the vacuum in primary beamline and helium gas volume
in the secondary beamline.

The secondary beamline consists of three sections: the
target station, decay volume and beam dump (Fig. 4).
The helium vessel in the target station is 15 m long, 4 m
wide and 11 m high. The decay volume is a 96 m long
steel tunnel. The cross section is 1.4 m wide and 1.7 m
high at the upstream end, and 3.0 m wide and 5.0 m high
at the downstream end. The beam dump sits at the end
of the decay volume. The distance between the center of
the target and the upstream surface of the beam dump
is 109 m.

The target station contains a ba✏e, the OTR moni-
tor, the target and three magnetic horns. The ba✏e is
a collimator to protect the horns. The 250 kA current
pulses magnetize the three horns to focus the secondary
⇡+’s in ‘neutrino’ running mode. The ⇡�’s are focused in
‘anti-neutrino’ running mode, where the polarity of the
horn current is inverted. The produced pions then decay
in the decay volume mainly into muons and muon neu-
trinos. All the remnants of the decayed pions and other
hadrons are stopped by the beam dump. The neutrinos
pass through the beam dump and are used for physics
experiments. The muons above 5 GeV that also pass

Target station

Beam dump

(1)

(2)

(3)

(4) (5)
(6)

Muon monitor

(1) Beam window
(2) Baffle
(3) OTR
(4) Target and

first horn
(5) Second horn
(6) Third horn

FIG. 4: Side view of the secondary beamline.

through the beam dump are detected by a muon mon-
itor (MUMON) that monitors the beam direction and
intensity.

1. Target and Horns

The target core is a 1.9 interaction length (91.4 cm
long), 2.6 cm diameter graphite rod with a density of 1.8
g/cm3. The core and a surrounding 2 mm thick graphite
tube are sealed inside a 0.3 mm thick titanium case. The
target assembly is cantilevered inside the bore of the first
horn inner conductor.

T2K uses three magnetic horns. Each horn consists
of two coaxial (inner and outer) conductors which en-
compass a closed volume [14, 15]. A toroidal magnetic
field is generated in that volume. The field varies as
1/r, where r is the distance from the horn axis. The
first horn (Horn 1) collects the pions that are generated
at the target installed in its inner conductor. The sec-
ond (Horn 2) and third (Horn 3) horns focus the pions.
When the horns are operating with a current of 250 kA,
the maximum field is 1.7 T and the neutrino flux at SK is
increased by a factor of ⇠17 at the spectrum peak energy

Figure 4.4: Diagram of the secondary beam line. Protons from the primary beam
line are fired into the target. Hadrons are produced and are focused by three magnetic
horns. Out of all the hadrons, the horns are designed to focus π` (π´) into the decay
volume where they decay into νµ ` µ` (ν̄µ ` µ´) when running in neutrino (anti-
neutrino) mode. Any hadrons which have not decayed are stopped at the beam
dump, while muons are measured at the muon monitor. Figure taken from (Abe
et al. (2013c)).

created in conjunction with the neutrino beam pass through and are then measured

by a muon monitor in order to profile the beam.

The target hit by the proton beam is a rod composed of graphite encased in a

titanium cylinder for structural support and heat dissipation. The graphite core has

a diameter of 2.6 cm, a length of 91.4 cm, and a density of 1.8 g/cm3 which for the

protons amount to 1.9 interaction lengths. The target assembly is cantilevered inside

the bore of the first magnetic focusing horn. A photograph of the target assembly

while outside the horn is provided in Figure 4.5.

Of all different hadrons created in the target, the decay of π` is what produces

the bulk of the neutrino beam (when running in ‘neutrino mode’) via

π` Ñ µ` ` νµ (4.1)
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Figure 4.5: Photo of the target assembly protruding from the center of the first
magnetic focusing horn. Photo by K. Mahn.

with a branching fraction of 99.99% (Beringer and Particle Data Group (2012)). In

order to increase the intensity of the eventual neutrino beam, the π` are focused

using three magnetic focusing horns. If anti-neutrinos are desired the configuration

of the horns can be changed to collect π´.

The magnetic horns consist of two thin coaxial conductors. A cross section of

the horns’ geometries are shown in Figure 4.6. Opposite polarity currents are run

through each of the conductors creating a toroidal magnetic field in the space between

the conductors. This toroidal field is created in time with the arrival of the hadrons

in order to focus the π`. The current polarity is flipped in order to focus π´ for a

beam of anti-neutrinos. The use of the horns greatly increases the neutrino beam

intensity. Figure 4.6 shows the predicted neutrino flux at Super-K with and without

the operation of the horns.

As stated before, the bulk of the neutrino beam (in neutrino mode) comes from

the decay of π` that have been focused into the decay hall. The hall is 96 m long and

is filled with about 1500 m3 of helium gas in order to reduce pion absorption (Abe
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(⇠0.6 GeV), as illustrated in Fig. 5.

A schematic view of the horns is shown in Fig. 6. The
horn conductor is made of an aluminum alloy. Their
dimensions are summarized in Table I. The thickness
of the inner conductors is 3 mm. They are optimized
to maximize the neutrino flux; the inside diameter is as
small as possible to achieve the maximum magnetic field,
and the conductor is as thin as possible to minimize pion
absorption while still being tolerant of the Lorentz force
from the 250 kA current and the thermal shock from the
beam [16].

The electrical currents of the magnetic horns are mon-

TABLE I: Dimensions of the T2K horns

Horn1 Horn2 Horn3
inner conductor inside diameter (mm) 54 80 140
outer diameter (mm) 400 1000 1400
length (m) 1.5 2 2.5

TABLE II: Uncertainties on the absolute horn current
measurement. In the total error calculation, full width

(FW) errors are scaled by 1/
p

12 to estimate 1�
uncertainty.

uncertainty
coil calibration ±1% (FW)
coil setting ±1% (FW)
electronics calibration < 1%
monitor stability 2% (FW)
total 1.3%

itored by Rogowski coils whose signal are digitized by
65 MHz FADCs. Table II shows the summary of the
horn current uncertainties. The Rogowski coils were cal-
ibrated by the production company with ±1% precision.
The shape of the “loop” of the Rogowski coil may cause
a 1% change of gain.

FADCs and related electronics are calibrated with bet-
ter than 1% precision.

Each horn has several instrumentation ports at vari-
ous positions along the horn axis which permit measure-
ments of the magnetic field between the inner and outer
conductors. Multiple magnetic field measurements have
been made on the horns to validate the nominal 1/r field
and to check for the presence of magnetic field asymme-
tries. The magnetic fields generated by Horns 2 and 3
were measured using an integrated 3-axis Hall probe in-
serted between the inner and outer conductors via the
horns’ instrumentation ports. The results are summa-
rized in Table III. The measured field agrees with the
expected nominal field within 2%.

Measurements of the magnetic field were also taken
on a spare copy of the first horn, identical in design
to the one currently in use in the T2K beamline. As
with Horns 2 and 3, field measurements were taken via
the instrumentation ports using a 3-axis Hall probe. A
comparison of the expected field to the data taken at
the right upstream port is shown in Fig. 7. The results
agree well with the expected nominal field. Additional
measurements were taken along the horn’s axis inside
of the inner conductor. The purpose of these measure-
ments was to detect possible magnetic field asymmetries
caused by path length di↵erences between the upper and
lower striplines supplying current to the horn. While
no field asymmetry due to path length di↵erences was
observed, an on-axis magnetic field with an anomalous
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(⇠0.6 GeV), as illustrated in Fig. 5.

A schematic view of the horns is shown in Fig. 6. The
horn conductor is made of an aluminum alloy. Their
dimensions are summarized in Table I. The thickness
of the inner conductors is 3 mm. They are optimized
to maximize the neutrino flux; the inside diameter is as
small as possible to achieve the maximum magnetic field,
and the conductor is as thin as possible to minimize pion
absorption while still being tolerant of the Lorentz force
from the 250 kA current and the thermal shock from the
beam [16].

The electrical currents of the magnetic horns are mon-

TABLE I: Dimensions of the T2K horns

Horn1 Horn2 Horn3
inner conductor inside diameter (mm) 54 80 140
outer diameter (mm) 400 1000 1400
length (m) 1.5 2 2.5

TABLE II: Uncertainties on the absolute horn current
measurement. In the total error calculation, full width

(FW) errors are scaled by 1/
p

12 to estimate 1�
uncertainty.

uncertainty
coil calibration ±1% (FW)
coil setting ±1% (FW)
electronics calibration < 1%
monitor stability 2% (FW)
total 1.3%

itored by Rogowski coils whose signal are digitized by
65 MHz FADCs. Table II shows the summary of the
horn current uncertainties. The Rogowski coils were cal-
ibrated by the production company with ±1% precision.
The shape of the “loop” of the Rogowski coil may cause
a 1% change of gain.

FADCs and related electronics are calibrated with bet-
ter than 1% precision.

Each horn has several instrumentation ports at vari-
ous positions along the horn axis which permit measure-
ments of the magnetic field between the inner and outer
conductors. Multiple magnetic field measurements have
been made on the horns to validate the nominal 1/r field
and to check for the presence of magnetic field asymme-
tries. The magnetic fields generated by Horns 2 and 3
were measured using an integrated 3-axis Hall probe in-
serted between the inner and outer conductors via the
horns’ instrumentation ports. The results are summa-
rized in Table III. The measured field agrees with the
expected nominal field within 2%.

Measurements of the magnetic field were also taken
on a spare copy of the first horn, identical in design
to the one currently in use in the T2K beamline. As
with Horns 2 and 3, field measurements were taken via
the instrumentation ports using a 3-axis Hall probe. A
comparison of the expected field to the data taken at
the right upstream port is shown in Fig. 7. The results
agree well with the expected nominal field. Additional
measurements were taken along the horn’s axis inside
of the inner conductor. The purpose of these measure-
ments was to detect possible magnetic field asymmetries
caused by path length di↵erences between the upper and
lower striplines supplying current to the horn. While
no field asymmetry due to path length di↵erences was
observed, an on-axis magnetic field with an anomalous

Figure 4.6: Left: diagrams presenting the cross section of the magnetic focusing
horns. Right: the predicted neutrino flux at Super-K with and without the operation
of the magnetic focusing horns. The horns greatly increase the intensity of the
neutrino beam. From (Abe et al. (2013c)).

et al. (2011b)).

In addition to the decay of π`, the decays of other particles produce a non-

negligible contribution to the neutrino beam. One of the largest subdominant sources

is the decay of kaons

K`
Ñ µ` ` νµ 63.55% (4.2)

K`
Ñ e` ` νe ` π

0 5.07% (4.3)

K`
Ñ µ` ` νµ ` π

0 3.35%, (4.4)

where the branching fractions have been listed (Beringer and Particle Data Group

(2012)). Another large subdominant source is the decay of muons that were produced

in the initial decays. These muons produce both neutrinos and anti-neutrinos by

µ` Ñ e` ` ν̄µ ` νe. (4.5)

For the predicted flux of neutrinos by flavor and parent meson, please see Figure 6.6 in

Chapter 6. The final predicted flux is discussed later in the context of the simulation

of the beam.

Finally, at the end of the decay hall, a water-cooled beam dump composed of 75

tons of graphite absorbs the remaining particles. The beam dump core is 3.174 m
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thick, 1.94 m wide, and 4.69 m high. Only muons above approximately 5 GeV are

able to pass through the dump. These muons are measured by the muon monitor in

order to track the direction of the beam to a precision better than 0.25 mrad. The

stability is also measured to a precision of 3% (Abe et al. (2011b)).

4.3 The Near Detector Complex, ND280
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of operation of multi-pixel photodiodes can be found in a recent
review paper [34] and the references therein.

After R&D and tests provided by several groups for three years,
the Hamamatsu Multi-Pixel Photon Counter (MPPC) was chosen
as the photosensor for ND280. The MPPC gain is determined by
the charge accumulated in a pixel capacitance Cpixel: Qpixel ¼
Cpixel "DV , where the overvoltage DV is the difference between
the applied voltage and the breakdown voltage of the photodiode.
For MPPCs the operational voltage is about 70 V, which is
0.8–1.5 V above the breakdown voltage. The pixel capacitance is
90 fF, which gives a gain in the range 0.5–1.5#106. When a
photoelectron is produced it creates a Geiger avalanche. The
amplitude of a single pixel signal does not depend on the number
of carriers created in this pixel. Thus, the photodiode signal is a
sum of fired pixels. Each pixel operates as a binary device, but the
multi-pixel photodiode as a whole unit is an analog detector with
a dynamic range limited by the finite number of pixels.

A customized 667-pixel MPPC, with a sensitive area of
1.3#1.3 mm2, was developed for T2K [35,36]. It is based on a
Hamamatsu commercial device, the sensitive area of which was
increased to provide better acceptance for light detection from
1 mm diameter Y11 Kuraray fibers. In total, about 64,000 MPPCs
were produced for T2K. The T2K photosensor is shown in Fig. 10.

The main parameters of MPPCs are summarized in Table 2. The
characterization of the MPPCs’ response to scintillation light is
presented in Ref. [37].

4.2. INGRID on-axis detector

INGRID (Interactive Neutrino GRID) is a neutrino detector
centered on the neutrino beam axis. This on-axis detector was

designed to monitor directly the neutrino beam direction and
intensity by means of neutrino interactions in iron, with sufficient
statistics to provide daily measurements at nominal beam inten-
sity. Using the number of observed neutrino events in each
module, the beam center is measured to a precision better than
10 cm. This corresponds to 0.4 mrad precision at the near detector
pit, 280 m downstream from the beam origin. The INGRID
detector consists of 14 identical modules arranged as a cross of
two identical groups along the horizontal and vertical axis, and
two additional separate modules located at off-axis directions
outside the main cross, as shown in Fig. 11. The detector samples
the neutrino beam in a transverse section of 10 m#10 m. The
center of the INGRID cross, with two overlapping modules,
corresponds to the neutrino beam center, defined as 01 with
respect to the direction of the primary proton beamline. The
purpose of the two off-axis modules is to check the axial
symmetry of the neutrino beam. The entire 16 modules are
installed in the near detector pit with a positioning accuracy of
2 mm in directions perpendicular to the neutrino beam.

The INGRID modules consist of a sandwich structure of nine iron
plates and 11 tracking scintillator planes as shown in Fig. 12. They
are surrounded by veto scintillator planes, to reject interactions

Fig. 9. ND280 detector complex. The off-axis detector and the magnet are located
on the upper level; horizontal INGRID modules are located on the level below; and
the vertical INGRID modules span the bottom two levels.

Fig. 10. Photographs of an MPPC with a sensitive area of 1.3#1.3 mm2: magnified
face view (left) with 667 pixels in a 26#26 array (a 9-pixel square in the corner is
occupied by an electrode); the ceramic package of this MPPC (right).

Table 2
Main parameters of the T2K MPPCs.

Number of pixels 667
Active area 1.3#1.3 mm2

Pixel size 50# 50 mm2

Operational voltage 68–71 V
Gain $ 106

Photon detection efficiency at 525 nm 26–30%
Dark rate, threshold¼0.5 p.e., T¼25 1C r1:35 MHz

Fig. 11. INGRID on-axis detector.

K. Abe et al. / Nuclear Instruments and Methods in Physics Research A 659 (2011) 106–135116

Structures in!
ND280 Pit

INGRID

ND280

2.5º off-axis

beam center

Figure 4.7: Diagram illustrating the detector arrangement in the near detector pit
(left) along with diagrams of the ND280 complex and the INGRID near detector
(top and bottom right). The INGRID detector is placed on the center of the beam,
which has been designated in orange. INGRID measures the neutrino beam profile
in order to check alignment and stability. The ND280 off-axis detector complex
is aligned 2.5˝ from the center of the beam. The detector complex is composed
of different sub-detectors employing different types of particle tracking technology.
The sub-detectors are also placed inside the UA1 magnetic in order to allow for
determining the sign of charged particles. (Note that the UA1 magnet is shown open
in the diagram. When running, the UA1 magnet fully encloses the ND280 off-axis
detectors.) The far detector Super-K is also pointed 2.5˝ off-axis from the center
of the beam. The role of the ND280 off-axis detectors is to measure the neutrino
beam before oscillation effects. It also measures neutrino interaction cross sections.
Diagram produced by modifying figures from (Abe et al. (2011b)).

The second component of the T2K experiment is the ND280 complex which
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consists of a collection of detectors situated 280 m downstream from the target.

The detectors are housed underground in what is known as the near detector pit.

Figure 4.7 provides a diagram showing the arrangement of the detectors in the pit

along with illustrations of the two components of the ND280 complex: INGRID

and the ND280 off-axis detectors. The latter is itself a complex of sub-detectors

that feature different particle tracking technology. In the following, we describe the

INGRID detector and then the different sub-detectors in the ND280 off-axis complex.

4.3.1 INGRID

INGRID stands for the Interactive Neutrino GRID. It is a collection of modules

with each module made up of alternating slices of plastic scintillator and iron panels.

There are a total of 20 panels – 11 scintillating and 9 iron – which are arranged in an

alternating pattern. The iron panels serve as a dense target for neutrino interactions

with a total of 7.1 tons per module. The scintillator layers are used to record the

x-y position of charged particles and are constructed out of two subplanes of plastic

scintillator bars. The scintillation light produced by the individual bars are read out

using a wavelength-shifting fiber that directs its signal into a MPPC (Multi-Pixel

Photon Counter), which is a collection of silicon photomultipliers. The x-y position

information is produced through the arrange of the bars: 24 horizontal bars are

glued together to form one plane while 24 vertical bars form the other. Each module

is surrounded by veto panels made up of 22 scintillator bars segmented along the

beam direction. The bars are made of extruded polystyrene doped with 1% PPO

(2,5-diphenyloxazole) and 0.03% POPOP (1,4-bis(5-phenyloxazol-2-yl) benzene) and

coated with a TiO2 reflective coating.

As seen in Figure 4.7 the INGRID modules are arranged in a cross pattern with

the intersection point lying directly at the center of the neutrino beam. INGRID’s

primary purpose is to measure the neutrino beam profile and monitor the stability
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of the beam flux. INGRID is able to measure the beam to ă 1 mrad precision. More

details on the INGRID detector and modules can be found in (Abe et al. (2011b))

and (Abe et al. (2013c)).

4.3.2 ND280 off-axis detectors

calorimeters (ECals), and a side muon range detector (SMRD), all wrapped inside

the refurbished UA1 magnet (Figure 3.13), providing a dipole magnetic field of 0.2 T.

These detectors are positioned 2.5 o↵-axis, in line with the far detector. Information

on all these components can be found in [69].

Figure 3.13: The o↵-axis detector ensemble. From [69].

The first component of the o↵-axis detector (moving in the beam direction) is

the P0D. The P0D is primarily used to measure NC ⇡0 production (⌫µ N

⌫µ N ⇡0 X) on a water target. This interaction is the primary reducible

background at SK. The P0D consists of scintillator bars, arranged in the x and y

directions, alternating with fillable water target bags and lead and brass sheets (see

Figure 3.14). The detector can be run with the water bags either filled or empty,

providing a di↵erential measurement of the NC ⇡0 cross section on water.
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Figure 4.8: Exploded diagram of the ND280 off-axis complex.

The arrangement of the sub-detectors that make up the ND280 off-axis complex

can be seen in Figure 4.7. The off-axis complex can be divided into two groups. The

first is a magnet yoke and a subdetector called the SMRD that together encase a

collection of inner detectors. The enclosed detectors are known as the PHD, TPC,

FGD, and ECALs. A description of these all of the detectors and the magnet will

follow shortly. The most upstream of these detectors is the PHD. This is followed

by the first of three TPC modules, the first of two FGD modules, the second TPC,
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the second FGD, the third TPC, and finally the downstream ECAL. Another set of

ECAL modules completely surrounds the sides of the PHD. A final set of ECAL

modules surround the sides of the TPC and FGDs.

An additional key component of the ND280 off-axis detectors, besides the sub-

detectors, is an applied dipole magnetic field of 0.2 T which provides the means to

measure particle momenta and sign of charged particles. The field is provided by

a large aluminum coil and a flux return yoke that encases the inner collection of

detectors. The coils run along the beam direction on the top, bottom, front, and

back of the sub-detectors. The magnetic yoke and coil is reused from the UA1 and

NOMAD experiments, the former responsible for the discovery of the W˘ and Z0

bosons. Because of this pedigree, it is conventional in the T2K collaboration to refer

the coil and yoke as the UA1 magnet.

Finally, as mentioned before, the SMRD encases the entire inner sub-detector

collection in conjunction with magnetic assembly thereby completing the ND280

off-axis complex.

A more close-up diagram showing the arrangement of the sub-detectors are shown

in Figure 4.8. We now proceed to describe the sub-detector systems listed above.

4.3.3 The PHD

The PHD detector stands for the π0 Detector. Its name derives from its designed

purpose which is to measure neutral-current neutrino interactions ν`N Ñ ν`π0`X

on water. The motivation to focus on this interaction comes from the fact that the

production of π0 is one of the leading backgrounds in measurement of muon to

electron neutrino oscillations for T2K (Itow et al. (2001)).

The detector is constructed out of planes of plastic scintillator, water, lead, and

brass. The planes of scintillator consist of a sub-plane of vertical bars and another

sub-plane of horizontal bars in order to be able to map out the x-y position of the
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particles traveling through the detector. The water layers consist of drainable bags

of high density polyethylene with each bag instrumented with several photosensors

affixed to rods that extend into the bag. The entire structure is encased in a light-

tight cover. The photosensors allow neutrino interactions on water occurring inside

the bag to be identified in addition to passing charge particles. The fillable/drainable

bags allow one to make measurements of the PHD interaction cross section with and

without water present.

The PHD can be divided into three regions: an upstream electromagnetic calorime-

ter, the water target, and downstream electromagnetic calorimeter. In the electro-

magnetic calorimeters, the detector consists of layers of scintillator and lead. In the

water target regions, the detector is built of subunits consisting of a water bag, a

brass or lead sheet, followed by a scintillator panel. Further details about the PHD

can be found in (Abe et al. (2011b)).

4.3.4 The TPCs

Each of the three TPCs, or Time Projection Chambers, that are found in the inner

ND280 off-axis complex are filled with 3000 L of an argon-based drift gas. The drift

electrons left by traversing charged particles are read out by micromegas detectors.

The TPCs provide the ND280 detectors with excellent images of charged particle

tracks in three dimensions. However, it comes at the cost of less target material.

Therefore the TPCs are used as an important tool for measuring the momentum

and type of particle created neutrino interactions in denser parts of the detector.

The momentum can be determined by the curvature of the tracks as the charged

particles are bent by the magnetic field provided by the UA1 magnet. The amount

of ionization per track length can be combined with the measured momentum to

provide a method for particle identification. For further details in the construction

and operation of the TPCs please see (Abe et al. (2011b)).
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4.3.5 The FGDs

The two fine-grained detectors, or FGDs, embedded in the ND280 off-axis complex

balances good particle tracking with good target mass. The most upstream of the

FGDs also plays an important role as the target for the ND280 detector. In the

ND280 event samples used by this analysis, one of the selection cuts will be that the

interaction action vertices start in the upstream FGD. This is done so that muons

produced in charged-current interactions with the FGD can be contained within the

downstream TPCs and second FGD.

The most upstream FGD is made out of arrays of triangular plastic scintillator

bars composed of extruded polystyrene. Each bar has a reflective TiO2 coating and

a wavelength-shifting fiber traveling through a hole drilled down the center of the

bar. The wavelength-shifting fiber guides the scintillation light out of one end of

the bar to an MPPC and electrons for digitization of the scintillation light. The

FGD is constructed by alternating layers of 192 bars that are glued together in the

horizontal direction and 192 bars glued together in the vertical direction. This gives

the FGD x-y position information. There are a total of 30 layers (half horizontal,

half vertical) in the first FGD.

For the second FGD, seven pairs of x-y layers of scintillator bars are alternated

with six 2.5 cm thick layers of thin-walled corrugated polycarbonate containers filled

with water. These are included in order to provide a target for measuring neutrino

interactions on water. Both FGDs are flanked on both sides by the three TPC

modules. For further details about the FGDs, please see (Abe et al. (2011b)).

4.3.6 The ECAL Modules

Several ECAL, or electromagnetic calorimeter, modules surround the PHD, TPC,

and FGD modules with the intention of measuring any electromagnetic energy es-

caping from these detectors. These modules are composed of alternating layers of
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plastic scintillator and lead. The lead provides a dense electron material that induces

photons and electrons/positrons to shower. Scintillation light produced by showers

traveling through the plastic provides a measure of the energy.

4.3.7 The SMRD

The SMRD stands for the Side Muon Range Detector. Panels of plastic scintillator

are fitted in the gaps between the sub-detectors encased by the UA1 magnet and in

between the different segments of the magnetic yoke. The scintillator is composed

of extruded polystyrene and dimethylacetamide with admixtures of POPOP and

para-terphenyl. The role of the SMRD is to detect muons escaping the detector and

measure their momenta. The SMRD also plays an important role of detecting muons

entering the ND280 sub-detectors which originate from both cosmic rays and beam

neutrino interactions that occur within the walls of the ND280 pit. The SMRD also

identifies beam-produced particles coming from interactions in the magnet.

4.3.8 ND280 Example Event

Figure 4.9 shows an event display from data where a muon enters from the upstream

portion of the detector and passes through every sub-detector. The event display

provides an example of the type of tracking information provided by the systems

along with a sense of the relative resolution. Secondary particles produced by the

muon are also stopped by the ECAL. The one detector system not displayed is the

SMRD.

4.4 The Far Detector, Super-Kamiokande

The Super-Kamiokande detector, or Super-K, is a large water Cherenkov detector lo-

cated about 1 km below the peak of Mount Ikenoyama in the Japanese alps (Fukuda

et al. (2003)). Figure 4.10 provides a schematic of the detector. The detector consists

55



across the off-axis detector. It is an independent software pack-
age, but has been developed in close conjunction with the ND280
software to meet its needs.

The full event information contained in the oaEvent format files
is distilled by the oaAnalysis package into files based on ‘‘trees’’
which are built up from pure ROOT objects. An accompanying
library of analysis tools helps end-users to process the summar-
ized output using standardized Cþþ routines and Python macros.

An overall software control package allows for the fully
automated running of the software, based on simple configura-
tion files which list the inputs and processing steps.

4.5.3. Automated support tools
A number of tools have been used by the ND280 software group

to assist in simultaneous code development across a large number of
packages. The Buildbot software [56] performs automated builds of
the full software suite on multiple computing platforms to test for
compilation problems and allow tests to be run. The TUT framework
[57] provides a structure for regression tests of code in the low-level
packages, to test performance and compliance to specifications. Also,
higher-level validation tests were written in multiple packages, to
flag problems that are introduced during development.

4.5.4. Management
One individual acts as the release manager, overseeing the

packages as they are combined to form ‘‘releases’’ several times a
year. In addition to this active management, several tools are used
to assist users in contributing to the overall evolution of the
software: Bugzilla [58], a widely used management utility for
tracking the development of software, allows developers and end-
users to file bugs and feature requests; ViewVC [59], a browser-
based tool to access all past versions of each file that forms the
software suite, tagged with the comments submitted as each
change was committed to the repository; and LXR [60], a cross-
referenced source code browser.

4.5.5. Documentation
The Doxygen [61] system is used to generate documentation from

comments that are embedded in the code. An online workbook is also
maintained to provide higher-level documentation on overall proce-
dures and information for new users of the software and developers.

4.5.6. Performance
For the dataset from the first data-taking period in 2010, the

neutrino beam events in a single ‘‘subrun’’ file, corresponding to
approximately 10 min of data, take approximately 1 h to process
fully on a typical CPU.

Fig. 28 shows an event display of an event with a muon track
entering into the PØD and continuing into the tracker (TPC and

FGD) region. Multiple secondary particles are produced in the
FGD, all of which are finally stopped in the ECal detectors.

This event display illustrates an overall successful perfor-
mance of the ND280 off-axis detector system (in terms of both
hardware and software).

4.6. ND280 data processing and distribution

4.6.1. ND280 data
The ND280 detector produces raw data during normal data

taking on the order of several MB a second. Single raw data files
are approximately 1 GB in size, and are recorded to disk approxi-
mately every 10 min. The DAQ group writes these to the HPSS
storage system at the KEK Computing Center (KEKCC) as the
primary archive for ND280 data.

4.6.2. Data distribution
Fig. 29 is a schematic of the flow of data from the ND280

counting room to the end-users, via the primary archive. From the
primary archive onwards, tools that were created for the GRID
[62] are used to manage the flow and storage of data files. LHC
Computing GRID (LCG) utilities are used to transfer files to GRID
storage elements at the RAL or TRIUMF laboratories in the U.K.
and Canada, respectively, where the data is also copied to long-
term storage, for secondary archiving. Once the files are made
available on the GRID, they are further distributed to different
sites for processing using the LCG tools.

4.6.3. Data and Monte Carlo processing
Subsequent processing of these files using the ND280 software

suite may be either GRID-based, or based on independent comput-
ing clusters with their own batch-processing systems, e.g. SciNet

Fig. 28. This event display shows an event with a muon track entering via the front face of the PØD detector, continuing to the tracker (TPC and FGD) region and producing
secondary particles on the way. The secondary particles are then stopped in the ECal detectors.

Fig. 29. Schematic of the flow of data from the ND280 counting room to the
primary and secondary archive sites and the individual collaboration institutions.

K. Abe et al. / Nuclear Instruments and Methods in Physics Research A 659 (2011) 106–135128

Figure 4.9: Example event display from data where a muon has entered into the
front of the ND280 off-axis complex via the PHD ECAL and passed through al-
most all of the sub-detectors. Secondary particles are seen entering into the down-
stream ECAL and showering. The only detector subsystem not shown is the SMRD.
From (Abe et al. (2011b)).

Figure 3.1: Schematic of the layout of the Super-Kamiokande detector. Taken from
Ref. [57].

wavelength is given by the expression,

d2N

dxdλ
=

2πα

λ2

µ
1 − 1

n2β2

∂
, (3.1)

or about 3,400 photons per cm at λ = 300 − 550 nm. In this region the Super-K

PMTs are the most sensitive.

Neutrinos are neutral particles that do not produce Cherenkov radiation. Instead

their presence is inferred from the light emitted by the charged particles produced

in their interactions. Conical light emitted from these particles paints the walls of

the detector, leaving ring-shaped images across the PMTs. The timing, amount of

charge in the PMTs and the shape of these rings gives information about the kinds of

particles that are present in the detector. In water, the energy threshold for Cherenkov

radiation is 0.76 MeV for electrons and 158.7 MeV for muons.

3.3 PMTs

The ID contains approximately 32 kt of water viewed by 11,146 ( 5183 ) inward

facing Hamamatsu PMTs in SK-I (SK-II) each with a 4∼5 mm thick Pyrex window.

29

Outer Detector (OD)

Inner Detector (ID)

ID

OD

Figure 4.10: Schematic of the Super-K detector. The detector is located about 1
km beneath the peak of a mountain in the Japanese Alps known as Mount Ikenoyama.
The detector consists of a large cylindrical cavern filled with ultra-pure water. The
detector is separated into two optically-separated volumes known as the Inner Detec-
tor and Outer Detector. Both volumes are instrumented with photomultiplier tubes.
The left illustration is a schematic of the detector. Note that while the drawing
shows the detector half-full, the water completely fills both the ID and OD when the
detector is operating. The photos on the right provide a view from inside each of the
detector segments (before filling).
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of a cylindrical cavern 41.4 m high and 39.3 m wide that is filled with 50 ktonnes of

ultra-pure water. A stainless-steel, cylindrical scaffold with top and bottom caps is

propped up in the center of the tank. The scaffold has an inner height of 36.2 m and

inner diameter of 33.8 m and is about 0.55 m thick at all points. The scaffolding

provides the structure to which a little over 13,000 photomultiplier tubes (PMTs) are

mounted. About 11,000 of these sit on the inside surface and face inward. The re-

maining phototubes are mounted on the outer surface of the scaffold, facing outward.

These outward facing tubes are actually smaller than the inner PMTs. However, this

size difference is compensated by using wavelength-shifting plates to help guid light

into the smaller outer tubes. The PMTs along the inside surface of the scaffold cover

about 40% of the entire area while the PMTs and wavelength-shifting plates along

the outer surface together cover about 19%.

The inside and outer surfaces of the scaffold not taken up by the phototubes are

covered in sheets of black plastic. The plastic sheets optically separate the inner

cylindrical volume from the outer region between the scaffold and the cavern wall.

It also optically isolates the volume within the scaffolding itself which has no PMTs

observing it. The inner volume is designated as the Inner Detector (ID) while the

outer volume is known as the Outer Detector (OD). Views from inside the ID and

OD can be found in Figure 4.10.

The roles of the ID and OD differ. The ID is responsible for observing and

accurately reconstructing the products of neutrino interactions. The primary role of

the outer detector is to serve as a cosmic ray muon veto. To aid in this, additional

sheets of Tyvekr2 are arranged in the OD that optically separate the end caps of the

OD from the volume running along the sides, or the “barrel”. This optical separation

helps in the rejection of cosmic ray muons that enter the top OD end cap and exit

through the barrel and in the process, potentially cross the corner of the ID (Dufour

2 A spun-bound olefin fiber that is a registered trademark of the DuPont Company.
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(2009)).

4.4.1 Particle Detection through Cherenkov Radiation

Super-K detects charged particles by the Cherenkov radiation they emit as they pass

through the water. If a charged particle travels faster than the phase speed of light

in any medium, photons are emitted in a cone along the direction of the particle with

an angle given by

cos θc “
n

β
, (4.6)

where θc is known as the Cherenkov angle, β is the ratio of the velocity of the particle

to the speed of light in vacuum, and n is the refractive index of the medium. The

phenomenon can be thought of as the electromagnetic analogue of a sonic boom,

which occurs when a source of sound waves travels faster than the propagation speed

of the wave it emits. The result is that the emitted waves begin to pile atop of one

another and produce a wake that trails the source. Figure 4.11(a) provides a diagram

that illustrates the Cherenkov radiation as sonic boom analogy.

For a charged particle that is created in the ID and remains inside, the Cherenkov

radiation it emits will travel to the walls of the detector and leave a ring-shaped

pattern. The PMTs on the detector walls record the charge and time of this light,

which is then used to reconstruct the particle momentum and infer the flavor of the

particle as well. Figure 4.11(b) provides an illustration of a charged particle leaving

a Cherenkov ring on the wall. The figure also provides an event display from the

data that contains an example Cherenkov ring recorded by PMTs.

Inferring energy and momentum

The momentum of a particle can be inferred from Cherenkov radiation and the re-

sulting PMT hits in two ways. The first is to use the correlation between the amount

of charge in the ring with the energy of the particle. The number of Cherenkov pho-
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Figure 32: Example reconstructed T2K events in Super-Kamiokande for an (a) muon-like ring and (b) electron-like ring. The white
crosses indicate the location of the reconstructed vertex. The diamond marks the location where a ray starting from the event vertex
and heading in the direction of the beam would intersect the detector wall. The hit map in the upper right hand corner is for the
Outer Detector.

Super-Kamiokande detector with regard to the delivered neu-2268

trino beam were 99.9%, 96.7% and 99.9% respectively, demon-2269

strating reliable operation of all of the subcomponents of the2270

T2K experiment.2271

In this paper, we have described the basic structure and pa-2272

rameters of the detector hardware, electronics, online DAQ sys-2273

tem, and offline data reduction and distribution scheme. More2274

detailed descriptions of subdetectors can be found in separate2275

papers, some of which have already been published while oth-2276

ers are being prepared.2277
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(a) Sonic boom analogy for 
Cherenkov radiation

(b) charged particle leaving 
Cherenkov ring on wall

(c) example event display from 
data of PMT hit pattern

Figure 4.11: Illustrations and plots illustrating the use of Cherenkov radiation for
detecting charged particles in the Super-K detector. (a) A diagram illustrating the
concept of Cherenkov radiation as an electromagnetic analogue to a sonic boom: for
a particle traveling faster than the speed of light in the matter, the emitted waves
cannot outrun the source. The result is that the wavefronts begin to pile up in
a cone with angle, θc, trailing the particle. (b) An illustration demonstrating the
result of a neutrino interacting in Super-K and producing a charged particle, here a
muon: the charged particle is created, and assuming it is traveling faster than the
speed of light in water, it produces Cherenkov radiation. Once the particle stops,
the radiation travels to the walls of the detector and leaves a ring-shaped pattern.
(c) Event display from data: the ring-shaped radiation pattern is recorded by the
PMTs lining the walls of the ID. The charge and timing information in these hits
are used to reconstruct the particle momentum and to infer the flavor of the type as
well.

tons a charged particle, with charge ze, emits per unit length traveled per wavelength

is given by

d2N

dxdλ
“

2παz2

λ2

ˆ

1´
1

β2n2pλq

˙

, (4.7)

where α is the fine-structure constant, λ is the wavelength of the emitted Cherenkov

photon, and npλq is the refractive index as a function of wavelength (Beringer and

Particle Data Group (2012)). The expression is written in the conventional natural

units used in particle physics. Note that the expression must be integrated only over

the wavelengths for which the Cherenkov threshold condition is met: npλq ą 1
β
.

Though not explicit in Equation 4.7, the Cherenkov photons are emitted in a

broad, though bounded range of wavelengths. Assuming the Lorentz oscillator model

of dielectric matter interacting with electromagnetic waves, we expect the index of
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refraction, npλq to peak at some resonant wavelength and approach a constant at

the far infrared and unity at the far ultraviolet. From the integral, this results in a

band of Cherenkov emission.

The number of observed photons per track length observed by the detector must

factor in the response of the detector as a function of wavelength in addition to npλq

for water. For Super-K, the PMTs are sensitive between roughly 300-500 nm, which

unfortunately, is not very far into the UV. Still, the number of observed photons

totals to approximately 20 photons/cm for a 1 GeV muon, when assumes a constant

index of refraction and a detector efficiency around 8% between 300-500 nm. The

efficiency is approximated from the 40% PMT coverage in the ID times 20% PMT

quantum efficiency (QE). (The latter is defined as the probability that a photon

hitting the photocathode of a PMT produces a detectable signal. The quantum

efficiency and PMTs will be discuss in slightly more detail later.) Using the fact

that minimum ionizing particles lose about 2.2 MeV/cm in water, the number of

photons per MeV is about 10. For muons, the production of Cherenkov photons

per track length is fairly constant making the amount of light seen a useful variable

to help reconstruct the particle energy, as will be described later. For electrons or

electromagnetic products from gammas, the correlation is less strong, as the electrons

shower as they propagate through the detector.

The Cherenkov spectrum observable by the PMTs is unfortunately only a fraction

of the light produced. Note that because of the 1
λ2

dependence in Equation (4.7),

the bulk of the Cherenkov photons in water (where npλq « 1.33 ) are emitted in the

ultraviolet (UV).

The second method of determining the momentum of particles is to use the

Cherenkov ring patterns to determine the distance charged particles travel through

the detector. Again, since the muons observed at Super-K detector are mostly mini-

mum ionizing during their path through the detector, the distance traveled correlates
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n(λ)

λ

n(λ)>1/β

(a) schematic of expected index of 
refraction for Lorentz oscillator 
model of dielectric matter

(b) realistic calculation of refractive 
index for water

Figure 4.12: (a) Illustration of the predicted refractive index as a function of
wavelength when using the Lorentz oscillator model for matter interacting with a
passing electromagnetic wave. (b) Realistic calculation for the refractive index of
water by Segelstein et. al. Data based on (Segelstein (1981)) but plot from (Lavin
(2012)).

strongly with the particle energy. For other particles like electrons, protons, or pions,

the correlation is weaker as these particles tend to lose energy in other ways than

ionization. For the reconstruction of electron energies, the energy correlation with

distance traveled and photons emitted is weaker than muons. As a result, a realistic

detector simulation of the amount of light for a given electron energy is required to

assist in reconstruction.

Inferring particle type

Finally, the Cherenkov ring also provides a means to be able to distinguish between

minimum ionizing particles and particles which shower. For the former, such as a

muon, pion, or proton, the particle travels in a long, straight path. The result is

a sharp pattern of hits on the detector wall. For the latter, the showering parti-

cle is an electron or photon that converts into an electron/positron pair. Because

the electron is light, its path through the water is perturbed due to interactions.
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Furthermore, electrons will likely cause an electromagnetic shower in the detector.

At the energies above around tens of MeV, the electron loses most of its energy

via bremsstrahlung, which is German for braking rays. In this process, an electron

changes direction abruptly while emitting a photon. This photon will then convert

to electrons/positrons which if above threshold can also bremsstrahlung. The re-

sulting chain reaction is an electromagnetic shower. In a shower, the particles travel

in a similar, though more spread-out direction. The Cherenkov light from a shower

produces, in the end, a fuzzy ring on the wall. This sharp/fuzzy distinction is used

by the Super-K detector to label each track as either muon-like or electron-like.

4.4.2 Inner Detector PMTs

There are a total of 11,129 Hamamatsu PMTs instrumenting the inner detector. The

PMTs are bulb-shaped with a 50 cm (20 in) diameter and a depth of 72 cm (28.3

in). A diagram of the PMTs is provided in Figure 4.13a. They are constructed with

a bialkali (Sb-K-Cs) photocathode that has a peak quantum efficiency of about 22%

at 390 nm. (The quantum efficiency is the probability that a photon interacting with

the photocathode will release an electron. A plot showing the quantum efficiency

as a function of wavelength for a typical PMT can be found in Figure 4.13b.) The

photocathode material is deposited on the inside of the front window of the 4-5

mm thick Pyrex bulbs, all of which were hand-blown. An 11 stage dynode chain is

installed at the base of the PMT and is biased between 1.7 and 2.7 kV, depending

on the individual PMT. The gains at these bias voltages are about 107. The transit

times for an electron freed from the photocathode to produce a cascade that reaches

the anode is about 90˘2.2 nsec (Ishihara (2010)).

The PMTs are enclosed in a case composed of fiber-reinforced plastic (FRP) at

the base and a transparent acrylic window in front of the PMT photocathode. The

FRP and acrylic are bolted together near the widest point of the PMT bulb. The

62



The peak e�ciency is about 21%, at 360-400 nm. The photocathode is a bialkali

coating on the PMT bulb inner surface, and photoelectrons produced are drawn to

the dynode chain where they are multiplied. To ensure the photoelectrons are not

diverted away from the dynodes, the magnetic field must be maintained as low as

possible. This is done with a set of Helmholtz coils around SK, which cancel out the

Earth’s magnetic field.

Opaque black polyethylene telephthalate sheets
cover the gaps between the PMTs in the ID surface
(see Fig. 11). These sheets improve the optical
separation between the ID and OD and suppress
unwanted low-energy events due to residual radio-
activity occurring behind the PMTs. The reflectiv-
ity of the photocathode surface of PMTs and the
black sheet were measured, with results shown in
Fig. 12, along with the calculated values which are
used in Monte Carlo simulations.

Cables from each group of 3 PMTs are bundled
together. All cables run up the outer surface of
the PMT support structure, i.e., on the OD PMT
plane, pass through cable ports at the top of
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Fig. 9. Single photoelectron pulse height distribution. The peak
close to zero ADC count is due to PMT dark current.

Fig. 10. Relative transit time distribution for a typical PMT
tested with 410 nm wavelength light at the single photoelectron
intensity level.

S. Fukuda et al. / Nuclear Instruments and Methods in Physics Research A 501 (2003) 418–462428

Figure 4.4: Diagram of an ID PMT,
from [77].
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quantum e�ciency as a function of
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4.3 Data Acquisition

The main feature of the SK-IV data acquisition (DAQ) system is the introduction

of new front-end boards, called QBEE. This stands for QTC Based Electronics with

Ethernet, and QTC stands for Charge to Time Converter. In this system, each

recorded PMT hit is self-triggered, a significant upgrade from the old system used

for SK-I through SK-III. A total of 550 QBEE boards are used, with up to 24 PMTs

connected to each board. Each board is equipped with 8 QTCs, each of which has

three PMT input channels. More information on the QBEEs, especially the QTC

application-specific integrated circuit (ASIC), can be found in [79].

For the ID, PMT signals are sent to the QBEE boards via a coaxial cable, separate
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(a) Diagram of the 20” PMTs

The peak e�ciency is about 21%, at 360-400 nm. The photocathode is a bialkali

coating on the PMT bulb inner surface, and photoelectrons produced are drawn to

the dynode chain where they are multiplied. To ensure the photoelectrons are not

diverted away from the dynodes, the magnetic field must be maintained as low as

possible. This is done with a set of Helmholtz coils around SK, which cancel out the

Earth’s magnetic field.

Opaque black polyethylene telephthalate sheets
cover the gaps between the PMTs in the ID surface
(see Fig. 11). These sheets improve the optical
separation between the ID and OD and suppress
unwanted low-energy events due to residual radio-
activity occurring behind the PMTs. The reflectiv-
ity of the photocathode surface of PMTs and the
black sheet were measured, with results shown in
Fig. 12, along with the calculated values which are
used in Monte Carlo simulations.

Cables from each group of 3 PMTs are bundled
together. All cables run up the outer surface of
the PMT support structure, i.e., on the OD PMT
plane, pass through cable ports at the top of
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Fig. 7. Schematic view of a 50 cm PMT.
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Fig. 9. Single photoelectron pulse height distribution. The peak
close to zero ADC count is due to PMT dark current.

Fig. 10. Relative transit time distribution for a typical PMT
tested with 410 nm wavelength light at the single photoelectron
intensity level.

S. Fukuda et al. / Nuclear Instruments and Methods in Physics Research A 501 (2003) 418–462428

Figure 4.4: Diagram of an ID PMT,
from [77].
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4.3 Data Acquisition

The main feature of the SK-IV data acquisition (DAQ) system is the introduction

of new front-end boards, called QBEE. This stands for QTC Based Electronics with

Ethernet, and QTC stands for Charge to Time Converter. In this system, each

recorded PMT hit is self-triggered, a significant upgrade from the old system used

for SK-I through SK-III. A total of 550 QBEE boards are used, with up to 24 PMTs

connected to each board. Each board is equipped with 8 QTCs, each of which has

three PMT input channels. More information on the QBEEs, especially the QTC

application-specific integrated circuit (ASIC), can be found in [79].

For the ID, PMT signals are sent to the QBEE boards via a coaxial cable, separate
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(b) PMT Quantum Efficiency Curve

Figure 4.13: Schematic of the 20” PMTs instrumenting the Super-K Inner Detec-
tor. The quantum efficiency as a function of wavelength is also shown for a typical
PMT. The quantum efficiency is the probability that a photon hitting with the pho-
tocathode of the PMT will liberate an electron. Taken from (Fukuda et al. (2003)).

enclosure is meant to protect against possible shock waves traveling through the

water. This measure was motivated by an accident that occurred in July 2001 while

the detector was shut down for a scheduled upgrade. While the tank was half empty,

a submerged tube imploded under the weight of the water. At the time, the PMTs

in Super-K were not enclosed by the FRP+acrylic cases. Therefore, the imploding

PMT caused a pressure wave to tear through the water and a chain reaction of

collapsing PMTs destroyed 6779 ID and 885 OD tubes.

Because the PMTs used in Super-K are fairly large, the electrons coming off

the photocathode have some distance to travel before entering the dynode chain

and creating the electron cascade. While all PMTs require that care be taken to

keep them away from magnetic fields lest their operation becomes affected, this is

particularly important for the 50 cm PMTs. In order to prevent variations in the

PMT responses due to the Earth’s magnetic field, magnetic compensation coils are

installed around the detector to cancel the field for both the ID and OD PMTs.
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4.4.3 Outer Detector PMTs/Top-Bottom Asymmetry

For the 1885 PMTs in the outer detector (OD), their setup differs from the ID PMTs

and reflects their different environment and role. The OD PMTs, also 20 cm (8 in)

in diameter, are surrounded by 60 square cm of acrylic wavelength shifting plates.

Examples of this assembly can be spotted in the photo of the OD in Figure 4.10. The

acrylic plates are added to increase the light collection of the OD PMTs. When blue

Cherenkov photons enter the plate, fluors doped into the plastic absorb the blue light

and emit green instead. The green light is trapped by total internal reflection and

guided to the photocathode of the OD tubes. The light produced by this method is

delayed by 5 ns, but the total light collection is increased by 60% (Wendell (2008)).

The PMT+waveguide construction is motivated by the OD’s compact space and

primary use as a veto. Because the OD is only 2.5 m wide, only rudimentary track

reconstruction is possible. Light will scatter multiple times off of the inner and outer

OD walls before reaching the OD tubes. In fact, Tyvekr, which is a highly reflective

material for UV light is installed on the outer walls in order to increase the amount of

light that reflects back into the PMTs. The emphasis on light collection is motivated

by the OD’s use as a veto for rejecting events where particles enter the detector

from outside the ID. An increased light yield is important to lower the threshold and

increase the detection efficiency for spotting entering particles.

The PMTs that are used for the OD come in two types, designated “old” and

“new”. The old tubes actually come from a previous water Cherenkov detector, IMB,

built for searching for proton decay but also used to observe neutrinos (Becker-Szendy

et al. (1993)). The old and new tubes have a slightly different responses. They are

also not distributed equally over the tank. The old tubes are mostly installed at the

top of the OD, while the new tubes are at the bottom.

The difference in response between old and new OD tubes, coupled with their
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coordinates are shown in Fig. 35. A total of 14 fibers are installed
on the top of the tank, 12 are installed on the walls at about
z¼980 cm in tank coordinates, 12 are installed on the walls at
about z¼ "1017 cm, and 14 are installed on the bottom. The
fibers are 72 m long except for those going to the bottom of the
tank that are 110 m long. Light from the fiber ends is diffused by a
mixture of optical cement and titanium dioxide applied to
the ends.

4.4. OD charge calibration

4.4.1. OD linear charge response
To determine the charge in pC corresponding to a single-pe

in SK-IV, we use a noninvasive “dark rate method” for charge
calibration based on OD hits outside the trigger time window. Hits
preceding the trigger time have high probability of being single-pe
hits. Single-hit charge distributions during a several-μs time
window for each tube are accumulated for times that precede
normal data triggers by about 1 μs; the mean value is taken as pC
per photoelectron.

To confirm the charge response per photoelectron at low light
levels, where the response of the OD-PMTs and electronics is

linear to a good approximation, the laser was flashed at very low
light levels: the occupancy H (the fraction of laser pulses resulting
in a hit) is related to the mean measured photoelectron value
according to 〈pe〉¼ " lnð1"HÞ=H [18]. For data with Ho0:18, such
that 〈pe〉o1:1, the mean charge value for the hit distribution was
chosen to be the single-pe level. The results from the laser and
dark rate methods were found to be in agreement within 10%. As
the dark rate method for OD charge calibration causes no detector
downtime and allows for continuous monitoring, it is currently
used as the primary method. For SK-IV, typical OD pC per
photoelectron (pC-per-pe) values range from one to six. The pC-
per-pe values measured this way are used to determine photo-
electrons for each PMT hit in the data.

Average stability of the OD charge calibration in SK-IV is shown
in Fig. 36. The values of pC-per-pe are typically stable within at
most 5% for a given tube over a one year period. There is a slow
upward average drift as a function of time, which corresponds
%1% difference on average per year. The figure also shows an
increasing error on the mean gain, which implies that the PMT-to-
PMT spread of gains also increases slightly with time, especially
for old OD tubes. The upward drift is more pronounced for the
new (R5912) PMTs than for the recycled IMB tubes. To account for
the drift, new pC-per-pe values are determined on an approxi-
mately yearly timescale.

For SK-IV, only the linear charge conversion is applied to the
data, i.e. the number of photoelectrons is determined for a given
hit using the pC-per-pe calibration constant according to pe¼pC/
pC-per-pe. For OD hits in SK-IV, the MC single-pe charges are
chosen separately from charge distributions for old and new OD
tubes, with shapes based on the average old and new tube single-
pe charge distributions, respectively. In contrast to the ID case,
quantum efficiencies (or light collection efficiencies) are not
measured directly, but rather are treated as parameters to be
tuned in SK-MC. Similarly, although charge nonlinearity properties
of OD tubes at high charge were determined using the laser
system (see below) and are simulated in SK-MC, nonlinearity
corrections are not applied directly to the data.

4.4.2. OD-PMT nonlinearity
The response of some typical OD-PMTs to a range of light levels

injected with the OD laser system is seen in Fig. 37.
Above a few hundred photoelectrons, a saturation effect

appears in the measured charge. These data are fitted to

Qmeas ¼ Qtrue=ð1þk ' QtrueÞ ð21Þ
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Fig. 34. OD-PMT single-pe distributions, in units of pC. Top: an example old (IMB)
tube, showing roughly exponential charge distribution. Bottom: an example new
tube, showing a clear single-pe peak.
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Fig. 35. OD fiber end positions in “unrolled” view of the cylindrical tank. Note that
some fibers occupy the same position and are overlapped in the plot.
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Fig. 36. Average OD-PMT gain drift as a function of time, given as a fraction of a
photoelectron. The plot shows the difference in pC-per-pe, averaged over PMTs,
from the value for reference run near the beginning of SK-IV. The plot shows new
and old tubes separately. The error bars represent the error on the mean.

K. Abe et al. / Nuclear Instruments and Methods in Physics Research A 737 (2014) 253–272270

Figure 4.14: The single photoelectron distributions for an example“old” OD PMT
(top) and “new” OD PMT (bottom). The distributions show quite different shapes.
From (Abe et al. (2014)).

clustered distribution, was determined to be at least one of the causes for an asymme-

try seen in the OD as a function of the z-position of the tubes. Figure 4.14 compares

the single photoelectron (spe) response for a typical old and new tube. There is a

difference in the shape, where new tubes have a more well-defined peak while old

tubes have an exponential-looking spe distribution. It was observed in both data

and MC that the number of hits seen at the top of the detector was less than the

number of hits at the bottom given an equal amount of Cherenkov photons produced.

Figure 4.15 shows the total amount of OD charge measured for mostly single muons

leaving the ID and passing through the OD. The data come from the atmospheric

neutrino sample, specifically a type of events known as partially-contained events

(PC). These events are classified by a neutrino interaction vertex inside the ID that

is at least 200 cm from the wall and a cluster of hits seen in the OD that totals more

than 16.

For the most part, the light seen in the OD is made by muons traveling through
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the 2.5 m thick OD space. Such events are responsible for the bright band of events

in the color plot on the left side of Figure 4.15. In the plot, the expected number

of events in the atmospheric sample is shown as a heat map. The events observed

in the data are the magenta dots. The plot is a 2D histogram of the observed OD

charge as a function of the z-position of the OD cluster from the exiting muon. It

can been seen in this distribution a top-bottom asymmetry in the response of the

OD in the MC. This was confirmed to also occur in the data. In the right hand plot

of Figure 4.15, a profiled histogram displays the mean of the charge bins for each

position bin. The asymmetry in both the data and MC is easier to see in this plot.

This asymmetry, a result of the new/old tube differences, was not noticed until

recently; therefore, it was not accounted for in one of the selection cuts used in the

atmospheric neutrino oscillation analysis. As a consequence, a cut responsible for

separating the atmospheric ν PC event sample into high and low energy resolution

bins was incorrectly calibrated. The studies of this OD asymmetry led to the proper

calibration of this cut (for separating PC Stopping/Through-going events).

(z-pos of muon exit point in OD

O
D

 c
ha

rg
e

z-pos of muon exit point in OD

Figure 4.15: The plots compares MC (color map) to data (magenta dots) for a
sub-sample of the Super-K atmospheric neutrino data, the partially-contained (PC)
events. They are both two-dimensional histograms of the total amount of charge
observed by the OD as a function of the position where a muon has exited out of the
ID and has passed into or through the OD. Note that both plots show the same MC
and data. The right hand plot is a profiled plot in x of the left hand plot. What is
seen in both data and MC is an asymmetry in the top versus bottom OD response.
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4.4.4 Digitization

The PMT pulses are digitized using an ASIC 3 called the QTC for Charge(Q)-to-

Time converter. The outputs from the PMTs are fed simultaneously into three inputs

that each handle a different range of pulse sizes – low, middle, high – in order to

provide a large dynamic range. There are three independent input channels per QTC

chip. Once a PMT produces a pulse that rises above a discriminator threshold, the

QTC is triggered and begins (1) emitting a digital output signal and (2) integrating

the PMT signal over a 400 ns window. After the 400 ns integration time, the circuit

begins to discharge. The circuit is built such that the length of time it takes for the

discharging signal to fall below some internal threshold is proportional to the total

integrated charge. From the time the QTC is triggered to the time the discharging

circuit finally falls below threshold, the QTC is outputting a digital signal. The

result is a digital output which encodes both the start time of the PMT pulse and

its integrated charge.

While the circuit is integrating and discharging, the QTC input is blocked and a

VETO signal is started that lasts for a total of 900 ns after the QTC is triggered.

After the discharge, a minimum of 150 ns is required to allow the circuit to reset

and return to baseline. During this 150 ns reset window, input pulses are blocked.

This block will go past the default 900 ns VETO if necessary. Figure 4.16 provides a

diagram of the QTC operation. For more details on the QTC design and performance

along with the signal conditioning performed on the PMT signal before the QTC refer

to (Nishino et al. (2009)).

The calibration of the QTC circuits are performed at frequent intervals. Inputs

are available to input known calibration pulses (CAL) into the QTC circuit. Data

of forced triggers with zero input charge (PEDESTAL) can also be taken. As an ex-

3 Application Specific Integrated Circuit
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from the high voltage (HV) power supply. For the OD, there is only a single coaxial

cable for both signal and power, so one extra step is required before the QBEEs. The

OD cables are fed into boards called paddle cards. These boards feature a high-pass

filter to extract the signal from the HV base. The signal is then sent to the QBEEs.

PMT signals, once they cross the triggering threshold, are integrated over a 400 ns

period. This integrated charge is converted to a pulse time by the QTC. The QTC

outputs a square pulse, where the leading edge timing indicates the hit time (trigger

time), and the pulse length is proportional to the integrated charge. A diagram of

the QTC operation is shown in Figure 4.6. After the 400 ns charge time, 350 ns is

required for discharge, and that is followed by 150 ns veto period. Any PMT signals

in the discharge or veto periods are ignored. The total processing time is 900 ns,

after which the circuit is ready to trigger once more.

Figure 4.6: Diagram of the QTC operation. The PMT signal triggers charge
integration, and this integrated charge is converted into a pulse length output. The
operation has a 400 ns charge integration, and a 350 ns discharge time. Finally, there
is a 150 ns veto time, totaling 900 ns for a PMT hit to be registered. In this time,
between the initial integration and the end of the veto, any other hits on that PMT
will be ignored. From [79].

The QTC output pulses are fed into a time to digital converter (TDC), which
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Figure 4.16: Diagram illustrating the operation of the QTC circuits which digitize
the PMT pulses. Taken from (Nishino et al. (2009)).

ample calibration, the PEDESTAL data is taken periodically to provide information

for correcting the QTC response for changes in the ambient temperature, which is

known to have an effect on the circuit.

The QTC charge and time resolution are 10% and 0.3 ns, respectively. Both are

are better than the intrinsic resolution of the PMTs (Nishino et al. (2009)).

Data Acquisition System (DAQ)

The Super-K front end electronics features a flexible DAQ capable of executing sev-

eral programmable event triggers simultaneously. Compared to the previous system,

the DAQ is capable of a larger dynamic range and higher data processing rate. The

motivation for having multiple triggers stems from the different event trigger require-

ments for present and future neutrino studies. For example, to search for supernova

relic neutrinos one needs to look for a neutron produced by the inverse beta decay

reaction between a low energy relic neutrino and oxygen nucleus in Super-K. To tag

these events one looks for the coincidence of the initial interaction with a low energy

event produced by a 2.2 MeV gamma made by the capture of the neutron. The life-
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Fig. 2. Schematic view of the new data acquisition system. In the left part, 
newly developed front-end electronics boards connected with PMTs are shown. 
In the right part, components of the new online system are shown. The data are 
transferred via Ethernet. 

 
Since the new online system will receive all the hit data from 

the front-end electronics, the data flow becomes much larger 
than that of the previous system. Assuming that the hit-rate per 
one PMT is 4.5 kHz, the data flow rates can reach  18.5 MB/s in 
a front-end PC and 37MB/s in a Merger PC. The total data rate 
in all the Merger PCs becomes about 470MB/s by adding the 
size of header, trailer and other information. 

In the online system, data are first processed in front-end PCs. 
Software in the front-end PC consists of 3 components, which 
are called as Collector, Sorter, and Sender. Functions of these 
components are to receive the data from QBEE, sort them in 
time order, and then send them to the Merger PCs, respectively. 
These components are running as threads in the same process 
and FIFO buffers implemented by tail queue macros are used 
for transferring data between the components.  

 

 
 
Fig. 3 Throughput of a front-end PC with varying the number of sorting 

threads. The broken line shows the required throughput of 18.5MB/s to handle 
a hit rate of 4.5kHz per channel. 

 
The performance of the software on a front-end PC alone was 

measured using dummy data. In this test, two additional PCs 
were used as dummy QBEE boards and a dummy Merger PC. 
On the dummy QBEE PC, 30 threads are sending the dummy 
data to mimic 30 QBEE modules. The dummy Merger PC 

received the data from the front-end PC and the throughput was 
measured. The result is shown in Fig. 3. To make use of 
multi-core CPUs effectively in a front-end PC, the time sliced 
data blocks are fed to plural Sorter threads and sorted in parallel. 
As the number of Sorter threads increases, the throughput 
becomes higher, because of an increase of the CPU usage. The 
obtained maximum throughput was 64MB/s beyond the  
required rate of 18.5MB/s. The number of thread is set to 12 in 
the actual data taking.  

For event building, all the data blocks from 20 FEPCs in the 
same time region need to be sent to one event building process. 
But for distributing the load of event building, there are 40 
Merger processes running in parallel on 10 Merger PCs. In the 
new system, a data flow manager daemon controls the data 
transfer between front-end PCs and Merger processes. In the 
control scheme, front-end PCs report the latest data block  
having been processed. Then the data flow manager issues a 
request to send data to a specified Merger process. Merger 
process receives the data and reports it to the data flow manager. 
After confirming that the data is received by the Merger process, 
the data flow manager then issues a next request. The 
communication between PCs is done by using “Network shared 
memory” [9]. 

 

 
Fig.4  Request rate of the data flow manager when varying the number of 

requests issued at one time. Broken line shows the required rate of 45Hz. 
 

The number of requests issued in one time from the data flow 
manager is important to avoid network congestion, because the 
data rate easily exceeds the bandwidth of Merger PC’s network 
interface whenever the 20 front-end PCs send data to the same 
merger process simultaneously. This effect was measured with 
dummy data from the front-end PCs. As shown in Fig. 4, the 
request rate of the data flow manager, which is proportional to 
the throughput, increases, as the number of requests from the 
data flow manager becomes larger. The request rate in the 
figure saturates at around 45Hz, which is the required rate for 
the actual data taking, because the dummy data production was 
restricted not to exceed that value. 
 In the Merger PCs, there are two main components; merger 
and software trigger. Merger receives the data from the 
front-end PCs and merges them by sorting in time order again. 
Since the data are already sorted in each front-end PC, the 
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Figure 4.17: Diagram showing the organization of the online PCs which are re-
sponsible for turning a stream of digitized PMT hits into a single data stream of
events. The events are defined by programmable software triggers that scan the data
near the end of the data flow. Taken from (Yamada et al. (2009)).

time of this capture reaction is about 200 microseconds. Such a complex coincidence

trigger is possible with the new DAQ.

The DAQ system begins with the front-end boards named the “QBEE” boards

for QTC-based Electronic with Ethernet (Yamada et al. (2009)). Each QBEE houses

8 QTC chips and therefore provides a total of 24 input channels per board to monitor

PMTs. The charge and time of output pulses from the QTCs are measured by a

Time-to-Digital convertor (TDC) known as the ATM-3, originally developed for the

ATLAS experiment (Arai (2005)). The QBEE collects the records of these hits and

sends it via Ethernet to dedicated “online PCs” whose job is to merge the hit and

charge information into one data stream.

The online PCs are organized into “Frontend” PCs, “Mergers”, and a single

“Organizer” (Yamada et al. (2009)). Figure 4.17 provides a schematic that traces

the flow of data from the PMTs to the Organizer PC, which is the final stop for the

69



data before being saved to disk. The role of the Frontend PCs are to collect the hit

information from a collection of QBEEs, sort them in time order, and then pass the

hits to the Merger PCs. Each Merger PC collects data from all the Frontend PCs in

order to merge and sort all the hits in the detector in a given time window. With

the data on the full detector, the Merger PCs then apply the triggers programmed

in the software to look for events. This data-intensive process is distributed over the

cluster of Merger PCs.

There are several algorithms that scan the data for events. The most basic

trigger sums up the number of hits within a 200 ns time window, and if the total

exceeds a defined threshold, then a window around the hits are organized into an

event (Yamada et al. (2009)).

The events observed by the Merger PCs are sent to the one Organizer PC. The

Organizer collects the events from the Merger PCs in 22 ms long blocks with a 1 ms

overlapping region between adjacent blocks to prevent losing events at the boundary.

The Organizer scans the set of events and removes any double-counted events. The

final set of events is then written to disk (Yamada et al. (2009)).

4.4.5 Detector Calibration

In this section, we briefly describe the different calibrations performed for the Super-

K detector. This work is performed by the Super-K Calibration Group (of which the

author is not a member). The calibration includes measurements of instrument per-

formance and of physical constants used to validate and tune the detector simulation.

For a more detailed description please see (Abe et al. (2014)).

PMT gain

Because of the large number of PMTS in the Super-K detector, over 13,000, it is

simply not practical to calibrate each one individually. Also, it is important to have
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methods that allow calibrations to be done while the PMTs are operating in the tank

in order to have continuous monitoring and minimize downtime. Therefore, in situ

techniques have been developed to measure the gain and quantum efficiency of the

PMTs (Abe et al. (2014)).

The second measurement uses low-intensity flashes in which only
a few PMTs are hit in each event, therefore, we can be reasonably
sure that each of these is a single-pe hit. We count the number of
times Nobs(i) that PMT i records a charge that is greater than
the threshold value. Since the location of the light source is not
changed between the two measurements, the complicating factors
in estimating those two intensities Qobs(i) and Nobs(i) are almost
identical:

QobsðiÞp Is # aðiÞ # ɛqeðiÞ # GðiÞ ð1Þ

NobsðiÞp Iw # aðiÞ # ɛqeðiÞ ð2Þ

where Is and Iw are the average intensities of high and low
intensity flashes, respectively, a(i) is the acceptance of ID-PMT i,
ɛqe denotes its QE, and G(i) its gain. The threshold is sufficiently
low that the relative changes in gain, which we want to track, have
little effect on Nobs(i), for example, 10% gain change makes
the Nobs(i) just 1.5% change. The low threshold enables us to
ignore, in the above calculations, differences in probability for
having a charge below the discriminator threshold among PMTs.
The gain of each PMT can then be derived by taking the ratio of

Eqs. (1) and (2), except for a factor common to all PMTs:

GðiÞp
QobsðiÞ
NobsðiÞ

: ð3Þ

Then the relative gain of each ID-PMT can be obtained by normal-
ization with the average gain over all PMTs.18

To perform this calibration we need a means to change the
intensity of the flashes of the light source. The light source is
nitrogen-laser-driven dye laser (Section 3.1.8). To manipulate the
overall intensity of the light delivered into the ID, we used a filter
wheel with neutral density filters between the dye laser, and the
optical fiber that feeds light into the diffuser ball.

Fig. 10 shows the ratio (3) for each PMT, the RMS of the
distribution was found to be 5.9%. Since the HV value for each
PMT was determined to make Qobs be the same, we infer that this
deviation is due to differences in QE among PMTs. The observed
ratio in Eq. (3) for each PMT, normalized by the average over all
PMTs, contributed to a table of relative gain differences among
PMTs. These factors for relative gain differences of each PMT are

Fig. 8. The location of “standard PMTs” inside the SK inner detector (left). The red points indicate the locations of the standard PMTs. These PMTs served as references for
other PMTs belonging to the same group with similar geometrical relationship to the light source (right). (For interpretation of the references to color in this figure caption,
the reader is referred to the web version of this paper.)
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Fig. 9. The observed percent charge differences for all ID-PMTs from their
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Fig. 10. Distribution of relative gain of PMTs.

18 The common factor Is=Iw is also eliminated by this normalization. In the
actual measurement, Nobs was corrected by occupancy.
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Figure 4.18: Left shows the position of “standard” PMTs in the Super-K detector.
These are the 420 PMTs whose gains as a function of bias voltage have been measured
externally. They act as the reference gains to which the other approximately 11,000
PMTs are calibrated. They are spread out in the detector in order to sample from
the detector’s different distances and PMT acceptances from a source placed at the
center of the tank. The right plot shows how a set of standard and non-standard
PMTs are grouped by the geometry relative to the source. The PMTs in each group
are adjusted to have similar responses to the calibration source. Figure from (Abe
et al. (2014)).

The PMT calibration starts with 420 “standard” PMTs whose gain were cali-

brated in an external, well-controlled setup before installation in the tank. During

this “pre-calibration”, the PMT gains as a function of bias voltage were measured.

The standard PMTs then were placed in the detector in the arrangement shown in

Figure 4.18. To set the initial biases for the PMTs, a scintillator ball capable of

emitting light isotropically is lowered into the center of the tank. A relatively large

signal is flashed at the PMTs, enough to ensure that about at least tens of photo-

electrons are being measured by each PMT. The standard PMTs with their known

71



gain curves were set to give a uniform charge response after corrections were applied

for attenuation, acceptance, and shape of the scintillation ball.

In order to measure the “gain”, which in this particular context refers to the

amount of charge produced per photoelectron, a method was employed that com-

pared the amount of high and low-intensity light. For the high-intensity measure-

ment, an expression for the charge observed by the PMT will be

Qobs 9 Nphotons ˆQE ˆ g, (4.8)

where Nphotons is the number of photons that strike the PMT, QE is the quantum

efficiency, and g is the PMT gain. For the low-intensity measurement, the intensity

of flashes from the scintillator ball is set low enough to ensure that for the relatively

few PMTs (about 10%) that do see a hit, they see one photon. Such low-intensity

measurements then are repeated and summed enough times that the total number of

photons seen by each PMT is high. For the measurement of repeated low intensity

flashes, the total number of hits observed can be expressed as

Nobs 9 Nphotons ˆQE. (4.9)

Taking the ratio of the high to low-intensity measurement then gives us a measure-

ment of the gain via

Qobs

Nobs

9 g. (4.10)

With these individual gain measurements, we then calculate the relative gain for

each PMT defined as the ratio of the individual gain to the average gain of the all

the PMTs. These ratios, which are a correction relative to an overall gain, are useful

for applying tube-by-tube corrections to data and MC.

To use this relative gain, one needs to measure some sort of global, mean gain

for the PMTs. To this end, a Ni+Cf source is lowered into the tank which emits

72



gamma of about 9 MeV into the detector. This is a low amount of light, so any

PMT triggers seen will likely be from a single photoelectron. The amount of charge

recorded by the PMTs, after repeated measurements, is averaged and a global gain

of 2.658 pC/p.e. is defined. With the relative gain ratios, the gain for each PMT

can be calculated.

In order to monitor the stability of the gain as a function of time, the PMT

dark rates are used. These come from the spontaneous emission of an electron by

the cathode. The peak charge produced by dark noise events is associated with the

gain and, therefore, provides a way to regularly check the relative gain of each PMT

without stopping the data taking in order to insert the scintillator ball or other source

into the detector.

PMT quantum efficiency

The Ni+Cf source is used to make a measurement of the QE of each PMT. Recall

that the expression for the number of events observed by a PMT at low-intensity light

conditions, Equation 4.9, was only proportional to the number of photons arriving at

the PMT times the QE. The primary difficulty of turning this into an exact expression

is that the number of photons reaching the detector is a quantity dependent on water

attenuation, reflection, and PMT acceptance. Therefore, MC simulations were used

to predict the number of photons that reach the PMTs. With such a prediction, the

QE can be extracted from the data. Because of the nature of this calculation the

absolute QE has large uncertainties. Therefore, the QE for each PMT is normalized

by the mean QE from all the PMTs in order to provide relative QE corrections.

One might have noticed that the definition of QE used in the previous section

differs from the exact definition which pertains to the photocathode performance.

Above, the QE is simply the probability that a photon hitting the PMT produces a

photoelectron. This in principle is a mixture of the QE along with quantities like the
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transmission through the glass or the collection efficiency, which is the probability

that an electron freed from the cathode arrives at the beginning of the dynode chain.

PMT timing

The time response of the various PMTs is expected to vary. This is due to several

factors such as different cable lengths, differing performance in readout electronics

and characteristics to individual PMTs. Furthermore, the rise times of pulses are

expected to vary depending on the intensity of the light. Therefore, each PMT’s

timing response is measured and is recorded as a function of the pulse size in units

of charge. The measurement is made using a “diffuser” ball that is lowered into the

middle of the tank. Laser light is injected into the ball which then diffuses it in all

directions in the tank. The timing between the laser pulse and the PMT signals

are measured for varied amounts of light injected into the ball. This produces a

measurement of the relative time versus charge for each PMT, a function known as

the ‘TQ Map’. Figure 4.19 shows an example map. For more details, please refer to

(Abe et al. (2014)).

Photon propagation in water

Many components of the analysis and simulation at Super-K rely on having an ac-

curate description of the propagation of photons through the Super-K water. For

example, corrections in the PMT charge are needed to account for light attenuation

when calculating an expected hit pattern for particle reconstruction. Therefore, mea-

surements are made to check these models and extract important constants. These

constants also serve as a monitor for changes in the water quality as a function of

position and time.

74



The calibration constants, called the “TQ-map”, are derived by
fitting the TQ distribution to polynomial functions. A TQ-map
includes overall process time and the time-walk effect; each
readout channel has its own TQ-map.

In the laser event selection, we require that the monitor PMT is
fired. The fired timing defines the reference timing of the laser
flashed. For laser events, we apply a timing correction, called time-
of-flight (TOF) correction, that subtracts time of flight from the
diffuser ball to the respective PMT position using group velocity
of light with the measured wavelength, !398 nm. Using the
TOF-corrected hit timing, “laser hits” are defined as hits in a time
window 750 ns around the hit timing of the monitor PMT.

The selected laser hits of each readout channel are divided into
180 bins of charge, called “Qbin”s. Each Qbin is defined as the
amount of charge from the PMT in pC; they are defined on a linear
scale from 0 to 10 pC (0.2 pC/Qbin) and on a logarithmic scale from
10 to 3981 pC (50 log ðpCÞ/Qbin). After the TQ distributions are
divided into 180 Qbins, the timing distribution is smoothed by a
Gaussian to minimize statistical fluctuations. Although the timing
distribution in each Qbin is almost Gaussian, the timing distribu-
tions have a small asymmetric feature because of an asymmetric
time response of PMT and contributions from direct and indirect
light; direct light causes early hits, while indirect light causes late
hits due to reflection and scattering. In order to take the asym-
metric feature into account, the timing distribution in each Qbin is
fitted to an asymmetric Gaussian, which provides the peak timing
and standard deviation. The peak timing and standard deviations
for respective charges are fitted by polynomial functions depend-
ing on Qbin:

polNðxÞ $ p0þp1xþp2x
2þ⋯þpNx

N ð6Þ

Qbinr10 : F1ðxÞ $ pol3ðxÞ ð7Þ

Qbinr50 : F2ðxÞ $ F1ð10Þþðx&10Þ

'½F ′1ð10Þþðx&10Þ ' pol3ðx&10Þ) ð8Þ

Qbin450 : F3ðxÞ $ F2ð50Þþðx&50Þ ' pol6ðx&50Þ ð9Þ

where F ′1 in Eq. (8) is a derivation of F1, that is introduced for
continuity between F1ðxÞ and F2ðxÞ at Qbin¼ 10. In Eqs. (8) and (9),
F1ð10Þ and F2ð50Þ are introduced to satisfy the boundary

conditions to connect Fi(x) (i¼1, 2, 3) at Qbin¼ 10 and
Qbin¼ 50. F1ðxÞ and F2ðxÞ have 4 fit parameters each, and 7 fit
parameters in F3ðxÞ. Thus, the number of fit parameter is 15 in
total. The parameters resulting from the fit are saved in a database
as the TQ-map and are used to correct the time response of each
readout channel.

The timing resolution of the SK detector is evaluated using the
same data set as used for the TQ-map evaluation. To evaluate the
timing resolution, all PMT timing distributions, corrected by their
TQ-maps, are accumulated in each Qbin and the timing distribu-
tions in Qbins are fitted by an asymmetric Gaussian that is defined,

f ðt; t4TpeakÞ $ A1 ' expð&ðt&TpeakÞ
2=s2t ÞþB1 ð10Þ

f ðt; trTpeakÞ $ A2 ' expð&ðt&TpeakÞ
2=st ′2ÞþB2 ð11Þ

where Ai, Bi (i¼1,2), st and s′t are fit parameters (note that, in these
equations, a larger t corresponds to earlier hits). The fit parameters
need to satisfy a boundary condition, A1þB1 ¼ A2þB2, to connect
two Gaussian functions at t ¼ Tpeak. As an example, Fig. 23 shows
the timing distribution and the function resulting from the fit for
Qbin¼14.
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Fig. 22. Typical TQ distribution for a readout channel. The horizontal axis is charge (Qbin) of each hit, and the vertical axis is time-of-flight-corrected timing (T) of the hits.
Larger (smaller) T corresponds to earlier (later) hits in this figure.

Fig. 23. Timing distribution added over all the readout channels in Qbin¼14
(! 1 photoelectron). The result of the fit to an asymmetric Gaussian is shown by
the solid curve.
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Figure 4.19: An example of a ‘TQ Map’ function for an ID PMT. The timing
response of the PMT as a function of pulse size in units of charge is a part of the
Super-K calibration measurements. Figure taken from (Abe et al. (2014)).

4.4.6 Simulation of the Super-K Detector Response

A detailed simulation of the particle physics and electronic response of the Super-

K detector was build based on CERN’s GEANT3 simulation package (Brun et al.

(1987)). The simulation includes descriptions of the tank, the different black sheets

and Tyvekr lining the walls and scaffolding, and the PMTs with a description of

their acrylic/FRP shields. The package also includes several custom models for

• muon decays;

• low-energy pion interactions tuned to external data;

• Cherenkov light generation;

• Raleigh scattering, Mie scattering, and absorbtion of Cherenkov light in the

water;

• reflection of Cherenkov light off of the different materials in the detector such

as acrylic and Tyvekr;
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• PMT electronics response; and

• a full event trigger system.

The calibrations of the PMT response and water scattering parameters provide mea-

surements which are used to tune SKDETSIM. As will be described later in Sec-

tion 4.4.9, the simulation is used to extract information for the accurate reconstruc-

tion of particle tracks. This includes, for example, tables of the expected charge seen

by the PMTs for Cherenkov rings due to muons and electrons. For electrons, these

tables are central to the reconstruction of the momentum and for particle identifica-

tion. The simulation also provides the expected distribution of light in the PMTs due

to scattering which is a necessary input for recontructing both muons and electrons

in the detector.

Because of the importance of the simulation, the ability of skdetsim to describe

various calibration samples is quantified and regularly monitored.

4.4.7 ID Energy Scale Calibrations

The energy calibration of the simulation of the Super-K detector is performed through

the data and MC comparison of four data samples, which a span a range of energies:

1. Michel electron spectrum: This sample is composed of decay electrons left

from cosmic ray muons that stop in Super-K and covers a range of particle

momentum below « 60 MeV/c. We used the sample of cosmic rays collected

in the month of April 2009. The comparison between the peak of the data and

MC distribution gives an error of ´0.7˘ 0.2%.

2. π0 invariant mass distribution from atmospheric ν neutral current interactions:

This sample is composed of 2 electron-like rings from the entire Super-K I-IV

atmospheric neutrino sample. The invariant mass distribution is calculated in

which a peak is seen between 85 and 185 MeV/c2. A comparison of the position
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of the peak (found by using the mean of fitted a gaussian distribution) between

data and MC gives an error 0.5˘ 0.7%.

3. sub-GeV stopping muons: This sample is composed of cosmic ray muons that

stop in the Super-K detector and have a momentum of 200 to 440 MeV/c. We

use the whole Super-K IV data set for the sample. The comparison between the

data and MC energy scale is made comparing the distribution of momentum as

calculated by the reconstructed Cherenkov angle of these tracks. At these low

energies, the angle will change as a function of the muon momentum and can

therefore be used as a check of our simulation’s reconstruction which is done

by the amount of photoelectrons seen. Events are binned by the angle-derived

momentum and the ratio between the momentum calculated by the angle to

the momentum calculated by the number of photoelectrons is calculated for

each event. The mean of these quanties for each bin is compared between data

and MC. The uncertainty derived in this fashion ranges between 0.6˘ 0.3 and

2.4˘ 0.3.

4. multi-GeV stopping muons: This sample is composed of cosmic ray muons

that stop in the Super-K detector and have a momentum above 1.0 GeV/c.

The muons used for the uncertainty estimate were collected in the month of

April 2009. The ratio of the momentum to the track length was compared

for data and MC for six subsamples divided by the distance traveled in the

detector, a quantity proportional to the momentum of the muon. A difference

of ´0.2˘ 0.3% to 1.3˘ 0.3% was measured.

A summary of these calibrations are shown in Figure 4.20. The largest observed

disagreement between all the measurements is 2.4%. This uncertainty is used as the

energy-scale uncertainty in analyses using the Super-K data.
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Figure 76: This figure shows the error from all four Super-K energy scale samples. These samples
include the decay-electron (black circle), neutral pion (red square), sub-GeV stopping muons
(blue triangles), and the multi-GeV stopping muon (inverted magenta triangles). The horizontal
error bars represent the momentum range over which the sample covers and the vertical error
bars show the statistical error. The absolute energy scale error is taken as the point which is
farthest away from 0. This gives an absolute energy scale error at Super-K of ±2.4%.

error bars show the statistical error. The absolute energy scale error, which is used for the730

systematic error on the SK energy reconstruction, is taken as the point whose error is farthest731

from zero. This point is from the sub-GeV stopping muon study whose highest point is at 2.4%.732

Therefore, the absolute energy scale error is calculated to be ±2.4%.733
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Figure 4.20: Comparisons betwen data and MC used to estimate the error in
the energy calibration of the simulation of the Super-K detector. From (Abe et al.
(2011b)).

4.4.8 OD Energy Scale Calibration

In the same spirit as the ID energy scale calibration, we check the OD response at

low energies using the Michel electron spectrum. (Please note that this work was

performed by the author.) Decay electrons are selected from the cosmic ray muon

events through the following criteria:

1. We select cosmic ray events with light in both the ID and OD. For the OD, we

require that there be two clusters of hits. The aim of this criterion is to select

cosmic ray muons traveling across the ID and OD.
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2. The ID PMT hits are used to reconstruct the direction of the muon, which we

then use to determine the point in the OD where the muon exits the ID. For

the cluster of OD hits at the exit point, we select events with small OD exit

clusters. The aim is to pick muon events which might have stopped in the OD.

3. From this sample, we then check the OD for a cluster of hits greater than 5

that occur in the region of the exit cluster that occur at least 2.5 microseconds

after the muon. The veto time is allowed to let the PMTs in the region return

to baseline.

4. We also omit events that find a spike of activity between 5 microseconds and

8 microseconds after the initial trigger. This activity is thought to be due to

after-pulses in the PMT.

We apply the selection to the current Super-K data-taking period known as SK-IV.

The data sample processed ranged between the start of SK-IV (fall of 2008) and the

end of September (SK run number 71909). This simple selection produces 12,266

events. Figure 4.21 plots the time of the candidate Michel electron after the initial

trigger. A fit to this distribution gives a lifetime of about 2.0 microseconds, close

the expected muon lifetime. Note that the stopped muons in this sample will be a

mixture of µ` and µ´. In fact, the measured µ`{µ´ ratio is 1.37 (Yamada et al.

(1991)). Also, the expected µ´ lifetime is expected to be lower, 1.7954˘ 0.002, due

to the possibility for muon capture on oxygen (Suzuki et al. (1987)). Therefore, we

expect a slightly lower muon lifetime to be measured.

In order to check the MC energy scale calibration of the OD, a simulation of

Michel electron events in the OD was made. The simulation generated 10,000 µ`

and 10,000 µ´ at rest and positioned them uniformly in the detector. The 1.37

µ`{µ´ ratio is then applied by weighting the µ´ events. Therefore, the events in the
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Figure 4.21: Time between an initial cosmic ray muon event and the time of a
cluster identified in OD near where the muon exited the ID and entered the OD.
The events are candidate Michel electrons that deposited energy in the OD. The
selection for the events is described in the text. The fitted lifetime of the distribution
is 1.99˘ 0.02 µsecs which is close to the expected muon lifetime.

simulation need were further reweighted in order to account for selection biases in

the data set.

The first adjustment was for the bias for finding events in the lower half of the

detector. This is due to the fact that cosmic ray muons seen at Super-K will be

mostly downward going. Therefore, the MC was reweighted to match the distribution

of events as a function of position as observed in the data sample. The second

adjustment is meant to correct for the fact that the selection chooses muons which

are still above Cherenkov threshold when they exit the ID and OD. That means

that the position of the Michel electron will not be uniformly distributed in the

OD but will have a bias towards the outer wall. For now, a simple cut is made

in the MC to remove Michel electrons created closer than 25 cm to the inner OD

wall. This approximately accounts for the distance covered by the muon after it
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Example from Data 
Time around initial trigger

+2.5 usec after initial trigger

Figure 4.22: Super-K data event display for an example candidate Michel electron
found in the OD. The initial through-going cosmic ray muon event is shown in the
inset in the upper left. The event display shown in the center of the display presents
the hits seen 2.5 µs after the initial trigger. In the upper right inset, a cluster of light
in the OD can be seen from a candidate a Michel electron. The electron produces a
spike of hits some time after the initial trigger which is highlighted in the lower right
inset.

has stopped producing Cherenkov photons, assuming it continues to be minimally

ionizing. However, this is not correct. Therefore, one place to improve this energy-

scale check is to better account for the position bias. One way to do this is to generate

muons on the inside surface of the inner wall with a range of momentum and apply

the selection in order to mimic this bias.

After the corrections to the MC for the two selection bias, distributions of the

charge and number of hits are compared for data and MC. For both distributions

the mean of the data is higher than the MC. For the hits, it is about 7% and for the
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charge it is 10%. The comparison is shown in Figure 4.23.
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(a) Hits in the OD due to Michel elec-
trons for data (black) and MC (red).
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(b) Charge in the OD due to Michel elec-
trons for data (black) and MC (red).

Figure 4.23: Result of OD energy scale measurement. The charge and hits distri-
bution due to Michel electrons is higher for the data than MC. The mean of the data
is higher by 7% for the hits and for the charge by 10%.

Using the MC truth information, we can get a couple of interesting numbers about

the OD threshold. At 30 MeV, the detection efficiency is at 50%. The efficiency

reaches 0% around 20 MeV. Note that the selection imposes a five-hit threshold.

4.4.9 Particle Reconstruction

The patterns of hit and charge recorded by the PMTs in the ID provide enough

information to reconstruct the momentum of charged particles that travel through

the ID of Super-K. What allows this is the characteristic emission pattern and flux

of Cherenkov radiation which is highly correlated with both the momentum of the

particle. The radiation emission pattern can also be used to distinguish between

heavy, minimally ionizing particles, such as muons, and those that shower, such as

electrons.

The Super-K reconstruction is performed in stages with the information from

one stage informing the next. In the first stage, the interaction vertex is established.

Next, the initial vertex anchors the search for one or more rings of hits. Third,

for each of the rings found, a determination is made as to whether the rings are
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muon-like or electron-like. Finally, the momenta of particles that made the rings are

estimated using the pattern of hits. The momentum assigned depends also on the

type of particle, muon or electron, is assumed responsible.

Note the description of the algorithm that follows, the names of the Super-K

functions are inserted in brackets as documentation.

Vertex fitter

The vertex algorithm [tfafit] starts by first assuming that the hits seen by the

PMTs all comes from one point. Under that assumption, the estimated time of the

interaction can be calculated for each PMT by subtracting the photon time-of-flight

from the hit time. A histogram is then made of the estimated interaction time for

all hits. The initial vertex is chosen [by tfpof2] to be the position that maximizes

the goodness function [calculated by tfgoodne] composed of a Gaussian function

centered at the peak of the estimated interaction time distribution with sigma of

1.5*(2.5 nsec), which accounts for the time resolution of the PMTs. From this initial

vertex, an initial direction is estimated by taking the charge-weighted sum of the

direction vectors formed by the vertex to each PMT position [tfpofdir].

Once the initial vertex is estimated, a two-step algorithm is performed to find

the best fit:

Ring Edge Fit: This algorithm [tfgetdir] fits for the best particle track direction

using expected Cherenkov angles. First, the track direction is varied around

the input direction. Next, the charge is binned in a histogram as a function of

angle away from the new varied direction. From this, the angle is found that is

at the peak of the charge vs. angle distribution [tfang] and compared to the

expected angle for muons and electrons. The new direction is chosen to be the

direction that best matches these angles [tffixdir].
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Track Fit: Using the optimized direction, this algorithm [tftdcfit] finds the best

vertex by fitting the PMT hits assuming that the light was produced along

a charged particle track. The best vertex is found by maximizing a goodness

function [tfgoodn7] that compares the distribution of the estimated interaction

time to a Gaussian.

These two steps move the vertex to best fit the hits. It is repeated until the distance

the vertex is moved falls below a threshold.

Ring counting algorithm

The algorithm [rirngcnt] that identifies the pattern of rings in the PMT hits is

based around a Hough transform, which in effect transforms the search for rings into

a search for peaks. The transform exploits the characteristic Cherenkov angle.

Consider trying to find a circle of known radius in a pattern of hits on a 2D

plane. If at each hit, one draws a virtual circle around each hit, the virtual circles

will intersect all at a common point. Figure 4.24a demonstrates this principle which

guides the ring-finding algorithm.

The Super-K Hough transform implementation [rimakeqmap2] bins the location

of such virtual circles on a pφ, θq plane where the detector’s geometry sets the axes.

The virtual rings are drawn around each PMT hit, assuming a 42˝ Cherenkov cone.

Each virtual ring is given a weight based on the charge of the PMT hit. Figure 4.24b

shows an example of a transform. The peaks in this pφ, θq are identified.

The algorithm then proceeds iteratively in order to look for numbers of rings.

A likelihood is calculated for each set of N rings found. The search then looks for

N ` 1 rings. The likelihoods of the N and N ` 1 ringed pattern is compared. If the

N ` 1 likelihood is greater, the iteration is continued. The ring counting stops once

the N ` 1 ringed likelihood is less than the likelihood for N rings.
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Figure 7.2: Schematic view of a Hough transform for a radius of 42� [6].

Figure 7.3: A charge map from Hough transformation alogrithm for a typical two ring
events. The peak are the centers of the Cherenkov rings [6].

(a) Schematic of Hough transform
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Figure 7.2: Schematic view of a Hough transform for a radius of 42� [6].

Figure 7.3: A charge map from Hough transformation alogrithm for a typical two ring
events. The peak are the centers of the Cherenkov rings [6].

(b) Example output of transform

Figure 4.24: Figures illustrating the implementation of the Hough transform
method used in the ring-counting algorithm of Super-K. Figures taken from (Mi-
tuska (2009)).

Particle identification

For each ring, the particle identification algorithm [sppatid] decides if a ring is more

muon-like or more electron-like based on the principles discussed in Section 4.4.1.

The basic strategy is to compare the PMT hit charge in the ring to the expected

charge distribution for a muon and electron hypothesis which is sharper or fuzzier,

respectively. Figure 4.25 provides examples. When multiple rings have been found,

the PMT hit charge is divided among the overlapping rings.

The expected muon distribution is based on an analytical expression for the

expected charge seen at each PMT. Corrections are made for the PMT acceptance,

expected charge due to scattering, and the attenuation length in the water.

The expected electron distribution is based on MC simulations. The expected

amount of charge seen at 16.9 m from a test vertex is tabulated from simulations of

electrons that were run with a momentum of 100, 300, and 1000 MeV. The charge

expected at each PMT is then extrapolated using these tables taking into account
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Figure 4.25: Event displays from MC which provide an example of the PMT hit
pattern from a muon and electron. The color of the PMT hits indicates the charge
(with red being the largest, black the lowest). Muons make sharp rings. Electrons
leave a fuzzier pattern in comparison.

the attenuation length of the water. The expected charge due to scattering is also

added to the expectation.

The particle identification decision comes from a likelihood ratio based on these

expected charge patterns. For single rings, a likelihood based on the measured

Cherenkov angle of the observed ring is also taken into account. When multiple

rings were found, only the pattern comparison is used.

Momentum assignment

Once a set of rings has been identified along with the direction of their track and

their assigned particle ID, the momentum associated to the track is determined. The

determination [by spfinalsep] comes from the amount of PMT hit charge contained

in a 70˝ cone around the track direction. Hits that are situated in overlapping cones

are split among the rings as was done for the ring counting algorithm. The timing of

the PMT hits is used as well. PMT hits are assigned to each ring only if the expected

and measured time of the hit falls within -50 and +250 ns.
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The observed charge is corrected by a number of detector parameters. These

include the light attenuation in the water, the PMT acceptance of photons as a

function of incidence angle, the PMT gain, and water scattering. These parameters

are measured periodically through the calibrations described in Section 4.4.5.

Once the corrected observed charge, called RTOT, for each ring is calculated,

the momentum of the track is assigned [in ptamos70] using a table that relates av-

erage RTOT observed to a momentum depending on the particle type. This table

is computed using the MC simulation of the detector. The accuracy of this conver-

sion is checked in several ways as described in Section 4.4.7 on the ID energy scale

calibrations.

4.4.10 Global Position System (GPS) Timing

The synchronization between the three different components of the experiment is

important. Because the T2K experiment uses a self-created source of neutrinos,

the timing of the beam can be exploited to help improve the rejection of non-beam

neutrino events at the detectors. The experiment uses a common-view GPS system

to synchronize the time between the beam and the detectors. J-PARC provides a

trigger to the detectors notifying them of a beam spill. The GPS system is used to

assign the correct times to these beam triggers.

At Super-K, any hits 500 µs around the beam trigger are tagged as T2K data.

Later, tighter cuts are used to pick out T2K neutrino events at Super-K. The tighter

cuts takes into account possible delays between the time the neutrino interaction

occurs and the time the event trigger is activated. These delays are measured and

are due to electronics and signal propagation times through the PMT cables (Iyogi

(2011)).

87



5

Measuring νµ Disappearance

In this chapter, we describe the measurement of neutrino events by the T2K exper-

iment, which was designed to measure muon neutrino disappearance by comparing

the muon neutrino beam before and after oscillations have occurred. Note that all

of the neutrino interactions seen in the near and far detector are not used in our

analysis. We choose a subset of neutrino interactions that best suits the method of

our analysis and current understanding of the detector systematic uncertainties.

Our analysis measures muon disappearance in the framework of the standard

three-flavor neutrino oscillation model. Therefore, we are interested in the values of

the PMNS neutrino parameters, sin2pθ23q and ∆m2
32, which in this framework have

the greatest effect on the probability of muon neutrino disappearance. To this aim,

we compare the muon neutrino energy spectrum at Super-K with our prediction,

which depends on the oscillation parameters. This strategy requires two things:

(1) we select the type of neutrino interactions at Super-K with the most reliable

energy measurement and (2) we use a measurement of the neutrino interaction rate

at ND280, particularly of the interaction types seen at Super-K, to make an accurate
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prediction of the spectrum. In what follows, we describe the selection of neutrino

events at the near and far detectors which were used in our analysis. The analysis

will be described later in Chapter 6.

5.1 Neutrino Events at the ND280

The neutrino events from the near detector measurement of the flux are inclusive νµ

charged-current events. Such events must contain at only one identified µ´ track but

may also contain any number of tracks from other types of particles. The preparation

and study of the ND280 data for the T2K collaboration was done by the ND280

working group (Bojechko et al. (2013)).

In order to produce the cleanest sample, the selection started by choosing events

where the µ´ originates in the fiducial volume of the most upstream FGD. Cuts were

made to ensure that this initial sample did not contain multiple muons or muons that

originated from outside the ND280 detectors.

The sample is then split into three sub-samples based on the number and type of

tracks seen in addition to muon:

1. Charged-current 0π events

2. Charged-current 1π` events

3. Charged-current other events.

Figure 5.1 shows an example event for each of three event types listed. The selection

for each type is described below.

5.1.1 Charged-current 0π (CC0π) Selection

For this sub-sample, various particle identification algorithms for each of the ND280

sub-detectors were utilized to reject events if any particles beyond the single muon
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Figure 5.1: Examples for the three event types selected at ND280 for the muon
disappearance analysis. The first (left) is an example of a charged-current zero pion
event. The second (middle) is of a charged-current one pion event. Finally, the
remaining events observed are classified as a third type, charged-current other.

was identified. In the TPCs, routines were used to reject events with π˘ and e˘

tracks. For the most upstream FGD, a search was conducted for Michel electrons

and πs. If none of these tracks and signatures were found, a charged-current event

passed into this sample.

5.1.2 Charged-current 1π` (CC1π`) Selection

The selection for this sub-sample looks for exactly one π` created in conjunction with

the µ´. A π` track is identified in three different ways. The first is through a track

with positive curvature traveling through the FGD+TPC. The charge deposited as

a function of track length was used to tag tracks as coming from charged pions.

The second method is to look for tracks contained in the FGD (not from the µ´,

of course) that are consistent with energy deposition by a pion. Finally, if no other

tracks were seen beside the µ´, but the signature of a Michel electron was seen in the

FGD, the event was considered to be from a stopped π` in the FGD that converted

into a µ` and eventually an electron. π´ were rejected through the curvature of an

FGD+TPC track. Events that likely contained a π0 were rejected by looking for an

90



electron and/or position track in the TPC separated from the interaction vertex in

the FGD.

5.1.3 Charged-current Other (CCother) Selection

The remaining charged-current events not classified as CC0π or CC1π` are collected

in this sub-sample.

5.1.4 Interaction Types

The charged-current events were subdivided into three samples so that ND280 pro-

vided information on not only the muon neutrino flux but also on the types of

neutrino-nucleus interactions we expect to measure at the Super-K detector. The

CC0π sample isolates charged-current quasi-elastic interactions (CCQE), CC1π`

aims to isolate charged-current resonant production of pions, and the CC other

sample as a result will contain information on higher energy interactions such as

deep inelastic scattering. The definition and significance of these interactions will be

discussed later in more detail in Chapter 6. This discussion includes in Section 6.7

how the ND280 data sample is used in the measurement of the muon neutrino dis-

appearance parameters.

5.1.5 ND280 Data

The charged-current inclusive events described above are binned by the µ´ momen-

tum and track angle with respect to the beam. These distributions are used in

the muon neutrino disappearance analysis to provide a measurement of the rate of

neutrion interactions before oscillations. This measurement provides the analysis

corrections and constraints on the flux from and neutrino interaction models that

depend on external measurements. (The models are desribed later in Chapter 6.)

Figure 5.2 shows the data for CC0π events, Figure 5.3 for CC1π`, and Figure 5.4.

In all the figures, the data are shown along with a stacked histogram of the predicted
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number of events broken down by neutrino interaction type. These interaction types

will be discussed later in Chapter 6.
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Figure 5.2: Data and MC distributions of CC0π events observed at the ND280
complex. Figure by M. Hartz.

5.2 T2K Neutrino Events at Super-K

We use the reconstructed energy spectrum of T2K neutrino events at Super-K for the

measurement of neutrino oscillations. The particular events used in the analysis are

a subset of all observed T2K neutrino events at Super-K and come from a so-called

“golden interaction channel” known as charged-current quasi-elastic (CCQE) events.

The interaction channel gets this designation because the selection and reconstruction

of these neutrino interactions are well understood and well characterized.

The CCQE channel consists of the following interaction

νl ` nÑ l´ ` p, (5.1)

92



Data
CCQE Pred.

 Pred.πCC Resonant 
 Pred.πCC Coherent 

/DIS Pred.πCC Multi-
Other Modes Pred.

 SelectionπCC1

10

20

30

40 <1.00µθ0.99<cos

10

20
<0.99µθ0.98<cos

10

20

30 <0.98µθ0.96<cos

10

20

30
<0.96µθ0.94<cos

10

20

<0.94µθ0.92<cos

10

20

30 <0.92µθ0.90<cos

20

40

60
<0.90µθ0.85<cos

20

40

60 <0.85µθ0.80<cos

50

100
<0.80µθ0.70<cos

20

40

60

80 <0.70µθ0.60<cos

50

100

150
<0.60µθ-1.00<cos

 (MeV/c)
µ

p

Ev
en

ts/
(1

00
 M

eV
/c

)

200 1000 200 1000 200 1000 200 1000

F
igure

3:
O

verlays
ofthe

data
and

prediction
for

the
C

C
1⇡

selection.

7

Figure 5.3: Data and MC distributions of CC1π` events observed at the ND280
complex. Figure by M. Hartz.

where νl is a neutrino with flavor, l, n is a neutron, l´ is a lepton of flavor, l, and

p is a proton. There are two advantages of using this interaction channel. The first

is that the outgoing charged lepton is observable, and, because the interaction is

elastic, the incoming neutrino’s energy can be calculated using the momentum of the

observed lepton and knowledge of the incoming neutrino direction. (The interaction

is considered “quasi”-elastic because the incoming and outgoing particle changes

from a neutrino to a lepton.) The second advantage is that the flavor of the observed

lepton allows us to infer the flavor of the neutrino. Together, these two features allow

us to measure the reconstructed energy of muon neutrinos interacting in Super-K.

The formula used to infer the reconstructed neutrino energy, Erecon.
ν , from the
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Figure 5.4: Data and MC distributions of CCother events observed at the ND280
complex. Figure by M. Hartz.

observed muon is

Erecon.
ν “

m2
p ´ pmn ´ Vnucq

2 ´m2
µ ` 2pmn ´ VnucqEµ

2pmn ´ Vnuc ´ Eµ ` pµ cos θbeamq
(5.2)

where mn is the mass of the neutron, mp is the mass of proton, mµ is the mass of

muon, Vnuc is the nuclear potential (27 MeV for oxygen), Eµ is the energy of the

muon, , pµ is the momentum of the muon, cos θbeam is the direction cosine between

the direction of the track and the beam direction.

As one can see from Equation (5.2), all that is needed to infer the energy of the

neutrino is the momentum of the single out-going lepton. This means that for our

analysis, we will want to select from the neutrino events observed at Super-K ones

with only a single muon present.

The CCQE events are selected using the following criteria:
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In-time the neutrino interaction occurs in coincidence with the firing of the T2K

neutrino beam,

Quality the beam monitors and near and far detector status are normal, data qual-

ity is good, the PMT hits at Super-K pass a minimum threshold in observed

light

FC observe a total number of outer detector hits below threshold, or are “fully

contained (FC)” events in the inner detector,

FV are only in the fiducial volume of the inner detector, or are “fiducial volume

(FV)” events,

1-ring the event contains a single-ring,

µ-like the single ring is identified as more µ-like than electron-like,

Momentum have a reconstructed momentum is greater than 0.2 GeV/c, and

Decay-e have no more than one observed decay electron.

The tools needed to calculate the quantities used in the selection of one-ring µ-like

events are well-developed and understood. Furthermore, the reconstructed momen-

tum of muons in the detector is accurate and well studied. The selection gives us

an energy spectrum whose shape and amplitude we can use to produce a precision

measurement of the neutrino oscillation parameters. As mentioned above, the aim

of this selection is to isolate CCQE interactions. However, this selection will also

select non-CCQE interactions as well.

The backgrounds that enter into our observed CCQE-like sample are those whose

interactions can also produce a single track that looks muon-like to our particle

identification algorithms. An example includes a NC interaction that produces a
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charged pion. Because of their similar mass to a muon, charged pions are mostly

indistinguishable from muons. Charged-current interactions which produce both a

muon and a charged pion can also enter in our sample when the pion is absorbed

in the nucleus or is created below Cherenkov threshold. These interactions are not

background in the sense that they too will undergo oscillations. However, we attempt

to minimize their presence in the sample because they cause distortions in the energy

spectrum that can bias the extraction of the oscillation parameters. Therefore, an

accurate model of these interactions and the quantification of our uncertainty in

our model is important in making an accurate measurement. One of the primary

charged-current modes that will produce a pion in the energy range of the T2K

beam is resonant production. This is the type of interaction that the ND280 CC1π`

sample attempts to isolate.

5.2.1 Events Observed

In Figure 5.5, distributions for the variables used in the selection are shown for the

data and MC after the first cut for fully contained events in the fiducial volume

(FCFV).

Table 5.1 shows the number of events observed at each step of the data selection.

The table also shows the predicted number of events with oscillation assuming a

value of sin2pθ23q =0.5 and ∆m2
32 =2.5 ˆ 10´3 eV2/c4. The final number of CCQE-

like events that pass all the criteria is 120.

As stated, the target interaction channel is CCQE from muon neutrinos. However,

there are other interaction channels which also enter as backgrounds. Table 5.2

shows the expected breakdown of modes assuming no oscillations and oscillations

with psin2 θ23,∆m
2
32q = (0.5, 2.4ˆ 10´3 eV2/c4).
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Table 5.1: Summary of events passing each selection for CCQE-like events. The MC
expectation assuming oscillations with the parameters
psin2 θ23,∆m

2
32q = (0.5, 2.4ˆ 10´3 eV2/c4). The parameter values are the measured

ones but are chosen to provide a rough estimate of the expected events. They are
based on the previous T2K numu disappearance ananlysis.

Selection Step Data
MC with

oscillations
FCFV Events 377 372.35
Single-ring µ-like events 193 198.44
pµ ą 0.2 GeV/c 133 143.99
Ndecay´e ď 1 120 125.85

Table 5.2: Breakdown of final CCQE-like event sample based on interaction channels.

Selection Step
MC Expectation

νµ ` ν̄µ νµ ` ν̄µ νe ` ν̄e NC
Total CCQE CCnonQE CC All

FCFV Events 372.35 85.55 162.20 41.58 83.02
Single-ring µ-like events 198.44 80.57 61.87 32.54 23.46
pµ ą 0.2 GeV/c 143.99 78.84 57.77 0.35 7.04
Ndecay´e ď 1 125.85 77.93 40.78 0.35 6.78

5.3 Observed Neutrino Energy Spectrum

The observable used in the analysis is the reconstructed neutrino energy spectrum.

Figure 5.7 shows the energy spectrum along with the expected spectrum without

oscillations. The presence of muon neutrino oscillations is clear from the large devia-

tion from the expected spectrum without oscillations. It is then the job the analysis

described in the remaining chapters to use this data to measure the relevent PMNS

neutrino mixing parameters.
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Figure 5.5: Distribution of variables for Super-K event selection. Data and MC
expectation shown for event sample after FCFV selection. MC assumes sin2pθ23q

=0.5 and ∆m2
32 =2.5ˆ 10´3 eV2/c4 and the normal hierarchy.
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6

Analysis Setup

6.1 Analysis Overview

The primary aim of our analysis is to measure the PMNS neutrino mixing parame-

ters, sin2pθ23q and ∆m2
32. The analysis’ central strategy is to compare the observed

neutrino energy spectrum at Super-K with a predicted spectrum that depends on

the neutrino mixing parameters. This comparison gives us the most likely values

of the parameters through a technique known as the extended unbinned maximum

(log) likelihood estimator, or MLE. The observed energy spectrum is composed of

events whose selection was described in Section 5.2. The predicted energy spectrum

for the same type of neutrino events is built from a simulation that includes the pre-

dicted flux at Super-K, a model of neutrino interactions with the water, the detector

response, and the neutrino oscillation probability.

In this chapter, we describe the MLE technique and its inputs. We then cover

the details of how one of the inputs to the MLE, the predicted neutrino spectrum,

is calculated from its different components. We also cover how uncertainties in

the model are quantified, and how these uncertainties are incorporated into the
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measurement of the oscillation parameters.

6.2 Extended Maximum Likelihood Estimator

The statistical technique we employ to infer the most likely value of the oscillation

parameters from the data is known as an extended unbinned maximum log-likelihood

estimator (Fisher (1922)). Consider as given a vector, x, that contains a series of

N measurements of a observable random variable (or statistic). In our case this

vector contains the reconstructed neutrino energies of events observed in Super-K.

Furthermore, assume that we know how to compute for every ith component in

x the probability distribution function, P pxi|φq, which depends on a vector of K

parameter values, φ. We can then define a function of the parameter values, φ,

called the likelihood, Lpφ|xq, such that

Lpφ|xq “
N
ź

i“0

P pxi|φq (6.1)

for the given vector x. Lpφ|xq is constructed to be proportional to the probability

of the observation, x, as a function of the parameter values.

In order to find the most likely values of the parameters given the vector of

measurements, we define the maximum likelihood estimator (MLE), φ̂, to be an

instance of the vector φ such that

B lnLpφ|xq
Bφ

ˇ

ˇ

ˇ

ˇ

φ“φ̂

“ 0. (6.2)

In other words, φ̂ is the instance of φ that maximizes the log of the likelihood. (We

use the log of the likelihood for convenience as the product in L becomes a sum and

the values of lnL are often more well behaved numerically than the values of L when

implemented in software.)
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Now it is common in many types of analyses to want to categorize the parameters

in φ into two types:

• the parameters we are interested in estimating and

• the parameters which represent some uncertainty in our modeling of P pxi|φq.

In our case, we are interested in splitting φ into the vector of neutrino oscillation

parameters, θ, and the vector of systematic uncertainty parameters, f . The values

of f parameterize the uncertainty in our modeling of the experiment, specifically the

uncertainty in the predicted spectrum at Super-K. It is then customary to define the

components of f as observable random variables that we have extracted, in principle,

from a previous external measurement. We thus make the further assumption that

the probability distribution for each component of f obeys a Gaussian probability

distribution with means, µ, and standard deviations, σ.

In addition to accounting for systematic errors, we would like the likelihood to

take into account the probability of observing the number of events at Super-K, N ,

from the expected number of events given a set of values for the oscillation and

systematic parameters, N exppθ, fq. We define the probability of observing a certain

number of events using the Poisson probability distribution

P pN |θq “ N exp
pθ, fqN

e´N
exppθ,fq

N !
(6.3)

where N is the number of measurements in x, N exppθ, fq is the expected number

of events. As for the probability of observing a neutrino with a given energy, the

calculation of the expected number of neutrinos will also have uncertainties which

we would like to parameterize with the vector of systematic errors, f .

Under such assumptions we extend the definition of Lpθ, fq to incorporate the

Poisson probability of observing N events along with the likelihood of observing a
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given value of f by

Lpθ, f |xq “
«

N
ź

i“0

P pxi|θ, fq

ff

ˆ
N exppθ, fqNe´N

exppθ,fq

N !
ˆ e´

1
2

∆fTM´1∆f , (6.4)

where ∆f “ f ´ µ, µ are the central values the systematic parameters, and M is

the covariance matrix between the components of f . For this likelihood function, we

define the extended maximal likelihood estimator, θ̂, such that

B2 lnLpθ, f |xq
BθBf

ˇ

ˇ

ˇ

ˇ

θ“θ̂,f“f̂

“ 0, (6.5)

where f̂ is the instance of f that simultaneously maximizes the likelihood. The

components of f are often known as “nuisance” parameters, as we are effectively

uninterested in their values and include them only to parameterize the uncertainty

in our model. One can think of the above as the maximum likelihood estimator for

a likelihood that is minimized for the nuisance parameters for each value of θ,

lnLpθ|xq “ B lnLpθ, f |xq
Bf

ˇ

ˇ

ˇ

ˇ

f“f̂

“ 0. (6.6)

This expression is known as a profiled-likelihood (Cox (1970)).

In summary, we must produce three inputs in order to perform the analysis via

the extended MLE:

1. a set of events with measured reconstructed neutrino energy,

2. the predicted neutrino energy spectrum which will allow us to calculate P pxi|θ, fq

and N exppθ, fq, and

3. a parameterization of how the uncertainties in our model affects the predicted

spectrum.

In the next few sections of the chapter, we discuss how the above inputs are defined

and calculated.
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6.3 Measurements of Neutrino Spectrum at Super-K

For the set of observations, we use the reconstructed energy of T2K neutrino events

at Super-K. We describe how these events are selected in Section 5.2. The description

of the data used for the analysis is in Section 5.2.1.

6.4 Components of Neutrino Spectrum Model

The key component in the calculation of the likelihood is the predicted reconstructed

energy spectrum of T2K neutrino events at Super-K. Building up the model for the

spectrum requires the effort of many collaborators whose roles span every compo-

nent of the experiment. Detailed simulations are created starting with the hadronic

interactions that create the beam to the photomultiplier responses to neutrino inter-

actions in the Super-K detector. The models are extensively studied and validated in

a way where one can define a set of parameters that encode our known uncertainties

in the models. In the end, this effort culminates in a model of the reconstructed en-

ergy spectrum of the neutrino events at Super-K that pass the CCQE-like selection

criteria described in Section 5.2. Figure 6.1 shows a flow chart depicting how the

different components interact to make the spectrum prediction at Super-K that is

ultimately used in the oscillation fit.

6.4.1 Beam Model and Tuning

The work of modeling the beam and tuning it to external data was performed by the

T2K Beam Working Group. The model of the neutrino flux at Super-K starts with

the simulation of 30 GeV protons fired into a graphite target. (For a description of

the beam line please see Section 4.2 or refer to (Abe et al. (2013c). Also note that

the flux model is provided to the analyses by the T2K flux working group.) The

simulation of this process is done by the software package, FLUKA2008 (FLUKA
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ν flux model
FLUKA2008 simulation of meson production from proton+ graphite target

JNUBEAM simulation of meson transport through horn and decay into neutrinos
Tuning of hadronic interactions of both simulations using external data 

ν interactions model
NEUT event generator

Tuned ν spectrum @ SuperK

predicted ν spectrum @ ND280

observed ν spectrum @ ND280

ND280 fit of prediction to data

Untuned ν spectrum @ SuperK

Figure 6.1: Flow chart showing the different inputs that go into making the Super-
K predicted spectrum that goes into the oscillation fit. In addition to defining the
expected spectrum, uncertainties in the model are parameterized as well. The def-
inition of these parameters is also an important input to the fit. For the ND280
detectors, the fit of the predicted to the observed spectrum is used to both tune
the spectrum at Super-K and to set the size of the uncertainties for a subset of
parameters in the spectrum model.

Collaboration (2005)), which tracks an incident proton and any particle it produces

through the model of the target shown in Figure 6.2. The initial kinematics of the

proton relative to the center of the target is modeled after measurements taken of

the spatial distribution and divergence of the proton beam. Any particles produced

by the proton are tracked as they travel through the geometry. For any particle

which survives to the boundary of the geometry, i.e. when it reaches the edges of

the shaded regions depicted in Figure 6.2, its kinematic information and interaction

history are stored and then passed on to the next stage of the simulation.
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The list of escaping particles from the FLUKA2008 target simulation is passed

onto JNUBEAM, a simulation that is responsible for tracking particles as they

travel through a geometry composed of three magnetic focusing horns, a helium

decay vessel, concrete shielding, and the beam dump. JNUBEAM is based on the

package GEANT3 (Brun et al. (1987)), used to propagate the particles. Hadronic

interactions with the geometry materials is handled through a package known as

GCALOR (GCALOR Collaboration (????)). The simulation also includes the mag-

netic field both outside and inside the horns, and therefore, the path of particles

through the field is simulated.

For any particle decay that produces a neutrino, the entire chain of hadronic

interactions starting from the production particles in the target simulation is stored.

This recorded chain of interactions is important, as it is used later to weight the

events when the simulation is tuned to agree with external data. When the neutrino

is produced in the simulation, it is assumed to point at the Super-K detector or to

a region of the near detector. This is done in order to save computation time. The

energy of the neutrino in the center of mass frame of the decaying particle is selected

based on the decay kinematics. The neutrino is then boosted into the lab frame,

again, under the assumption that it points to the detectors. The probability that it

points in that direction is then stored as an event weight in order to ensure that the

proper flux is derived in the end.

An important part of modeling the flux is tuning the simulation through external

data. This is done to correct the modeling of hadronic interactions by FLUKA2008

(in the target) and GCALOR (outside the target/mostly in the horn). The external

data is of meson production from a proton hitting a thin target. One of the primary

data sets used in the tuning comes from the NA61/SHINE experiment where 31

GeV protons are fired into a 2 cm carbon target. The experiment records the energy

and angular distribution of produced pions and kaons. The phase space measured
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(1) FLUKA simulation 

(2) JNUBEAM

(3) hadron production re-weighting

simulate proton + C interaction in the target and the bafe

* track the particles exiting from the target 
* neutrino-producing decays

pion production multiplicity & interaction rate

Neutrino Fluxes at SK and ND

FIG. 13: Flow diagram of the flux prediction.

The general simulation procedure is outlined in Fig. 13.

A. Interaction of primary beam in the target

The simulation of the interactions of the primary beam
protons with the graphite of the ba✏e and the target core
is performed using FLUKA2008. Incident protons are
generated according to the measured proton beam spatial
distribution and divergence. The kinetic energy is set to
30 GeV. Figure 14 shows the two-dimensional projection
of the simulated geometry. The ba✏e is described as a
graphite block with the dimensions 29⇥40⇥171.145 cm3

and a 3.0 cm diameter cylindrical hole through the cen-
ter. The target is modeled as a graphite cylinder 90 cm
long and 2.6 cm in diameter. The volume inside the baf-
fle hole and between the ba✏e and the target is filled
with He gas. The generated particles are traced until
they emerge from the model geometry and then informa-
tion such as kinematic variables and hadron interaction
history at that point is recorded.

B. Tracking inside horns and helium vessel.

Particles are generated in JNUBEAM according to
the recorded information in the previous step, and are
tracked through the horns and helium vessel. The 2 mm
thick graphite tube and 0.3 mm thick titanium case sur-
rounding the target core are also modeled in JNUBEAM.
The interaction of generated particles with the materials
in JNUBEAM is modeled by GCALOR.

1. Horn magnetic field

As explained in Sec. II B 1, a toroidal magnetic field
is generated in the horns. The field strength varies as
1/r, where r is the distance from the horn axis. Since a

Z (cm)
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FIG. 14: A two dimensional view of the geometrical
set-up in the FLUKA simulation of the ba✏e and the

target.

low frequency pulsed current (3.6 ms full width) is loaded
into the horn, the skin e↵ect is small (the estimated skin
depth is approximately 5 mm while the thickness of the
inner conductor is 3 mm.). Therefore, we assume that
the current flows in the conductor uniformly. On this
assumption, the magnetic field at radius r in the inner
conductor is calculated with Ampère’s Law as:

B(r) =
µ0I

2⇡r

r2 � a2

b2 � a2
(1)

where µ0 is the magnetic permeability, I is the current
and a and b are, respectively, the inner and outer radii
of the inner conductor.

2. Neutrino production

The particles are tracked in the helium vessel, decay
volume, and the surrounding concrete shield including
the beam dump until they decay or their kinetic energy
drops below 10 MeV (at which point unstable particles
are decayed). Decay products are also tracked except
for neutrinos. In JNUBEAM, ⇡±, K±, K0

L and µ± de-
cays listed in Table IX are considered as neutrino sources.
The current best knowledge [26] on the branching ratios
and K±

`3 (K+ ! ⇡0l+⌫l/K� ! ⇡0l�⌫̄l, l = e, µ) decay
form factors is used. When a muon is generated from
pion/kaon decay, its polarization information is stored.
This polarization is then taken into account at the muon
decays.

In order to save computing time, when a particle de-
cays into neutrino(s), the neutrino(s) are forced to point
in the direction of SK or a randomly chosen point in the
near detector planes. The neutrino energy in the center
of mass frame is assigned based on the decay kinemat-
ics. The neutrino is then boosted into the laboratory
frame under the assumption that it points towards the
desired detector, and the probability of production in the

Figure 6.2: Cross section of graphite target geometry input into the FLUKA2008
simulation of the beam. The simulation starts with 30 GeV protons which are fired
through the graphite baffle and into the target core which is also made of graphite.
The simulation then records the position and kinematic information of particles that
are produced in the collision and then cross the boundary of the simulation geometry.
This particle information is passed on to the next stage of the beam simulation.
Figure taken from (Abe et al. (2013c)).

by the NA61/SHINE experiment covers most of the phase space needed for T2K.

Figure 6.3 shows the kinematic distribution of pion production for T2K (via the color

map). This is compared to the kinematic coverage of the NA61 measurement shown

in the boxes. At the time of the current analysis, the one region not covered was the

forward region for high energy kaons. In this region, the tuning was done using data

from Eichten et al. and Allaby et. al.

The method of tuning the modeling of hadronic interactions was to compare

the thin target production data with a simulation of the experimental setup. This

simulation was done both with FLUKA2008 and GCALOR in order to tune them

separately. For the GCALOR simulation, which is mostly of interactions in the alu-

minum of the horn, the production data were scaled to apply to the different nuclei.

The number of mesons produced at a given angle and momentum were compared

between the data and the simulation. The ratio of the differential production be-

tween the data to the simulation was then extracted. These ratios were then used
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FIG. 15: The phase space of pions and kaons contributing to the predicted neutrino flux at SK, and the regions
covered by NA61/SHINE measurements.

TABLE XII: Inelastic and production cross-section data used to re-weight hadron absorption probabilities.

Data Beam Target Beam Momentum (GeV/c) Measurement
Abrams et al. [30] K± C, Cu 1 – 3.3 �inel

Allaby et al. [31][32] ⇡�, K� C, Al, ... 20 – 65 �inel

Allardyce et al. [33] ⇡± C, Al, ... 0.71 – 2 �inel
Bellettini et al. [34] p C, Al, ... 19.3, 21.5 �inel

Bobchenko et al. [35] ⇡�, p C, Al, ... 1.75 – 9 �inel

Carroll et al. [36] ⇡±, K±, p C, Al, ... 60 – 280 �prod

Cronin et al. [37] ⇡� C, Al 0.73 – 1.33 �inel
Chen et al. [38] p C, Al, ... 1.53 �inel

Denisov et al. [39] ⇡±, K±, p C, Al, ... 6 – 60 �inel

Longo et al. [40] ⇡+, p C, Al 3 �inel
NA61/SHINE [11] p C 31 �prod

Vlasov et al. [41] ⇡� C, Al 2 – 6.7 �inel

maximum allowed longitudinal momentum of the pro-
duced particle. The weights shown in Fig. 16 are con-
verted to an xF , pT dependence and applied to tertiary
events based on the xF and pT of those events. This re-
weighting method assumes perfect scaling, and the sys-
tematic e↵ect is studied in Sec. V A using data with lower
incident particle momenta.

The NA61/SHINE data are also extrapolated from a
carbon target to aluminum and used to re-weight in-
teractions in the horn material that are modeled in
the GEANT3 (GCALOR) simulation. The A-dependent
scaling is carried out using a parametrization proposed
by Bonesini et al. [43] based on works by Barton et al. [44]
and Skubic et al. [45]:

E
d3�(A1)

dp3
=


A1

A0

�↵(xF ,pT )

E
d3�(A0)

dp3
, (6)

where:

↵(xF , pT ) = (a + bxF + cx2
F )(d + ep2

T ). (7)

The parameters a through e are determined by fitting
the A-dependence in the data from Eichten et al. [27]
and Allaby et al. [28]. Examples of the fitted A depen-
dence for a few bins are shown in Fig. 17. In this figure,

TABLE XIII: Parameters for material scaling.

a b c d e
Bonesini et al. [43] 0.74 -0.55 0.26 0.98 0.21
Fit to ⇡ data 0.75 -0.52 0.23 1.0 (fixed) 0.21
Fit to K data 0.77 -0.32 0.0 1.0 (fixed) 0.25

the ratio of the K+ production from the Al target to that
obtained from the Be target by [27] is plotted at di↵er-
ent momenta for three angular bins. The accuracy and
precision of the scaling for the individual data points is
discussed in Sec. V A. The fitted parameter values along
with the values reported in [43] are listed in Table XIII.

The NA61/SHINE pion production data are scaled to
aluminum using the parameters in Table XIII, and the
resulting weights applied to the production in GCALOR
are shown in Fig. 18. The weights are calculated for
GCALOR, since the simulation of interactions in the
horn material is done with GEANT3.

The re-weighting of K+ and K� production in the
phase space not covered by NA61/SHINE is carried out
using the Eichten et al. [27] and Allaby et al. [28] kaon

Figure 6.3: The phase space of pions production from hadronic interactions in the
simulation of the neutrino flux at Super-K is shown in the blue heat map. The region
outlined in black shows the areas of phase space measured by the NA61 thin target
experiment. Figure taken from (Abe et al. (2013c)).

to weight the neutrino spectrum by weighting the chain of hadronic interactions for

each neutrino produced in the simulation.

In addition to tuning the differential production rates, external measurements

of the total production cross section for pions, kaons and protons on various target

materials were used to tune the simulation. Figure 6.4 shows the production cross

section from the untuned simulations along with data from several measurements.

The ratio between the measured and model cross sections were also used to weight

the neutrino flux.

In Figure 6.5, the ratio of the flux at Super-K after to before tuning is shown

for different neutrino species. The tuning ratios are given for the different types of

tuning: kaon production, pion production and overall interaction cross section. The

total tuning is shown as well.

In the end, the tune simulation produces a flux prediction for both the near and

far detectors. The final flux is shown in Figure 6.6 for different neutrino species.
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FIG. 23: Comparisons of �prod measurements and the values used in the simulation (solid line for FLUKA and
dashed line for GCALOR), for incident protons (top left) and charged pions (top right), K+ (bottom left) and K�

(bottom right).

the flux is evaluated by constructing a covariance matrix
from the N re-weighted versions of the flux prediction:

Vij =
1

N

k=NX

k=1

(�i
nom � �i

k)(�j
nom � �j

k). (16)

Here the �i
nom are the nominal flux and i specifies the

neutrino energy bin, flavor and detector at which the flux
is evaluated. The �i

k are the corresponding bins of the
kth re-weighted version of the flux. Flux uncertainties
evaluated with this method are the hadron interaction
uncertainties and the proton beam profile uncertainties.

The second method for evaluating uncertainties is ap-
plied for uncertainties represented by variations of the
flux due to changes in a single underlying parameter. For
these uncertainties the flux is typically re-simulated for
variations of the parameter at ±1�. As with the previous
method a covariance matrix is calculated:

Vij =
1

2
[(�i

nom��i
+)(�j

nom��j
+)+(�i

nom��i
�)(�j

nom��j
�)].

(17)

The �i
+ and �i

� are the re-simulated flux for +1� and
�1� variations of the underlying parameter.

The combined uncertainty on the flux prediction is
simply represented by the sum of the covariances from
each independent source of uncertainty described in the
following text. Since the flux is evaluated as a covariance
between bins in neutrino energy, neutrino flavor, and neu-
trino detector, the covariance between the flux prediction
at the near and far detectors is included. The covariance
can be used directly in an extrapolation method, or to
calculate the uncertainty on a far-to-near ratio.

A. Hadron interaction uncertainties

The systematic uncertainties associated with the
hadronic interactions come from a variety of sources. One
of them is the experimental uncertainties in the data. An-
other is the scaling of the di↵erential production yields to
di↵erent incident particle momenta (see Section IV C2).
In addition, the systematic e↵ects associated with the ex-

Figure 6.4: The production cross section for different types of incident particles:
proton (top right), pion (top right), K` (bottom left) and K´ (bottom right). Figure
taken from (Abe et al. (2013c)).

6.4.2 Model of Neutrino Interactions in ND280 and Super-K

The modeling of neutrino-nucleus interactions is implemented by a neutrino interac-

tion event generator NEUT1 (Hayato (2002)). For a neutrino with a specified flavor

and energy, NEUT selects an interaction from a pre-defined set whose chances of

selection are weighted by their relative cross sections. After the selection of the in-

teraction mode, NEUT then defines the appropriate final-state particles (such as an

out-going lepton, nucleon, or meson) whose kinematics are chosen by pre-calculated

(double) differential cross sections. Tables 6.1 and 6.2 contain the list of modeled

1 NEUT version 5.1.2.4
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FIG. 24: Ratio of the hadron interaction re-weighted flux over the nominal flux for ⌫µ (upper left), ⌫̄µ (upper right),
⌫e (lower left), ⌫̄e (lower right)

trapolation of the di↵erential particle yields to di↵erent
target materials must be considered. It is also necessary
to estimate the contribution from the regions of particle
production phase space not covered by the data. Finally,
the systematic uncertainties associated with the total in-
teraction rate (production cross section) of particles in a
given material must be evaluated.

1. Pion production uncertainties

The uncertainty on the pion production multiplicity
modeling arises from a number of sources:

1. The uncertainty on the NA61/SHINE data used to
re-weight the pion production multiplicity

2. The uncertainty on the incident particle momen-
tum scaling used to apply the NA61/SHINE data
to interactions with lower momentum incident nu-
cleons

3. The uncertainty from phase space that is not cov-
ered by the NA61/SHINE data points

The uncertainty from the NA61/SHINE pion multi-
plicity data points is dominated by the systematic un-
certainties, which are described in detail elsewhere [11].
Figure 26 shows the total errors including statistical er-
rors for each of the NA61/SHINE p�✓ bins. The total er-
rors are typically 5 to 10% in the most important regions
of the phase space. The dominant sources of uncertainty
are the correction for the feed-down from strange parti-
cle decays and particle identification. For most sources of
uncertainty, the systematic e↵ect is assumed to be corre-
lated across all NA61/SHINE bins. This is a reasonable
assumption for the feed-down error given the correlated
model dependence of the strange particle production. For
the particle identification error, it is assumed that bins of
similar momenta are more correlated, and the systematic
errors are modeled with a ranged correlation:

Ci,j =1 �
✓

pi � pj

6 GeV/c

◆2

for |pi � pj |  6 GeV/c

(18)

=0 for |pi � pj | > 6 GeV/c
(19)

Figure 6.5: The ratio of the tuned to untuned flux. The ratio is shown for tuning
from pion and kaon multiplicities along with tuning of the interaction cross sections.
The total tuned ratio is also shown. Figure taken from (Abe et al. (2013c)).

interactions for charged-current and neutral-current interactions. NEUT models in-

teractions for neutrinos with energies between 0 and 1 TeV. For the T2K experiment,

we only simulate neutrino interactions occurring with an energy between 0 and 30

GeV.

At the range of neutrino energies at which T2K operates, the primary interaction

channels which will be observed at Super-K are quasi-elastic scattering and pion

production from the formation of a ∆ resonance. This can be seen from Figure 6.7,

which shows the interaction cross section versus energy for both the total cross

section and those for three modes: quasi-elastic scattering, resonance production,

and deep inelastic scattering. The T2K neutrino energy range at about FWHM
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Table 6.1: Table of charged-current neutrino interactions modeled in the event gen-
erator NEUT. In the following table, N is used as the symbol for nucleon (neutron
or proton) and X is used to mean one or more mesons. The analogous modes exist
for charged-current ν̄ interactions.

Interaction Type Formula Energy (GeV)
CC Quasi-Elastic νl ` nÑ l´ ` p 0-1000

CC Single π Production from ∆ νl ` pÑ l´ ` p` π` 0.37-1000
νl ` nÑ l´ ` p` π0

νl ` nÑ l´ ` n` π`

CC Coherent π Production νl `
16 O Ñ l´ `16 O ` π` 0.4-1000

CC Multiple π Production νl `N Ñ l´ `N ` pą 1qπ 0.5-1000
CC Single γ Production from ∆ νl ` nÑ l´ ` p` γ 0.37-1000
CC Single η Production from ∆ νl ` nÑ l´ ` p` η0 0.37-1000
CC Single K Production from ∆ νl ` nÑ l´ ` Λ`K` 0.37-1000

CC Deep Inelastic Scattering νl `N Ñ l´ `N `X 0-1000

of the spectrum peak is shown. Other, higher energy interactions do occur, but

they are subdominant contributions in the final neutrino spectrum seen in Super-K.

Therefore, we limit ourselves to the description of the model used for these two types

of interactions. For the rest, please see (Hayato (2002)).

Table 6.2: Table of neutral-current neutrino interactions modeled in the event gen-
erator NEUT. In the following table, N is used as the symbol for nucleon (neutron
or proton) and X is used to mean one or more mesons. The analogous modes exist
for charged-current ν̄ interactions.

Interaction Type Formula Energy Range (GeV)
NC Elastic ν `N Ñ ν `N 0-1000

NC Single π Production from ∆ ν `N Ñ ν `N ` π0 0.37-1000
ν ` nÑ ν ` p` π´

ν ` pÑ ν ` n` π`

NC Coherent π0 Production ν `16 O Ñ ν `16 O ` π0 0.4-1000
NC Multiple π Production ν `N Ñ ν `N ` pą 1qπ 0.5-1000

NC Single γ Production from ∆ ν `N Ñ ν `N ` γ 0.37-1000
NC Single η Production from ∆ ν `N Ñ ν `N ` η0 0.37-1000
NC Single K Production from ∆ ν ` nÑ ν ` Λ0 `K0 0.37-1000

ν ` pÑ ν ` Λ0 `K` 0.37-1000
NC Deep Inelastic Scattering νl `N Ñ ν `N `X 0-1000
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Quasi-Elastic Scattering

NEUT implements elastic scattering through two models. For elastic scattering off

of free protons, NEUT uses a model by C.H. Llewellyn Smith. For neutrino elastic

scattering with a nucleon in the nucleus, the Smith and Moniz model is used. The

latter is an extension of the former, as the Smith and Moniz model treats the inter-

acting nucleon as free but subject the initial and final kinematics to constraints due

to the nuclear environment. These constraints derive from the model of the nucleus

which in NEUT is treated as a non-interacting relativistic Fermi gas of nucleons. The

distribution of initial nucleon momentum is derived from measurements of electron

scattering on a carbon nucleus. The final nucleon momentum is subject to Pauli-

blocking, which forbids the out-going nucleon momentum to fall below the nucleus’

Fermi momentum, which for oxygen is set at 225 MeV/c. The out-going nucleon is

also required to overcome the nucleus’ binding energy, which for oxygen is set to 27

MeV/c2.

The details of this elastic scattering model will become important later as they

serve as the basis for parameterizing some of the uncertainties in the expected re-

constructed neutrino energy spectrum.

The models listed above are calculated for charged-current elastic scattering. For

neutral elastic scattering, several ratios from experiment are used to derive the cross

section

σNCpνpÑ νpq “ 0.153ˆ σCCpνnÑ e´pq (6.7)

σNCpν̄pÑ ν̄pq “ 0.218ˆ σCCpν̄pÑ e`nq (6.8)

σNCpνnÑ νnq “ 1.5ˆ σNCpνpÑ νpq (6.9)

σNCpν̄nÑ ν̄nq “ 1.0ˆ σNCpν̄pÑ ν̄pq (6.10)
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Resonance Production

For all the meson production modes coming from a ∆ resonance listed in Tables 6.1 and 6.2,

NEUT uses cross sections from the Rein and Sehgal model. In this model, the

charged-current interaction is separated into two parts

ν `N Ñ l `N˚ (6.11)

N˚
Ñ X `N 1 (6.12)

where N is the nucleon, N˚ is the nucleon resonance, X is a single decay product

from the resonance, and N 1 is the final out-going nucleon. The branching fractions

and decay kinematics for the different mesons come from the decay of a ∆p1232q.

NEUT restricts its use of this model for the decay to single γ, kaons, etas, and pions.

This restriction to single decays prevents from overlapping with other interaction

modes.

The resonant production of single pions are an important class of interaction

because they are expected to be the second largest source of events that eventually

pass into the final neutrino event sample. For the events that come from neutral-

current interactions, they consist of a single pion being produced by the nucleus-

neutrino interaction and then mis-identified as a single muon by the event selection.

For charged-current interactions, both a muon and pion are produced. Events that

pass have either its pion or muon missed by the reconstruction. This can come about

either because of a failure in the reconstruction or because the pion is absorbed

through hadronic interactions within the nucleus prior to pion’s escape. The pion

can also be lost through hadronic interactions with the non-original nuclei in the

water. These hadronic interactions both inside the original nucleus are referred to

as final state interactions and secondary interactions, respectively.
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Final State and Secondary Interactions

Hadrons produced from neutrino interactions can interact with the nucleus before

passing out of the nucleus. This is especially true for pions where their cross section

with nucleons can be large in the energy region we are interested in. In NEUT,

interactions of pions and nucleons that occur in the nucleus after the initial neu-

trino interaction are known as final state interactions (FSI). NEUT implements a

particle cascade model for FSI where pions or nucleons generated in the nucleus

are transported step by step until they leave or are absorbed by the nucleus. The

initial position of the interaction is generated by the Woods-Saxon nucleon density

distribution (Woods and Saxon (1954)).

For pions traveling through the nucleus, they are allowed to undergo quasi-elastic

scattering, charge exchange (e.g. π˘ Ñ π0), absorption and hadron production. For

the hadron production interaction, the model allows a pion interaction to prouce a

nucleon and up to six additional pions. At each step, the pion’s mean free path is

calculated using the four interactions and then is used to determine if an interaction

occurs.

The chain of pion interactions as it moves through the nucleus is recorded. Just

as was done in the beam flux tuning, recording the chain of interactions allows one to

weight the event by adjusting the strength of each interaction type. Such weighting

was used to tune the model to agree with π˘-12C interaction cross sections (de Perio

(2011)). The cross sections before and after the tuning for the different types of in-

teractions are shown in Figure 6.8. The weighting scheme will also play an important

role in defining the uncertainty in the FSI model.

For pions that have left the original nuclues and are traveling through the water,

their interactions through the Super-K detector are modeled using the same transport

method for FSI. These interactions outside the nucleus are referred to as “secondary
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interactions”, or SI. The only modification to the method is that the pion mean

free path is calculated for a pion traveling through Super-K rather than the nucleus.

Using the same model allows for a consistent treatment of pion itneractions at low

energy and takes advantage of the work that was done to tune the interactions

to external data. Furthermore, the same reweighting scheme will be employed for

secondary interactions when parameterizing the effect of the uncertainty in this model

for the oscillation analysis.

Coherent Pion Production

In addition to pions being made through the interaction of the neutrino with a nu-

cleon, the neutrino may also interact with the entire 16O nucleus. Because the nucleus

is much heavier than the neutrino, any out-going products from this reaction will

be traveling mostly along the initial direction of the neutrino. For charged-current

interactions, this includes pions traveling close to the direction of the muon. For

neutral-current interactions, a lone π0 may be produced close to the initial direction

of the neutrino. NEUT implements a model of this interaction by Rein-Sehgal (Rein

and Sehgal (1983)).

6.4.3 Simulation of the Super-K Detector Response

The simulation of the Super-K detector, SKDETSIM, is briefly described in 4.4.6.

SKDETSIM’s role in the analysis is to take the expected interactions in the detector,

calculated by combining the flux prediction and the model of neutrino interactions

by NEUT, and produce fake MC data similar to what we expect to see at Super-K.

The resulting MC data is passed through the same event selection and reconstruc-

tion algorithms as the real data in order to produce the expected Super-K spectrum.

The MC spectrum also includes the effect of oscillations. Furthermore, the effect of

systematic uncertainties in the various flux and interaction models are implemented
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as parameterized modifications to the spectrum. The formalism for this calcula-

tion is described in the next section, Section 6.5. The definition of the systematic

uncertainty parameters are in Section 6.6.

6.5 Formalism of Super-K Spectrum Prediction

In this section, we describe the computation behind the prediction of the Super-K

spectrum. This will help define notation that will be useful when describing the

action of the systematic error parameters on the model prediction.

For the analysis, the goal is to be able to compute the probability density of

observing a neutrino event seen at Super-K with some reconstructed energy. Fur-

thermore, we also require the expected number of events, NSK
exppθ, fq. For both, the

quantities must be computed given values of the systematic uncertainty parameters,

f , and oscillation parameters, θ. Unfortunately, it is not possible to calculate either

quantity using an analytic function. As an alternative, Monte Carlo (MC) methods

generate the spectrum whose values are histogrammed in bins of the reconstructed

neutrino energy. The values of each bin, N rec
i , give the number of events in the ith

bin number of the predicted reconstructed energy spectrum.

In the analysis, N rec
i is a function of the neutrino oscillation parameters, θ, and

systematic uncertainty parameters, f . The neutrino oscillation probability is a func-

tion of the true neutrino energy. Therefore, the expression for N rec
i involves a sum

over true neutrino energy and takes the form

N rec
i pθ, fq “

ÿ

j

Mij ¨ PoscpE
true
j ;θq ¨N true

ij pf tq (6.13)
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where

N rec
i : Number of events in the ith bin of reconstructed neutrino

energy distribution (6.14)

N true
ij pfq : Number of events in the ith reconstructed energy bin

and jth true energy bin. The value depends on the

systematic uncertaintity parameters f

Mij : Conversion matrix from true neutrino energy distribution

to reconstructed energy distribution

The values of Mij are calculated in advance from the MC simulation and contain the

probability that an event with a true neutrino energy that falls in true neutrino energy

bin j will be observed with a reconstructed energy that falls into bin i. The oscillation

probabilities, PoscpE
true
j ;θq, in Equation (6.13) are calculated using a library called

Prob3++ (Wendell (2014)) which calculates the oscillation probability using the full

three-flavor-neutrino oscillation framework and includes matter effects. The library

implements the formalism outlined in (Barger et al. (1980)).

The dependence of N true
ij on the systematic parameters f t will be different for the

various neutrino flavors and the types of interactions. As a result, we split N true
ij into

a sum over different neutrino flavors, ν, and interaction modes, I. We also factor

out the change in the bin due to the systematic errors such that

N true
ij pf tq “

ÿ

ν

ÿ

I

N true,νI
ij F t,νIij pEtrue, f tqF r,νIi pErec, f rq (6.15)
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where

N true
ij : Number of events in jth bin of true neutrino energy

distribution from MC

F t,νIij pEtrue, f tq : The weight factor for the ith and jth bin due to the subset

of f t that are a function of the true energy

F r,νIi pErec, f rq : The weight factor for the ith bin due to the subset

of f r that are a function of the reconstructed energy

ν : Index over different neutrino flavors in the beam whose

elements are {νµ, ν̄µ, intrinsic beam νe, ν̄e, signal νe}

I : Index over the different interaction channels or modes,

whose elements include:

{charged-current quasi-elastic interactions (CCQE),

charged-current single π resonant production (CC1PI),

charged-current coherent pion production (CCCOH),

other charged-current processes (CCOTH),

neutral-current single π production (NC1PI), and

other neutral-current interactions (NCOTH). }

The functions, F ri pf rq and F t,νIij pf tq, are the systematic uncertainty weighting func-

tions which parameterize how the expected spectrum changes as a function of the

parameter values. These functions are further factorized to separate the individual

effect of the systematic uncertainty parameters such that

F r,νIi pErec, f rq “
ź

k

F r,νI
ik pErec

i , fkq (6.16)
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and

F t,νIij pEtrue, f tq “
ź

k1

F t,νI
ijk1 pE

true
j , fk1q. (6.17)

Note that f “ f r ` f t and that there are no parameters which depend explicitly on

both the true and reconstructed energy.

The values of F quantify the effect on the ijth bin due to a single systematic

uncertainty parameter and are calculated through the simulation. The way this is

done is that the value of the bin as a function of a single systematic uncertainty

is recorded and used to define of a function that gives the fractional change in the

bin for a given value of the systematic uncertainty parameter. For roughly half of

the parameters, this function is linear. For the other half, splines parameterize the

function. For almost all the components of f , the parameters are defined so that the

value of 1.0 represents the default value of some input parameter to the spectrum

prediction.

The bins of the neutrino energy spectrum span the interval of 0.0 GeV to 30.0

GeV. This range is the same for both true and reconstructed neutrino energy. How-

ever, the binning for Erec and Etrue are different and are summarized in Table 6.3

and 6.4, respectively.
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FIG. 25: The flux predictions for the SK far detector and ND280 near detector broken down by the neutrino parent
particle type. The error bars, which are too small to be seen in most energy bins, are due to the MC statistical error.

Figure 6.6: The tuned neutrino flux prediction for different neutrino species at the
near and far detector. Figure taken from (Abe et al. (2013c)).
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T2K flux region !
 (from FWHM)

Figure 6.7: Neutrino charged current interaction cross section versus energy for
model (solid lines) and data (points with error bars). The prediction for three differ-
ent interaction types are shown as well: quasi-elastic (QE, red), resonant production
(RES, blue), and deep inelastic scattering (DIS,green). The full-width half-maximum
(FWHM) range of the T2K neutrino spectrum at Super-K is shown in the light blue
region. Modified from figure made by G. Zeller.
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Figure 5.2:

rock), this may require further treatment.

Double charge exchange measurements, ⇡± ! ⇡⌥, are an interesting check of the cascade

model, though not so significant for the purpose of T2K due to the negligible cross section. DCX

arises from multiple SCX (⇡+ ! ⇡0 ! ⇡�) and thus is sensitive to the proton/neutron ratio in

the nucleus (as is SCX). For T2K, the NEUT FSI model reproduces the data well as shown in

Figure 5.7, especially the smaller cross section for ⇡� DCX in lead due to the excess of neutrons.

We check a subset of the hadron production channel by selecting combinations of 2⇡ final

states. There is a lack of pion-nuclei scattering measurements of 2⇡ production, hence we use free

nucleon data, as collected and fitted by [42], scaled to a carbon nucleus using a measurement of

12C(⇡�, ⇡+⇡�) at p⇡ = 408 MeV/c [41]. It is likely this scaling breaks down at higher energies and

requires further investigation. Regardless, we compare the NEUT prediction of each 2⇡ channel to

the scaled free nucleon data in Figure 5.8. The tuning produces better agreement in the relative

amounts of each channel. However, the hierarchy in the free nucleon data suggests that the fraction

Figure 6.8: Figure overlays π˘-12C interaction cross sections with the tuned NEUT
prediction using its pion hadronic interaction model. Figure from P. de Perio.
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Table 6.3: Binning of the true neutrino energy (Etrue) used in the oscillation analysis.
Bins around the oscillation peak (0.3„1.0 GeV) are set to be fine. The total number
of bins is 84.

Etrue range [GeV] Bin Width [GeV] Number of Bins
0.0„0.3 0.05 6
0.3„1.0 0.025 28
1.0„3.0 0.05 40
3.0 „ 3.5 0.10 5
3.5 „ 4.0 0.50 1
4.0„5.0 1.0 1
5.0„7.0 2.0 1
7.0„10.0 3.0 1
10.0„30.0 20.0 1

Table 6.4: Binning of the reconstructed neutrino energy (Erec) used in the oscillation
analysis. Total number of bins is 73.

Erec range [GeV] Bin Width [GeV] Number of Bins
0.0„3.0 0.05 60
3.0„4.0 0.25 4
4.0„6.0 0.5 4
6.0„10.0 1.0 4
10.0„30.0 20.0 4
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As we have stated above, the goal of the analysis is to measure the values of

sin2pθ23q and ∆m2
32 (∆m2

13) when assuming the normal (inverted) hierarchy. The rest

of the oscillation parameters are treated as nuisance parameters like the systematic

uncertainties. The value of sin2 θ13,sin2 θ12, and ∆m2
12 are assumed to be distributed

as a Gaussian random variable whose mean and sigma are taken from best fit values

and uncertainties found in the 2012 PDG (Beringer and Particle Data Group (2012)).

For the value of δCP , it is allowed to vary, without a penalty, between r´π,`πs. The

means and sigmas used for the oscillation parameters along with other inputs into

the Prob3++ calculator are summarized in Table 6.5.

Table 6.5: Summary of “nuisance” oscillation parameter values used in the proba-
bility calculation by library Prob3++. These parameters are allowed to vary in the
oscillation analysis. All parameters except δCP are given a Gaussian penalty in the
likelihood with mean and sigma defined below. The δCP is unconstrained and given
a starting value of zero.

Parameter Mean Value Sigma
∆m2

21 7.5ˆ10´5eV2{c4 0.20ˆ10´5eV2{c4

sin2 θ12 0.311 0.016
sin2 θ13 0.0251 0.0034
δCP 0 (starting value) unconstrained, bounded in r´π, πs
Mass hierarchy Normal or Inverted
Baseline length 295 km
Earth density 2.6 g/cm2 (matter effect on)

The PDF of the reconstructed neutrino spectrum is obtained by linear interpo-

lation of N rec
i :

ρpErec
q “

x ¨N rec
i`1 ¨ wi`1 ` p1´ xq ¨N

rec
i ¨ wi

NSK
exp

, (6.18)

where

x “
Erec ´ Erec

i

Erec
i`1 ´ E

rec
i

, wi “
0.05 GeV

Erec
i`1 ´ E

rec
i

, pErec
i`1 ą Erec

ą Erec
i q. (6.19)

Figure 6.9 shows the binned energy spectrum and the PDF according to Equa-
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tion (6.18). The black line function in this figure is used as the PDF in the likelihood

definition found in Equation (6.4). The integral of the unnormalized spectrum is used

as for the value of N exppθ, fq also found in the likelihood.
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Figure 6.9: PDF of the reconstructed neutrino spectrum. Red histogram shows
the fraction of the Erec spectrum found in each bin. Black line shows the probability
density used in the likelihood, which uses a linear function to interpolate between
neighboring bin centers.

6.6 Parameterization of Systematic Uncertainties

For the analysis, it is important to not only produce an accurate prediction of the

spectrum at Super-K but also to define a set of parameters that captures the extent

of our uncertainty in the model. For example, if there is an input parameter that

goes into the calculation of some model, an uncertainty can be set if there is an

external measurement that can independently constrain the value of the parameter.

Then the uncertainty on the parameter can be passed on to the model and define

the model’s uncertainty. However, for some uncertainties, the best that can be done

is to quantify the disagreement between theories. This method is sometimes used for

competing theories that describe an interaction mode.

In total, there are 45 systematic uncertainty parameters in the model of the spec-

trum at Super-K. The contents of the uncertainty parameter vector, f , are divided
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into five groups:

f “ f t,flux ` f t,xsec ` f r,SK ` f r,e´scale ` f t,osc (6.20)

where the sub-vectors are

f t,flux beam flux systematic parameters (total of 16),

f t,xsec: neutrino interaction cross section parameters (total of 18),

f r,SK: systematic parameters representing combined uncertainties in the SK selection

and in the modeling of final state (FSI) and secondary pion interactions (SI)

in SK (total of 6),

f r,e´scale: the SK energy scale systematic parameter, and

f t,osc: the other oscillation parameters (total of 4).

The superscripts, t and r, designate if a parameter applies to bins of true energy or

reconstructed energy, respectively.

In this section, we briefly describe the definition of the parameters along with

how the size of the uncertainties are derived. Almost all of the components in f

are assumed to be a Gaussian-distributed random variable. Any exceptions will be

discussed below. Tables 6.6 and 6.7 list the parameters along with the size of their

uncertainties.

6.6.1 Beam flux parameters

The uncertainty in the beam flux is studied for many different sources. The un-

certainties come from inputs to the tuning such as the pion and kaon multiplicities

discussed above. They also include other inputs to the simulation such as the profile

of the proton beam, measured versus input horn current, and the alignment of the
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Table 6.6: Table 1 of 2 of systematic parameters used in the oscillation analysis.
Parameters number 1 to 16 cover the beam flux systematic uncertainties. The mean
value and sigma are listed before and after the ND280 fit.

No. Parameter
Before ND280 fit After ND280 fit
Value Error(1σ)[%] Value Error(1σ)[%]

Flux Parameters
1 νµ flux Bin 1 1.0 12.1 1.029 8.5
2 νµ flux Bin 2 1.0 13.0 1.022 8.8
3 νµ flux Bin 3 1.0 12.2 0.995 8.0
4 νµ flux Bin 4 1.0 11.5 0.966 7.6
5 νµ flux Bin 5 1.0 12.9 0.934 8.5
6 νµ flux Bin 6 1.0 11.6 0.992 7.7
7 νµ flux Bin 7 1.0 10.0 1.037 6.8
8 νµ flux Bin 8 1.0 9.5 1.054 6.5
9 νµ flux Bin 9 1.0 11.2 1.035 7.2
10 νµ flux Bin 10 1.0 15.2 0.975 7.3
11 νµ flux Bin 11 1.0 18.7 0.943 8.2
12 ν̄µ flux Bin 1 1.0 13.3 1.030 10.2
13 ν̄µ flux Bin 2 1.0 11.7 1.011 9.0
14 ν̄µ flux Bin 3 1.0 11.9 1.007 9.4
15 ν̄µ flux Bin 4 1.0 12.3 1.026 10.4
16 ν̄µ flux Bin 5 1.0 12.2 1.008 10.7

horns. Figure 6.10 shows the total uncertainty in the beam flux at Super-K for dif-

ferent neutrino flavors along with the uncertainty due to the different beam inputs

analyzed.

However, the output that the T2K beam group provides to the rest of the collab-

oration condenses the information from the individual inputs into an error matrix

that quantifies the uncertainties on the flux normalization for bins of different true

neutrino energy and flavor. This matrix is provided for both the Super-K and ND280

detector. The binning used for the flux uncertainty and the error matrix is given in

Table 6.8.

For the calculation of the neutrino spectrum at Super-K, the flux uncertainties are

defined as normalization factors for each true neutrino energy bin. The contribution

from the uncertainties of νe and ν̄e flux was found to be negligible, („0.02 %),
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Table 6.7: Table 2 of 2 of the systematic parameters used in the oscillation analysis.
The values of most parameters are unit-less. For others, the units are listed along-
side the name. Note that the Super-K selection efficiencies and FSI-SI parameters
(indicated by *) are combined into common parameters.

No. Parameter
Before ND280 fit After ND280 fit
Value 1σ Error Value 1σ Error

(% of pre-fit) (% of post-fit)

Cross section parameters constrained by ND280

17 MQE
A [GeV] 1.21 37.2 1.240 5.8

18 MRES
A [GeV] 1.41 15.7 0.965 7.0

19 CCQE norm (Etrue ă1.5 GeV) 1 11 0.966 7.9
20 CCQE norm (1.5 ď Etrue ď 3.5 GeV) 1 30 0.931 11.1
21 CCQE norm (Etrue ą3.5 GeV) 1 30 0.852 13.3
22 CC1π norm (Etrue ă2.5 GeV) 1.15 31.7 1.265 12.9
23 CC1π norm (Etrue ą2.5 GeV) 1 40 1.122 15.3
24 CC other shape [GeV] 0 40 same as pre-fit
25 Spectral function 0(Off) 100(On) same as pre-fit
26 Eb [MeV] 27 33.3 same as pre-fit
27 pF [MeV] 225 13.3 same as pre-fit
28 CCCoh norm 1 100 same as pre-fit
29 NC1πC norm 1 30 same as pre-fit
30 NCOth norm 1 30 same as pre-fit
31 σνe{σνµ 1 3 same as pre-fit
32 W-shape [MeV] 87.7 51.7 same as pre-fit
33 Pi-less delta decay 0 20 same as pre-fit
34 σν̄{σν 1 40 same as pre-fit
SK Selection Efficiency and Detector Parameters
35* νµ, ν̄µ CCQE (Erec ă0.4 GeV) 1 2.54 same as pre-fit
36* νµ, ν̄µ CCQE (Erec=0.4„1.1 GeV) 1 2.82 same as pre-fit
37* νµ, ν̄µ CCQE (Erec ą1.1 GeV) 1 3.69 same as pre-fit
38* νµ, ν̄µ CCnonQE 1 8.25 same as pre-fit
39* νe CC 1 100 same as pre-fit
40* All NC 1 59.19 same as pre-fit
41 SK energy scale 1 2.4 same as pre-fit
Hadronic interaction in oxygen (FSI) and water (SI)
35* νµ, ν̄µ CCQE (Erec ă0.4 GeV) 1 0.0002 same as pre-fit
36* νµ, ν̄µ CCQE (Erec=0.4„1.1 GeV) 1 0.07 same as pre-fit
37* νµ, ν̄µ CCQE (Erec ą1.1 GeV) 1 0.3 same as pre-fit
38* νµ, ν̄µ CCnonQE 1 8.6 same as pre-fit
39* νe CC 1 1.5 same as pre-fit
40* All NC 1 9.6 same as pre-fit
Oscillation Parameters Constrained by External Data
42 sin2pθ12q 0.311 5.1 same as pre-fit
43 ∆m2

12 [eV2/c4 ] 7.5ˆ 10´5 2.7 same as pre-fit
44 sin2pθ13q 0.0251 13.5 same as pre-fit
45 δCP 0.0 r´π, πs same as pre-fit
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FIG. 43: Fractional flux error including all sources of uncertainties.Figure 6.10: Total uncertainty in the beam flux (black line) along with the un-
certainty due to the different inputs analyzed (color lines). Figure from (Abe et al.
(2013c)).

so only uncertainties for νµ and ν̄µ are considered. The uncertainty functions in

Equation (6.17) for the flux parameters are defined as

F t,νI
ijk1 pE

rec
i , Etrue

j , fk1q “ f flux,νb (6.21)

where b is the appropriate flux parameter that applies for the jth true energy bin and

f flux,νb is the value for neutrinos with flavor, ν, and a true energy that falls within

the bth flux uncertainty bin. The nominal flux corresponds to a parameter value of

1.0. If ν is for flavors other than νµ and ν̄µ the value of f flux,νb is defined to be 1.0.
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Table 6.8: Binning of the flux systematic parameters

Flavor True neutrino energy binning [GeV] # of bins

νµ
0–0.4, 0.4–0.5, 0.5–0.6, 0.6–0.7, 0.7–1.0, 1.0–1.5,

11
1.5–2.5, 2.5–3.5, 3.5–5.0, 5.0–7.0, 7.0–30

ν̄µ 0–0.7, 0.7–1.0, 1.0–1.5, 1.5–2.5, 2.5–30 5

6.6.2 Neutrino Interaction Systematic Uncertainty Parameters

Motivation

The motivation behind the choice of parameters for the neutrino-nucleus uncertain-

ties can be generally described as focused on the two most important interaction

types: quasi-elastic scattering and resonant production of pions. In Figure 6.11, the

expected spectrum after selections is shown broken down by the contribution from

different types of interaction modes. As one can see, the most important modes

around 0.6 GeV (where most of the oscillation effect is expected to occur) are the

charged-current quasi-elastic and pion production modes. This is followed by mostly

neutral-current pion production modes (shown in green). As a result, the majority

of parameters that are defined relate to these types of interactions. Some of the

parameters quantify the uncertainty in the input the models. Others capture the

disagreement between our current model and external data. This is particularly true

for the parameters related to resonant production interactions. The work to define

the parameters and their associated uncertainties was done by the T2K Neutrino

Interaction Working Group (NIWG) (de Perio et al. (2013))(de Perio et al. (2012)).

Overview of Neutrino Interaction Parameters

The uncertainty in our neutrino-nucleus interaction model has been parameterized

by 20 parameters. A list of these parameters can be found in Table 6.9.2 In the table,

2 The default value of MRES
A and CC1π norm.(Eν ă 2.5) in NEUT is 1.21 GeV and 1.0, but

these values shown Table 6.9 are tuned by the MiniBooNE measurements (Aguilar-Arevalo et al.
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3 ANALYSIS METHOD
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Figure 6.11: Left: Predicted reconstructed neutrino energy spectrum at Super-
K. Spectrum has been broken down into interaction modes (stacked). Right: the
fraction of events in each bin due to types of interaction modes.

the parameters have been sub-divided into two types, A or B, depending on the way

they affect the calculation of the Super-K spectrum. The type of each parameter

can also be found in the table. Type B parameters are simple factors that adjust

the normalization of MC events related to certain interaction types. In other words,

Equation (6.17) for type B interaction parameters are defined as

F t,νI
ijk1 pE

rec
i , Etrue

j , fk1q “ fxsec,Ib , (6.22)

where I is for the interaction mode, and fxsec,Ib is both the value of the parameter

and the reweighting factors for events. The index, I, indicates to which set of in-

teraction modes the parameter applies. In addition to the mode, the normalization

factor that applies sometimes is divided into ranges of true energies. The index b in

Equation (6.22) indicates that the parameter applies to events with a true neutrino

energy that falls in the bth of the systematic uncertainty binning. These type B

parameters operate in the same way as the flux parameters described earlier. The ν

index is omitted on the right hand side of Equation (6.22) as each parameter applies

for all neutrino flux flavors.

(2011)).
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In contrast to type B parameters, the uncertainty factors in Equation (6.17) for

type A parameters are a little more complicated. The factors for this type quantify an

interaction uncertainty that has a non-linear dependence on the parameter value. For

such uncertainties, the factors, F t,νI
ijk1 pE

rec
i , Etrue

j , fk1q, are not simple normalization

factors but instead are parameterized as functions of fk1 , which are implemented

using splines. For example, in Figure 6.12 we show an example of F t,ν,CCQE
ijk1 for a

type A parameter, fxsec
MQE
A

. This particular parameter is an input into the CCQE cross

section calculation. Here one can see that the fractional change in the bin is not a

simple linear function of fxsec
MQE
A

. This curve is derived from simulating the spectrum

for several values of fxsec
MQE
A

. At each point shown on the curve, the change in the bin

from the nominal value is recorded. These points are then used to define the spline.
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Figure 6.12: The MQE
A response function for one energy bin of νµ CQQE event.

The “σ” represents the error size of MQE
A .
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Table 6.9: Table of the neutrino interaction parameters. The nominal values and
errors are constrained by external data. Some parameters are binned in Eν , the
true neutrino energy in GeV. The parameters are classified into two types by the
way their effect is implemented in the neutrino spectrum calculation discussed in the
previous section.

Parameter Type Nominal value Error

MQE
A A 1.21 GeV/c2 0.45 GeV/c2

MRES
A A 1.41 GeV/c2 0.22 GeV/c2

pF (16O) A 225 MeV/c 30 MeV/c
EB (16O) A 27 MeV/c 9 MeV/c
Spectral function (16O) A 0 (OFF) 1 (ON)
CC other shape A 0 0.4
W shape A 87.7 MeV/c2 45.3 MeV/c2

Pion-less delta decay A 0.0 0.2
CCQE norm. Eν ă 1.5 B 1 0.11
CCQE norm. 1.5 ď Eν ă 3.5 B 1 0.3
CCQE norm. Eν ě 3.5 B 1 0.3
CC1π norm. Eν ă 2.5 B 1.15 0.43
CC1π norm. Eν ą 2.5 B 1 0.40
CCCoh norm. B 1 1
NC1π Coh norm. B 1 0.3
NCOth norm. B 1 0.3
σνe{σνµ B 1 0.03
σν̄µ{σνµ B 1 0.2

Description of Parameters

Quasi-Elastic Parameters: MQE
A , pF , Eb, ‘Spectral function’, ‘CCQE norm.’

A total of 7 parameters quantify the uncertainty in our model of quasi-elastic in-

teractions. The MQE
A parameter is found in the axial form factor, FApQ

2q, which

is a part of the expression for the hadronic current. This form factor is a func-

tion of the momentum transfer, Q2, and is assumed to have a dipole form where

FApQ
2q “ FApQ

2 “ 0q{p1 ` Q2{MQE
A

2
q2. The value of MQE

A is an important input

in the calculation of the quasi-elastic scattering cross section. Note that this param-

eter affects both charged-current and neutral-current quasi-elastic scattering. The
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nominal value and error for the parameter are 1.21˘ 0.20 GeV/c2.

As discussed earlier in Section 6.4.2, the nuclear environment for the interacting

nucleon is modeled as a relativistic Fermi gas. One requirement of this model is that

the momentum of the out-going nucleon for all CCQE interactions must be above

what is known as the Fermi momentum, pF . The value the interaction generate,

NEUT, uses for oxygen is 225 MeV/c. The out-going nucleon is also required to

have enough energy to overcome the binding energy, Eb, of the nucleus. In NEUT,

this value is set to 27 MeV for oxygen. The values and uncertainties of pF and Eb,

come from electron scattering data (Moniz et al. (1971)).

The spectral function uncertainty parameter attempts to quantify the uncertainty

in the choice of model for the assumed momentum distribution, nppq, of the nucleons

in the nucleus. To get an estimate of our uncertainty, we compared the CCQE

double differential cross section between our generator, NEUT, and another neutrino

interaction generator, NuWro, which uses a different model for nppq (Juszczak et al.

(2005)). In fact, the generator defines a model for the more general spectral function,

Spp, Eq, which defines the probability of finding a nucleon with momentum, p, and

removal energy, E (nppq can be found by integrating over the possible values of E).

According to the scheme implemented by NuWro, both the Fermi momentum and

nuclear potential are dependent on the of the interaction in the nucleus. Furthermore,

this dependence is related directly to the position-dependent nucleon density. Such

a scheme used by NuWro is known as the local density approximation (LDA). This

is in contrast to NEUT, whose values of nppq, and binding energy, Eb, apply to

all regions of the nucleus. The motivation for this more sophisticated model of the

spectral function is the improved agreement between electron-nucleus scattering data

and models which include a spectral function versus ones that do not (Benhar et al.

(2005)).

In our implementation of spectral function uncertainty, the difference between
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the NuWro and NEUT differential cross section is calculated for p, θ, and Eν bins.

The value of the parameter in the fit is allowed to vary between 0 and 1. If the value

is 0, the cross section from NEUT is used. If the value is 1, then the events in the

MC are weighted by the difference between the NuWro and NEUT cross sections

relative to the initial NEUT cross section. For intermediate values of the parameter,

the weight comes from a linear interpolation between the NEUT and NuWro cross

sections. Figure 6.13 shows the cross section in p, θ for 0.55 ă Eν ă 0.6 GeV for

NuWro and NEUT. The difference relative to NEUT, which is used to weight MC

events, is also shown.
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Figure 22: NuWro SF cross section prediction (left), neut FG prediction (middle)
and fractional change to SF relative to FG (SF-FG/FG) (right) for CCQE events with
0.55 < E⌫ < 0.6GeV. Plots have been normalized relative to the total cross section
at 1 GeV. Top row is for CCQE ⌫µ events on carbon, bottom row is for ⌫e events on
oxygen. The black boxes are to aid the eye for comparisons later. Additional plots
in Appendix E.3.

31

Figure 6.13: The cross section in p, θ for 0.55 ă Eν ă 0.6 GeV for NuWro (left)
and NEUT (middle). The difference relative to NEUT (right), which is used to
weight MC events, is also shown. Figure by T2K Neutrino Interaction Working
Group (de Perio et al. (2013)).

In addition to the parameters discussed, an uncertainty in the overall normal-

ization provided for the CCQE cross section and is parameterized by three CCQE

normalization parameters that cover the different energy regions listed in Table 6.9.

The uncertainties in these parameters are driven by data. The lowest energy bin is
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assigned an error of 11%, which comes from the flux uncertainty in the measurement

of the most recent CCQE cross section, which was made by the MiniBooNE experi-

ment (Aguilar-Arevalo et al. (2010)). The high energy normalization parameters are

assigned a value of 30%, which comes from the disagreement in the implied CCQE

cross section at high energies by the MiniBooNE and NOMAD experiments (Aguilar-

Arevalo et al. (2010)) and (Lyubushkin et al. (2009)). This difference is considered

implied because the MiniBooNE experiment only measured below 2.0 GeV while

the NOMAD experiment measured at higher energies. However, if one fits the Mini-

BooNE cross section data by moving the value of MQE
A to 1.35 GeV/c2, the predicted

cross section at the energies measured by NOMAD is high by about 30%. Figure 6.14

shows the MiniBooNE and NOMAD measurements of the CCQE cross section and

illustrates this difference.

B. Flux-integrated single differential cross section

The flux-integrated, single differential cross section per
neutron, d!

dQ2
QE
, has also been measured and is shown in

Fig. 14. The quantityQ2
QE is defined in Eq. (2) and depends

only on the (unfolded) quantities T" and cos#". It should
be noted that the efficiency for events with T" < 200 MeV
is not zero because of difference between reconstructed
and unfolded T". The calculation of efficiency for these

(low-Q2
QE) events depends only on the model of the detec-

tor response, not on an interaction model and the associ-
ated uncertainty is propagated to the reported results.

In addition to the experimental result, Fig. 14 also
shows the prediction for the CCQE process from the
NUANCE simulation with three different sets of parameters
in the underlying RFG model. The predictions are abso-
lutely normalized and have been integrated over the
MiniBooNE flux. The RFG model is plotted assuming
both the world-averaged CCQE parameters (MA ¼
1:03 GeV, $ ¼ 1:000) [9] and the CCQE parameters ex-
tracted from this analysis (MA ¼ 1:35 GeV, $ ¼ 1:007) in
a shape-only fit. The model using the world-averaged
CCQE parameters underpredicts the measured differential
cross section values by 20%–30%, while the model using
the CCQE parameters extracted from this shape analysis
are within" 8% of the data, consistent within the normal-
ization error ( " 10%). To further illustrate this, the model
calculation with the CCQE parameters from this analysis
scaled by 1.08 is also plotted and shown to be in good
agreement with the data.

C. Flux-unfolded CCQE cross section as a function of
neutrino energy

The flux-unfolded CCQE cross section per neutron

!½EQE;RFG
% $, as a function of the true neutrino energy

EQE;RFG
% , is shown in Fig. 15. These numerical values are

tabulated in Table X in the appendix. The quantity EQE;RFG
%

is a (model-dependent) estimate of the neutrino energy
obtained after correcting for both detector and nuclear
model resolution effects. These results depend on the de-
tails of the nuclear model used for the calculation. The
dependence is only weak in the peak of the flux distribution
but becomes strong for E% < 0:5 GeV and E% > 1:2 GeV,
i.e., in the ‘‘tails’’ of the flux distribution.

In Fig. 15, the data are compared with the NUANCE

implementation of the RFG model with the world average
parameter values, (Meff

A ¼ 1:03 GeV, $ ¼ 1:000) and with
the parameters extracted from this work (Meff

A ¼
1:35 GeV, $ ¼ 1:007). These are absolute predictions
from the model (not scaled or renormalized). At the aver-
age energy of the MiniBooNE flux ( " 800 MeV), the
extracted cross section is " 30% larger than the RFG
model prediction with world average parameter values.
The RFG model, with parameter values extracted from

the shape-only fit to this data better reproduces the data
over the entire measured energy range.
Figure 15(b) shows these CCQE results together with

those from the LSND [56] and NOMAD [10] experiments.
It is interesting to note that the NOMAD results are better
described with the world average Meff

A and $ values. Also
shown for comparison in Fig. 15(b) is the predicted cross
section assuming the CCQE interaction occurs on free
nucleons with the world average MA value. The cross
sections reported here exceed the free nucleon value for
E% above 0.7 GeV.

D. Error summary

As described in Sec. IVE, (correlated) systematic and
statistical errors are propagated to the final results. These
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FIG. 15 (color online). Flux-unfolded MiniBooNE %" CCQE
cross section per neutron as a function of neutrino energy. In (a),
shape errors are shown as shaded boxes along with the total
errors as bars. In (b), a larger energy range is shown along with
results from the LSND [56] and NOMAD [10] experiments.
Also shown are predictions from the NUANCE simulation for an
RFG model with two different parameter variations and for
scattering from free nucleons with the world-average MA value.
Numerical values are provided in Table X in the appendix.

TABLE IV. Contribution to the total normalization uncertainty
from each of the various systematic error categories.

source normalization error (%)

neutrino flux prediction 8.66
background cross sections 4.32
detector model 4.60
kinematic unfolding procedure 0.60
statistics 0.26
total 10.7

A. A. AGUILAR-AREVALO et al. PHYSICAL REVIEW D 81, 092005 (2010)

092005-16

Figure 6.14: Differential cross section measurement of CCQE neutrino nucleus
scattering. Taken from (Aguilar-Arevalo et al. (2010)).

Single Pion Resonant Production: MRES
A , ‘CC1π norm.’, ‘W shape’,‘NC1π norm’

The parameters MRES
A , ‘CC1π norm.’, ‘W shape’, and ‘NC1π norm’ quantify the

uncertainty in our model for different neutrino-nucleus interactions that produce

mesons via the creation of a nuclear resonance. Due to the energy range and the

type of event selection of the analysis, the mesons we are primarily concerned with
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are pions. The motivation for these parameters centers around parameterizing a fit

of the NEUT generator to external resonant production measurements made by an

experiment, MiniBooNE (Aguilar-Arevalo et al. (2008)).

As described in Section 6.4.2, NEUT uses the Rein-Sehgal model to describe the

production of single pions from CC and NC interactions. Like the quasi-elastic model,

the formula for the cross section includes form factors in the hadronic currents. For

the resonant production modes, there is an axial mass parameter, MRES
A , whose role is

analogous to the MQE
A parameter for the quasi-elastic cross sections discussed above.

Changing the MRES
A parameter causes the expected spectrum to distort along with

changing the number of events expected. In order to provide an additional degree of

freedom to just the overall number of events, two normalization parameters, labeled

as ‘CC1π norm’, are introduced to cover energies below and above 2.5 GeV. The

lowest energy bin covers the range where MiniBooNE has made measurements of the

resonant production cross sections.

Similar to the ‘CC1π norm’ parameter, the ‘W shape’ and ‘NC1π norm’ param-

eters are data-motivated to provide degrees of freedom to help fit the shape and

normalization, respectively, of the MiniBooNE NCπ0 cross section measurement.

The ‘NC1π norm’ parameter is a simple normalization scale factor for all events in

the spectrum produced by such modes. The W-shape is more complicated and was

introduced in order to provide a way to distort the pion momentum distribution

for resonance interactions. It applies to interactions where a nucleon and either a

pion or photon is produced by the decay of the resonance. Events are weighted by a

function, r, dependent on the invariant mass, W , and the given value of the W-shape

parameter, fXsecWshape, such that

rpW ; fxsecWshapeq “ α
fxsecWshape

pW ´W0q
2 ` fxsecWshape

2
{4
P pW ;mπ,mNq, (6.23)
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where P pW ;mπ,mNq is the phase space probability for a two-body decay of a particle

with mass W into particles with mass mπ and mN ; and α is a normalization factor

calculated to leave the total nucleon-level cross section unchanged. W0 is set to 1218

MeV/c2. The nominal value of fXsecWshape is set to 87.7 MeV/c2 which comes from a fit

to the nominal W distribution produced by NEUT. (Note that this parameter also

effects resonant production of photons as well. In that case mπ changes to Eγ in the

above equation.) Figure 6.15 shows the effect of the parameter on NEUT prediction

of the neutral current π0 differential cross section. The nominal value is shown in

red. The black points show the MiniBooNE data. The figure demonstrates that this

parameter allows a way to smoothly vary from the nominal prediction to a prediction

that better agrees with the data.

In order to set the nominal value and uncertainties on these parameters, a fit

was made to MiniBooNE external data. The fit was to differential cross section

measurements of CCπ`, CCπ0, and NCπ0. This external fit is performed with MRES
A ,

‘CC1π norm’, ‘W shape’, and ‘NC1π norm’ along with other parameters mostly

pertaining to other high energy interaction channels. Figure 6.16 shows the different

bins used along with the nominal and best-fit distributions. The result of the fit

is used to set the nominal value and uncertainties for MRES
A and the lowest energy

‘CC1π norm’ parameter (below 2.5 GeV). The fit also sets the uncertainty for the

NC1π norm. The difference in the nominal and best-fit values for the W-shape is

used to set the uncertainty on this parameter.

Remaining Parameters:

Pion-less Delta Decay

In NEUT, 20% of all ∆ particles may decay without producing any pions. This

“Pion-less Delta Decay” (PDD) mode is potentially important as the resulting final

state particle will be a single muon. This makes PDD interactions look the same
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NC1⇡0 |p⇡0| spectrum. Other parameters are fixed at their nominal values. The
value of S preferred by the data is much lower than the nominal value of 87.7MeV.
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Figure 31: Change in neut MiniBooNE CCQE-like (left) and CC1⇡+ (right) cross
section as a function of neutrino energy for variations of S, where 1� = 45.6 MeV.
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37

Figure 6.15: Example of NEUT prediction (color lines) versus MiniBooNE data
(black crosses) for several values of the W-shape parameter, labeled in the plot as S.
The line with the closest value to the nominal is in red. Data from (Aguilar-Arevalo
et al. (2008)). Figure from (de Perio et al. (2012)).

as CCQE interactions in the Super-K detector. We therefore allow the fraction of

∆ resonances that decay without a pion to be a parameter in our analysis. We

require that the variation of this parameter does not change the total amount of ∆

production but only changes the relative fraction of decays to a pion to decays that

do not. We use 20% as the nominal value and define the 1 σ uncertainty as 20% as

well.

CC coherent pion production

In this interaction mode, instead of interacting with a single nucleon, a neutrino may

interact coherently with the entire nucleus. Because the nucleus is much heavier than

the neutrino, any out-going particles will be traveling mostly along the direction of

the incoming neutrino. For charged-current reactions, this includes the muon and a

pion traveling the forward direction.

Measurements looking for this type of interaction have not found it (Hiraide et al.

(2008)). Therefore, we define a simple normalization factor as a parameter for this

mode with an assigned 100% uncertainty on its value.
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Figure 16: Spectra used in the single-pion joint fit. In each case, the dashed red line is the
nominal neut prediction, solid blue is the best fit, and the black points are the MiniBooNE
data. The lower panel shows the data/MC ratio for nominal and best-fit MC.

30

Figure 6.16: Differential cross sections from MiniBooNE used to estimate the
uncertainty in our model of single pion production via nuclear resonances. The
dashed red line shows the nominal cross sections from our event generator NEUT.
The blue line shows a fit to the data using a collection of parameters quantifying the
uncertainty in our model. The information from this fit is used to set the values and
uncertainties for parameters in the oscillation analysis fit presented in this thesis.
Figure from (de Perio et al. (2012)).
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CC other Shape

For the remaining charged-current interactions at higher energies, we define a nor-

malization parameter where the weight applied is

w “ 1` fxsecCCotherShape{Eν . (6.24)

The scale factor takes this form because the charged-current inclusive cross sec-

tion divided by energy has been observed to be flat at high energies. Figure 6.17

demonstrates this finding and also shows a recent measurement from the MINOS

experiment (Adamson et al. (2010)). MINOS measured deviations from this trend

at low energy. We use the largest deviation of about 10% to set the size of the

uncertainty on this parameter.

measurement and the acceptance correction are propagated
to an uncertainty on the extracted cross section. The con-
tributions from each parameter shift are added linearly to
form the total DIS model uncertainty which is 2% below
8 GeV for both neutrino and antineutrino cross sections,
and is negligible above this energy.

The contamination from wrong-sign events is significant
only for the antineutrino sample. To evaluate the uncer-
tainty from this source, we recompute the cross section
assuming no wrong-sign contamination and 2 times as
much wrong-sign contamination. The resulting uncertainty
is negligible below 15 GeV but is about 4% at the highest
energies.

The systematic, statistical, and total uncertainties for the
neutrino and antineutrino cross sections are summarized in
Fig. 9.

In the cross section ratio significant additional cancella-
tion of uncertainties occurs. At the lower energies the
uncertainties are about half those shown in Fig. 8. At higher
energies they are 1% to 2% each, except for the wrong-sign
contamination which is significant only for the antineutrino
sample.

V. RESULTS

Figure 10 shows the extracted energy dependence of the
total cross section divided by energy (!=E) for "#N CC
and for !"#N CC interactions on an isoscalar target. The
cross section values are assigned to the average energy in
the bin. Both cross sections approach a linear energy
dependence for energies above 20 GeV. For neutrinos
!=E drops with increasing energy in the lower energy
region. At 3 GeV the quasielastic cross section is still
expected to be appreciable ( ! 15%). Its contribution to

!=E falls rapidly with increasing energy as inelastic pro-
cesses (resonance production and DIS) turn on. For anti-
neutrinos the measured !=E rises gradually in the region
5–20 GeV to its asymptotic high-energy value. In this case
the falling fractional contribution of the quasielastic cross
section is offset by the more gradual turn-on of the DIS
process, which is expected due to its strong dependence on
the antiquark component which rises slowly with increas-
ing Q2. Table III summarizes the neutrino and antineutrino
cross section results.
Figure 11 shows MINOS neutrino and antineutrino re-

sults compared to the results from other experiments. The
MINOS neutrino cross section agrees with previous mea-
surements from CRS [9], SKAT [14], IHEP-JINR [12], and
GGM-PS [10], but these experiments have significantly
larger uncertainties. Our neutrino cross section is in good
agreement and has comparable precision with the recent
NOMAD measurement [15]. Our result is systematics
limited in the region below 15 GeV where the largest
uncertainties come from knowledge of the absolute muon
and hadronic energy scales, whereas in NOMAD the flux
determination dominates the uncertainty. The MINOS an-
tineutrino cross section result is in good agreement with the
sparse data available at lower energies and has much
smaller uncertainty in the 10–30 GeV region.
Figure 12 and Table IV show the ratio of the !"#N CC to

"#N CC inclusive cross section as a function of energy.
Because of the cancellation of many of the systematic
uncertainties the MINOS result is statistics limited above
10 GeV. The cross section ratio appears to gradually ap-
proach its asymptotic scaling value of 0:504" 0:003, de-
fined by the world average from 30–200 GeV calculated
from previous experiments [4]. The MINOS average ratio
measured from 30–50 GeV of 0:489" 0:012 is in good
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FIG. 10. Neutrino (left panel) and antineutrino (right panel) charged-current inclusive cross section per nucleon divided by energy
for an isoscalar iron target. The black error bars show the statistical uncertainty and the shaded boxes show the statistical and
systematic uncertainties added in quadrature. The dotted bands show the uncertainty on the normalization (about 1.5%). The solid
black lines show the world average neutrino cross section value of 0:675# 10$38 cm2=GeV from 30 to 50 GeV [1–3,11,19] and the
dashed black lines show this value extrapolated to lower energies. The neutrino cross section above 30 GeV is normalized using this
world average value and the same normalization constant is then applied to the antineutrinos. The solid black line on the antineutrino
cross section plot shows a world average antineutrino cross section value of 0:329# 10$38 cm2=GeV from 30 to 50 GeV [2,3,11]. This
value is shown for comparison and is not used for antineutrino sample normalization.

P. ADAMSON et al. PHYSICAL REVIEW D 81, 072002 (2010)

072002-12

Figure 6.17: Neutrino (left) and anti-neutrino (right) charged-current inclusive
cross section per nucleon divided by energy measured on iron. The data points
are from a measurement by the MINOS experiment (Adamson et al. (2010)). The
average of the world data is shown in the solid black line above 30 GeV along with
error bars shown by the dashed black line. Extrapolation to lower energies is also
shown by the solid dashed line. Deviations from the flat cross section divided by
energy line is seen, but still within systematic uncertainties. We use the largest
deviation at 4 GeV, 10% to set the uncertainty for high-energy charged-current
cross sections. Figure from (Adamson et al. (2010)).

Other NC interactions

A normalization parameter is defined for the remaining neutral-current interactions

not considered above. This includes DIS and resonant production of mesons other
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than the pion. There is not much data to assign a compelling uncertainty to this

parameter, so an uncertainty of 30% is assigned to these interactions based on the

data and MC disagreement in the measurement of the NCπ0 cross section measure-

ment. However, the uncertainties on these modes are not critical for our analysis as

the contributions from these interactions play a very small role in the model of the

muon neutrino energy spectrum at Super-K.

σνe{σνµ uncertainty

The difference in cross section for electrons and muons have been studied in (Day

and McFarland (2012)). The authors of the study point out two potential differences

in the electron and muon neutrino cross sections not accounted for by our generator,

NEUT. One difference in the cross section for electrons comes from radiative cor-

rections to the tree-level CCQE calculation which occur at low energies. This could

be up to 10% at very low energies, ă 0.2 GeV, that are mostly below the relevant

energies in our measurement. The other possible correction for electron CCQE inter-

actions has to do with the possible contributions from form factors in the hadronic

current that conventionally are assumed to be zero by symmetry and conservation

arguments. The authors calculate that experimental evidence still allows as much

as a 3% correction at low energies from non-zero values of these form factors. We

use this last value as an additional uncertainty on the νe-nucleus cross section. This

parameter is treated as a simple normalization factor. It is important to note, how-

ever, that the expected fraction of electron neutrino interactions in the final analysis

sample is small, about 1% or less.

σν{σν̄ uncertainty

The estimate of this uncertainty comes from a rough comparison of the predicted

and observed quasi-elastic cross section measured by MiniBooNE, which shows about
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a 20% disagreement. The reasoning behind the estimate of the uncertainty in our

model from anti-neutrino cross sections is that this discrepancy for anti-neutrinos

might be similar, though the sign of the discrepancy (opposite or the same) is un-

known. So an additional 20% normalization uncertainty is given to anti-neutrino

events. Most of the effect of anti-neutrinos come at higher energies above the oscil-

lation dip, so the analysis is not affected much by this parameter.

6.6.3 Final State and Secondary Interactions

We use π˘-12C cross section data, used to tune the model of pion final state interac-

tions, to estimate the uncertainty in the modeling of pion final state interactions (FSI)

in the nucleus and pion secondary interactions (SI) in Super-K (de Perio (2011)). Re-

call that the modeling of these two distinct types of interactions is done by the same

routines. The tuning to the data is done by adjusting the probabilities of the different

type of interactions: quasi-elastic scattering, absorption, and charge exchange. The

adjustments in the probabilities were incorporated through a re-weighting scheme of

the the individual interactions.

This weighting scheme was also used to investigate the uncertainty. This was done

by defining 16 sets of probability adjustments that were simultaneously 1 sigma away

from the tuned values as determined by the change of χ2 calculated from the data

and prediction. Figure 6.18 compares the π˘-12C cross section data with predictions

using the NEUT FSI model for the different parameter variations.

The 16 parameter sets were used to weight the expected reconstructed neutrino

energy spectrum at Super-K. The variations from these sets were passed onto the

simulation and the resulting spectra were calculated. The variations in the spectrum

were then used to construct a covariance matrix via

Vij “
1

16

16
ÿ

k“1

pNnom
i ´Nk

i qpN
nom
i ´Nk

j q, (6.25)
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where Nk
i are the number of events in the ith bin of the expected reconstructed

energy spectrum due to the kth variation, and Nnom
i is the number of events due to

the nominal parameter values. Note that the variation in the spectrum comes both

from changes in the final state interactions but also from secondary interactions.

The bins used in the equation are partitioned by reconstructed energy and also

by interaction type and neutrino flavor. The definitions of the bins are found in

Table 6.10.

Table 6.10: Bins used for the final state and secondary interaction uncertainty pa-
rameters.

Bin Number Interaction Flux Energy Range
1 CCQE νµ, ν̄µ Erecon

ν ă 0.4 GeV
2 CCQE νµ, ν̄µ 0.4 ă Erecon

ν ă 1.1 GeV
3 CCQE νµ, ν̄µ Erecon

ν ą 1.1 GeV
4 CCnonQE νµ, ν̄µ 0 ă Erecon

ν ă 30 GeV
5 CC νe, ν̄e 0 ă Erecon

ν ă 30 GeV
6 NC all flavors 0 ă Erecon

ν ă 30 GeV

For the parameterization of this uncertainty, we define six parameters with each

acting as a normalization factor for the events that fall in the bins defined in Ta-

ble 6.10.

6.6.4 Super-K Event Selection Efficiencies

For each of the selection criteria we use to build the event sample for the final anal-

ysis, we estimate its contribution to the uncertainty in the final predicted spectrum.

Table 6.11 lists these selection criteria along with their contributions to the total

uncertainty. A description of the selection can be found in Section 5.2.

The Super-K atmospheric neutrino sample is used to estimate these uncertainties.

For all but the single-ring and µ-like criteria, the data and MC distributions of the

variables used to make the selection are compared and their differences are used to

define an uncertainty on the variables. The cut values used are then varied by the
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Figure 3: Low energy parameter variation 1� curves from fit to pion scattering data.
Note “Inelastic” here refers to “Quasi-elastic scattering”. Correspondence to Table 1 is as
follows: “qe”: FSIQE, “ab”: FSIABS, and “cx”: FSICX.

8

Figure 6.18: Comparison of π`-12C cross section for data (black points) and NEUT
predictions (colored lines) for 8 sets of values of the NEUT FSI cascade parameters.
The sets are 1σ variation curves from the best fit parameters. These sets are used
to study the variation in the neutrino energy spectrum at Super-K due to the un-
certainty in the FSI and SI model. Ultimately, the variations help us define the
systematic uncertainty parameters for the FSI and SI. Figure from (de Perio et al.
(2013))
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measured uncertainty and the change in the number of events due to each cut is

calculated. The changes in percent are listed in Table 6.11 and are small for most,

because the selection variables are modeled well and the cuts are typically made far

away from where the neutrino events are expected to be measured. The exception

to this is the uncertainty in the selection for one-ring events and the uncertainty in

the identification of µ-like tracks.

The method for estimating the remaining uncertainties due to the selections for

the number of rings (1) and the flavor of the particle (µ-like) is different and more

complicated. Effectively, a comparison is made between the number of events ob-

served and prediction in the Super-K atmospheric neutrino sample. However, the

comparison is done using a χ2 fit to the data in order to separate the uncertainty in

the predicted number of events due to the selection criteria and the uncertainty due

to the neutrino interactions model and assumed atmospheric neutrino flux (Kameda

(2013)). Furthermore, care was taken to estimate the uncertainty as a function

of reconstructed neutrino energy and for different neutrino flavors and interaction

modes. This fit also provided a means to find correlations between energy, flavor,

and interaction bins for the single-ring selection uncertainty. The results of the fit

are summarized by the following covariance matrix:

¨

˚

˚

˚

˚

˝

Erec
ν ă 0.4 GeV Erec

ν “ 0.4 „ 1.1 GeV Erec
ν ą 1.1 GeV

σ2
1 0.76σ1σ2 0.46σ1σ3

σ2
2 0.71σ2σ3

σ2
3

˛

‹

‹

‹

‹

‚

, (6.26)

where σ1 “ 1.1%, σ2 “ 2.9%, σ3 “ 3.5%.

The Super-K detector uncertainty parameters are implemented in the calculation

of the predicted spectrum through the use of simple normalization factors on bins of
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Table 6.11: Breakdown of the systematic errors for the SK detector efficiency. The
uncertainty is assumed to affect the spectrum uniformly over the entire range of
reconstructed energy,Erec, unless otherwise noted. The uncertainty estimates are
made for different flavors and interaction categories as listed in the table. For CC
νe ` ν̄e, a 100% efficiency uncertainty is applied at all reconstructed energy. This
information is omitted from the table.

Selection Criteria νµ CCQE νµ CCnonQE NC

Hits in Vetoă 16 !1%
Event not flashing PMT 1%
Inside Fiducial Volume 1%
# of decay electronď 1 1%
pµ ě 250 MeV/c2 !1%

Single-track Event
1.1% (Erec

ν ă 0.4 GeV)
8.1% 21.8%2.9% (Erec

ν “ 0.4 „ 1.1 GeV)
3.5% (Erec

ν ą 1.1 GeV)
Ring is µ-like 0.3% 55.0%

reconstructed neutrino energy, such that

F r,νI
ik1 pE

rec
i , fk1q “ fSKb , (6.27)

where the appropriate fSKb is chosen based on the neutrino interaction, flux, and

reconstructed energy. The components of b follow the definition given in Table 6.10,

which is the same binning as the FSI parameters.

6.6.5 Super-K Energy Scale

The energy calibration of the Super-K simulation is checked using four types of data

samples. These measurements are briefly discussed in Section 4.4.7. For the analysis,

we use the largest observed disagreement, 2.4%, to set the size of the uncertainty in

the energy scale.

We incorporate the uncertainty in the energy scale as a shift in the spectrum

represented by a parameter, f e´scale. We implement this shift by re-calculating the

number of events in each bin of the reconstructed spectrum, N rec
i . The modification
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Figure 1: Schematic view of calculation of the effect of energy scale

The ”CCQE0” is the energy independent error of νµ + νµ CCQE, and CCQE1 to CCQE3 is
energy depending error of νµ + νµ CCQE, respectively. The uncertainty of CC νe interactions
are represented by fXsec

CCνe
commonly.

The uncertainty of the shape of the calculated neutrino spectrum are treated by 19 parame-
ters. We divide neutrino energy range (0 to 10GeV) into 19 intervals, and assign 19 parameters.
FFlux is written as:

FFlux(Etrue
j ,

−−−→
fF lux) = fFlux

k (20)

where k is the bin number corresponding to Etrue
j . The size of the uncertainty and the correlation

of fFlux
k are estimated and given by error matrix.
The energy scale uncertainy in Super-K is represented by re-calculate the number of events

N rec
i by calculating incoming and outgoing number of events due to the change of the edge of

the bins. Fig.1 shows the schematic view of the calculation. If the energy scale changes α%,
Erec changes to Erec · (1 + α), and the edge of the i-th bin, Erec

i ± ∆/2, effectively changes to
(Erec

i ± ∆/2) · (1 + α), where ∆ is the width of the bin. The N rec
i is re-calculated as follows:

N rec′
i = N rec

i − N rec
i · δ+

∆
+ N rec

i−1 · δ−
∆

, (21)

where,

δ+ = Erec
i + ∆/2 − (1 − α) · (Erec

i + ∆/2) (22)

δ− = Erec
i−1 + ∆/2 − (1 − α) · (Erec

i−1 + ∆/2). (23)

The list of the systematic error parameters and the estimated size of their uncertainty are
shown in Table 1.

2.1.1 Calculation of PDF

The probability density function (PDF) of the reconstructed neutrino energy spectrum, ρ(Erec),
is calculated by a linear interpolation of N rec

i :

ρ(Erec) =
(1 − x) · N rec

i + x · N rec
i+1∑

i N
rec
i

, (24)

8

Figure 6.19: Schematic view of calculation of the effect of energy scale.

of the bin is found by calculating the number of incoming and outgoing events due

to a change in the edge of the bins. Figure 6.19 shows the schematic view of the

calculation. For a change in the energy scale by f e´scale “ α%, Erec changes to

Erec ¨ p1` f e´scaleq, therefore the edge of the i-th bin, Erec
i ˘∆{2, effectively changes

to pErec
i ˘∆{2q ¨ p1 ` αq, where ∆ is the width of the bin. As a result, the N rec

i is

re-calculated by

N rec1

i “ N rec
i ´N rec

i ¨
δ`

∆
`N rec

i´1 ¨
δ´

∆
, (6.28)

where

δ` “ Erec
i `∆{2´ p1´ f e´scaleq ¨ pErec

i `∆{2q (6.29)

δ´ “ Erec
i´1 `∆{2´ p1´ f e´scaleq ¨ pErec

i´1 `∆{2q. (6.30)

6.7 ND280 Constraint on Parameter Uncertainties

The ND280 measurement plays an important role in tuning our model of the Super-

K spectrum. The ND280 νµ charged-current inclusive data described in Chapter 5 is

used to set and constrain the parameter values of the flux and some of the interac-

tion action parameters described above. This is done via a separate χ2 fit between
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the ND280 data and the predicted distribution of events at the near detector (Hartz

et al. (2013)). The ND280 prediction is built using the same flux model and neu-

trino interaction generator, NEUT, and therefore also uses almost all of the same

parameters for the flux and cross sections to parameterize the effect of these un-

certainties. Furthermore, parameters for the systematic uncertainties related to the

ND280 selection are included.

The ND280 fit produces new central values for the flux and interaction param-

eters along with a covariance matrix that constrains the error. Importantly, this

matrix also captures the correlations between the flux and cross section uncertain-

ties. These “post-fit” parameter values and the covariance matrix are passed along

to the oscillation fit. In the table summarizing the parameters, Tables 6.6 and 6.7,

the post-fit value for the parameters constrained by the ND280 fit are listed along

with the prior values for comparison. One result of the ND280 fit is the presence

of strong correlations between the flux and interaction parameters. This correlation

occurs because the ND280 detectors measure the total neutrino rate which varies di-

rectly with the amont of flux and strength of the different interactions. As a result,

the fit defines anti-correlations between the two parameter types. These correlations

reduce the amount of freedom in the uncertainty parameters and therefore quantify

the reduction in the spectrum uncertainty that comes from the ND280 measurement.

Note that not all the parameters are affected by the ND280 fit. The data at the near

detector are primarily sensitive to CCQE and charged-current resonant production

of pions so only the subset of the parameters that pertain to these interactions is

constrained.

After the best-fit prediction was found, a goodness of fit test was performed and

a p-value 0.64 was calculated indicating that the final tuned flux and interaction

model fits the data well.

Figure 6.20 shows the value of the uncertainty assigned to the parameters in the
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4 SYSTEMATIC PARAMETERS
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Figure 9: The correlation matrix (left) and diagonal fractional errors (right) of systematic
parameters used in the oscillation analysis with the ND280 data constraint. The red histogram
in the right figure represents the fractional errors before the ND280 fit. The version of the
BANFF fit whose results are shown are 2013 version 5.

4.6 E↵ect of systematic uncertainties425

4.6.1 Response for the systematic parameters426

The e↵ect of neutrino interaction parameters are di↵erent for the prediction of the interaction427

cross-section according to their types. Here, the e↵ect of the type-A parameter is described.428

The e↵ect of type-A parameter is estimated with a response function. The response function429

provides a weighting factor for each MC event and is defined according to the neutrino energy430

and reconstructed energy. A weight of the following form for the i-th event in MC samples is431

calculated under a change of a parameter (f ! f 0, x represents a type-A parameter):432

w(i, f 0) =
�(i, f 0)
�(i, f0)

(22)

where f0 is the set of nominal systematic error values. This ratio depends on a neutrino flavor,433

interaction category, neutrino energy and reconstructed energy. The following response factor434

R in a given event type (a given flavor (⌫X), interaction mode (I), neutrino energy (Etrue) and435

reconstructed energy (Erec)) is calculated:436

R(⌫X , I, Etrue, Erec, f 0) =

P
i w(i, f 0)

T (⌫X , I, Etrue, Erec)
, (23)

where w(i, f 0) is the weight in Eq. 22 for the i-th MC event in a given event type, and437

T (⌫X , I, Etrue, Erec) is the sum of events in the un-weighted MC samples. The response functions438

are estimated for all type-A parameters shown in Fig 6.439

Figure 11 shows the response function of MQE
A for one energy bin (neutrino energy is in440

0.6⇠0.7 GeV and reconstructed energy is in 0.65⇠0.7 GeV). Figures 10 shows the fractional441

change of the reconstructed energy distribution at SK under the change of MQE
A by ±1� ob-442

tained by the corresponding response function. The number of SK events and energy spectrum443

26

Figure 6.20: Left: the covariance error matrix for the uncertainty parameters in
our analysis. The first 16 parameters govern the flux, the next 7 parameters are for
cross section parameters whose uncertainties are constrained by the ND280 fit. Note
the anti-correlation between the flux and cross-section that comes from the ND280
fit. Right: the uncertainty in fraction in each parameter. The red line indicates the
uncertainty size before the ND280 fit. The black line is the uncertainty after the
ND280, which for some parameters are greatly reduced.

oscillation analysis fit before and after the ND280 fit is performed. The figure demon-

strates the constraint the ND280 measurement provides on our uncertainty in the

spectrum. Figure 6.21 further demonstrates this by showing the prediction spectrum

at Super-K along with 1-sigma uncertainty bands before the ND280 fit in black and

after in red. The uncertainty bands come from randomly varying the systematic pa-

rameters by their assigned uncertainties while taking correlations into account. The

uncertainty is reduced considerably. Also, the ND280 fit pulls the expectation down.

As it turns out, the pre-fit ND280 prediction, based on prior parameter values from

the flux tuning and external neutrino interaction measurements was higher than the

data observed.

6.8 Effect of Systematic Uncertainties

We measure the effect of the systematic uncertainty in two ways, by calculating the

variation in the total number of events and the variation in the number of events

in the binned spectrum. We generated 20,000 toy experiments drawing a random
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Figure 6.21: Uncertainty in the spectrum from all the systematic parameters as
measured by the variation in the number of events per bin. Spectrum is zoomed
in below 2 GeV in order to focus on the oscillation dip. The figure shows the size
of the uncertainty in the number of events in each bin of the spectrum before the
ND280 fit in red and after the ND280 fit in black. As one can see, ND280 tunes the
normalization of the MC downward while also constraining the uncertainty in the
spectrum.

value of the systematic errors based on their uncertainty and taking correlations

into account. We then produced a distribution for both the number of events and

the binned spectrum. Table 6.12 shows the variations in the total number of events

broken down by different systematic error types. The total variation is 8.1% when

including the ND280 constraint. The largest type of error when computing in this

manner is the combined selection efficiency and hadronic interaction uncertainties

which produces a 5.6% variation in the total number of events. However, this measure

is only on the normalization. We expect the spectrum shape to provide a lot of the

constraint on the parameters.

To get a better sense of which systematic parameters affect the shape, we cal-

culated the variation in the expected number of events in each bin due to different
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Table 6.12: Uncertainty in the spectrum from all the systematic parameters as mea-
sured by the variation in the total number of events. The variation in the events are
shown for the uncertainties before the ND280 fit and after ND280. Note that only
a subset of the parameters are directly constrained by the ND280 fit. However, the
other parameters are indirectly affected as the mixture of interaction modes after the
ND280 fit are adjusted.

Systematic Uncertainty Before ND280 Fit!
RMS/Mean NSK (%)

After ND280 Fit!
RMS/Mean NSK (%)

ND280 Constrained Flux and Xsecs 21.6 2.7
SK Only Xsecs 5.9 4.9

Combined SK Detector and 
Hadronic Interactions 6.3 5.6

SK Detector Uncertainties 5.3 4.8
Hadronic Interactions  
in Oxygen and Water 3.4 3.0

sin2θ12,Δm212, sin2θ13, δCP 0.2 0.2

Total 23.4 8.1

sets of parameters. Figure 6.22a shows the 1-sigma uncertainty in the spectrum after

the ND280 fit. The total variation is shown by the total width of the color block.

The individual contribution of different types of parameters is illustration by their

relative size to the total width. The plot is zoomed in on the spectrum below 2

GeV in order to concentrate on the region of the oscillation dip which has the most

shape information. The two types of the parameters that play the largest role is the

selection efficiency parameters along with interaction parameters not constrained by

the ND280 fit. Figure 6.22b shows the fractional variation in each bin due to the

different sets of uncertainties.
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Figure 6.22: Left: Uncertainty in spectrum by all systematics as calculated by the
variation in the number of events in each bin. The total width of the bars in the total
uncertainty due to all systematic error types. The breakdown within the bar tries to
reflect the relative contribution of each error type to the total uncertainty. Fraction

of bar, f, for each type, x, determined by: fx “
σNx

ř

x σ
N
x

. Note that the normalizing

sum is not added in quadrature. Right: Fractional amount of variation in each bin
due to all (black) and individual (color lines) systematic uncertainties.

6.9 Fitting Method

Now that we have defined the likelihood in eq. 6.4 and defined the MLE through

eq. 6.5, the task of estimating the oscillation parameters from the data transforms

into an optimization problem. To solve it, we employ a common optimization algo-

rithm called gradient descent. We use a numerical implementation of this algorithm,

called MINUIT, which is a software package often used by the particle physics com-

munity (James and Roos (1975)).

Another thing to note is that because of the almost symmetric nature of the muon

disappearance oscillation formula (see Section 3.7.2), we expect it is possible for the

negative log likelihood surface we are exploring to have two local minima, one for

a value above and below the maximal disappearance value of sin2pθ23q. Therefore,

when we fit, we do so twice: once by seeding the fit with the value of sin2pθ23q of

0.4 and then another time with 0.6. We then compare the result of the two fits and
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choose the result to be the one with the lower negative log-likelihood value.

6.10 Summary

Finally, with the details of the analysis defined, we proceed to validation studies that

use simulated fake data to understand the behavior of the analysis. This is the topic

of the next chapter. After that we discuss the results of the analysis run on the data.
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7

Study of Analysis Method

In this chapter we present the results of toy MC studies where we performed a large

number of fits on a set of fake data sets in order to understand the behavior of our

analysis. One important finding of this study is that because of the relatively low

number of events in our data sample, our analysis will need to take into account the

effects of fitting parameters near a physical boundary. We also use these studies to

understand the systematic uncertainties that have the largest effect on the analysis.

7.1 Generating Toy Data Sets for Study

Toy MC studies were performed to study the biases, if any, that exist in the oscillation

parameter measurement.

We generated 10,000 fake data sets at two oscillation points in sin2pθ23q and ∆m2
32

at 6.57ˆ 1020 POT. The oscillation parameter values were

1. near maximal mixing, (0.5, 2.4ˆ 10´3 eV2/c4) and

2. away from maximal mixing and maximal disappearance, (0.4125, 2.35ˆ10´3 eV2/c4).
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When the toy MC sets are generated we include variations in both the systematic

uncertainty parameters and statistical fluctuations in the expected number of events.

Almost all the systematic uncertainty parameters were thrown assuming a multivari-

ate Gaussian distribution with a mean and covariance defined in Chapter 6. We use

the Cholesky decomposition method to draw random values from the multivariate

Gaussian distribution. The one exception is the spectral function systematic uncer-

tainty parameter, whose value is chosen separately from a one-sided Gaussian with

mean 0 and sigma of 1. Only positive values were chosen for this parameter.

7.2 Study of Bias of Analysis from Fits to Toy Data Sets

We performed the analysis exactly as we would on the data on each of the toy

data sets. For these studies, we only perform the analysis assuming the normal

hierarchy. We expect the analysis to behave similarly if we were to assume the

inverted hierarchy.

7.2.1 Distribution of Best-fit Parameter Values

Figure 7.1 shows the distribution of the best-fit oscillation parameter values for

sin2pθ23q and ∆m2
32 for toy data sets generated at maximal mixing (Figure 7.1a) and

further away from maximal mixing (Figure 7.1b).

There are two features common to both plots. For one, the distribution of the

best-fit parameter values is symmetric about sin2pθ23q =0.514. This is the value of

sin2pθ23q that corresponds to maximal disappearance. The reason for this symmet-

rical distribution is that our analysis is not very sensitive to the octant of sin2pθ23q.

The reconstructed neutrino energy spectrum is expected to look very similar for val-

ues of sin2pθ23q equidistant from the value of maximal disappearance. To understand

why, recall the νµ-disappearance probability expression from Equation (3.38)

PµÑµ « 1´ sin2
pΦqp1´ p2 sin2 θ23 cos2 θ13 ´ 1q2q. (7.1)
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Here we can see that the oscillation probability is symmetric about some value of

sin2pθ23q. Figure 7.2 shows the expected reconstructed energy distribution for two

values of sin2pθ23q equidistant from the maximal disappearance value. The spectra

are almost identical. Which side of maximal disappearance the best-fit oscillation

parameters are fitted to depends mostly on random fluctuations of the spectrum

causing one side to have a slightly smaller value of ´2∆ lnL.

The second feature in the distribution of the best-fit parameters in Figure 7.1

is that there is a band of toy data sets with a best-fit value of sin2pθ23q near 0.514.

This is the value of sin2pθ23q that gives maximal muon neutrino disappearance. The

characteristic property of the toy data within this band is that their average spec-

trum is below the spectrum expected for maximal disappearance. This is shown in

Figure 7.3 where the average spectrum for toy data sets whose fitted values lie within

a band near sin2pθ23q =0.514 is plotted (by the solid black line) in comparison to the

expected spectrum for maximal disappearance (shown by the blue dashed line). The

interpretation of this result is that for the data sets fitted within the band, some part

of the spectrum has fluctuated lower than what the oscillation effect can account for

near or below the dip. For these fits, the fitted value of sin2pθ23q is forced to choose

the value of sin2pθ23q that gives maximal disappearance in order to best match the

low fluctuation. In these cases, the fit is up against the physical boundary imposed

by the oscillation probability formula. In such cases, the value of the ∆m2
32 and the

systematic uncertainties are then the only effective degrees of freedom the analysis

has to best match the spectrum.

We note here that the possibility of these fluctuations in the data will be a

recurring theme later on when we analyze the results. We, therefore, refer to these

class of fits as “boundary” fits as the value of sin2pθ23q is fitted against the physical

boundary at sin2pθ23q =0.514 where maximal disappearance occurs.

Because these boundary fits are due to fluctuations in the spectrum, we assume
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(b) Fits from toys generated away from maximal mixing and disappearance.

Figure 7.1: The distribution of best fit oscillation values coming from fits of an
essemble of 10,000 toy MC data sets. The data sets in (7.1a) were generated with
the true oscillation parameter values for (sin2pθ23q,∆m

2
32) were set to (0.5,2.4ˆ 10´3

eV2/c4) at 6.57ˆ1020 POT. The data sets in (7.1b) were generated with the oscillation
parameters (sin2pθ23q,∆m

2
32) set to (0.4125,2.35ˆ 10´3 eV2/c4) with the same POT.

In both figures, the generation point is labeled with the pink dot. The toy MC sets
are made by radomly varying the systematic uncertainty parameter values which
were drawn from a multivariate normal distribution.
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Figure 7.2: Predicted reconstructed energy spectra for different values of sin2 θ23

when sin2 θ13 “ 0.0251. The black plot is the spectrum at the value of maximal
disappearance according to equation (3.37), sin2 θ23 “ 0.5129. The red and blue
plots show the spectra for values of sin2 θ23 equal distance from 0.5129. Non-zero θ13
causes a shift of the maximal disappearance point, which is also the point around
which the oscillation probability is approximately symmetric.

that when the expected number of events in the data set is large enough, “boundary”

fits will no longer occur. Figure 7.4 shows the distribution of sin2pθ23q and ∆m2
32 for

ten thousand toy data sets generated for parameters psin2 θ23,∆m
2
32q at (0.35, 2.33ˆ

10´3 eV2/c4) for 6.39 ˆ 1022 POT. The POT is almost 100 times the amount of

data in our current data set. This amount is unrealistic as T2K will likely never run

long enough to gather this much data. However, we chose this data set in order to

prove our assertion that boundary fits are caused by statistical fluctations and will

eventually disappear at high statistics. This is important to rule out the possibility

that there is some problem in our analysis implementation that is causing the best-fit

values to be biased towards maximal disappearance. In the figure, we see that the
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Figure 7.3: Average reconstructed energy spectrum for an example set of fake
experiments where the experiments are separated by the fitted values of sin2pθ23q.
The dashed black line is the average spectrum for all fake experiments generated
at (sin2pθ23q,∆m

2
32)=(0.4125,2.35 ˆ 10´3 eV2/c4). The shaded red region shows the

approximate standard deviation in the spectrum one would expect due to statistical
fluctuations. The black solid line is the average of all toy data sets whose fitted
value of sin2pθ23q falls within a band around 0.514. The blue dashed line shows the
expected spectrum for maximal disappearance (i.e. when sin2pθ23q =0.514). One
can see that for those fits that fall within the band near 0.514 the average spectrum
falls below the maximal disappearance expectation in the region at and below the
oscillation dip. For these fits, the fitted value of sin2pθ23q is forced to choose the value
of sin2pθ23q that gives maximal disappearance – in other words the fit is up against
the physical boundary imposed by the oscillation probability formula. For these fits,
the value of ∆m2

32 and the systematic uncertainties are then the only effective degrees
of freedom the analysis has to best match the spectrum.

band of fits near sin2pθ23q =0.514 no longer occur.

7.2.2 Estimate of the Bias in the Analysis

Using the toy MC data sets, we study the bias of the analysis by comparing the

distribution of fitted parameter values to the true parameter values used to generate

the toy data.

Figure 7.5 shows the fitted oscillation parameter value for toy fits generated
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Figure 7.4: (top) The best-fit oscillation values for a set of 10,000 toy MC sets
generated for the parameters, psin2 θ23,∆m

2
32q, with (0.35, 2.33 ˆ 10´3 eV2/c4 at

6.39ˆ1022 POT, i.e. 100 times our current data set. The generation point is labeled
with the pink dot. The toy MC sets are made by varying the systematic parameter
values whose values are drawn from a multivariate normal distribution. At this POT,
the number of events are large enough that fluctuations in the reconstructed energy
spectrum cannot produce “boundary” fits which fall in a band near sin2pθ23q =0.514.
(bottom) The average spectrum for the toy data sets (dashed black line). The shaded
red region shows the one standard deviation range in the number of events expected
for this POT. One can see that the chances of the spectrum fluctuating below the
expected spectrum for maximal disappearance (dashed blue line) is remote. None of
the ten thousand toy data sets produced a “boundary” fit, which is why the black
line histogram is not present.
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near (7.5a) and far (7.6b) from maximal mixing. In both figures, one can see in

the sin2pθ23q distributions the two features observed and discussed above in the 2D

distributions: (1) the distribution is symmetric around maximal disappearance re-

flecting the inability of the analysis to determine the octant of sin2pθ23q and (2) the

band of fits near sin2pθ23q =0.514 for the sin2pθ23q distribution which comes from

“boundary” fits.

In Figure 7.6 the normalized difference between the fitted and true oscillation

parameter values is shown. The difference is normalized by the size of the fitter error

on the oscillation parameters. This normalized difference is called the “pull” and is

defined as

pull “
θfit ´ θtrue

σfit

, (7.2)

where θfit and θtrue are the true and fitted oscillation parameter values, respectively,

and σfit is the error on the parameter value given by the fitter used in the analysis.

The pull gives us a measure of the difference of the true and fitted values. The

inclusion of the fit error takes into account the amount of uncertainty for a given fit.

For ∆m2
32, the bias is relatively small at about 1% or less than the true value.

This estimate comes from subtracting the mean of the fitted ∆m2
32 distribution from

the true value and normalizing by the true value.

For sin2pθ23q, the bias is not small and derives from two sources. One source of

bias comes from the large fraction of “boundary” fits relative to all toy fits. These

fits will choose a value of sin2pθ23q =0.514. Also, there is an additional bias coming

from the fit choosing the wrong octant. Due to the complicated nature of these two

sources of bias, simply estimating the bias in sin2pθ23q by taking the ratio of the

fitted mean value to the true value will be uninformative.

Because the distribution of sin2 θ23, though understood, is non-Gaussian, we pro-

vide an alternative measure of the bias in sin2 θ23 by slightly modifying the fit pro-
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(b) Fitted values for toy data generated away from maximal mixing.

Figure 7.5: Fitted oscillation parameter value for toy fits generated near (7.5a)
and far (7.5b) from maximal mixing. The location of the true oscillation parameter
values used to generate the toy data sets are shown by the red dashed line.

cedure. As mentioned in Section 6.9, when we fit each toy data set, we perform

the fit twice. One fit is seeded with the value sin2 θ23=0.4; the other fit is seeded

with the value sin2 θ23=0.6. The fit with the best-fit parameters from the fit with

lowest χ2 value is chosen as the solution. This is to done in order to let the fitter

test both local minima. In the alternative measure, we only fit the fake experiments

with one seed. This seed is chosen to be in the same octant as the true oscillation

value. Figure 7.7 shows the distribution of sin2 θ23 for fake experiments generated at

psin2 θ23,∆m
2
32q “ p0.35, 2.33ˆ10´3q at the current POT. Here we can see that most

of the fits settle on a value of sin2 θ23 that is in the same octant as the true value.
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(b) Pull values for toy data generated away from maximal mixing

Figure 7.6: Pulls of the oscillation parameters for toy fits generated near (7.6a)
and far (7.6b) from maximal mixing. The expression for the pull is given in Equa-
tion (7.2). This quantity measures the size of the bias in the fit.

Using the the mean of the pull distribution for the alternative measure of the bias

in sin2 θ23, we find the bias is about 3% percent. This is due in part to the presence

of boundary fits, which can be seen as the spike in the bias distribution. Therefore,

we expect the bias to fall as the statistics of the sample increases. Unfortunately,

this bias is unavoidable, but it is understood. Consequently, we believe the fitter is

behaving as expected.
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Figure 7.7: The best-fit value less the true value for sin2pθ23q for a set of 10,000
toy experiments generated with the parameters, psin2 θ23,∆m

2
32q, set to a value of

(0.35, 2.33ˆ10´3 eV2/c4) at 6.57ˆ1020. When fitting the toy experiments, the fitter
was seeded only with a value of the oscillation parameters in the same octant as the
generating values. Typically, the fit to a data set is done twice, with one fit seeded
with a value of sin2 θ23 in the first octant and the other with a value in the second
octant. For the plots here, we seed the fit only with a value in the same octant
as the true value. Using this modified procedure, we quantify any bias in sin2 θ23
around the peak of the true solution without dealing with the complication caused
by occasional statistical fluctuations which result in the fit sometimes preferring the
wrong octant.

7.3 Sensitivity Studies

In addition to studies of the bias, we calculate the expected constraints on sin2pθ23q

and ∆m2
32 given the current size of the data set (6.57 ˆ 1020 POT). We generated

400 fake data sets and then ran the analysis on them in the same way as the data.

The expected constraint was then calculated by averaging the ´2∆ lnL surfaces.

We present the results as constant ´2∆ lnL =2.3 and ´2∆ lnL =4.6 contours that

approximate the 68% and 90% CL allowed regions, respectively.
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The fake data sets are generated by first choosing the random values of the

systematic uncertainty parameters, using them to generate a predicted spectrum, and

then to generate toy measurements of the reconstructed energy spectrum. This is the

same way toy data sets were drawn for the bias studies as described in Section 7.1.

Fake data sets are generated for two oscillation parameters sets:

1. psin2 θ23,∆m
2
32q = (0.5, 2.4ˆ 10´3 eV2/c4)

2. psin2 θ23,∆m
2
32q = (0.396, 2.39ˆ 10´3 eV2/c4).

The first was chosen as it was the measured best-fit by the previous T2K numu-

disappearance measurement. The second value was chosen based on the best-fit

values measured by the MINOS experiment1 (Adamson et al. (2013)). For both sets,

we assume the normal hierarchy. Fits assuming the inverted hierarchy are expected

to be very similar.

Besides studying the expected sensitivity of the full analysis, additional contours

were made by fixing the values of different sets of systematic parameter values both

when the fake data sets were generated and when the fit was performed. This was

done in order to evaluate the contribution of each systematic parameter type.

The following groups are considered:

• “No syst.”: only statistical contribution. All systematic parameters are fixed.

All oscillation parameters fixed.

• “All syst.+osc.”: All systematic errors are fitted. All oscillation parameters

are fitted. This is the configuration used for the data fit.

• “All syst. Fixed osc.”: All systematic errors are fitted. All oscillation parame-

ters are fixed.

1 To be precise, MINOS measured sin2
p2θ23q “ 0.957 which is then converted to a value of

sin2
pθ23q. However, there are two solutions to this conversion, so we arbitrarily choosing the one

ă π
4 , i.e. the first-octant solution.
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• “ND280 fit (after)”: the systematic parameters associated with ND280 fit.

These are varied with the their errors before/after the ND280 fit. Other sys-

tematic parameters are fixed.

• “Other ν int.”: the other ν interaction parameters not refined by the ND280

fit. Other parameters are fixed.

• “SK&FSI-SI”: the combined parameters of the SK detection efficiency and

FSI-SI parameters. Other parameters are fixed.

The results of the toy data fits for the first oscillation parameter values are shown

in Figure 7.8. Contours for the second oscillation parameter are shown in Figure 7.9.

The sensitivity contours show us that the group of systematic uncertainty parame-

ters that have the largest effect on the analysis are the combined Super-K detector

and hadronic interaction uncertainties (i.e. FSI-SI) and the neutrino interaction un-

certainties not constrained by the ND280 fit. The interaction uncertainties have the

biggest effect on both the mass splitting and mixing angle constraint. The combined

detector and hadronic interaction uncertainties are just as important as as combined

detector and hadronic uncertainties for the mixing angle.
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Figure 7.8: Expected allowed contour (upper right) and average ´2∆ lnL slices
for psin2 θ23,∆m

2
32q “ p0.5, 2.4ˆ 10´3 eV2/c4) at 6.57ˆ 1020 POT. The contour plot

(upper left) shows the 90% (68%) CL contours with a solid (dashed) line based on
a constant ´2∆ lnL =4.6 (2.3). The ´2∆ lnL =4.6 slices are shown across the bin
value closest to the best fit value for the full fit.
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best fit oscillation parameters: (sin2 2θ23,∆m

2
32q “ p0.957, 2.39 ˆ 10´3 eV2/c4) at

6.57 ˆ 1020 POT. The contour plot (upper left) shows the 90% (68%) CL contours
with a solid (dashed) line based on a constant ∆χ2 limit. The ∆χ2 slices are shown
across the bin value closest to the best fit value. Several contours are shown for fits
with different sets of systematic error parameters.
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8

Results of the Analysis

8.1 Fit Result

8.1.1 Best-fit Oscillation Parameters and ´2 lnL

We perform the νµ-disappearance fit on the data in sin2 θ23-∆m2
32 twice. One fit is

performed with the normal hierarchy assumed, and another separate fit is performed

with the inverted hierarchy assumed.

Normal Hierarchy Fit

For the normal hierarchy fit, the best-fit oscillation parameters are

psin2 θ23,∆m
2
32q “ p0.514, 2.51ˆ 10´3 eV2

{c4
q.

The best-fit value of sin2pθ23q corresponds to the value where there is a maximal

amount of muon neutrino disappearance which is different from the maximal mixing

value of sin2pθ23q =0.5. As we will see, however, the analysis of this data set cannot

distinguish between these two values of sin2pθ23q with any significance.

The best-fit spectrum had a -2lnL value of 1039.69. The expected number of

events at the best-fit point is 121.41. For the other oscillation parameters (the ones
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we treated as nuisance parameters) the best-fit values and errors from the fitter,

MINUIT, were

sin2pθ12q 0.311˘ 0.016
∆m2

12 (eV2/c4) p7.5˘ 0.2q ˆ 10´5

sin2pθ13q 0.0251˘ 0.0034
δCP p0.52˘ 3.0qπ.

The fitted values of the other oscillation parameters did not deviate far from their

input values. All values are well within their 1-σ uncertainties (for those parameters

where σ is defined). The large error on δCP is due to the fact that the predicted

spectrum has a very small dependence on the value of this parameter. This weak

constraint on δCP is expected.

Inverted Hierarchy Fit

For the inverted hierarchy, the best-fit oscillation parameters are

psin2 θ23,∆m
2
13q “ p0.511, 2.48ˆ 10´3 eV2

{c4
q.

Similar to the normal hierarchy case, the best-fit value of sin2pθ23q corresponds to

the value where there is a maximal amount of muon neutrino disappearance. Note

that the maximal disappearance value of sin2pθ23q is expected to be different for the

normal and inverted hierarchy. The best-fit spectrum fit has a final ´2 lnL value of

1039.68. Note that the mixing angle used in the inverted hierarchy fit is ∆m2
13.

Because the ´2 lnL value is lower in the inverted hierarchy fit, the data very

slightly prefer the inverted hierarchy assumption. However, the difference between

the two values is only 0.01 which means that the data and analysis cannot distinguish

the two mass hierarchies with any significance. This is a result we expect.

For the other oscillation parameters in the inverted hierarchy fit, the best-fit

values and errors from MINUIT are
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sin2pθ12q 0.311˘ 0.016
∆m2

12 (eV2/c4) p7.5˘ 0.2q ˆ 10´5

sin2pθ13q 0.0251˘ 0.0034
δCP p0.61˘ 3.2qπ

The expected number of events at the best-fit oscillation parameters is 121.39.

8.1.2 Best-fit neutrino energy spectrum

Our model of the predicted best-fit spectrum describes the observed spectrum well.

Figure 8.1 shows the expected energy spectrum and the ratio to the predicted spec-

trum with no oscillations for the best-fit value of sin2 θ23-∆m2
32 (assuming the normal

hierarchy). The good agreement can be seen by visual inspection but is also sup-

ported by the results of a goodness-of-fit test.

8.1.3 Goodness-of-fit Tests

Unfortunately, the value of the likelihood we get from the MLE does not provide pro-

vide a meaningful statistic of how well the model fits the data (Heinrich,J (2003)).

Therefore, in order to perform a goodness-of-fit test, we bin the data and our predic-

tion of the spectrum in order to calculate the value of the χ2 statistic, which can give

us a probability that the data we observed comes from our predicted distribution.

The binning was chosen so that each bin has about 10 events. Having enough events

in each bin is important because with low occupancy in most bins, the significance of

deviations between the observed and predicted spectrum will be overestimated (Yates

(1934)). Conversely, binning too coarsely washes out the details in the shape of the

observed and predicted spectrum and causes the binned χ2 statistic to be a poor

test of our analysis. Ultimately, we binned the data into energy bins of (0.0„0.4,

0.4„0.7, 0.7„1.0, 1.0„2.0, 2.0„30.0) GeV.
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Figure 8.1: (Top) Erec
ν distribution for the data (black point) and the best-fit pre-

dicted spectrum (stacked histogram). The predicted spectrum shows the component
interaction types that make up the total. The signal channel, νµ CCQE, is shown
in red. Background channels νµ CC non quasi-elastic (CCnonQE), νe CC, and NC
interactions are shown in blue, green, and gray, respectively. The predicted νe CC
contribution is too small to be visible in the figure. (Bottom) The ratio of the num-
ber of events in each bin to the number of expected events assuming no oscillation
is shown for the data (black) and best-fit predicted spectrum (red).

The simple binned χ2 for the goodness-of-fit test is defined as

χ2
gof “ 2

5
ÿ

i“1

„

nobsi ˆ ln
`nobsi
nexpi

˘

` nexpi ´ nobsi



` fTM´1f , (8.1)

where nobsi and nexpi are the number of events observed and expected in each bin

i, respectively, f is a vector of systematic error parameter values, and M is the

covariance matrix for the parameters in f . The χ2
gof obtained with the data is 0.799

(0.796) at the best-fit point assuming the normal (inverted) hierarchy. This gives us

a p-value of 93.9% for both hierarchies using the χ2 distribution.
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To double-check this goodness-of-fit p-value, we generate the χ2 distribution from

10,000 repeated fits of fake data drawn from the best-fit spectrum. We include

variations in the data that are not only due to statistical variations but also the

uncertainty in our systematic parameter values, f . We pass along the uncertainty

in the systematic parameters by first drawing an instance of f from its assumed

multivariate normal distribution, next calculating the predicted spectrum, and then

finally using the spectrum to draw a set of observed values. The number of observed

values was drawn from a Poisson distribution whose mean was determined from the

integral of the predicted spectrum.

The distribution of χ2
gof calculated from the 10,000 fake data sets is shown in

Fig 8.2. The data χ2
gof is compared with the possible χ2

gof values from the fake data

sets. The p-value is evaluated as the fraction of fake data sets whose χ2
gof are larger

than data χ2
gof value of 0.799. The obtained p-value is 97.4%, which is close to the

p-value estimated from the χ2 distribution alone.

We conclude from these tests that best-fit prediction of the neutrino energy spec-

trum is a reasonable description of the data.

8.1.4 Best-fit Values of the Nuisance Parameters

Even though the systematic uncertainty parameters, f , are known as the “nuisance

parameters,” the values of f after the fit still provide useful information as a diag-

nostic of our analysis. Recall that each of the nuisance parameters is treated in our

analysis as an observable random variable that obeys a Gaussian probability distri-

bution with a mean and sigma that we, in principle, have determined from some

external calibration. If the final value of a given nuisance parameter were several

sigmas away from the input mean, this would mean that the constraint imposed by

the data on the nuisance parameters is inconsistent with the prior calibration. This

would be an indication that either the model is wrong, the calibration is wrong, the
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Figure 8.2: χ2
gof distribution for 10,000 fake data samples. The fake data are

generated by assuming the best-fit oscillation parameters and then drawing variations
in the systematic error parameters to produce instances of the predicted neutrino
energy spectrum which was then used to create samples of observations. The red
line is the χ2

gof value for the fit to the data. According to this distribution, the

probability that data fit value of χ2
gof is 0.799 or larger is 97.4%

data has problems, or we were unlucky. Conversely, if the values of the nuisance

parameters are within their prior constraints, then this is an indication that the data

are consistent with the model and our prior calibrations are reasonable.

Figure 8.3 shows the deviations of the nuisance parameter values from their means

in units of their input sigma values, a quantity known as the “pull” of the parameter.

The definition for the pull is

pulli “
f ifitted ´ f

i
prior

σiprior
, (8.2)

where f ifitted is the fitted value of the nuisance parameter, f iprior is the mean prior to

the fit, and σiprior is the prior uncertainty. We can see that the pull values for all of

the nuisance parameters are well within their 1-sigma prior uncertainties.

8.2 Confidence Intervals

In addition to the best-fit values of the oscillation parameters, we are interested

in which values are consistent with the data. We report this information using
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Figure 8.3: Pulls of systematic parameters at the best-fit point. In these plots

the pull for the ith nuisance parameter is defined as pulli “
f ifitted´f

i
prior

σiprior
. (Top) the

horizontal axis represents the labels of systematic parameters. The colors group the
parameters by type. Red indicates parameters related to the νµ flux uncertainty;
blue the parameters related to the ν̄µ uncertainty; magenta the value of MA; cyan
the value of MRES, yellow the parameters controlling the CCQE normalization; green
the parameters controlling the resonant production interactions; dark blue the non-
ND280 constrained interaction parameters; and gray the uncertainty in the Super-K
detector efficiencies and energy scale. The pull values are all within one standard
deviation of their prior constraints. This fact gives suggests that the data, prior
calibrations of the systematic uncertainties, and the model are all consistent.

frequentist confidence intervals (Neyman (1937)). What these intervals tell us is that

if any of the parameter values inside the interval were the true value of the parameter,

we would expect to make the measurement we observed at least α percent of the time,

where α is some confidence level we are free to choose. For example, suppose we are

told that a measurement of the parameter θ is θ̂ and has a 90% confidence interval

of [θ1, θ2]. Then we should infer that if we were to repeat the experiment many

times, at least 90% of the time the intervals we calcualte will contain the true value

of the parameter. Note that what the frequentist confidence interval does not tell

us is that there is a 90% probability that the true value of θ lies inside [θ1, θ2].1 For

1 Frequentist statistical techniques give information on P px|θq, while Bayesian statistical tech-
niques provide information on P pθ|xq.
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a more detailed discussion of the classical confidence interval and common methods

to define them, please see Appendix A.

The confidence intervals we report here are made using a technique known as

the Feldman-Cousins prescription (Feldman and Cousins (1998)). The prescription

defines an ordering parameter that allows us to determine what values of a parameter

should be in the interval given some measurement. The procedure properly handles

situations where the amount of data is small and when the analysis is trying to

fit a parameter near some physical boundary. Both cases apply for this analysis.

Please see Appendix B for a description of this technique and for details of our

implementation. For the results below, we note that the ordering parameter we

use is ´2∆ lnL and that the parameter values that fall into the Feldman-Cousins

confidence interval at some designated confidence level will be below some threshold

value of the order parameter, known as ´2∆ lnLcrit. This threshold is found using

pseudo-experiments (i.e. fits of many toy MC data sets).

8.2.1 1D Confidence Intervals

We calculate the confidence intervals for the oscillation parameters, sin2pθ23q and

∆m2
32/∆m2

13, twice: once assuming the normal hierarchy and once assuming the

inverted hierarchy.

Normal Hierarchy Confidence Intervals

The 68% confidence intervals for the oscillation parameters are

0.458 ă sin2 θ23 ă 0.568 (8.3)

2.41ˆ 10´3 eV2
{c4

ă ∆m2
32 ă 2.61ˆ 10´3 eV2

{c4.
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The 90% confidence intervals are

0.428 ă sin2 θ23 ă 0.598 (8.4)

2.34ˆ 10´3 eV2
{c4

ă ∆m2
32 ă 2.68ˆ 10´3 eV2

{c4.

Figure 8.4 and Figure 8.5 show the value of ´2∆ lnL for the data as a function of

sin2pθ23q and ∆m2
32, respectively, assuming the normal hierarchy. Because we are

only interested in the likelihood as a function of one of the oscillation parameters

at a time, in both fits, the “other” oscillation parameter has been removed by a

technique known as profiling. Profiling in our analysis means that we treat the

oscillation parameter we are not currently interested in as a nuisance parameter but

do not assign it a constraint term with mean or sigma. In other words, we allow

the “other” parameter to chose the value that maximizes the likelihood for each

value of the parameter we are interested in. Overlaid in blue in the figures are the

profiled ´2∆ lnLcrit for the 68% and 90% confidence level. For oscillation parameter

values with profiled ´2∆ lnL less than the profiled ´2∆ lnLcrit value, the parameter

value is considered inside the confidence interval. The boundary of the region where

this condition is true is demarcated by the dashed red lines and is what defines the

reported confidence intervals.

As can be seen in Figure 8.4 and Figure 8.5, the ´2∆ lnLcrit values depend on the

value of the oscillation parameters. The value of ´2∆ lnLcrit becomes smaller as one

gets closer to the best-fit value. This is because the best-fit values are near the point

of maximal disappearance. At these values, there is a bigger chance of generating a

toy MC data set whose number of events have fluctuated lower than what can be fit

assuming maximal disappearance. (These are the so-called “pseudo-maximal” fits

discussed in Chapter 7.)

For values of sin2pθ23q near maximal disappearance, the deviation from the constant-

∆χ2 is very large. This is consistent with the results of the toy MC studies discussed
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in Chapter 7. What we observe from the studies is that a sizable portion of the toy

MC data have spectra where the number of events near the oscillation dip is less

than the number of events predicted, even when one assumes the maximum amount

of muon neutrino disappearance. For these toy data sets, the value of sin2pθ23q will

be fit to its physical limit, i.e. where the maximal amount of neutrino disappearance

occurs. But because the number of events is still smaller than what the model can

predict, the value of ´2∆ lnL will be high compared to cases where the model can

vary without running up against a physical bound. The effect will cause the value

of ´2∆ lnLcrit to be less than the value for an ensemble of fits where the physical

bound is not important.

Figure 8.6 shows the distribution of ´2∆ lnL of toy MC data at values of sin2pθ23q

near and away from the maximal disappearance value. These distributions are used

to calculate ´2∆ lnLcrit which are in turn used to construct the 1D confidence in-

tervals for sin2pθ23q. For the toy fits far from the value of maximal disappearance

in Figure 8.6a, the number of events near the oscillation dip is large enough so that

statistical fluctuations do not create spectra where the model will run up against its

physical boundary. In such a case, the distribution of ´2∆ lnL is very similar to

the χ2 distribution for one degree of freedom, which is shown as the overlaid black

line in the figure. This is the typical distribution one would expect. For the toy fits

near the value of of maximal disappearance 8.6b, the average expected number of

events near the dip is small enough that the statistical variation in this part of the

spectrum is large enough that the model runs up against its physical boundary. In

this case one gets a deviation in the ´2∆ lnL from the χ2 distribution.

One way to interpret what is happening to the ´2∆ lnLcrit is to consider the

effective degrees of freedom. For the toy MC fits near maximal disappearance, the

model would like to follow the data and fit a value of sin2pθ23q that is “unphysical”,

i.e. the probability of muon neutrino disappearance is greater than one. But because
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of the physical boundary, the fits to the data are restricted, lowering the effective

degrees of freedom. This is why the toy MC distribution of ´2∆ lnL in Figure 8.6b

is more narrow than the χ2 distribution distribution indicated by the black line.

Inverted Hierarchy Confidence Intervals

For the inverted hierarchy, the 68% confidence intervals are

0.456 ă sin2 θ23 ă 0.566 (8.5)

2.38ˆ 10´3 eV2
{c4

ă ∆m2
13 ă 2.58ˆ 10´3 eV2

{c4.

The 90% confidence intervals are

0.427 ă sin2 θ23 ă 0.596 (8.6)

2.31ˆ 10´3 eV2
{c4

ă ∆m2
13 ă 2.64ˆ 10´3 eV2

{c4.

Figure 8.7 and Figure 8.8 also show the ´2∆ lnL surface of profiled fits to the

data for sin2pθ23q and ∆m2
32, respectively, except now the fits assume the inverted

hierarchy.

8.2.2 Comparison of 1D Intervals to Sensitivity Estimates

One well-known difficulty of the Feldman-Cousins procedure is that the size of the

intervals can sometimes be influenced by large fluctuations in the data that do not

necessarily have to do with the value of the parameters we are trying to measure.

This can occur for measurements with a small number of expected events. In such

cases, a large fluctuation from the expectation can be observed in the background or

signal that affect the confidence intervals significantly. A more detailed discussion

of this difficulty can be found in Appendix B. However, we will simply mention here

that it is useful to compare the intervals from the data fit to the average expected

confidence intervals from toy MC studies of the analysis. Doing this allows us to get
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Figure 8.4: ´2∆ lnL surface as a function of sin2pθ23q (black) for the 1D profiled
fit to the data. Overlaid in blue with points is the ´2∆ lnLcrit value as a function
of sin2pθ23q for 68% (top) and 90% (bottom). The fit assumes the normal hierarchy.
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(b) ´2∆ lnL for sin2pθ23q =0.5

Figure 8.6: ´2∆ lnL distribution for toy MC fits. These distributions are used
to calculate the values of ´2∆ lnLcrit which are used to construct the Feldman-
Cousins 1D confidence intervals for sin2pθ23q. The solid line is the χ2 distribution
for one degree of freedom. In Figure 8.6b, the distribution deviates from the χ2

curve because of boundary fits discussed in Chapter 7. This deviation is why the
Feldman-Cousins procedure is used to calculated the allowed regions.

a qualitative sense of how much of the result has been influenced by fluctuations.

This is helpful if one wants to use the results to make more Bayesian-like inferences

such as, “what is the probability of a certain value of the parameter given the data”

(as opposed to the frequentist inference which is only about the probability of ob-

serving the same data given the values of the parameters). Large deviations from

the sensitivity indicate that the confidence regions could deviate significantly if one

analyzed the data using Bayesian statistical methods. Note, however, that even for

intervals affected largely by fluctuations the confidence interval from the data fit is

still correctly constructed according to the definition of the frequentist confidence in-

terval (which has the advantage over a Bayesian interval of not requiring the analyzer

to define prior probabilities when calculating the interval).

Figure 8.9 shows the 1D dimensional profiled ´2∆ lnL curves of sin2pθ23q for

a collection of toy MC data fits. The average of the curves is shown by the thick

black line. The ´2∆ lnL curve for the T2K data fit is shown in red. The figure
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to the data. Overlaid in blue with points is the critical ´2∆ lnL value as a function
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Figure 8.9: One dimensional profiled ´2∆ lnL curves of sin2pθ23q for a collection
of toy MC data fits. The average of the curves is shown by the thick black line. The
´2∆ lnL curve for the T2K data fit is shown in red.

demonstrates that the ´2∆ lnL curve for the data fit is narrower than the expected

average from toy MC fits. However, the data fit curve is consistent with the ensemble

of curves. We conclude that the constraint on sin2pθ23q is “lucky” in the sense that

the ´2∆ lnL is more narrow than average. However, the data are still consistent

with our model of the expected spectrum.

8.2.3 2D Confidence Level Regions

Just as we did for the parameters one at a time, we can also look at the 2D region of

parameter space that is consistent with the data. We again use the Feldman-Cousins

procedure which can be extended to two dimensions in a straightforward manner.

We calculate the 2D confidence level regions twice: once when assuming the normal

hierarchy and another when assuming the inverted hierarchy.

Figures 8.10 and 8.11 show the 2D contours for the 68% (dashed line) and 90%

(solid line) confidence level regions for a fit assuming the normal and inverted hi-
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erarchy, respectively. The location of the best-fit point in (sin2pθ23q,∆m
2
32) and

(sin2pθ23q,∆m
2
13) for the normal and inverted hierarchy, respectively, are indicated in

the figures by a dot. Both contours are similar in shape indicating that our measure-

ment is mostly insensitive to the mass hierarchy. The location of the best-fit point

for sin2pθ23q corresponds to the maximal disappearance value for both the normal

and inverted hierarchy. As was mentioned earlier in this chapter when discussing

the best-fit oscillation parameter values of the fit, the current analysis cannot dis-

tinguish with statistical significance between the maximal disappearance value and

the maximal mixing value of sin2pθ23q. This can be seen in these 2D confidence level

contours as both maximal disappearance and maximal mixing values are well within

the 68% CL region.

Just as for the 1D case, the confidence level regions shown in Figures 8.10 and 8.11

were made by calculating ´2∆ lnL for the data as a function of the oscillation

parameters and the including only those regions of parameter space where ´2∆ lnL

ă´2∆ lnLcrit. Figure 8.13 plots the values of ´2∆ lnL from the data fit, while

Figure 8.14 shows the values of ´2∆ lnLcrit. In Figure 8.14, we can see that the value

of ´2∆ lnLcrit get smaller the closer one gets to the region of maximal disappearance,

about sin2pθ23q =0.513 (normal) and sin2pθ23q =0.511 (inverted). This is the same

relationship seen in the 1D ´2∆ lnLcrit calculations and for the 2D calculations, due

to the same reason as discussed above.

8.2.4 Comparison of the 2D Confidence Level Contours from the Data Fit to the
Expected Sensitivity Contours

Just as we had done in Section 8.2.2, we compare the confidence regions calculated

from the data fit to the average expected regions from toy MC studies. The latter

confidence regions give us the expected “sensitivity” of the analysis to the parameter

values. The sensitivity is calculated by performing a binned likelihood fit to the
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Figure 8.12: The 68% (dashed) and 90% (solid) confidence level allowed region for
the data assuming the normal (black) and inverted (red) hierarchy. Both contours
were calculated using the Feldman-Cousins procedure. The best-fit points are shown
by the dot. Both best-fit points are at the value of sin2pθ23q that corresponds to the
maximal amount of muon neutrino disappearance. This value of sin2pθ23q is expected
to be different between the normal and inverted hierarchy. Also, please note that the
mass splitting for the normal hierarchy is ∆m2

32 while the inverted hierarchy is ∆m2
13.

The analysis is sensitive to the size of the largest mass-squared splitting, which is
different for when assuming the normal and inverted hierarchy.

average expected spectrum. Fitting with a binned likelihood is expected to give us

the approximate average confidence regions in the limit of running an infinite number

of toy MC fits.

Figure 8.15 overlays the confidence regions for the data fit (black) and MC sen-

sitivity (purple) for comparison. As for what was seen in the 1D confidence level

comparison, there is a fairly large difference in the allowed regions in the data fit and

the expected sensitivity. Again, we can attribute this difference to a fluctuation in

the number of events near the oscillation dip. As one can see in the reconstructed

neutrino energy spectrum in Figure 8.1, the number of events near the dip is system-

atically lower than the prediction from the model despite the fact that the spectrum
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32 (∆m2
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Figure 8.14: ´2∆ lnLcrit distribution for (a) 68% and (b) 90% confidence levels.
The value of ´2∆ lnLcrit was not calculated for the bins without color in order to
save on computation time. Calculated bins were chosen to be in the region where
where ´2∆ lnL =2.7 and ´2∆ lnL =4.6.
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Figure 8.15: Comparison of the Feldman-Cousins 68% and 90% confidence level
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The latter indicates the expected sensitivity of the analysis assuming some true
value of the oscillation parameters. For this figure, the sensitivity is made assuming
that the true values were equal to the best-fit values from the data fit (sin2pθ23q

=0.514, ∆m2
32 =2.51 ˆ 10´3 eV2/c4). Both regions are calculated assuming the

normal hierarchy.

assumes maximal muon neutrino disappearance. Such a result is not unexpected as

toy MC studies presented in Chapter 7 indicate that such low fluctuation in the data

should not be rare at the current amount of statistics for this data set.

As a final demonstration that the 2D contour is reasonable, Figure 8.16 compares

the contour for the fit (in black) and the expected sensitivity (in magenta) to the

contours from 30 toy MC fits. The toy MCs were generated at the data best-fit

oscillation parameter values. Though the observed contour from the data is smaller

than the sensitivity contour, we can see from the contours shown that the data fit
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the data fit (solid black), and expected sensitivity (solid magenta line). The observed
contour from the data is consistent with the ensemble of toy fit contours.

result is not an unlikely one. Even with such a small sampling to toy MC fits, several

toy fits are tighter or comparable to the data fit.

8.3 Investigation of Result Using Different Likelihoods

For further investigation of the data fit, we repeat the analysis using with different

likelihoods. From Chapter 6 which described the analysis technique, the likelihood

used in the data fit is

Lpθ, f |xq “
«

N
ź

i“0

P pxi|θ, fq

ff

ˆ
N exppθ, fqNe´N

exppθ,fq

N !
ˆ e´

1
2

∆fTM´1∆f , (8.7)
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where x is the vector of N measurements, P pxi|θ, fq is the probability of observing

measurement xi, θ is the vector model parameters, f is the vector of systematic error

values, N exp is the expected number of events as a function of θ and f , ∆f “ f´µ and

M is the covariance matrix between the components of f . We split up the likelihood

into different factors and define them as

Lpθ, f |xq “ LshapeLnormLsys (8.8)

where

Lshape “
N
ź

i“0

P pxi|θ, fq (8.9)

Lnorm “
N exppθ, fqNe´N

exppθ,fq

N !
(8.10)

Lsys “ e´
1
2

∆fTM´1∆f . (8.11)

We combine these different likelihood components into several combinations:

• Lnorm ¨ Lshape (with all systematic parameters are fixed to their input values)

in order to remove the contribution of systematic parameters and check their

effect,

• Lnorm ¨Lsyst in order to investigate the constraint on the oscillation parameters

from the number of data events only, and

• Lshape ¨Lsyst in order to investigate the constraint from the shape of the recon-

structed energy spectrum.

Table 8.1 shows the best-fit values of the oscillation parameters for the different

likelihoods. All the fits performed assume the normal hierarchy. For all the different

combinations tested, the best-fit value for sin2pθ23q is the value for maximal disap-

pearance where sin2pθ23q « 0.514. For the likelihood that focuses on the number of
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events observed, LnormLsys, the best-fit value for ∆m2
32 is higher than the value when

using the full likelihood. This is because the predicted number of events, 120.88, is

minimized when ∆m2
32 « 2.6ˆ 10´3 eV2/c4 and is a better match to the number of

events observed, 120, than the number of events predicted by the fit using the full

likelihood, 121.41.

However, we can see that when the fit is performed with the shape and systematic

error likelihoods, LshapeLsys, the fitted value of ∆m2
32 is closer to the value from the

full likelihood. It turns out that the shape provides a stronger constraint on the

parameters than the number of events as demonstrated in Figure 8.17. This figure

shows the best-fit point and contours of ´2∆ lnL =4.6 for several of the likelihood

combinations. Here one can see that the constraint on the parameters by Lshape is

much stronger than from Lnorm. This is why the best-fit value of ∆m2
32 is closer to

2.50ˆ 10´3 eV2/c4 than the value with the smallest number of events.

Table 8.1: Results for several fits using different combinations of likelihoods

Likelihood Fitted N exp
SK sin2 θ23 ∆m2

32 (eV2)
LnormLshapeLsyst 121.41 0.514 2.51ˆ10´3

LnormLshape 122.39 0.514 2.50ˆ10´3

LnormLsyst 120.88 0.514 2.60ˆ10´3

LshapeLsyst 122.62 0.514 2.50ˆ10´3

8.4 Effect of Assumed sin2pθ13q Value

As discussed in Section 3.7.2, the value of sin2pθ13q has an important effect on the νµ

disappearance oscillation probability. According to Equation (3.38), the larger the

value of sin2pθ13q, the further the value of maximal disappearance moves away from

sin2pθ23q “ 0.5. As a result, we expect the best-fit value of sin2pθ23q to be affected by

the choice of sin2pθ13q. In our analysis the value of sin2pθ13q is constrained by external
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Figure 8.17: Contours of ´2∆ lnL =4.6 for (sin2 θ23, ∆m2
32) from performing the

fit to the data using several different likelihood combinations. The shape information
is providing most of the constraint on the oscillation parameters.

experiments. These experiments produce a global best-fit value of sin2pθ13q=0.0251.

But because the effect of sin2pθ13q on the value of maximal disappearance is

fairly large, we wish to know how the best-fit value of sin2pθ23q relates to the value

of sin2pθ13q. The dashed black line in Figure 8.18 shows the best-fit value of sin2pθ23q

for several fits with sin2pθ13q fixed to different values. Note that the parameter ∆m2
32

is profiled out, i.e. allowed to chose any value that minimizes the likelihood, much in

the same way as the systematic parameters. It is clear from the figure that the best-

fit value of sin2pθ23q changes when assuming different values of sin2pθ13q. In other

words, the results of the analysis have a dependence on the true value of sin2pθ13q.

196



Figure 8.18 also shows the current measured 68% confidence level intervals on the

value of sin2pθ13q from two sources. One of these, shown in magenta, is a contraint

that combines the results from several νe-disappearance measurements of sin2pθ13q

made from neutrinos from nuclear reactors. The other intervals come from T2K

and its analysis measuring νe-appearance. Note that the T2K νe-appearance mea-

surement is made with data taken over the same period as the data used by the

analysis presented here. These intervals show our current knowledge about the value

of sin2pθ13q. Within the bounds from the external experiments the range over which

sin2pθ23q changes is small. The range of sin2pθ23q values within the T2K bounds

are larger, as one might expect, as the T2K constraint on the value of sin2pθ13q is

weaker. Because the constraint by the reactor experiments are much stronger and

are consistent with the T2K result, we choose to use them as inputs. If in the fu-

ture, more measurements indicate that the value of sin2pθ13q are quite different from

the value assumed by this analysis (sin2pθ13q “ 0.0251q, then the best-fit values and

the confidence regions produced by this analysis are expected to change, but in a

well-understood manner.

8.5 Comparison with Other Experimental Results

8.5.1 Comparison of 2D Allowed Regions

The analysis presented here provides the world’s tightest constraint on sin2pθ23q to

date. Figure 8.19 and compares the confidence region in sin2pθ23q and ∆m2
32 as

measured by T2K with the regions measured by two other experiments, Super-K

and MINOS. Figure 8.20 makes the same comparison, except here the fits assume

the inverted hierarchy and use the parameters sin2pθ23q and ∆m2
13. The Super-K

experiment measures the parameters using their latest data set of neutrinos pro-

duced in the atmosphere (Himmel (2013)). The MINOS experiment measures the

parameters with data that comes from both atmospheric neutrinos and accelerator-
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Figure 8.18: Best-fit values and 1D confidence intervals on sin2pθ23q for given
values of sin2pθ13q. Note that ∆m2

32 is profiled out in all of the fits. The black,
dashed line shows the best-fit values. The red, dashed line and black solid show the
1D 68% and 90% CL intervals, respectively. The magenta lines show the 1-sigma
range of sin2pθ13q from the reactor experiments. The cyan lines show the 1-sigma
range taken from the T2K νe-appearance analysis data taken during the same period
as the νµ-disappearance analysis presented here.

produced neutrinos (MINOS Collaboration et al. (2014)). For all three experiments,

the neutrino oscillation probability is calculated using all three flavors of neutrinos.

8.5.2 Effects of Current Measurement on Global Fits

We measured a value of the mixing angle that is consistent with both maximal

mixing, i.e. sin2 θ23 “ 0.5, and the maximal amount of muon neutrino disappearance.

The latter situation is preferred though the analysis cannot distinguish between the

two with significance. This result is noteworthy because previous measurements of

sin2pθ23q favored values away from maximal mixing. Global fits of the oscillation
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MINOS for the normal hierarchy. The T2K 68% confidence region is also shown in
the dashed black line.

parameters, which combined previous measurements, excluded maximal mixing near

the 2 σ level (Forero et al. (2012)). Our result will reduce this significance as can

be seen in Figure 8.21a which compares the 1D ∆χ2 of our result and other recent

measurements. The figure also shows the combined ∆χ2 curve for sin2pθ23q which

illustrates the likely effect this result will have on global constraints on the sin2pθ23q.

The constraint on the value of ∆m2 by T2K is comparable to the tightest con-

straint provided by the MINOS experiment (MINOS Collaboration et al. (2014)). A

comparison of the 1D ∆χ2 curve for the mass splitting is shown in Figure 8.21b. In

combination with MINOS and Super-K, the 1 σ uncertainty in ∆m2 is reduced to

a few percent p« 3%q and now is similar to the uncertainty (« 2.5%) on the solar
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mass splitting parameter, ∆m2, from global fits (Forero et al. (2012)).

8.6 Future Directions

For future improvements to this analysis, the largest gain will likely come from

simply gathering more statistics. With the current amount of data, the statistical

uncertainty is still dominant. This can be seen by inspecting Figure 8.17 which shows

that analyzing the results with and without the systematic uncertainties produces

similar allowed regions. Therefore, with additional events, the constraint on the

parameters will improve.

Still it is useful to note that the dominant systematic uncertainties come from

those associated with the event selection at Super-K. In particular, the largest con-
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Figure 8.21: 1D ∆χ2 curves for the mixing parameters sin2 θ23 and ∆m2
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the Super-K (Himmel (2013)), and MINOS (MINOS Collaboration et al. (2014))
results compared with the results from T2K presented in this dissertation. This is a
preliminary figure, and the combined ∆χ2 is not an official result of T2K.

tributors from this class of uncertainties are from the uncertainty in the energy scale

and the uncertainty in the rejection efficiency of neutral current events by both the

particle ID selection and the 1-ring selection. The current size of the energy scale un-

certainty is 2.3% which is already small. This makes possible improvements difficult.

Such improvements would come from better modeling of the detector and improved

momentum and direction reconstruction. Efforts towards such goals are on-going at

Super-K, but already, the performance of existing methods is quite good.

The effort to reduce the uncertainty in the selection of neutral current events

is hampered by the fact that there is no way to estimate this value with a clean

data sample. The uncertainty, as described in Chapter 6, is extracted statistically

from a fit of the atmospheric neutrino events which are used as a side-band sample

for this analysis. However, this method is, in part, limited by the statistics of the

atmospheric neutrino sample. Therefore the extracted uncertainty might improve

with a larger atmospheric neutrino events sample collected by Super-K.

In addition, improvements in the analysis technique can potentially reduce the

fraction of the neutral current events seen at Super-K, and, therefore, reduce the
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Figure 8.22: Predicted kinematic distribution of single muon track for events that
pass the event selection. The predicted distribution on the left is for events that
interact via the charged-current quasi-elastic (CCQE) channel. The distribution on
the right is of neutral current (NC) events that pass the selection. The magenta line
is provided as a visual aid to show the boundary between the CCQE and NC distribu-
tions. Future muon disappearance analyses at T2K that are more systematics limited
could exploit the kinematic separation between the signal interactions (CCQE) and
the NC interactions which are associated with one of the largest uncertainties in the
current analysis.

effect of the associated uncertainty. Figure 8.22 shows the predicted distribution

of events that pass the selection as a function of reconstructed muon direction with

respect to the beam direction versus the reconstructed muon momentum for neutrino

events from charged-current interactions and neutral current interactions. One can

see that a large portion of the neutral current interactions include observed tracks

that travel close to the beam direction and have low momentum. One method to

improve the measurement is to perform the fit using the 2D distribution of muon

momentum and the cosine of the muon direction with respect to the beam. Such an

analysis would provide a way to separate the effect of the neutral current selection

uncertainty from the oscillation effect. This is one direction of improvement by the

T2K oscillation analysis group.
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9

Conclusion

T2K has collected 120 single-ring, muon-like events at the Super-K detector which we

have used to measure muon neutrino disappearance. Our analysis was performed in

the context of the current standard three-neutrino mixing model. Therefore, we have

produced constraints on the neutrino mixing parameters, sin2pθ23q and ∆m2
32/∆m2

13,

which are the leading contributors to the oscillation probability of muon neutrino

disappearance. The constraints on sin2pθ23q are currently the world’s best, while the

constraints on ∆m2
32/∆m2

13 are comparable to previous measurements. We find that

the parameter values are sin2 θ23 “ 0.514`0.055
´0.056 and ∆m2

32 “ p2.51 ˘ 0.10q ˆ 10´3

eV2/c4 under the the normal hierarchy assumption and sin2 θ23 “ 0.511˘ 0.055 and

∆m2
13 “ p2.48˘ 0.10q ˆ 10´3 eV2/c4 under the inverted hierarchy assumption. This

measurement is a step forward in precisely measuring the neutrino mixing matrix.

Ultimately, the physical parameters that this and other measurements are after

are the values for the elements of the PMNS mixing matrix. The magnitude of the
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elements in the matrix are

¨

˝

|Ue1| |Uµ1| |Uτ1|

|Ue2| |Uµ2| |Uτ2|

|Ue3| |Uµ3| |Uτ3|

˛

‚“

¨

˝

0.819 0.552 0.158
0.483 0.515 0.708
0.309 0.656 0.688

˛

‚. (9.1)

The magnitudes were calculate using the results of the current measurement of

sin2pθ23q and the current best values for the other mixing angles. Note that the

magnitudes are shown because one of the parameters, δCP , has yet to be constrained

directly by experiment.

Much of the effort in the field, both in the near and far term, is directed at

the measurement of δCP . While it will require next-generation neutrino oscillation

experiments to measure a non-zero value of δCP at high significances, in the near

term current experiments such as T2K and another accelerator experiment called

NOvA (Patterson (2013)), can begin to constrain the value of δCP . A precision

measurement of the parameters, sin2pθ23q and ∆m2
32, is important in such efforts.

For example, in addition to the measurement of muon neutrino disappearance,

T2K also used the same data set to measure electron neutrino appearance. The

primary parameter that this oscillation process is sensitive to is sin2 θ13. However,

the process has some dependence on δCP as well as discussed in Section 3.7.1. Fig-

ure 9.1 shows three 1D 68% confidence level intervals for the parameter sin3 θ13 as a

function of δCP where each interval assumes a different value of sin2pθ23q. The figure

demonstrates that the measurement of electron neutrino appearance depends on a

precise measurement of sin2pθ23q. Furthermore, Figure 9.1 overlays the constraints

on sin3 θ13 from the nuclear reactor experiments (in the yellow band). One can see

in the figure that for certain values of δCP , the confidence level intervals measured

by T2K and the reactor experiments do not overlap. This disagreement points to

the fact that when combining the measurement of electron neutrino appearance by

T2K and electron anti-neutrino disappearance by the reactor experiments, some of
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the values of the parameter, δCP are disfavored at the 2 σ level or higher (T2K Col-

laboration (2014)). This result is an important first step in the measurement of δCP .

Improving upon such measurements at T2K and with NOvA will require that both

experiments improve the precision of both electron neutrino appearance and improve

the measurement of the muon disappearance parameters.
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Figure 9.1: The 1D 68% confidence level intervals for sin2 θ13 as a function of δCP
for several assumed values of sin2pθ23q. There are three intervals plotted, one for
different values of sin2pθ23q (black, blue and green lines). These constraints come
from the measurement of electron neutrino appearance at T2K using the same data
as the analysis presented in this dissertation. The intervals are shown for the normal
(left) and inverted (right) hierarchy assumptions. Also, overlaid are the constraints
on sin2 θ13 from the reactor neutrino oscillation experiments. The value of the mixing
angle, sin2pθ23q, is important in constraining the value of sin2 θ13. Figure from (Ieki
et al. (2013)).

In this dissertation, we have presented the measurement of muon neutrino disap-

pearance at the T2K experiment, which has placed the world’s best contraint on the

mixing angle, sin2 θ23, while putting constraints on the mass splitting ∆m2
32 (∆m2

13)

for the normal (inverted) hierarchy. With the current 120 observed events, the effect

of the statistical uncertainties on the measurement are larger than the effect of sys-

tematic uncertainties. Furthermore, toy data studies showed that there are physical

boundary effects near sin2 θ23 “ 0.5 that required our use of the Feldman-Cousins

method to build the confidence regions in order to ensure that the regions provide
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the proper coverage.
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Appendix A

Frequentist Confidence Intervals

In this appendix we briefly describe the typical methods used to build frequentist con-

fidence intervals. We emphasize the assumptions and weaknesses of these methods,

because it turns out that these common methods are inadequate for the analysis de-

cribed in this dissertation. However, we describe the common methods here in order

to provide the context for the method that is used, the Feldman-Cousins procedure,

which is briefly described in Chapter 8 and in more detail in Appendix B.

A confidence interval is a statistical quantity that is meant to convey the uncer-

tainty of a given estimate. For example, suppose that one has a given data sample

and a model of the data that contains some number of parameters. In such a sit-

uation, one is usually interested in the values of the parameters that give the best

agreement between the model and data. One would also be interested in the range of

parameter values that are consistent with the data set. For the latter, the confidence

interval provides a means to quantify this range. The frequentist confidence interval

is defined such that if one were to take repeated measurements of the parameter,

then at least α percent of the time the parameter would be measured in the interval.
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The value, α, is known as the confidence level.

Two things to note about the confidence interval. For one, it is related to ob-

served quantities, which means that it is expected to vary depending on the data

sample that was used to calculate it. The other thing to note is that the interpreta-

tion of the confidence interval might be different from a more natural interpretation

of what an uncertainty interval means for some estimate. The confidence interval

does not give the probability that the true value of an estimate, in our example the

value of the parameters, lies within the interval. Such an interval is known as a

credible interval and is associated with Bayesian statistical techniques in contrast

to the frequentist methods used here. The Bayesian credible interval requires one

to include estimates of prior knowledge into the construction of the interval, which

can at times be difficult and/or ambiguous. In contrast, the frequentist approach

to building the confidence interval does not require the definition of this prior infor-

mation. However, the interpretation of the interval can be less intuitive as it makes

a statement about the probability of observing a quantity again for future repeated

measurements instead of giving a more direct statement about what we know about

the quantity after making a measurement. If one is unlucky, the true value of the

parameter may not be in the frequentist interval 1-α percent of the time.

A.1 Confidence Intervals from the χ2 Method

As stated previously, often one wants to fit a model to some data sample. Typi-

cally, the goal is to have the model match the distribution of measurements of some

observable quantity. Often, the values of the observable are divided into a series of

intervals, and the number of measurements that fall within the intervals are recorded.

In what is known as the χ2 method, one then fits the model to the data by finding

the parameter values that minimize the squared errors between the number of events

observed and predicted in each ith of N intervals, or bins. The sum of the normalized
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squared errors is known as the Pearson χ2 test statistic and is defined as

χ2
“

N
ÿ

i“1

pOi ´ Eiq
2

σi
, (A.1)

where Oi is the observed number of events in the ith bin, Ei is the expected or

predicted number of events by the model in the ith bin, and σi is the uncertainty

in the prediction of the ith bin. This test statistic provides a way to quantify the

agreement between the model and data.

Importantly, this quantity also provides a way to test if the model is a good fit to

the data. This method centers around the ability to assign a probability to observing

a value of χ2 given a data sample. One starts by assuming that the data observed

derives from the model in question and that the N errors from the N bins follow

the normal distribution. In this case, the χ2 statistic follows the probability density

function (PDF) given by

χ2
px; kqPDF “

1

2k{2Γpk
2
q
x
k
2
´1e´

x
2 , (A.2)

where x is the sum of normalized squared errors (or the χ2 test statistic above) and

k is the number of degrees of freedom. In the case of the binned data example above,

k would be the number of bins less the number of parameters in the fit.

The reason that this definition is so useful is that the cumulative distribution

function (CDF) for the χ2px; kq distribution can be derived analytically from the

PDF. With the CDF known, one can determine the probability that a value of the

χ2 test statistic is equal to or greater than the value observed for the data. This

probability provides a quantity to reject the goodness of the fit.

Finally, the CDF of the χ2px; kq distribution also provides a way to build a

frequentist confidence interval. One starts by expanding to second order the χ2
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statistic around the best-fit value, χ2
0pθ̂q, as a function of the fit parameter, θ, where

χ2
“ χ2

0pθ̂q ´
1

2
|
Bχ2

B2θ
|θ“θ̂pθ ´ θ̂q

2
`Oppθ ´ θ̂q3q, (A.3)

where the first order term is zero and the second term is negative as we are expanding

around the minimum value of χ2. Note that at second order,

∆χ2
“ χ2

´ χ2
0 (A.4)

is proportional to the the squared difference from the best-fit value, θ̂, much like the

original χ2 statistic. If we take

σ´2
“ |
Bχ2

B2θ
|θ“θ̂ (A.5)

then ∆χ2 ought to follow the χ2 distribution as well. Therefore, we can use the CDF

of the χ2 to define confidence intervals. For a confidence level, α, defined between

0% and 100% , we define an interval for the parameter θ such that the

CDFp∆χ2
αpθqq ď α. (A.6)

It is customary to calculate the intervals for 68% confidence level (CL) where ∆χ2 «

1.0 and 90% CL where ∆χ2 « 2.7 for one degree of freedom, i.e. one model param-

eter. In our analysis, we also want to know what the 2D confidence interval is for

68% and 90% CL where ∆χ2 « 2.3 and ∆χ2 « 4.6, respectively.

Note that this method assumes the χ2 statistic as a function of θ is nearly

parabolic. This is exactly true if the number of expected events in every bin is

a linear function of the parameter θ. In other cases, it is necessary to check if this

is a good approximation for whatever θ ´ θ̂ value is required by the chosen confi-

dence interval. However, the more important assumption is the normally distributed

difference between the observed and predicted number of events. For the analysis
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described in the thesis, the number of events is often relatively low as we are working

with the weakly interacting neutrino. The next section describes methods for dealing

with lower statistics.

A.2 Confidence Intervals from an Unbinned Likelihood

For the χ2 method, the primary assumption was that the differences in the number of

observed and expected events in each bin was normally distributed. This assumption

is good when the number of events in each bin is large (typically tens of events in

each bin is considered sufficient). However, for our analysis, we are trying to extract

information using 120 events. Furthermore, the shape of the distribution is very

important, so binning these 120 events such that there are enough events per bin

would obscure too much of the shape information.

For low statistics, one can fit the model parameters to the data using an unbinned

likelihood which was described in Chapter 6 and is the likelihood used in the oscil-

lation analysis found in this dissertation. This likelihood is used in order to avoid

losing any information in the shape of the observed distribution in the process of

binning.

Besides using the χ2 test statistic to fit the parameters of a model to data, one

can also used the maximum likelihood estimator which is described in Chapter 6.

Similar to what was done for the χ2 method, one chooses the best fit parameters,

θ̂, to be those that maximize the value of a function, Lpθ|xq, dependent on some

parameters, θ, and a given set of observations x.

To define a set of confidence intervals, we first expand lnL around the maximum

of the likelihood, Lopθ̂|xq, with respect to the best fit parameters. We then get

lnL “ lnL0pθ̂|xq ´
1

2

ˇ

ˇ

ˇ

ˇ

B2 lnL

Bθ2

ˇ

ˇ

ˇ

ˇ

θ“θ̂

pθ ´ θ̂q2 ` ... (A.7)
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where we know that the first derivative is zero and the second derivative term should

be negative, since we are at the maximum of the function. We then note that

´ 2∆ lnL “

ˇ

ˇ

ˇ

ˇ

B2 lnL

Bθ2

ˇ

ˇ

ˇ

ˇ

θ“θ̂

pθ ´ θ̂q2 ` ..., (A.8)

where ∆ lnL “ lnLpθ|xq ´ lnL0pθ̂|xq, i.e. the difference of the log-likelihood from

its maximum. This is equivalent to ∆χ2 above if the region near the maximum of

the likelihood is sufficiently quadratic. Therefore, in this case we can use the CDF

of the χ2 distribution to define the confidence intervals for the parameters estimated

using the unbinned log-likelihood.

However, the assumption that ´2∆ lnL « χ2 is not often valid, especially in low

statistic cases which is when we use the unbinned log-likelihood method. In these

cases the measured confidence intervals can be inaccurate. Often at low statistics,

the intervals will be too small and underestimate the uncertainty of the measurement

of the model parameters.

However, the confidence interval is often cited using this method because it is

very quick and convenient to calculate. This, of course, is due to the reliance on

the χ2 distribution which relies on the assumption that the distribution of measured

parameter values is distributed normally around the true value. But when more

accuracy is required or desired for low statistics analysis, then another method not

based on the χ2 distribution is needed.

In the following section, we present the Neyman construction for building con-

fidence intervals whose strategy is to use pseudo-experiments instead of relying on

the normal distribution. The calculation of intervals in this manner can be more

difficult, but the result is that in most cases, the confidence intervals will be accurate

by construction.
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A.3 Neyman Construction of Confidence Intervals

Neyman proposed a frequentist construction of confidence intervals using the follow-

ing prescription:

1. Find the measured values as a function of the true values, θ̂1pθq and θ̂2pθq such

that
ż θ̂1pθq

´8

P pθ̂|θqdθ “
1´ α

2
(A.9)

and
ż `8

θ̂2pθq

P pθ̂|θqdθ “
1´ α

2
(A.10)

2. Use the inverse of the above functions, θ1pθ̂q “ θ̂´1
1 pθq and θ2pθ̂q “ θ̂´1

2 pθq, to

define the confidence interval rθ1pθ̂q, θ2pθ̂qs for a given confidence level, α.

By construction, the confidence interval built following these steps tells us that α%

of the time, the true value of the parameter lies inside the interval. The Neyman

confidence interval is a more generic definiton that the previous methods dicussed

above as it makes no assumption about the form of P pθ̂|θq. In the special case where

the probability density follows a Gaussian distribution, then the χ2-based methods

above apply.

Quite often the functions required to build the Neyman confidence interval are not

analytic and must be calculated using Monte Carlo techniques. Here one scans over

a range of true parameter values and for each one performs many pseudoexperiments

to build the P pθ̂|θq distribution that is needed.

Despite the generic nature of the probability distribution, the Neyman prescrip-

tion is still problematic or ambiguous in certain experimental situations. Such sit-

uations are discussed in depth in (Feldman and Cousins (1998)). In the reference,

the problems have to due with step 1 in the method listed above. It is not always
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the case that the interval can be approached from infinity from both sides, in other

words be “two-sided.” Instead, one side of the interval will be up against a bound-

ary in the allowed parameter values. In these cases one will want to define an upper

or lower bound on the parameter values, or “one-sided” interval. For example, if a

model involves a parameter that defines the expected number of events observed by

a measurement, then the expectation cannot be a negative number. Furthermore,

if such an experiment involves looking for the presence of a small signal and the

measurement turns out to be consistent with zero, one will want to define an upper

bound on the expected amount of signal events. The situation can be futher com-

plicated by the fact that sometimes the choice of whether to calculate an interval or

an upper/lower bound is not clear.

A method to implement step 1 generically is proposed by the Feldman-Cousins

method in (Feldman and Cousins (1998)) and is described in Appendix B. Ap-

pendix B also provides some details of the implementation used in this analysis.

214



Appendix B

Feldman-Cousins Implementation

$40,000

–approximate cost of calculation at
2013 market price of electricity

For the estimation of the sin2 θ23-∆m2 confidence intervals in our analysis, we use

the Feldman-Cousins (F&C) method (Feldman and Cousins (1998)) instead of the

using the more common ∆χ2 method discussed in Appendix A.

As mentioned in Appendix A, the Feldman-Cousins procedure is necessary when

it is ambiguous if the analysis should report an interval or an upper/lower bound.

Such cases occur in the situation where the number of data events is small. The

procedure is also needed when a parameter one is trying to fit is up against a physical

boundary. For the analysis discussed in this dissertation both conditions apply.

The way the procedure improves upon the Neyman prescription given in Equa-

tions (A.9) and (A.10) is to provide a method for determining what parameter falls

into the interval without assuming the form of the interval, i.e. two-sided or an up-

per/lower bound. It does this by defining an ordering parameter, Rpθ̂, θq, that is a
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function of the fitted parameter, θ̂, and true parameter value, θ. The parameter R

is then used to build the interval by

1. using pseudo-experiments to build a PDF distribution of Rpθ̂, θq at each value

of the true parameter value, θ, by running many fits of toy MC data,

2. using the generated distribution to determine at each value of θ a valueRα
criticalpθq

for some confidence level, α, such that

ż Rcriticalpθq

0

PDFpRqdR “ α, (B.1)

3. calculating the value of the parameter, Rdatapθ̂, θq, from the data, and then

4. building the confidence interval at a given level, α, to include all values of θ

where Rdatapθ̂, θq ă Rα
criticalpθq.

The ordering parameter, R, suggested by the authors of the Feldman-Cousins

method is a ratio defined at each value of a parameter, θ, and for some data, x, as

Rpθ̂, θ; xq “
P px|θq

P px|θ̂q
, (B.2)

where θ̂ is the measured or fitted parameter value, and θ is the true value of the

parameter value. Note that the data, x, refers to both toy MC pseudo-data and real

data. For the case of real data, the true value is not known, but rather, various

values of the parameter value are scanned over in order to determine if that value of

the parameter should be in the interval.

For our analysis, we do not use the exact definition of R in Equation (B.2) but

instead use an alternate form also found in (Feldman and Cousins (1998))

Rpθ̂, θq “ ´2plnLpθ|xq ´ lnLpθ̂bestpθq|xqq (B.3)
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which is just the difference between the likelihood at a value of θ and the maximum

likelihood at θbest. We refer to this difference as ´2∆ lnL and refer to its critical

value as ´2∆ lnLcrit.

B.1 FC Implementation for 2D Confidence Region

In our implementation of the F&C method, we perform 10,000 toy experiment fits

at each of several values of sin2 θ23-∆m2
32 for the normal hierarchy and sin2 θ23-∆m2

13

for the inverted hierarchy. When generating the toy MC data sets, we first choose a

random set of systematic uncertainty parameter values following their defined prior

distributions which, for the most part, are multi-dimensional Gaussian distributions.

We then calculate the expected neutrino energy spectrum and then use this spectrum

to generate a set of fake measurements of neutrino energy. The number of measure-

ments we generated follows a Poisson distribution where the expected number of

events comes from the integral of the generated neutrino spectrum.

For each fit of the toy data sets, we calculate the value of R in Equation (B.3).

Therefore, for each pair of oscillation parameter values, we build up a distribution

of R values. We then use the R distribution to find the ´2∆ lnLcrit for α% C.L.

such that α percent of toy experiments have ´2∆ lnL ă´2∆ lnLcrit. The calculated

values of ´2∆ lnLcrit as a function of of the oscillation parameters are shown in

Figure 8.14.

Finally, ´2∆ lnLdata is calculated for the same set of points in the sin2 θ23-∆m2
32

plane using a fit to the data. The confidence region for the data is then built, in

principle, by including all points where ´2∆ lnLdata ă´2∆ lnLcrit. In practice, what

we do is subtract from ´2∆ lnLdata the difference between the ´2∆ lnLcrit value

found by our toy MC fits and ´2∆ lnLcrit for the Gaussian case. This is equivalent
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to the ´2∆ lnLdata ă´2∆ lnLcrit condition as can be seen by

´2∆ lnLdata ă ´2∆ lnLcritical

´2∆ lnLdata ă ´2∆ lnLgaus `´2∆ lnLcorrection

´2∆ lnLdata ´´2∆ lnLcorrection ă ´2∆ lnLgaus (B.4)

where ´2∆ lnLcorrection “ ´2∆ lnLcritical ´ ´2∆ lnLgaus. This trick allows us to

numerically interpolate when drawing the 2D contour in the oscillation parameter

plane. (In practice, we let ROOT then draw the 2D contour based on the values of

´2∆ lnLdata ´´2∆ lnLcorrection.) For 68% CL, we use ´2∆ lnLgaus “ 2.3. For 90%

CL, we use ´2∆ lnLgaus “ 4.6.

B.2 FC Implementation for 1D Confidence Intervals

In addition to 2D Feldman-Cousins allowed regions on the oscillation parameters,

we calculate the individual bounds on sin2 θ23 and ∆m2 using the Feldman-Cousins

procedure. Just like in the 2D case, we must calculate the ´2∆ lnLcrit values using

pseudo-experiments for several values of sin2 θ23 and ∆m2 in order to build the con-

fidence interval. However, for 1D bounds, we must generate the pseudo-experiments

separately for each parameter and this presents a problem. When we generate toy

MC data for a given oscillation parameter, we not only need to vary the systematic

error values but also need to vary the “other” oscillation parameter. For example,

to generate toy MC at sin2 θ23 “ 0.5 we must choose for each pseudo-experiment

a value of ∆m2
32 along with values for the systematic parameters when generating

events for each toy MC data set. While the prior distributions for the systematic

errors are well defined, it is not obvious what prior distribution to use for the “other”

oscillation parameter, in this example, ∆m2
32.

For this analysis, we decided to take a data-driven approach and use the RUN1-4

data to set the prior on the “other” oscillation parameter. Specifically, we use the
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Figure B.1: Example ´2∆ lnLp∆m2
32; sin2 θ23q curve calculated from a profiled fit

of the data. The curve is calculated for a fit with a fixed value of sin2 θ23 “ 0.375 and
assumed normal hierarchy. This curve is used to generate the likelihood distribution
that will form the prior for ∆m2

32 when sin2 θ23 “ 0.375. The curve and the resulting
prior is used when calculating the 1D Feldman-Cousins (FC) bounds on sin2 θ23.
Analogous curves are generated for ´2∆ lnLpsin2 θ23; ∆m2

32q when calculating the
1D FC bounds on ∆m2

32.

profiled ´2∆ lnL curve coming from a fit to the data to define the prior.

As a concrete example of this method, we describe the procedure for calculating

the ´2∆ lnLcrit value at a single value of sin2 θ23 “ 0.375 for the normal hierarchy.

First, we must generate toy MC data at this oscillation parameter value that

includes variations in the value of ∆m2
32. Therefore, we build a prior distribution for

∆m2
32 by computing ´2∆ lnL p∆m2

32; sin2 θ23 “ 0.375q using the data.

We calculate ´2∆ lnLp∆m2
32; sin2 θ23q by performing a fit to the data with sin2 θ23

set to 0.375 for several values of ∆m2
32. The result of these fits is used to define the

´2∆ lnLdata curve shown in Figure B.1.

Next, the ´2∆ lnLp∆m2
32; sin2 θ23 “ 0.375q is used to form a prior distribution

for ∆m2
32 when sin2 θ23 “ 0.375. It is derived from the curve using Lp∆m2

32; sin2 θ23 “
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Figure B.2: Example likelihood distribution for ∆m2
32 calculated from the´2∆ lnL

example curve in Figure B.1. The distribution is calculated for a fit with a fixed value
of sin2 θ23 “ 0.375 and assumed normal hierarchy. This distribution defines the prior
on the value of ∆m2

32 when sin2 θ23 “ 0.375. The distribution is used as a prior
to generate toy MC data sets which vary ∆m2

32 according to this distribution. The
resulting set of toy MC events is then used to calculate the ´2∆ lnLcrit value at
sin2 θ23 “ 0.375. Analogous likelihood distributions are generated for sin2 θ23 for a
given value of ∆m2

32 when calculating the 1D FC bounds on ∆m2
32.

0.375q “ e´
1
2
p´2∆ lnLp∆m2

32;sin2 θ23qq. The resulting likelihood distribution for our exam-

ple is shown in Figure B.2.

Then, the likelihood distribution is used as an input to generate toy MC data sets

at sin2 θ23 “ 0.375. The data sets include variations in the systematic parameters

and ∆m2
32. The values of ∆m2

32 used to generate each toy MC data set are sampled

from the likelihood distribution. (Note, the toy MC data sets also include variations

in the remaining oscillation parameters. The parameters sin2 θ12, sin2 θ13, and ∆m2
12

are given Gaussian priors whose mean and sigma are taken from PDG2012 (Beringer

and Particle Data Group (2012)). The values of δCP are varied uniformly between

´π and π.)
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The toy MC data sets are then used to calculate the ´2∆ lnLcrit as defined by

Feldman-Cousins procedure. This is the same procedure used in the 2D allowed

region calculation. Finally, the ´2∆ lnLcrit at sin2 θ23 “ 0.375 is then compared

to the ´2∆ lnLdata calculated from a fit to the data with sin2 θ23 set to 0.375 and

the value of ∆m2
32 profiled out. If ´2∆ lnLdata ă´2∆ lnLcrit then the value of

sin2 θ23 “ 0.375 is included in the confidence interval. If it is greater than´2∆ lnLcrit,

it is not included. This same procedure is performed for several values of sin2 θ23.

The results of the procedure is shown in Figure 8.4.
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Appendix C

OD Background Check

In the T2K analysis that saw an indication of non-zero θ13 (Abe et al. (2011a)),

many of the vertices of the νe candidate events were observed to be clustered on the

upstream side of the detector. This observation raised the possibility that particles

produced by neutrinos outside the inner detector were making their way inside and

passing the νe selection cuts. Such a source of background was not yet fully explored

because the existing standard MC, used to build the expectations for the oscillation

analysis, consisted of simulated events with interaction vertices that only extended 55

cm from the inner detector wall into the dead space. This left out the possibility that

events originating from the outer detector or rock, might also be “leaking” into the

detector. In order to estimate the size of such a “leakage” background, we prepared

a complementary set of MC events with a wider generation volume and evaluated

its effect on the background. In this section, we begin with a description of the MC

samples used. We then present the our study’s results, which include an estimate

of the number of events that come from outside the ID and the type of events that

make up this background.
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Figure C.1: Distribution of νe candidate events used in the T2K analysis that saw
an indication of non-zero θ13. Figure made by S. Nakayama.

C.1 Description of MC events

Instead of the standard MC for the usual FC event study, we used an additional set

of the MC because the standard MC only simulates events up to 55 cm outside the

ID boundary. The MC sample used in the study combined two separately generated

MC samples of events involving the OD: one known as the OD MC and another

referred to the “leakage” MC sample. The difference between the two has to do with

the volume overwhich the events were generated. The OD MC was generated in a

large volume that encapulated the Super-K detector. The leakage MC had events
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generated in the volume of rock near the edge of the Super-K detector in order

to quickly increase number of MCs events that would pass the T2K selection cuts.

Further details about the OD MC can be found in Appendix D.

C.1.1 Outer Detector MC

The OD MC, used to study the OD events, consists of interactions generated within

a large 60 m ˆ 60 m ˆ 60 m box in order to simulate beam events originating from

the outer detector and rock. This set of MC events provides the ability to study

beam events from the rock or OD which might enter the inner detector and accounts

for possibility that events originating from the Super-K detector wall will make it

into the final data samples. It should be noted that the OD MC includes events

inside the inner detector too, which makes the OD MC a superset of the standard

ID MC. (The ID MC covers a cylindrical volume with a diameter of 1,745 cm and

height of 3,730 cm.)

Because the OD MC generates events both inside and outside the detector, neu-

trino interactions must be generated assuming different targets. Targets currently

included in the OD MC are water, oxygen and silicon. In total, MC events are gen-

erated in sets with each set defined by a choice of the flavor of neutrino flux, the

flavor of neutrino interacting, and the target with which the neutrino interactions.

One such set we refer to as a “MC component”. Once all of the components are

generated, they are combined through weights given to each OD MC event. An

example of one such component is a set of events generated using the νµ beam flux

with νµ cross sections on oxygen. Table C.1 lists the different combinations of flux,

cross section and target. Because the OD MC components are generated separately,

each will have its own normalization in units of POT based on the number of events

expected to have been generated in a given volume of target.

The OD MC is put together by assigning a weight to each event that includes
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the following factors:

• the oscillation probability of the event

• the elemental fraction in the rock

• MC livetime calculated for each combination of beam flux flavor.

The weight applied to each events is given by

weight “ Poscilation ˆ elemental fraction ˆ
Experiment Livetime (POT)
Component Livetime (POT) . (C.1)

These weights will be different for each MC component. Table C.1 lists the values

of these weights for the different combinations of flux, cross section and target in

the total OD MC sample. Note that the POT used to weight the events takes into

account the density of the rock outside of the Super-K, which is taken to be 2.7

g/cm3. The rock included elements of oxygen and silicon in the MC. The neutrino

flavors of νµ, νe, ν̄µ were simulated along with the νe appearance combination of νµ

flux with νe cross section.

MC leakage sample

The “leakage” MC sample outside the ID was generated inside a cylindrical shell

volume. Its inner surface was defined by the ID/deadspace boundary, and its outer

surface defined by a cylinder that extended 550 cm outward from the ID and into

the rock. This “leakage” volume is illustrated in Figure C.2.

The distribution of events is shown in Figure C.3. Over 1.5 million events were

generated inside the 41,921.34 m3 leakage volume. Due to time constraints, the

leakage sample was generated only for the νµ component of the beam flux with νµ

cross sections on water instead of all the rock elements. To account for the water

target, events whose vertices were in the rock were given an additional reweighting

factor of 2.7 to account for the larger rock density.
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Table C.1: Livetimes and assigned element percentages for the different sample com-
ponents of the MC for this study. LV stands for “Leakage Volume”. The last three
columns give the value of weights applied to each event that belongs to the set of
events specified by the first three columns. The elemental percentage applied de-
pends if the interaction occurs in the rock or the water. Note that for νµ interactions
in the rock, we combine the events from the leakage sample with the OD MC events
in the rock. Note that events with water targets are normalized using the density
of water. Therefore, when water events are in the rock, the elemental percentage
is multiplied by the density of the rock to get 2.7 ˆ 1.0% “ 2.7%. This is slightly
different for the Leakage MC water events. Here we treat this sample as its own
contained MC model with events in the rock modeled by water with density of 2.7
g/cm3. This leads to an elemental percentage weight of 2.7ˆ 100% “ 270%.

OD MC Component in water in rock
Target Flux σ POT element % element %

List of Weights for separate MC samples
H2O (OD MC) νµ νµ 1.55ˆ 1022 100.0 2.7
H2O (OD MC) ν̄µ ν̄µ 1.84ˆ 1022 100.0 2.7
H2O (OD MC) νe νe 8.93ˆ 1022 100.0 2.7
H2O (OD MC) νµ νe 5.78ˆ 1021 100.0 2.7
O (OD MC) νµ νµ 3.16ˆ 1021 0.0 78.2
O (OD MC) ν̄µ ν̄µ 5.64ˆ 1021 0.0 78.2
Si (OD MC) νµ νµ 4.26ˆ 1021 0.0 20.8
Si (OD MC) ν̄µ ν̄µ 7.30ˆ 1021 0.0 20.8
H2O (Leakage MC) νµ νµ 5.57ˆ 1023 100.0 270.0

List of Weights used when OD MC and Leakage MC are combined
H2O (if event not in LV) νµ νµ 1.55ˆ 1022 100.0 2.7
H2O (if event in LV, water) νµ νµ 5.73ˆ 1023 100.0 N/A
H2O (if event in LV, rock) νµ νµ 5.57ˆ 1023 N/A 270.0
H2O ν̄µ ν̄µ 1.84ˆ 1022 2.7 100.0
H2O νe νe 8.93ˆ 1022 2.7 100.0
H2O νµ νe 5.78ˆ 1021 2.7 100.0
O (not in LV) νµ νµ 3.16ˆ 1021 0.0 78.2
O (in LV, water) νµ νµ 5.61ˆ 1023 0.0 N/A
O (in LV, rock) νµ νµ 5.61ˆ 1023 N/A 0.0
O ν̄µ ν̄µ 5.64ˆ 1021 0.0 78.2
Si (not in LV) νµ νµ 4.26ˆ 1021 0.0 20.8
Si (in LV, water) νµ νµ 5.61ˆ 1023 0.0 N/A
Si (in LV, rock) νµ νµ 5.61ˆ 1023 N/A 0.0
Si ν̄µ ν̄µ 7.30ˆ 1021 0.0 20.8
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Table C.2: Livetimes and assigned element percentages for the combined sample
components of the MC for this study. These are the factors used to weight the
events of this study via equation (C.2). Note that for νµ interactions on water in
the leakage volume, the combined POT weight factor applied is the sum of the OD
MC and leakage MC samples’ POT. The factors for νµ events in the rock portion
of the leakage volume are a little more complicated. In effect, the events from the
leakage MC in the rock are combined with events from the OD MC by weighted by
the relative number of events. In this case, of all the events in the rock portion of the
leakage volume, about 93% of events are from the leakage MC sample, while a little
more than 7% are from the OD MC. These fractions are applied to their relative
elemental percentage.

List of Weights for MC events in the water. Combined OD and Leakage MC.
OD MC Component in water

Target Flux σ POT element %
H2O inside inner detector νµ νµ 1.71ˆ 1022 100.0
H2O inside leakage volume νµ νµ 5.74ˆ 1023 100.0
H2O inside SK tank ν̄µ ν̄µ 1.87ˆ 1023 100.0
H2O inside SK tank νe νe 1.14ˆ 1023 100.0
H2O inside SK tank νµ νe 8.46ˆ 1021 100.0

List of Weights for MC events in the rock. Combined OD and Leakage MC.
OD MC Component in rock

Target Flux σ POT element %
H2O inside leakage volume νµ νµ 6.34ˆ 1021 100ˆ 0.929
H2O outside SK tank ν̄µ ν̄µ 6.93ˆ 1022 1.0ˆ 0.071
H2O outside SK tank νe νe 4.22ˆ 1022 1.0ˆ 0.071
H2O outside SK tank νµ νe 3.13ˆ 1021 1.0ˆ 0.071
O outside SK tank νµ νµ 3.13ˆ 1021 78.2ˆ 0.071
O outside SK tank ν̄µ ν̄µ 1.79ˆ 1022 78.2ˆ 0.071
O outside SK tank νe νe 4.02ˆ 1022 78.2ˆ 0.071
O outside SK tank νµ νe 7.50ˆ 1020 78.2ˆ 0.071
Si outside SK tank νµ νµ 3.23ˆ 1021 20.8ˆ 0.071
Si outside SK tank ν̄µ ν̄µ 1.85ˆ 1022 20.8ˆ 0.071
Si outside SK tank νe νe 3.85ˆ 1022 20.8ˆ 0.071
Si outside SK tank νµ νe 7.82ˆ 1020 20.8ˆ 0.071
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Figure C.2: Schematic showing the definition of the “leakage” volume in which
additional T2K neutrino interactions were generated witht he purpose of studing
possible beam-induced backgrounds from outside the inner detector.

The livetime for the leakage MC samples was calculated using the expected num-

ber of interactions per volume per POT for the νµ component of the beam at SK, i.e.

1445.4 events per 22.5 ktonne of water per 1 ˆ 1021 POT. The total POT livetime

for this MC sample is 5.570ˆ 1023 POT.

Combining the two MC samples by weighting through POT

In order to combine the OD MC and the leakage MC together, we treat the leakage

MC events as an additional set of events for the OD MC component defined by the

νµ flux, νµ cross sections, and a water target. Because this component has more

events, its POT normalization must be corrected.

In order to combine the leakage sample with its matching OD MC component in

the water portion of the leakage volume (+255 cm from the ID wall), interactions with

a vertex in the leakage volume that were made with a νµ flux, νµ cross sections and

water target must be weighted by a combined POT from the OD sample and leakage

sample as opposed to their individual livetimes. The combined POT is calculated

via

POTcombined “ POTLeakage MC ` POTOD MC, (C.2)
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(a) XY Positions

(b) XZ Positions

Figure C.3: Interaction positions in the MC leakage sample.

where POT is the livetime of the MC sample in a unit of protons on target. Note

that this only applies to events in the leakage volume that are in the detector. This

combined POT just reflects the fact that we have added additional events into this

OD MC component. As was mentioned earlier, the events in the leakage volume that

are also in the rock replace the events in the OD MC in the same volume. The OD

MC rock events in the leakage volume are given a weight of zero.
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Because the leakage MC sample is only made up of one component that has a

water target, its element fraction weight, according to the OD MC rock model should

be set at 1%. However, this is not an optimal use of these events, because the leakage

MC has almost 10 times more events in the rock around the detector, and we would

like these events to have a larger weight in the final result. Therefore, when we

combine the leakage MC component with its counterpart in the OD MC for events

in the detector, we treat the OD MC and leakage MC as two different models of

the rock. The events of the OD MC are treated as coming from rock consisting of

oxygen, silicon, and water per usual. However, the leakage MC events come from

rock that is modeled as water with a scaled up density. The events from the two

models are weighted by the relative number of events found in the rock inside the

leakage volume. In effect, we are adding the number of events from the OD MC and

the leakage MC via

Ntotal “ aNOD MC ` bNleakage MC (C.3)

where

a “ events in volume from OD MC
Total events in volume

b “
events in volume from leakage MC

Total events in volume
.

(C.4)

In this way, we are not merely adding more events into one component as we did with

the events in the water, but instead, we are combining two models of rock. Again,

this is to fully utilize the statistical power in the leakage MC sample.

Results

Using the combined OD and leakage MC sample, the number of estimated number

of beam-induced events originate in the dead space, OD, and rock but still enter

νe appearance data sample was calculated to be 8.1 ˆ 10´3 when normalized to

an experimental livetime of 1.43 ˆ 1020 POT. This is much smaller than the total

background expected for the νe candidate sample: 1.5 events coming from νµ and νe
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Figure C.4: Distribution of dwall in the ID shows the distance between a vertex and
the nearest wall by the black dots for data events and by blue line for the MC. The
hatch-filled blue histogram shows the expected distribution for beam events whose
true vertex is outside the inner detector (ID). The FV selection is indicated by the
orange arrow at 200 cm. The bottom figures are shown in log scale from the top
figures. The expectation was calculated assuming sin2 2θ23 “ 1, ∆m2 “ 2.4 ˆ 10´3,
and sin2 2θ13 “ 0.1. The MC normalization also includes a rescaling of 1.036.

CC and NC interactions.

By means of the MC, Figure C.4 indicates that the reconstructed vertices of these

background events rises exponentially while approaching the ID wall. Consequently,

if the excess of νe candidate events were coming in from the dead space, outer detector

or rock, one might expect there to be an excess of events outside the FV. Such an

excess is not seen after the νe selection cuts in figure (a) nor after the early set of

FC cuts in (b).

Table C.3 shows the number of events outside the FV and there is a good agree-

ment between data and MC. The number of events expected outside the FV after

the νe cuts is 2.2, which is consistent with the 1 event observed in the data.
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Table C.3: Comparison between data and MC in the number of events whose
reconstructed vertices are outside the fiducial volume.

recon. vertex outside of FV

Sample Observed MC Expectation

νe cand. (no FV cut) 1 2.3
FC 28 30.9
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Appendix D

Outer Detector Event Reduction

In this appendix, we describe the data reduction method for the T2K Outer Detec-

tor (OD) neutrino events observed at the Super-Kamiokande far detector (Super-K).

The defining characteristic of the OD events is that they all involve a neutrino from

the T2K beam producing an event at Super-K where Cherenkov light is observed in

the OD. The reduction consists of four stages of cuts which are designed to remove

background OD events due to cosmic ray muons from the OD events due to neutrino

interactions. The OD events are divided into three different classes based the seg-

ments of the Super-K detector that observe light and whether the charged particle

tracks seem to be entering or exiting the Inner Detector. Because of these different

OD event classes, the reduction method varies slightly for each. This appendix first

discusses the three OD event types and the algorithm used to classify them. Next,

it discusses the Monte Carlo model put together to estimate the efficiency of the

OD reduction. Finally, the cuts used to remove the backgrounds are described along

with the Monte Carlo results that helped develop them.
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Figure D.1: Diagram of the Super-Kamiokande Detector. The diagram points out
the locations of the Inner Detector, Outer Detector, and the “dead” region that lies
between them.

D.1 Introduction

As described in Chapter 4, the Super-K detector is divided into two active detector

segments: the inner detector (ID) and outer detector (OD) (see Figure D.1). Between

them is an inactive dead space 55 cm thick known as the “dead space” because of

its lack of PMTs.

The OD in Super-K typically acts as a cosmic ray veto for the ID. The veto

is important because the data collected at Super-K are used in searches for proton

decay, atmospheric neutrino oscillation, and supernova neutrino relics. All these

analyses require a high purity data sample and therefore require that as many cosmic

ray muon events as possible be removed from the sample.

The time at which events are tagged as cosmic ray muons is when the number

hits in the Outer Detector rises above a certain threshold. When the threshold is

met, the event is typically excluded from the data samples used for various physics

analyses. However, there are exceptions for which events with hits in the OD are kept

for analysis. Such exceptions include events termed partially-contained (PC), where
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a neutrino interaction occurs inside the ID and one or more particles are deemed to

have left the ID and produced light in the OD. PC events are selected by ensuring

that the reconstructed interaction vertex was well within the ID. Another set of

events not removed includes those tagged as upward-muon events (UPMU), where

a high energy muon is seen coming up from the bottom of the tank. Such events

are much more likely to be due to a neutrino instead of a cosmic ray muon, which

travels downward from the atmosphere.

In the T2K experiment, many of the events with hits in the OD can also be

kept for analysis. Neutrino events from the T2K beam are expected to occur within

narrow, well-known time windows. By accepting events that occur within these

windows, an event sample can be produced that is mostly free from cosmic ray

background events. The background rate in the OD within this timing window

should be suppressed to the point where a set of simple cuts can select neutrino

OD events with sufficient purity. It turns out that the number of additional T2K

neutrino events gained by using the OD events is comparable to the number of T2K

events with vertices in the ID. In the future, these additional OD events could provide

constraints on quantities such as the beam flux at Super-K or even provide additional

bins to use in fits to neutrino oscillation parameters. The purpose of this appendix

is to describe the the cuts used to select the OD event sample. Because events in the

OD sample can be quite different, e.g. there can hits in the OD and/or ID or the

presence or not of a reconstructed track in the ID, the OD event sample is divided

into three different types. Consequently, this appendix starts with a discussion about

the OD event classification. Next, the MC model used to develop and evaluate the

OD reduction cuts is described. Finally, the OD cuts are described which take the

neutrino event sample from a starting expected non-neutrino induced background

contamination of 50% to a final contamination of less than 1%.
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OD Events have been categorized into 3 classes based on

• which detector segment(s) observed the requisite number of hits/charge 

• which direction particles seem to be crossing the ID/OD boundary.

• Cuts used to remove background are slightly different for each class

OD

ID

OD Contained 
(ODC)

OD Exiting 
(ODEX)

OD Entering 
(ODEN)

OD

ID

OD

ID

NHITAC > 10 hits
NHITAC > 10 hits
QISMSK >= 200 pe

NHITAC > 10 hits
QISMSK >= 200 pe

  OD Event Classes

ODEX+ODEN = OD Crossing (ODCRS)
Figure D.2: The OD event classes. Events with light in the OD are classified based
on the presence of light in the ID and track direction. OD Contained Events (left)
only have light in the OD above threshold. OD Exiting Events (center) have light
in the ID, and the track with most associated charge is exiting the ID. OD Entering
Events (right) also have light in the ID, but the track with the most charge is entering
the ID.

D.2 Event Classification

The OD events are divided into three different category types based on the detector

segments that observe PMT hits. Events with enough hits to trigger only the OD but

not the ID are labeled Outer Detector Contained Events, or ODC (Fig. D.2). Events

with a sufficient number of hits in the ID and OD are labeled Outer Detector Crossing

Events, or ODCRS. The ODCRS events are further divided into OD Exiting and OD

Entering, labeled ODEX and ODEN, respectively. Events where the reconstructed

track with the most charge is exiting the ID are labeled ODEX, while events with

the track entering the ID are labeled ODEN.

All of the above OD event types are required to have a minimum of 10 hits in the

OD cluster with the most charge. Events that pass this threshold but have a total

charge in the ID below 200 pe are classified as ODC, which stands for OD Contained

events. Events that pass the 10 hit OD threshold but also have a total ID charge

above 200 pe are considered OD Crossing Events, or ODCRS. The purpose of this
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division is to separate OD events with activity in the ID. These events are passed

to the reconstruction software which looks for Cherenkov rings produced by charged

particle tracks. Depending on whether the tracks found seem to be from events

entering or exiting the tank allows us to divide the ODCRS events into two: ODEX,

for OD exiting, and ODEN, for OD entering events. These events are divided into

Entering and Exiting events using an algorithm described in the next section.

D.2.1 OD Crossing Classification: Exiting or Entering

ODCRS events are classified into exiting and entering events using a log-likelihood

ratio built from two inputs. The first input is a quantity named ‘CADOTAP’ and

is defined as the cosine between the vector starting from the largest OD cluster

and ending at the reconstructed interaction vertex in the ID and the direction of the

reconstructed track with the most associated charge D.3. The intention is to quantify

if the particles are traveling into the tank, which corresponds to a value close to 1,

or out of the tank, which corresponds to a value close to -1. The interaction vertex

and tracks in the Super-K detector are reconstructed using a routine library called

‘APFIT’, while OD clusters and their position are calculated by a routine called

‘grad cluster’. The definition of CADOTAP assumes that the brightest track is the

most energetic and, consequently, the most likely to be able to cross the ID/OD

boundary to produce the observed OD cluster. The CADOTAP distribution from

the T2K OD beam MC is shown in Figure D.4 for events whose true vertex is in the

ID (left) and the OD or rock around the detector (right).

In addition to the cosine, the second input into the classification likelihood, la-

beled ‘TIMEDIFF’, measures the relative timing between the hits in the OD and

ID. The timing information provides complementary information to the CADOTAP

measure as the latter becomes less accurate when events have low charge or have

tracks that take a glancing trajectory through the ID. The time of the OD is taken
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Figure D.3: Diagram of the CADOTAP variable. The variable is the cosine be-
tween the vector starting from the largest OD cluster and ending at the reconstructed
interaction vertex in the ID, labeled CA in the figure, and the direction of the re-
constructed track with the most associated charge, labeled AP. ODEX events (a)
mostly have a CADOTAP value between [-1,0); ODEN events (b) mostly have val-
ues between (0, 1].

from the earliest PMT hit in the largest OD cluster. The ID time is calculated

differently, depending on the amount of charge in the ID. For events with a large

amount of charge (greater than 2000 p.e.), the time average of the earliest hits is

used. The fraction of hits used to calculate the time varies with the total charge in

the ID. A larger fraction is used when a smaller total charge is seen. This is done to

average out the influence of noise in the ID. However, for events with a sufficiently

low amount of ID charge (less than or equal to 2000 p.e.), the effects of background

PMT activity are suppressed by taking the time average of hits that lie within 300

cm of the OD cluster. Figure D.5 shows the TIMEDIFF distributions for events with

true vertices in the ID (left) and in the OD and rock (right).

Together, the two inputs, CADOTAP and TIMEDIFF, are combined with equal

weights into a log-likelihood ratio, called ‘ODXLLR’. The MC ODXLLR distribution

for events with vertices in the ID (left) and OD/rock (right) are shown in Figure D.6.
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Figure D.4: CADOTAP Event Classification Input Variable. These plots are made
from the T2K beam MC (no oscillations). CADOTAP is constructed from the dot
product between the direction of the brightest particle track and the vector from the
largest OD cluster to the interaction vertex. The plot on the left shows a histogram
for MC events with true vertices in the ID; the right for true vertices in the OD and
rock. The red portion would be classified as ODEX using only this variable, while
the green portion would be classified as ODEN.

Events with a positive likelihood ratio are considered ODEX while event with a neg-

ative ratio are considered ODEN. The event classification accuracy using ODXLLR

is about 96% and is an improvement from classifying events with either CADO-

TAP and TIMEDIFF alone. The classification accuracy of the different variables for

ODEX and ODEN events are shown in Figure D.7. It should be noted that events

originating in the dead space are a classification ambiguity. Most dead space tracks

that pass the OD event thresholds will feature a particle first entering the ID and

then exiting out to the OD. However, there are some events that have one track en-

tering the OD and another entering the ID which, together, lead to the event being

classified as Entering. Consequently, events with true interaction vertices in the dead

space are not used in calculating the accuracy above.
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Figure D.5: TIMEDIFF Event Classification Input Variable. These plots are made
from the T2K beam MC (no oscillations). TIMEDIFF is the relative OD-ID timing.
The calculation of this quantity is adjusted slightly depending on the amount of light
in the ID in order to better handle the dark noise hits in the ID. The plot on the left
shows a histogram for MC events with true vertices in the ID; the right is for true
vertices in the OD and rock. The red portion would be classified as ODEX using
only this variable, while the green portion would be classified as ODEN.

Figure D.6: ODXLLR Event Classification Variable. These plots are made from
the T2K beam MC (no oscillations). ODXLLR is the log-likelihood ratio made
from the TIMEDIFF and CADOTAP distributions. The plot on the left shows a
histogram for MC events with true vertices in the ID; the right for true vertices in
the OD and rock. The red portion is classified as ODEX using this variable, while
the green portion is classified as ODEN.
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Variable ODEX (w/ osc) ODEN (w/ osc) Total (w/ osc)

CADOTAP 92.0562
(92.5866)

93.3875
(93.9301)

92.8047
(93.3451)

TIMEDIFF 89.4704
(89.6546)

98.399 (98.6156) 94.0634
(94.2976)

ODXLLR 96.2199
(96.4456)

95.7641
(96.1615)

95.9618
(96.2842)

Figure D.7: Classification accuracy percentage using the different crossing vari-
ables. The classification accuracy is improved by combining the CADOTAP and
TIMEDIFF variables into a log-likelihood ratio, ODXLLR.

D.3 The OD Monte Carlo Model

The T2K Outer Detector (OD) Event Monte Carlo model is an extension of the

standard T2K Monte Carlo used to simulate events for the Fully Contained (FC)

events. The standard MC employs NEUT to generate neutrino interactions and

SKDETSIM, an implementation of GEANT3, to track particles and simulate the

detector response. However, neither NEUT nor SKDETSIM in the standard MC is

set up to handle events outside the Super-K tank. In order to generate the OD MC

events (1) NEUT is modified to produce vertices in the rock outside of the detector

on targets other than water and (2) SKDETSIM has its ‘UPMU’ mode activated in

which a 80 km x 80 km x 80 km rock region outside of the detector is defined through

which particles may travel. In addition to activating these existing features, a new

modification is made to SKDETSIM so that the program stores the time between the

start of the event and the time at which the software trigger is activated. This timing

information is important in helping to establish one of the OD reduction timing cuts

that will be explained later in this note. Ultimately, the OD MC model provides a

sample for T2K interactions within a 60 m x 60 m x 60 m box of rock around the

Super-K origin and is a superset of the standard, FC MC.
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D.3.1 Rock Model

The model of the rock that surrounds the Super-K detector is based on an elemental

composition table of Mount Ikenoyama taken from (Tang et al. (2006)). The rock

model uses the elements that make up 96% of the rock and inputs them, one at

the time, into NEUT as targets to generate neutrino interactions. Table D.1 lists

the different elements used along with their elemental fraction in the rock. All the

MC events generated are combined at the end by weighting each component with its

elemental composition percentage. However, it should be noted that in order to save

computation time, not all of the elements were used, and any remaining elemental

percentage was assigned to oxygen, the most abundant element.

In NEUT, each choice of target specifies four parameters: the Fermi surface,

the maximum Fermi momentum, the nuclear potential, and the ratio of neutrons to

protons. Table D.2 lists some of these parameters for the elements used. While the

effect these parameters have on the neutrino cross-section requires further study, it

might be of interest to note that the following relationships exist:

1. CCQE cross-section per nucleon varies directly with a dominant parameter, the

neutron fraction in the nucleus, and inversely with a subdominant parameter,

the momentum of the Fermi surface.

2. Coherent pion production varies inversely with A of the target.

3. Charged-current single and multiple pion cross sections vary with the neutron

fraction.

In Figures D.8 to D.12 the νµ cross-sections for the different targets are compared

relative to water for five of the interaction modes modeled in NEUT.
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Figure D.8: νµ The CCQE cross-section per nucleon on the various targets in the
rock model.

Figure D.9: νµ CC coherent pion production cross section per nucleon on the
various targets in the rock model.
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Figure D.10: νµ CC single pion cross section per nucleon on the various targets in
the rock model.

Figure D.11: νµ CC multiple pion cross-section per nucleon on the various targets
in the rock model.
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Element elemental percentage

Oxygen-16 60.0% (63.5%)
Silicon-28 20.2%
Aluminium-27 7.0%
Sodium-23 4.3%
Calcium-40 3.0%
Iron-56 1.0%
H2O 1.0%

Total 96.5% (remaining 3.5% added to O)

Table D.1: Percentage composition for each element in the OD rock model

Element Fermi Surface (MeV) Nuclear Potential (MeV) Neutron Fraction

H2O 225 -27 8/18=0.44
Oxygen-16 225 -27 8/16=0.50
Sodium-23 229 -27 12/23=0.522
Aluminium-27 233 -28 14/27=0.518
Silicon-28 234 -28 14/28=0.50
Calcium-40 241 -31 20/40=0.50
Iron-56 250 -33 30/56=0.54

Table D.2: NEUT parameters for the targets used in the OD rock model.

D.3.2 Normalization

The total set of T2K OD MC events is broken down into components with each

component having a specified target, neutrino flux flavor, and neutrino cross-section

flavor. (For example, one component will consist of interactions produced with the

νµ beam flux interacting on Fe using νe cross-sections.) Each component is generated

separately and has assigned to it a livetime given in protons on target (POT) and

an elemental fraction (Table C.1). When the OD MC is combined to produce plots

or for analysis, an event in each component must be weighted by its POT and rock

fraction through

weight “ p oscillation prob. q ˆ elemental rock fraction
Component POT (D.1)
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Figure D.12: νµ NC cross-sections per nucleon on the various targets in the rock
model.

The MC POT in Equation (D.1) is calculated based on the total number of inter-

actions in the Super-K fiducial volume. First, the expected number of interactions

per 1038 protons on target (POT) is computed for a mass with the dimensions of

the Super-K fiducial region and density of the rock, defined to be 2.7 g/cm3. This

expected number gives an expected rate per POT per volume. Then, for a gener-

ated MC sample component, the total number of events generated and the volume

in which the events were created are calculated. Finally, the volume and number

of events in each component is combined with the expected rate of events to give

POT livetime of the component. Table C.1 list the different POT factors for each

component in the MC.

D.3.3 SKDETSIM extensions

Two modifications to SKDETSIM were made in order that (1) particles created

outside the detector volume in the rock are simulated and (2) the true time elapsed
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between the time of the interaction and the time assigned by the software event

trigger is recorded. Compiling SKDETSIM with the UPMU flag turns on the routines

needed to simulate particles outside the rock. Extracting the true event timing

required modifications to the routine dsswtrg (found in dsswtrg.F). Modifications

to the code store into a ZBS bank the software trigger type – which includes the Low-

Energy (LE), High-Energy (HE), and Outer Detector (OD) trigger – and the truth

initial time of the interaction relative to the software trigger. The modifications

can be activated by the turning on the flag DSSWTRIGSTOREINFO when compiling

SKDETSIM. This timing information is used to estimate the width of the distribution

between the T2K beam trigger and the Super-K event trigger called the ‘bunch time’.

A description of this estimate follows in the next section (Section D.3.4).

D.3.4 Bunch time Model

Within every burst, or ‘spill’, of neutrinos that come from the T2K beam there are

a number of sub-bursts, or ‘bunches’. When the beam is on, each spill occurs every

1/3 of a second, while each bunch is spaced 581 ns from the next. The number of

bunches in each spill at the time this note was written is either 6, for beam runs

29 to 34, or 8, for beam runs 36 and after. This bunch structure of the beam is

very important for the OD events, as much of the background in the OD sample

can be removed if events are only accepted within a small time window around the

beam bunches. But before a time window can be defined, the expected width of the

event times around the bunch centers must be estimated. This width is expected to

come from jitter in both the GPS clocks used to set the beam and detector trigger

times and from the timing corrections added to the event trigger. A bunch time

model has been developed to estimate how large this bunch timing distribution will

be due to such timing uncertainties. Guided by such a model, timing window cuts

can be set around the beam spill bunches in such a way that reduction efficiencies
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and uncertainties can be calculated.

Ultimately, the MC bunch time model estimates the uncertainties due to jitter

in the software trigger that sets the Super-K event time, and jitter in the corrections

to the event time due to errors in the reconstructed event vertices. Jitter due to the

GPS equipment or the detector components are added in at the end as an overall

smearing factor apart from the MC model itself. In order to best see how errors and

fluctuations might enter into the Super-K event time, this section will cover the way

the elapsed time between the the T2K beam trigger and the Super-K event trigger

is calculated. Letting this elapsed time be called, ∆T , it is calculated by

∆T “ TSK ´ TT2K (D.2)

where TT2K is the GPS time when the T2K trigger engages the Super-K DAQ,

and TSK is time the neutrino reaches the center of the Super-K tank. This latter

quantity is not directly measured but instead is calculated using the Super-K event

trigger timing and a number of timing corrections. The calculation of TSK is as

follows:

TSK = tSWTRG
SK ´∆tDET
´∆tSWODTRG ´∆tTWODTRG ´∆tOD´ID
´∆tνTOF ´∆tγTOF

(D.3)
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The definitions for all of the event time terms are

tSWTRG
SK = SK Event Trigger GPS time

(this is the time of an SK event trigger)
∆tDET = 972 ns delay due to SK ID electronics

∆tSWODTRG = 52.08 ns OD trigger delay
(if OD triggered event, i.e. ODC)

∆tTWODTRG = OD trigger time-walk correction
(if OD triggered event, i.e. ODC)

∆tOD´ID = -41 ns OD-ID electronics difference
(if OD triggered event, i.e. ODC)

∆tνTOF = ν time of flight from the
interaction to plane crossing center of SK

∆tγTOF = photon time of flight
from interaction vertex to nearest point on the wall

(D.4)

Figure D.13 provides a diagram depicting some of the event timing terms in equa-

tion (D.4). In effect, the aim of the corrections made to the event time is to calculate

the time the neutrino would have passed through the center plane of the detector

had it not interacted. The goal of these corrections is to remove from the event times

dependence on the interaction position inside the detector. Note that for the FC,

ODEN and ODEX the event trigger comes from summing hits in the Inner Detector.

ODEX and ODEN events have light in the ID and will trigger the LE and/or HE ID

trigger. The only event type that triggers using the number of hits in the OD is the

OD Contained (ODC) events. From the resulting distribution of corrected ∆T (plot

(a) in Figure D.28), the beam bunches can be seen over the background.

As can be seen from Equation (D.4) and Figure D.13, errors in the reconstruction

of the event vertex reconstruction or OD cluster will cause errors in some of the

correction terms above. Also, there is jitter in the time tSWTRG
SK established by the

software trigger. Typically, the size of the vertex reconstruction error is around 50

cm which is around 1.5 ns. Therefore, it turns out that most of the uncertainty in

TSK comes from jitter in the software trigger and drift in the GPS time stamp.

The bunch time MC model tries to capture all of these uncertainties by using the
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Figure D.13: Diagrams depicting different timing corrections. The plot on the left
depicts the constants for a general event. The plot on the right shows the timing
corrections that change for the different OD event types. Note that the only OD
event type with OD trigger corrections is OD Contained (ODC).

truth timing information in SKDETSIM. The expected bunch time distribution is

produced by recording for each event the differences in the timing corrections using

the reconstructed and true times and positions. For the reconstructed information,

a TReconSK is calculating using most of the corrections in Equation (D.4) except that

tMCSWTRG
SK = SK software trigger time

(SKDETSIM sets this to 1000 ns)
tGPSSK = 0 (meaningless in MC context)

∆tDET = 0 (assuming no detector delays)
∆tTWODTRG = 0 (comes from the MC and will be discussed later)
∆tOD´ID = 0 (assuming no detector delays)

(D.5)

Likewise the truth information is used to calculate a T TruthSK by defining the time

constants as

tGEANTSK = Truth interaction time (relative to SK trigger)
tGPSSK = 0 (meaningless in MC context)

∆tDET = 0 (assuming no detector delays)
∆tTWODTRG = 0 (comes from the MC and will be discussed later)
∆tOD´ID = 0 (assuming no detector delays)

(D.6)
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And just to be explicit, ∆tνTOF and ∆tγTOF are calculated using both the reconstructed

and truth vertices for TReconSK and T TruthSK , respectively. Also, note that the ODC event

times contain a time-walk correction to the timing of the OD trigger that will be

discussed in the following section.

After calculating TReconSK and T TruthSK , the error in the timing due between the

reconstructed MC time and the true MC time is

σTSK “ TReconSK ´ T TruthSK

“ σ∆tSWTRG
` σ∆tνTOF

` σ∆tγTOF

(D.7)

It is the distribution of σTSK that is used, in part, to estimate the width of the event

times around the bunch centers due to jitter form the software trigger and event

reconstruction. The final expected bunch time distribution is calculated after the

uncertainty in the GPS times of 15 ns is smeared into the σTSK . This GPS timing

spread is taken from the measured difference of two GPS clocks used to record the

SK and T2K triggers.

Figure D.17 shows the bunch time distributions for each event type before (plot

(a)) and after the smearing (plots (b) or (c)) in the GPS timing spread. Note that the

ODC distributions of the data and MC have their respective means subtracted so that

both distributions center around zero. The calculated means for data and MC also

are subtracted from the other OD event types. This is justified as the model above

cannot predict any absolute offset between the T2K and SK GPS times. However,

the model can predict any offset between different OD event types and the FC events.

This offset between OD events is seen in both the MC and data (Figure D.27). For the

data recorded so far, the MC and data distributions agree well. The MC distribution

is then used as a guide in setting the timing window used to accept events and reject

backgrounds. For any sized window, the MC distribution also is used to estimate

the efficiency of the timing cut. Please refer to Section D.4.5 for a discussion of this

tight timing cut.
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D.3.5 ODC Time-walk correction

As mentioned above, a correction is made to the event times only for ODC events.

This correction accounts for a time-walk seen in the OD trigger. Figure D.14 plots

the number of hits in the largest OD cluster, NHITAC, versus the difference between

the truth and reconstructed event time, i.e. σTSK . A very clear relationship is seen

in these two variables. An explanation for this is that for events that engage the OD

software trigger with an amount of OD hits near threshold, the rise time will be longer

as a larger fraction of the total hits must be summed up. In addition, the variation in

the rise time will be larger since a larger portion of the hits must be counted to trigger

the event thereby making the rise time more sensitive to the variations in the time

between hits. Figure D.15 tries to illustrate these points. However, because there is a

rather good relationship between NHITAC and the amount of time before the event

is triggered, a correction is made for ODC events. This correction is parameterized

by a Tanh + linear fit and is shown in Figure D.16. Figure D.17 shows the effect of

the correction in data and MC. In MC, the RMS of the ODC bunch time distribution

is reduced with the use of the correction. This is also seen in the data.

D.4 OD Reduction Cuts

D.4.1 OD Cuts Overview

The OD reduction routine is composed of four sets of cuts applied in succession.

They are, in the order in which they are applied,

1. the BASE cut: this is a loose timing cut that selects events that occur within

a -2 to +10 microsecond window of the T2K beam trigger time

2. the OD1 cuts: these are conservative cuts on the amount of hits and charge in

the OD and ID. The cuts remove very energetic events which are most likely

to be cosmic ray muons traversing a large segment of the detector
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near OD 
trigger 

threshold

OD Trigger Time delay due to softtrig 
integration time

Figure D.14: Relationship between NHITAC and the size of the bunch time error.
A clear, correctable relationship is seen for ODC events.

Timing delay due to software trigger

trigger threshold

timetime

shorter rise time longer rise time

it0sk it0sk

Figure D.15: Schematic explaining the OD time-walk seen. For events with OD
hits well above threshold, the rise time is relatively quick. But for events with a
low amount (right) of OD hits near the trigger threshold, a larger fraction of the
hits must be counted to trigger the event and therefore the rise time delay becomes
longer and more sensitive to variations in the times between hits. ‘it0sk’ is the name
of the variable allocated for the event trigger time set by the software trigger.
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• I remove this delay in the data by using the MC

• I use a fit to a threshold function (Tanh) + a linear fit

Removing the softtrig risetime delay

Figure D.16: The OD time-walk correction is parameterized using a Tanh+linear
fit. The correction is applied to the trigger time for ODC events only. These events
are triggered by the OD.
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Figure D.17: Bunch time distribution for ODC events with or without various
corrections. For all plots, the dashed line histogram is MC without oscillations, the
solid line histogram is MC with oscillations, and the histogram with error bars is
the data from runs 34 to 36. Also, all histograms are centered at zero. In the left
plot, the MC bunch time distribution is shown without any smearing nor any time-
walk correction. The center plot shows the MC distribution without the time-walk
correction by after smearing by a Gaussian with a standard deviation of 15 ns. The
data shown in the center plot also do not have the time-walk correction. The right
plot shows the MC distribution with both smearing and the time-walk correction.
The data in the right plot includes the time-walk correction.
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3. OD2 cut: this cut uses the fairly strong relationship between the charge seen

in the detector and the angle at which the most energetic particle is produced

relative to the T2K beam direction. Cosmic ray muons, on the other hand, are

seen to have an isotropic distribution in this 2D parameter space.

4. ODT cut: this cut is a much tighter timing cut around the beam spill bunch

structure. The number of bunches in each spill is either 6 or 8 depending on

the beam run period with each spill roughly 200 ns wide and spaced roughly

581 ns apart. The values for each of the cuts have been set after studying

Monte Carlo distributions of each of the cut variable. (For more on the MC

expectation please refer to Section D.3.4.)

D.4.2 BASE Cut: loose timing cut

All candidate T2K events must pass a number of quality cuts implemented in the

early stages of the data reduction. For those that pass the quality cuts, events that

are to be accepted into the BASE OD sample must have a value of NHITAC greater

than 10 and have a time difference between the Super-K event trigger and the T2K

beam trigger that falls within a -2 and +10 microsecond window. The uncorrected

GPS event times are used for this cut. (This is opposed to the corrected event times

described in Section D.3.4.)

D.4.3 OD1 Cut

For events in the BASE OD sample, the next step in the reduction applies a set of

conservative cuts meant to remove very high energy cosmic ray events while retaining

99% signal efficiency. These sets of cuts, called the OD1 cuts, utilize the following

quantities:

1. NHITAC: the number of hits in the largest OD cluster. Events must have a

value less than or equal to 350 OD hits.
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2. ODRMEAN: the average distance between all possible pair of hits in a 500 ns

window. The window is a sliding window set by the function ‘hitwin’. The

value of ODRMEAN must be less than or equal to 2600 cm for ODC events

and less than or equal to 2500 cm for ODEX and ODEN events.

3. ODWINHITS: the total number of OD hits in a 500 ns window. All OD events

are required to have a value less than or equal to 400 hits.

4. QISMSK: the total charge in the ID within a time window. All OD events

must have less than or equal to 80,000 pe in the ID.

All of these cuts remove events which might have very long path lengths through

the ID and OD. Often, cosmic ray events pass through the OD twice from both

exiting and entering the ID. Consequently, events that are almost certainly cosmic

ray muons are expected to produce a lot of hits and charge that is spread out over a

large region in the OD. The MC expectation with and without oscillations are given

in Figures D.18 to Figure D.21. The plots also include the data seen after the BASE

cuts for the T2K Run 1-4 data set with 6.57ˆ 1020 POT.

D.4.4 OD2 Cut

The OD2 cut is a kinematic cut that uses a relationship between the direction of the

most energetic track and the charge deposited in the detector. Because it requires the

direction of a track, the cut only applies to ODEX and ODEN events. From two body

kinematics, one expects the energy of the interaction to be inversely proportional to

cos(θbeamq. Figure D.22 plots for T2K beam MC the cos(θbeam) of the most energetic

track and QISMSK, which is used as a proxy for the energy of the event. Also,

because cosmic rays are expected to be mostly downward going, the cos(θbeam) and

QISMSK space is extended by multiply QISMSK by the sign of the z-component of

the most energetic track. This is done to provide more separation between the beam
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Figure D.18: NHITAC distribution for the different OD event types. NHITAC is
the number of hits in the largest OD cluster. The dashed line is the MC distribution
without oscillations. The solid line is the MC distribution with oscillations. The
black points with error bars are the T2K beam events which pass the BASE cut. The
dotted histogram is the expected background distribution. The MC is normalized
by POT while the background is normalized by the number of spills searched. The
orange line and arrow indicate the region that passes the OD1 cut.
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Figure D.19: ODRMEAN distribution for the different OD event types.
ODRMEAN is the average distance between pairs of OD hits. The dashed line
is the MC distribution without oscillations. The solid line is the MC distribution
with oscillations. The black points with error bars are the T2K beam events which
pass the BASE cut. The dotted histogram is the expected background distribution.
The MC is normalized by POT while the background is normalized by the number of
spills searched. The orange line and arrow indicate the region that passes the OD1
cut.
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Figure D.20: ODWINHITS distribution for the different OD event types. ODWIN-
HITS is the number of OD hits in a 500 ns window. The dashed line is the MC
distribution without oscillations. The solid line is the MC distribution with oscil-
lations. The black points with error bars are the T2K beam events which pass the
BASE cut. The dotted histogram is the expected background distribution. The MC
is normalized by POT while the background is normalized by the number of spills
searched. The orange line and arrow indicate the region that passes the OD1 cut.
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Figure D.21: QISMSK distribution for the different OD event types. QISMSK is
the charge in the ID. The dashed line is the MC distribution without oscillations.
The solid line is the MC distribution with oscillations. The black points with error
bars are the T2K beam events which pass the BASE cut. The dotted histogram
is the expected background distribution. The MC is normalized by POT while the
background is normalized by the number of spills searched. The orange line and
arrow indicate the region that passes the OD1 cut.
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and background events. It turns out the the correlation is maintained for the most

part despite the presence of many-bodied interactions (Figure D.22). Comparing

the MC 2D distribution to the background distribution, it is clear that a significant

portion of the background events can be removed by cutting out a portion of the

kinematic space.

However, because the OD2 cut is employing a strong correlation between two

variables, estimating the systematic uncertainty of this cut is potentially complicated.

The most simplistic systematic uncertainty estimation is made by estimating a bias

in each cut variable and then shifting the cut value higher and lower in order to

study the effects of a potential bias on the events that pass. However, the method

technically assumes that the variables are uncorrelated. Therefore, in order to use a

pair of variables which can be analyzed more easily and also to help define a much

simpler cut, a change of coordinates is performed on the variables QISMSK and

Cos(θbeam). Because one would expect that these variables are related hyperbolically,

the variables are transformed into a hyperbolic coordinate system with variables U

and V using

U “ ´0.5 lnp QIMSK
1´cospθbeamq

q

V “ signp~vzq ˆ
a

QIMSKˆ p1´ cospθbeamqq
(D.8)

Figure D.23 shows the expected MC, cosmic ray background, and T2K beam data

distribution in the UV coordinate system. The effect of the transform is to rotate

most of the background rejection power from two variables into one, which in this

case is V. This can be seen by looking at both Figure D.25, which shows the distri-

bution of MC, background, and data events in V, and Figure D.24, which shows the

distributions for U. Both plots are after the OD1 cut. A simple cut can be defined

such that events with V less than -200 are cut. In addition, the correlation between

U and V is small, especially when compared to the correlation in the old QISMSK

and cosine variables. Therefore, these variables, U and V allow for a much easier sys-
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Figure D.22: OD2 Parameter space: QISMSK vs. Cos(θbeam) for the T2K beam
MC, cosmic ray background, and T2K Run 1-4 beam data distributions. The beam
MC is shown in the box plot, the background is shown in the grey box plot, and the
data is shown by the colored dots. All distributions are after the OD1 cut. The solid
colored line running through the plot is position of the OD2 cut. Events below the
line are removed. Note that the 2D space is extended by the sign of the z-component
of the most energetic reconstructed track direction which is multiplied to the charge.
The MC events are limited to a fraction of the total space.

tematic uncertainty estimation. Because of these advantages the OD2 cut is defined

in the UV space.

D.4.5 ODT Cut

The final cut in the OD reduction is a tight timing cut around the expected arrival

time of neutrinos from the beam. Neutrinos from the beam arrive in bursts, called a

beam spill, with the beam spills having a further internal structure of 6 or 8 bunches.

A brief description of the beam spill and bunches can be found in the beginning of

Section D.3.4. A very effective cut can be defined around these bunches by rejecting

all events not in and around the beam bunches. The width of the window around

the bunches is optimized using a MC model also described in Section D.3.4. The

MC expectation is compared to the distribution of residual event times around one

of these bunches in Figure D.27 for all the OD event types plus the FC events. The

events that fall within the event window pass the ODT cuts and are included in the
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Figure D.23: OD2 Parameter space: OD U vs. OD V. The box plot is for the T2K
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Figure D.24: OD2 cut variable U after the OD1 cut.
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Figure D.25: OD2 cut variable V after the OD1 cut.

final OD sample.

However, before one can assign a bunch time position for beam events, the time

of the first bunch must be determined. In theory, one should be able to calculate

this first bunch time from just information about the beam and detector setup.

However, it is easier for now to fit for the time of the first bunch. This is done using

a log-likelihood fit to a distribution consisting of a series of Gaussians whose means

are spaced 581 ns apart. The number Gaussians are determined by the number of

bunches for the beam run: runs 29 to 34 have 6 bunches, while run 36 has 8. The

first bunch time is found by scanning over values between 0 and 581 ns in 1 ns steps.

Figure D.26 plots the negative likelihood of the fit versus the first bunch positions.

The fit is done using only FC events, as this sample should be background free.

Furthermore, the fit value is compared between previous runs in order to check that

the fitted time is consistent and stable with past beam runs. The best fit time using

this method and the data up to beam run 36 is 114.5 ns and is consistent with past

runs.

With the first bunch time determined, beam events can be assigned to a bunch.
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Figure D.26: Log-likelihood values of a fit to the data by a bunch time distribution
for diffferent first bunch times.

Figure D.28 plots the relative SK to T2K trigger corrected times (i.e. ∆T in the

notation of Section D.3.4) after the BASE cut. Even in the presence of background,

the bunch structure of the beam is clearly visible. After the positions of the bunches

are set, the bunch time distribution can be calculated for the data and the ODT cut

can be performed. The time distribution of beam events can be seen in Figure D.27.

D.4.6 Reduction Performance and Summary

Figure D.29 shows the total number of OD events which remain after each cut over

the course of the experiment in units of POT. The expected background is shown in

those plots as the green histogram. The purpose of Figure D.29 is to demonstrate

how much background has been removed by the OD reduction. At the end of Run 1-

4, the signal to expected background ratio after the BASE cuts is 0.96. The expected

fraction of events that are background in the events observed is 54%. After the ODT

cuts, the signal to expected background ratio is 151 and the expected background

fraction is 0.7%. The total signal efficiency is around 98%.
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(a) Bunch time distributions after OD2 cut
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(b) Bunch time distribution after ODT cut

Figure D.27: Bunch Timing Distribution for events passing the OD2 and ODT
cuts. The dashed line histograms are for the T2K beam MC without oscillations,
and the solid line histograms are for MC with oscillations. The points with error bars
are events from the T2K Run 1-4 sample with 6.57ˆ1020 POT. The dashed magenta
lines indicate the ODT cut window. Events passing the ODT cut (b) make up the
final OD data sample. Note that the mean of the ODC bunch time distribution is
removed for both MC and data so that the ODC events are centered around zero.
This same mean is added as an offset to the other event types.
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Figure D.28: Elapsed time between correct SK and T2K event times, dT .
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(a) The number of events of each OD type observed as a function of experiment livetime
given in POT.
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Figure D.29: Number of events observed versus livetime of the experiment in POT
for each OD event type (a) and all OD events (b). All event samples are consistent
with a flat, uniform rate as determined by the Kolmogorov-Smirnov test.
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Maino, D., Mandolesi, N., Maris, M., Marshall, D. J., Martin, P. G., Mart́ınez-
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