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Abstract

A search for Standard Model Higgs boson production in the H — WW — [vjj channel
using 5.7 tb~! of CDF II data is presented. The search is performed using a matrix
element technique in which event probability densities for the signal and background
hypotheses are calculated and used to create a powerful disciminator (called the event
probability discriminant, EPD). The EPD distributions for signal and background are
fit to the data using a binned likelihood approach to search for the Higgs boson signal.
To improve the limits on the H production cross section, a new muon category, CMP,
is added.

No evidence for a Higgs boson signal is observed, and 95% confidence level upper limits
on the H cross section times the branching ratio of the Higgs boson to decay to two W
of o(pp = H) x BR(H — WW)/SM <7.7 to 62.1 for Higgs boson masses of between
my =150 GeV/c? and mpy =200 GeV/c? are found. The expected (median) limit es-
timated in pseudo-experiments is o(pp — H) x BR(H — WW)/SM <12.5 to 41.0 at
95% C.L.

The inclusion of the phi gap trigger lead to improvements in the sensitivity of up to
7.3% ; on average, the improvement in the sensitivity was 3.3%.

This analysis was blessed by the CDF collaboration on July 31, 2010.
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1 Introduction

The Standard Model of particle physics is a remarkably successful description of the in-
teraction of fundamental particles and has been extensively tested at the Tevatron. One
of the most fundamental problems in particle physics is understanding the mechanism
which breaks the electroweak symmetry and generates the mass of all known elementary
particles. The prime candidate for this is the Higgs boson.

Prospective Higgs events do not have a very clear signature and they are burried under
background processes that are dominating by orders of magnitude. For some of the
most promising Higgs production and decay channels, such as WH — lvbb, ZH — 11bb
and H — WW, the lepton in the final state is used to distinguish them from the over-
whelming QCD background. Searches for the Higgs at the Tevatron have been mainly
statistically limited[I], and searches for small effects in general require very sophisticated
methods which take advantage of every available piece of information which is why it is
very important to maximize the acceptance of the analysis.

In this Master thesis, an analysis of the H — WW — [vjj channel is presented, and
a new muon trigger is added to improve Higgs sensitivity. The major challenge is dis-
tinguishing Higgs events from the vast backgrounds, particularly W-jets. The analysis
is closely related to the measurement of the WW+W Z cross section in a semileptonic
decay mode (CDF Note 10124[17]). Matrix Element calculations are used to separate
the signal events from the backgrounds.

In the remainder of this chapter, the theoretical concepts relevant to this analysis are
laid out, followed by the experimental context and apparatus in Chapter 2. The next
chapter describes the new CMP lepton category and other changes to the categories
made necessary by the inclusion of the new muon trigger. The following chapter details
the event selection, followed in turn by details on the Monte Carlo Modeling in Chap-
ter 4. In the ensuing chapter, the matrix element method is explained, which in turn
is followed by an overview of systematic uncertainties in the analysis. In the last two
chapters, the results and the conclusion are presented.

1.1 The Standard Model

The Standard Model is a quantum field theory of the strong (SU(3)) and electroweak
(SU(2) ® U(1)) interactions with the gauge group SU(3) ® SU(2) ® U(1) and requires
the Lagrangian to be invariant under the corresponding local transformations.

1.1.1 The Particles in the Standard Model

The particles of the Standard Model can be split up into two distinct groups based on
their spin: fermions and bosons. Fermions have half-integer spin whereas bosons have
integer spin.

The fermions can be split up into three groups of particles, each containing a quark



with charge +%, a quark with charge —%, a lepton with charge —1 and an uncharged

neutrino (the particles of the three generations are listed in Table [1)).

The gauge bosons act as mediators of the interactions: The photon () couples to
charged particles, the corresponding interaction is the electromagnetic interaction which
is described by the U(1) symmetry. The SU(2) symmetry describes the weak interaction,
mediated by the massive W and Z gauge bosons. One peculiarity of the weak interac-
tion is that it acts exclusively on left-handed particles and right-handed anti-particles
(“violates parity maximally®); furthermore, it is the only interaction capable of changing
the flavor. Finally, the gluons couple to color charge in the so-called strong interaction
which is described by the SU(3) symmetry. Due to the fact that SU(3) is non-Abelian,
self-interactions are possible and the gluon itself has a color charge.

The last of the four fundamental interactions is gravity; it has not been successfully
introduced into the Standard Model yet, though its strength is almost thirty orders of
magnitude less than that of the weak force, so it can be safely neglected.

1.1.2 Hadronization

QCD perturbation theory is valid only at short distances; at larger distances, the strong
coupling constant ag, which is the expansion parameter, becomes large and perturbation
theory consequently breaks down. Partons are “confined”, i.e. they cannot be isolated
singularly or directly observed but transform into colorless hadrons in a process called
hadronization. There are several models aimed at explaining the process which is still
not fully derived form first principles (such as string fragmentation (SF), independent
fragmentation (IF) and cluster fragmentation (CF)).

When partons reach a certain distance from each other, it becomes energetically fa-
vorable to produce a new quark-antiquark pair out of the vacuum instead of separating
the two original quarks further. In the detector, one thus observes collections of par-
ticles moving in the same direction, so-called jets, rather than isolated partons. The
constituents of jets are hadrons that consist of three quarks or anti-quarks (“baryons”)
or of a quark-antiquark pair (“mesons”). The process of hadronization with the different
stages, from parton to detector signal, is illustrated in Fig.

Charge 15 generation ond generation 3rd generation
2
+£ Up u Charm c Top t
k

Quarks —g Down d Strange S Bottom b
-1 Electron e Muon 7 Tau T

Leptons . . .
0 Electron neutrino | v, | Muon neutrino | v, | Tau neutrino | v,

Table 1: The three generations of fermions in the Standard Model
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Figure 1: Hadronization: in the interaction, partons are formed which hadronize to give
particle jets which are registered in the detectors and reconstructed.
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Figure 2: Tllustration of the Mexican hat potential V(¢) = p2pp 4+ A(¢T¢)? with A > 0,
p? < 0. It features a circle of minima at |¢|? = —45.

1.2 The Higgs Particle

The Higgs mechanism is the prime candidate to explain how the electroweak symmetry is
borken and how the mass of all known elementary particles is generated. In the following,
a short sketch of the Higgs mechanism is presented to illustrate that the Higgs coupling
is proportionate to the mass of the corresponding particle (more details can be found
in Appendix . The overview is followed by a description of the higgs production and
decay channels, which in turn is followed by a summary of previous direct and indirect
searches, and the excluded mass ranges.

1.2.1 The Higgs Mechanism

The key idea behind the Higgs mechanism is the spontaneous breaking of the electroweak
symmetry E| The theory remains renormalizable even in the presence of spontaneous
symmetry breakdown (as shown by 't Hooft in 1971). The objective is to avoid the
massless vector particles that arise with the imposition of local symmetry and obtain
instead massive vector particles in accordance with experimental findings. In the Abelian
case, one starts with a complex scalar field ¢ and the potential

V(g) = 1?¢'o + A(¢'¢)?

which for A > 0, u? < 0 becomes the so-called Mexican hat potential (an illustration of

a
the potential is given in Fig. [2) with a circle of minima at |¢|*> = —% =: 202, When
the covariant derivative in SU(2) ® U(1)

D, =, —igi?W, —ig' iV B,
is used, a look at the particle spectrum of [Dud)]T [DF¢] for ¢ = %(2) reveals that

my = %vg and my = %U\/QQ + ¢’. For fermions, the interaction between matter and

! According to Goldstone’s theorem, the spontaneous breaking of a continuous symmetry leads to scalar
massless (or in the case of an inexact symmetry, light) particles appearing in the spectrum of possible
excitations
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Figure 3: Higgs branching ratios and cross section [10]|11]

the Higgs field yields couplings that are proportionate to the mass of the fermion, e.g.
for electrons (er, with T3 = +3) the gauge invariant term

e ==Gu|e @), (G )envens ) () | win(5) =75 ()

is included, where G, is the electronic Yukawa coupling. Thus,

_ _ Ge,  _ _ _ M _
Loy = _T%U(eLeR + érer) — 7%h(eLeR + érer) = —meée — TGeeh

where the electron mass

G.v

V2

was introduced. One can thus directly see that the coupling eeh is proportionate to the
mass of the electron (and more generally, proportionate to the mass of the fermion, see
Appendix. The fermion masses themselves however are not predicted and remain free
parameters of the Standard Model.

Me =

1.2.2 Higgs Production and Decay

There are several ways in which a Higgs boson can be produced, namely gluon fusion
g9 — H, tt fusion t¢ — H, Higgs strahlung q¢ — WH(ZH) and vector boson fusion.
These modes have cross sections that are dependent on the mass of the Higgs boson
as illustrated in Fig. Bbl The dominant contribution comes from gluon fusion over the
considered mass range of 100 < my < 200 GeV; Feynman diagrams at leading order for

10



the different production processes are shown in Fig. [

There are not only several modes for the Higgs particle’s production but also for its
decay; the Higgs particle’s branching ratios for masses between 100 < my < 200 GeV
are illustrated in Fig. . One can see that up to 135 GeV, the bb channel is dominant
(“light Higgs“) after which the W channel becomes dominant ("heavy Higgs”) on which
the analysis presented here is focussed.

t
t - --H -H
g t
(a) Gluon fusion (b) tt fusion

H
(c) Higgs strahlung (d) Vector boson fusion

Figure 4: Leading order Feynman diagrams for Higgs production

1.2.3 Experimental Findings

The Higgs model has been extensively studied over the past decades. Prior to 1989,
searches for the Higgs boson were mostly sensitive to candidates with masses below
a few GeV. During LEP2, the energy was increased and the combined data from all
experiments was sensitive to neutral Higgs boson candidates with masses up to 115 GeV
and to charged Higgs boson candidates with masses up to about 90 GeV. The search was
continued at the Tevatron and the reach was extended. In summary, the previous direct
searches carried out at LEP and at the Tevatron have set 95% C.L. limits, constraining
the Higgs mass to between 114.4 and 158 GéV, or above 175 GeV[12][23] (see Fig. ).
Furthermore, precision electroweak measurements have hinted at an upper bound of less
than 186 GeV at 95% C.L. [14] for the Higgs mass.

1.3 Cross Section Calculations

The cross section of an interaction is a measure of the probability of said interaction tak-
ing place. It is originally based on the geometric interpretation of the classical picture of

11
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Figure 5: Tllustration of the observed and expected 95% confidence level upper limits on
the ratios to the Standard Model cross section as functions of the Higgs boson
mass for the combined CDF and D@ analyses. The bands indicate the 68%
and 95% probability regions where the limits can fluctuate in the absence of a

signal. [23]

point-like projectiles hitting a solid target and still carries the unit of an area (1 barn =
10728 m?). The cross section cannot be evaluated exactly but a perturbative expansion
in powers of a coupling constant is used insteadﬂ Fach of the terms in the expansion
can be graphically represented by Feynman diagrams; by evaluating these diagrams and
summing, one obtains the amplitude of the process.

The expansion in terms of the coupling constant is also an expansion in the number
of loops; the first term is the leading order (LO) contribution, the corresponding Feyn-
man diagrams are referred to as “tree diagrams” and have no loops. This first term
gives a good first approximation. Diagrams induced by the second term in the expan-
sion contain one loop, and their evaluation leads to corrections (NLO corrections) to
the approximation from the LO calculation. The next step is the evaluation of NNLO
diagrams, i.e. calculating two-loop corrections.

The presence of loops leads to integrals over momentum space which can entail diver-
gences (often referred to as infrared divergences). These can be dealt with by renormal-
ization. One then finds a finite result that approximates the experiment well. However,
the introduction of a renormalization scale causes couplings to depend on the energy
scales; this introduces a problem and some uncertainty in the calculation of cross sec-

2The cross section is thus only accessible by the perturbative expansion if the expansion parameter o
is smaller than one which is not the case for instance for hadronization

12



tions or the generation of simulated events. Another type of divergence arises at the
other end of the momentum scale, for small momenta (“infrared divergences”). When the
expansion parameter approaches 1 or is even larger than 1, the perturbative description
breaks down. These divergences are accounted for by introducing a factorization scale
truncating the integral before it reaches the non-perturbative region.

After summing over all connected and topologically distinct Feynman diagrams one
obtains a value which is only valid for a given momentum and energy; one thus com-
putes the differential cross section and after integrating for all final state momenta one
obtains the total cross section for the interaction.

13



2 Experimental Apparatus

2.1 The Tevatron|[2][3]

The Tevatron is the world’s second highest energy accelerator with a circumference of
6.28 km, located at Fermi National Accelerator Laboratory (FNAL), near Chicago, IL.
It collides protons and antiprotons at a center of mass energy of /s =1.96 TeV. There
have been numerous upgrades since the completion of its construction in 1983. After its
comrissioning, a run with only CDF was carried out in 1988-1989. The first joint run
(“run 17, from 1992-1996) with a second detector, DO, operated at an energy of 1.8 TeV
and delivered an integrated luminosity of more than 160 pb™?. [4]. 1t had 6 x 6 proton
and antiproton bunches with 3.5 pus between crossings and luminosities on the order of
103! em =251, Tt collected approximately 120 pb~! per experiment. Following Run T,
several major upgrades were carried out until 2001 when Run II commenced at an energy
level of 1.96 TeV. Today, the luminosity achieved is on the order of 5.2 - 1032 pb~1s~1.
Furthermore, in Run II the bunches have been increased to 36 x 36 with 396 ns between
crossings and there are approximately 2.7 - 10!! protons (and 1.0 - 10'! antiprotons) per
bunch.[3]

There have been numerous discoveries at the Tevatron, most notably the discovery of
the top quark (in 1995), the first measurement of the By oscillations in 2006, and the
discovery of the single top in 2009.

The particles are kept on track by superconducting magnets generating a magnetic field
of 4.2 T; in fact, the Tevatron was the world’s first superconducting synchrotron. [3]
Dipoles are used to bend the particle beams, quadrupoles to focus them and sextupoles
are employed for chromatic corrections; the coils are made of Nb-Ti alloy wire.

The accerelation consists of several stages; in a first stage, H™ ions are accelerated
up to 750 keV with a Cockcroft-Walton generator which is followed by a linear acceler-
ator (where the energy is increased to 400 MeV). After the linear accelerator, the H™
ions are stripped of their electrons (converting the ions from H™ to HT) by passing them
through a thin Carbon layer. These protons are then accelerated up to 8 GeV in a cir-
cular accelerator called the “Booster ring”. In the next step, the protons enter the Main
Injector which accelerates them further but also delivers some of them for anti-proton
production and accelerates the anti-protons coming from the anti-proton source. The
final stage is the Tevatron, where protons and anti-protons travel in opposite directions
and meet in the two interaction points, where detectors are located: CDF and D).

CDF': The Collider Detector at Fermilab (CDF) was the first detector and predates
D@. Tt has received two upgrades since its first data recording. The detector’s layout is
explained below in section 2.2 The main objectives as laid out in the Technical Design
Report [6] are the characterization of the properties of the top quark, a global precision
electroweak program, direct search for new phenomena, tests of perturbative QCD at
NLO and large Q2 and constraint of the CKM matrix with high statistics B decays.

14



Figure 6: The CDF II Detector with all layers. The detector components are color coded
as described in section 2.2]

D®: The DO experiment is located at the second intersection of the beams. The
research at D@ has similar aims as CDF; it includes the search for new phenomena
(including the Higgs boson), top physics, B physics, electroweak physics and several
aspects of QCD.

In the following subsection, the CDF detector in Run II (also commonly referred to
as CDF II detector) is presented, as the subsequent parts use data collected by the CDF
IT detector.

2.2 The CDF Il Detector [6]

The CDF II detector is a general purpose solenoidal detector consisting of 7 layers. The
layers illustrated in Fig. |§| are the following (color code in parentheses):

1. beam pipe (black and gray)

2. Silicon Detector (green)

3. Central Outer Tracker (light orange)
4. Superconducting Solenoid (white)

5. Electromagnetic Calorimeter (red)
6. Hadronic Calorimeter (blue)

7. Muon Detectors (turquoise)

In the following, these layers are explained in more detail.

15
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Figure 7: Illustration of the Tevatron coordinate system

2.2.1 The Coordinate System

In a Cartesian coordinate system, the z axis comes to lie on the proton beam axis
and the coordinate z along the axis is measured from the nominal interaction point
(as illustrated in Fig. . The = — y plane is perpendicular to the beam axis; the
corresponding component in vectors is referred to as the transverse component, as for
instance with transverse momentum pr. In most cases, a cylindrical coordinate system
is preferred, with the distance from the nominal interaction point denoted by r and the
azimuthal angle ¢ being measured from the Tevatron plane. Furthermore, one often
introduces the polar angle 6 which is measured from the proton direction upwards, and
the pseudo-rapidity n = —ln(tan(g)).

2.2.2 The Beam Pipe[6]

The innermost layer of the detector is the beam pipe which is 343 cm long. It is made
of three parts of which the central part is located inside the CDF II detector. The beam
pipe has an outer radius of 1.2 cm and has 0.050 cm thick walls; it is made of Beryl-
lium which has a low atomic number thereby avoiding scattering and thus significantly
reducing background rates.

Both sides of the beam pipe have a low mass stainless steel bellows pipe which con-
nects the beryllium pipe with the low beta quadrupole magnet. A low mass flange links
the beryllium pipe with the bellows pipe.

2.2.3 The Silicon Detector[0][7]

A silicon strip detector is used for tracking purposes. It is designed for precision tracking
as well as for reconstructing primary and displaced vertices. The silicon detector has an
approximate 7 m? of Silicon sensors which pertain to three groups of layers in the radial
direction: Layer 00 (L00), SVX-II and the Intermediate Silicon Layers (ISL) (in order
of increasing radial distance from the nominal interaction point), as illustrated in Fig.

and Fig. [8b|
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Figure 8: Illustration of the layout of the sub-units of the CDF Silicon detector

L00: The innermost layer, Layer 00 (also called L00) consists of single-sided silicon
strips and is located at distances of only 1.35 and 1.62 cm from the interaction point
(the beam pipe’s outer radius is 1.2 ¢cm). Its proximity to the interaction point al-
lows for spatial measurements even before scattering has occurred. On the other hand,
the vicinity to the interaction point also entails elevated radiation levels, which made
the use of SVX IT material impossible as it would not have endured the radiation for long.

SVX II: The 95 ¢cm long Run II Silicon Vertex Detector (SVX II) is the core element
of the silicon detector. It provides track information to |n| < 2, covers approximately
2.5 o of the luminous region and consists of twelve wedges in ¢ with five layers each,
containing double sided silicon microstrip detectors (between radii of 2.4 and 10.7 cm).
The double sided detectors provide r — z readout for improved pattern recognition and
3-D vertex reconstruction with an impact parameter resolution o4<30um and o, <60um
for central high momentum tracks. The radiation levels in SVX II require radiation hard
electronics and sensors, so the readout chips were fabricated using radiation hard CMOS
processing. The radiation level at the inner layer was expected to be approximately 0.5
Mrad per fb~!, and the silicon sensors were expected to last up to a total dose of 1.0—1.5
Mrad.

ISL: The Intermediate Silicon Layers (abbreviated as ISL) were added to extend the
forward coverage of the silicon detector to a pseudorapidity of 2.0 and to permit con-
necting tracks from the COT and SVX II. A single ISL layer was placed at a radius of 22
cm in the central region and in the plug region (1.0 < |n| < 2.0) and two layers of silicon
were installed at radii of 20 and 28 cm. The less intense radiation found at larger radii
allowed for longer strips to reduce the channel count. Six silicon based measurements in

17
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Figure 9: Radial location of the Central Outer Detector (COT)

the central region provide a stand-alone segment for optimized tracking in conjunction
with the wire chamber (see section [2.2.4)).

After some initial commissioning problems, the detector has been running reliably with
a high tracking efficiency of 95%.

2.2.4 The Wire Chamber[6]

The third layer after the beam pipe and the silicon detector is the central outer tracker
(COT), an open cell drift chamber which covers radii between 44 and 132 cm and pro-
vides tracking at large radii in the central pseudorapidity region (i.e. || < 1.0). The
central outer tracker is located in the radial region just outside the ISL but inside the
solenoidal magnetic field.

The COT’s active volume is 310 cm in the beam direction z and between 44 and 132 cm
in the radial direction, covering the entire azimuth ¢. Reconstructed tracks provide
accurate data for the r — ¢ view (leading to precise data for pr) whereas the r — z view
is significantly less accurate (thus also adversely affecting 7).

The basic drift chamber has a line of twelve sense wires (41 um gold-plated tungsten
wires), the field wires were replaced by a cathode field panel (45 nm gold on both sides
of a 6 pum Mylar sheet). The ends of each cell are closed. In case one wire breaks within
a cell, the damage is contained within the cell and does not affect other cells. There are
four axial and four stereo superlayers which provide a total of 96 measurements. The
COT’s 32,240 sense wires are read out using pipelined TDCs.

The maximum drift time needed to be adapted from Run I, as the bunch spacing had

decreased. Originally, a bunch spacing of 132 ns was envisioned (though only 396 ns was
realized); the COT was thus designed to have a maximum drift time of 100 ns which was

18



achieved by reducing the maximum drift distance. Furthermore, a different gas with a
higher drift velocity was put in place. The gas currently used is a mixture containing
50:35:15 Ar-Et-CFy4, which has a drift velocity of approx. 100 um/ns. The CF4 has
been added as it has been found to reduce wire ageing in Ar-Et.

2.2.5 The Time of Flight System[15]

Wedged between the COT and the solenoid magnet is the time of flight system (TOF),
which is a barrel located at a distance of 140 cm from the beam axis. The system consists
of 218 scintillator bars which are 280 c¢cm long and have a trapezoidal cross section of
4 x 4 cm which each cover 1.7° in ¢ and |n| < 1. At the end of each bar, a photomultiplier
tube (PMT) is attached . The PMT signal follows two paths, one for charge detection
and one for the timing measurement. The TOF resolution is 120 ps which permits two
standard deviation separation between K* and 7+ for momenta p < 1.6 GeV/c. The
TOF information is also used in the L1 trigger to find magnetic monopoles.

2.2.6 The Solenoid Magnet[6]

The next layer is the magnetic solenoid. A cylindrical current induces an axial field of
1.5 T. The solenoid’s useful volume has a radius of 1.4 m and measures 3.5 m in length.
A high purity aluminium stabilized NbTi conductor is used which permits currents up
to 5000 Amps. The magnet is cooled indirectly with liquid Helium and has been running
with a field availability of > 99%.

2.2.7 The Calorimeters[6][8]

The fifth and sixth layer in the radial direction, right after the solenoid, are the electro-
magnetic calorimeter and the hadronic calorimeter. These two calorimeters cover the
region |n| < 3.0. Their location is indicated in Fig. and Fig. [LOb|

The electromagnetic calorimeter is a lead/scintillator sampling device which consists of
wedges covering 15°. Each wedge is made up of 23 unit layers, yielding a total thickness
of about 21 X (radiation lengthﬂ) at normal incidence. The unit layer consists of 4.5
mm lead and 4 mm scintillator which are read out by wavelength shifting (WLS) fibers.
The energy resolution of the electromagnetic calorimeter is approximately 16% / VE with
a constant 1% term. At the depth of the electromagnetic shower maximum (approxi-
mately 6 Xg), a position detector is installed which is made of scintillator strips read out
by WLS fibers. These shower maximum chambers have provided effective identification
of electrons and photons. The gap between wedge modules is covered by a tungsten
bar (of 12 X length) backed by a wire chamber; in this way, some of the response of
particles that would otherwise be lost is recovered.

The hadron calorimeter is an iron/scintillator sampling device; its unit layer consists
of 5 cm iron and 6 mm scintillator. To reduce sensitivity to radiation, naphthalene

3The radiation length is the mean distance over which a high energy electron’s energy is reduced to
1/e of its original energy
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(a) Location of the electromagnetic calorime- (b) Location of the hadronic calorimeter in the
ter in the CDF detector CDF detector

Figure 10: Location of the electromagnetic (a) and hadronic (b) calorimeters in the CDF
IT detector

scintillators are used. The hadronic calorimeter consists of 23 unit layers just like the
electromagnetic calorimeter. The coverage is extended to 3° by stainless steel disks
which are attached to the inner 10° cone.

Both sections have the same tower segmentation and both have stereo shower maxi-
mum detectors as well as pre-shower capability. Each tower is 15 degrees in azimuth by
about 0.11 in pseudorapidity.

2.2.8 The Muon Detectors [6][9]

The outermost layer of the CDF detector is the muon detector, which comprises four
systems of scintillators and proportional chambers over the region |n| < 2.0. There are
different absorbers, namely the calorimeter steel, the magnet return yoke, additional
steel walls, and the steel from the forward muon toroids.

CMU: The Central Muon Detector (CMU) provides coverage of |n| < 0.6 using drift
tubes with a maximum drift time of 800 ns. It is located outside the calorimeter, whose
steel acts as a filter. The CMU’s basic unit is a rectangular drift cell of 6.35 x 2.68 x 226
cm with a 60 pm stainless steel wire in the center which are operated in proportional
mode. Sixteen of these cells form a module of which there are 144 in the CMU. For each
muon, the location is reconstructed in both ¢ and z.

CMP: The second part of the muon detector, the Central Muon Upgrade (CMP), is
located behind not only the calorimeter steel but it is also shielded by an additional
60 cm of steel. It is situated in the region 55° < 0 <90°. Its rectangular cells cover a
fixed length in z but vary in their pseudorapidity coverage. The cells have a maximum
drift time of 1.4 ps and are run in proprotional mode. They are arranged in four layers.
On the outside surface of the wall drift chambers a layer of scintillation counters (called

CSP) is installed.
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Figure 11: Tllustration of the location of the muon detector system’s components

CMX: The third part of the muon detector is the Central Muon Extension (CMX)
which is made up of conical sections of drift tubes and scintillation counters. It covers
the region 0.6 < |n| < 1.0 and is also shielded by the calorimeter steel. There is a 30°
gap at the top of the detector for the Tevatron Main Ring and the solenoid refrigerator.
Furthermore, another azimuthal gap of 90° is located at the bottom of the detector
where the detector is interrupted by the floor. The drift tubes are, with the exception of
length, just like those of the CMP. They are rectangular cells arranged in two physical
layers for each logical layer with an overlap that is larger at the inner edge for geomet-
rical reasons. The overlap provides redundancy as well as the measurement of the polar
angle of the track.

IMU: The Intermediate Muon System (IMU) consists of a barrel of muon chambers
(BMU) and scintillation counters (BSU) parallel to the beam axis and a ring-shaped ar-
ray of scintillators (T'SU) which are mounted perpendicular to the beamline. The BMU
is made up of rectangular scintilllators, the Toroid Scintillators (TSU) of trapezoidal
polystyrene scintillators. The whole IMU covers the region 1.0 < || < 2.0, wherein
the granularity is fine for 1.0 < |n| < 1.5 and a bit less for 1.5 < |n| < 2.0 but still
sufficient to identify isolated high pr tracks as muons or hadrons . The corresponding
pr measurement are supplied by the tracking systems.

Trigger: The trigger consists of three levels that reduce the raw data rate of 7.6 MHz
to approximately 60 Hz which is stored:

e The first level trigger, a synchronous system with a 5 us decision time, decides
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whether a given event is sufficiently interesting to be kept for further analysis by
the second level. The rather long decision time of 5 us in comparison to the bunch
crossing time made a pipelined approach necessary with an on-board buffer which
temporarily stores 42 beam crossings (for the envisioned 132 ns bunch spacing).
The muon trigger use the Extremely Fast Tracker (XFT) to find corresponding
tracks from the COT for each bunch crossing. The track is then extrapolated
(using ¢, transverse momentum pr and charge) to the track at the muon chamber
radii and the following matching to muon stubs is performed in A¢p=2.5° intervals.

e The second level trigger mainly refines the previous trigger level’s cut on the trans-
verse momentum. It is an asynchronous system with an average decision time of
20 ps.

e The third level trigger is a processor farm where events are reconstructed and
filtered using the full event information.

2.3 Data Sample

The integrated luminosity provided by the Tevatron is illustrated in Fig[l2] The differ-
ence between the curve representing the delivered luminosity and the one representing
the acquired luminosity can be explained by the time when the detector is turned off
while the beam is still running. The rate at which data is taken has increased. Figure
shows the peak luminosity, which has also increased over the years and now routinely
reaches 3x1032 cm=2 s~ L.

The events used in the analysis are compared to a “good run list”, which is a dou-

ble check to make sure that the whole detector was running properly when the events
were recorded. The analysis uses a data sample corresponding to 5.7 fb~L.

22



Luminosity (pb™)

7000
6000
5000

4000

3000

« Delivered

e . . 4 L_
2000 3000 4000

2000
1000

1

IIII|IIII|III||IIIIIIIII|IIII|IIII|II

III||IIII|III&

Ll
7000

store number

1y ]
5000 6000

(=]
(=]

Figure 12: Integrated luminosity delivered by the Tevatron and recorded by CDF
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Figure 14: n — ¢ coverage of the muon detector parts. [16]

3 New Categories

Due to the inclusion of the phi gap trigger, changes in the categories were made necessary.
In a first section, the coverage of 1 — ¢ space is explained; in the ensuing section, the
definition of the phi gap trigger category is presented, followed by a section detailing its
implementation in this analysis and the corresponding lepton category, along with the
changes in other lepton categories made necessary by the new category.

3.1 Coverage of n — ¢ Space

The coverage of 71— ¢ space was improved with the upgrade made from Run I to Run II,
and several detector parts were added as previously mentioned in section[2.2.8] However,
due to the different geometry of the CMU and CMP detector (see e.g. Fig , not all
areas in n — ¢ space are covered by both detectors, leaving gaps in the coverage. The
gaps in the CMU can be illustrated by considering muons that left a stub only in the
CMP but not in the CMU, as shown in Fig. One observes two distinct features:

e A central crack can be identified where the East and West Calorimeters meet
e There are thin periodic gaps, 2.5° wide, every 15°

To see the relative importance of these two features, one can plot 45 = ¢ mod 15°
(see Fig. . The central crack contribution is only on the order of 30% and thus much
smaller than that of the periodic gaps. Information about the track’s ¢ angle is available
at level 1 and 2, and in order to reduce the trigger rate, one requires the tracks to point
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at one of the gaps. Therefore, the CMP-only trigger only reclaims muons in the periodic
gaps and not the central crack.

3.2 CMP Identification Cuts

The definition of the CMP category is based on the CMUP category; however, CMP
muons are required not to have a stub in the CMU detector and only be fiducial to
CMP. There is a +2° cut around the gaps. The following requirements are imposed: [I]

Eer < 2 + max(0,(p-100) - 0.0115) GeV where E.,, is the energy deposited in the
electromagnetic calorimeter

Epaq < 6 + max(0,(p-100) - 0.028) GeV where Ejyq is the energy deposited in the
hadronic calorimeter

Isolation < 0.1, where the isolation is the ratio between the transverse energy
deposited in a cone of size AR<0.4 around the lepton and the transverse energy
of the lepton.

|20|<<60 cm where 2 is the origin of the track, measured with respect to the center
of the detector (this cut ensures that the muon originates from close to the nominal
beam crossing point)

The muon must be fiducial to CMP, but not fiducial to CMU
There must be at least 3 good COT axial segments (out of 5)
There must be at least 2 good COT stereo segments (out of 5)

The distance |dg| must be smaller than 0.2 ¢cm or, if the number of hits in the
Silicon detector is non-zero, |do| < 0.02 cm.

The distance Ax, which is the distance in the r — ¢ plane between the tracks
extrapolated to the muon system and the stub in the muon system, must be
Az < max(6.0,150.0/pr) cm.

X2 /ndf must be less than 3 (less than 4 if run<186598)

There are additional requirements on the x-fiduciality (< 0 cm) and z-fiduciality
(<-3 cm)

As previously mentioned, one requires the ¢ gap muons to have ¢ mod 15° < 2 or
> 13° (this cut is explained in the next section)
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Figure 15: lllustration of the gaps of the CMU detector. In this ¢ — n scatter plot, only
muons are placed that have stubs only in the CMP (hence called “CMP-only
muons”), thereby illustrating the gaps of the CMU detector which lies inside.
The 2.5° gaps every 15° are clearly visible as well as the central crack where
the East and West Calorimeter modules meet (this gap is also illustrated in

Fig . [

3.3 Definitions of the New Categories

In the present analysis, the phi-gap (CMP only) trigger is used, as laid out in the pre-
vious section, which requires the introduction of a new category and the adaptation of
the previous extended muon category. The new category introduced for phi-gap trigger
events is called “CMP”:

CMP category:

e For data events, we require that the phi gap trigger be fired and that the an-
gle within the 15° interval be outside the 2° < ¢ < 13° window (where ¢ =
¢ mod 15°).

e For Monte Carlo, we require a hit in the CMP and the same condition for the
angle is applied (¢ ¢ [2°,13°]). No trigger turn on curve is applied.

The cut on ¢ is in place to ensure that the muons point at the CMU coverage gaps.

The addition of the CMP category required changes in the extended muon category
to avoid double counting the new events. The extended muon category is also referred
to as “loose category”, though the events have to pass strict tight selection criteria (see
for instance [22]). The previously used loose category contained events from all run
periods, but since the phi gap trigger was commissioned in run period 10, the loose
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Figure 16: Scatter plot of CMP-only muons in ¢ — |z| space where ¢ = ¢ mod 15°. The
¢ position is indicated as modulus 15° to illustrate the relative weight of the
central crack and the ¢ gaps. The overall central crack contribution is on the
order of 30% and thus smaller than the overall contribution from the gaps.|[1]

category was split up into a loose category before run period 10 (called “loose A”) and a
second loose category starting with run period 10 (called “loose B”); in the latter, CMP
events were explicitly excluded to avoid double counting. The previous “loose” category
is thus replaced by these two new categories:

LOOSE A category

e Data events must pass MET Jet L2 requirements and be from before period 10.

e Monte Carlo must pass MET Jet L2 requirements; we apply a trigger turn on
curve.

LOOSE B category

e Data events must pass MET Jet L2 requirements and be from period 10 or later

e Monte Carlo must pass MET Jet L2 requirements; we apply a trigger turn on
curve.

e CMP events are explicitly excluded in both data and Monte Carlo

To estimate the gain achieved by the addition of the CMP data, one can compare the
number of events from the MET+jets trigger (for more information about MET plus jet
triggers, see [19]) and those from the new trigger; an overview of these numbers is given
in Table[2] The CMU gap trigger can be added in the same way; as the data set grows,
so will the gain from using these triggers as they will be included in a larger fraction of
the data set.
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selection CMP (firedMET) | MET (!firedCMP) | CMUP
MET & QCD 1867 (1191) 1103 (427) 10060
pass L2 jets 570 (214) -

Table 2: Comparison of the number of events from the MET+jets trigger and the phi
gap trigger in periods 10-23. In this run range, 1867 events will be added
(corresponding to about 19% of CMUP), whereas we currently have some 570
events from the MET+jets trigger (corresponding to about 6% of CMUP). We
thus gain about 1200 events. When cutting on $, an approximate 6% of the
additional muons gets lost.

One can go one step further to compare the potential gain in Higgs events up to period
23, assuming my =160 GeV and without cutting on the dijet mass or vetoing events
with a third jet with Ep>12 GeV but instead only those with E7>20 GeV: While the
previous loose category contained an anticipated 2.03 events, the new loose categories
contain 1.46 anticipated events, and the CMP contains 2.10, thus leading to a total of
3.56 anticipated events. The gain of 1.53 events compared to the CMX with 7.91 events
corresponds to about 19% of anticipated CMX Higgs events or approx. 10% of antici-
pated CMUP Higgs events. When comparing the gain to the total number of anticipated
Higgs events, the improvement is 2.6%.

When one considers the data periods when the phi gap trigger was active and includes
all the listed cuts from Section [d] one finds for mpy =160 GeV a gain in the number of
anticipated Higgs events corresponding to 23% of the CMX or 12% of the CMUP, and
compared to the total number of anticipated Higgs events one still finds a gain of 3.1%.
For 150 and 170 GeV the gain is slightly smaller but similar, while it is much smaller
for my =180-200 GeV.
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Figure 17: Leading order Feynman diagram of the signal process

4 Event Selection

Finding the Higgs particle requires a good understanding of the background processes
involved to be able to identify the faint signal and ignore the background. The cross
section of the Higgs production is very small and to complicate the matter further, the
signal to background ratio of the analysis is tiny. It is thus crucial to make appropriate
cuts to select only events relevant to the analysis and to have the best possible statistics.

The final state contains two W bosons, one of which decays hadronically (W — q¢’)
while the second decays leptonically (W — [v); the tree level Feynman diagram of the
process is shown in Fig. [I7] The branching ratio for a hadronic W decay is approxi-
mately twice as large as that of a leptonic W decay. For this analysis, it is required
that one W decay hadronically to give two jets and the other decay leptonically to ei-
ther an electron or a muon (which can be identified with high purity in the detector)
with the corresponding neutrino. Since the tau lepton is difficult to detect, the practical
leptonic branching ratio is a bit smaller. The neutrino escapes the detector but its trans-
verse energy can be inferred from the missing transverse energy in the transverse plane.

In a first section, the major backgrounds are described including vetoes and cuts to
reduce them. The ensuing section gives an overview of the trigger paths and the offline
event selection.

4.1 Backgrounds and Vetoes

One of the major challenges of a Higgs boson search are the overwhelming backgrounds,
which dominate by four orders of magnitude. By requiring two jets, a lepton and missing
transverse energy (Er), we select events that have the same signature as our signal;
however, many background processes have the same or similar signatures. Some of
those contributions can be reduced by event vetoes.
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Figure 18: One of the contributing diagrams for the W+jets background: A leptonically
decaying W is produced in association with two gluons

4.1.1 W+HJets

The largest background contribution stems from W +jets events; these come from quark
interactions that radiate a W boson in association with two jets, with the W boson
decaying leptonically (W — eve or W — puvy,). The tree level diagram of an example is
given in Fig. The final state signature is identical to that of H — WW, yet with a
much higher cross section. This background poses a challenge in many respects; it is very
dominant (by four orders of magnitude more frequent than the signal), cannot be reduced
by simple vetoes, and the modeling of this background results in significant systematic
uncertainties in the measurement. There are some ways to reduce this background
nonetheless, such as vetoing events with additional jets: events containing a third jet
with Er >12 GeV and |n|<2.0 are removed. Furthermore, we cut on the dijet mass as

explained in section

4.1.2 Top Production

A second background process is the top pair production, yet it is not as dominant as
the W+jets background. This decay is not problematic per se, since the final state
signature is different from the signature one expects from H — WW. However, the
signature can be misinterpreted, for instance in the case of misidentification or failure
to detect a particle (as illustrated in Fig. , such as when one of the leptons is missed
or in lepton + jets decays in which two jets are not detected.

This background is reduced by vetoing events with a second lepton. The second lepton
is identified as any tight lepton as well as an electron in the plug calorimeter or a non-
isolated lepton in the CEM,CMUP or CMX. The veto on events with a third jet with
Er >12 GeV will strongly reduce the background from ¢t decays.
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Figure 19: One of the contributing diagrams for the top production background: this
event passes the event selection due to a failure to detect a lepton (grey
particle)

4.1.3 QCD Multijet

A third background comes from events containing no W bosons (also referred to as
“non-W” events); the respective inclusive cross section is considerable, yet to be con-
fused with H — WW events one of the jets needs to “fake” a lepton and at the same
time a mismeasurement needs to create a large missing transverse energy. An example
of a QCD multijet background event is given in Fig[20] While the combined probability
of these two cases is rather low, the corresponding high inclusive cross section leads to
a non-neglible number of events. Additionally, the modeling of these events is rather
challenging as they rarely pass all selection cuts. It is not possible to simulate these
events with Monte Carlo, and one thus uses a data-based sample and estimates.

A special QCD veto is put in place to reduce this background (especially since it is
hard to model). Since jets fake electrons more often than they fake muons, the veto is

(Clﬂ

q q
Figure 20: One of the contributing diagrams for the QCD multijet sample. In order to

be accepted, a QCD event must have a jet from a quark or gluon pass all
lepton selection requirements and be misidentified as a lepton.
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Figure 21: An example of a Z+jets diagram having the same signature as the signal; in
order to pass the event selection criteria, one of the leptons from the Z boson
decay must go undetected.

tighter for electron events. One can consider the transverse mass of the W,

my(W) = \/ 2(priPTy — PalPav — PyiDyv)

and require it to be mq(W)>10 GeV for muon events and mp(W)>20 GeV for electron
events. Furthermore, additional cuts are applied for electrons.

4.1.4 Z+Jets

The Z+jets contribution is rather small, as Z bosons decay to give either a pair of
leptons or neutrinos and thus do not often “fake” an H — WW event. However, one
needs to take into consideration the large inclusive cross section, which, when combined
with the fact that in some events a lepton may be lost (and its energy is then considered
missing energy), one still obtains a non-trivial remaining background. An example is

shown in Fig. 21]

One thus uses a Z boson veto, which works by looking for a second lepton in the
event that fulfills looser electron and muon identification criteria than those described
above for the first lepton in the event. The event is rejected if the second lepton has the
opposite charge of the identified lepton in the event, and the invariant mass of the two
leptons is close to the Z boson mass (i.e. 76 < my < 106 GeV).

4.1.5 Diboson

The last background considered in the analysis is the contribution from electroweak
dibosons production (WW W Z and ZZ) which also generates a small background, par-
ticularly WW and W Z, which have the same final state signature as H — WW. This
background is relatively small compared to W+jets.

4.1.6 Cosmic Ray Veto

Muons from cosmic rays may pass all muon identification criteria. One thus uses a cos-
mic ray veto which uses tracking and timing information; tracking is used to separate
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Figure 22: An excess of data events was found in the central region of the lepton 7 in
the LOOSEB category (illustrated on left); it was determined to be caused
by the SCMIO which was consequently excluded (right).

150 GeV | 160 GeV | 170 GeV | 180 GeV | 190 GeV | 200 GeV
efficiency | 58.8% 61.5% 60.9% 59.8% 59.0% 59.0%

Table 3: Efficiency of the adaptation of the veto (from E7<20 GeV to Wr<12 GeV) on
events containing a third jet

particles passing through the detector from top to bottom as opposed to particles origi-
nating from a collision, with back-to-back tracks. Furthermore, timing information can
also be used as cosmic ray events are generally not in time with collisions.

4.1.7 Additional Cuts

Mismodeling was observed in the lepton 7 for the extended muon category starting in
run period 10 (see Fig.. This was caused by mismodeling in the SCMIO, which was
not described well by the Monte Carlo; the SCMIO was thus excluded.

An additional lepton cut was introduced to take care of mismodeling in the event prob-
abilities (the matrix element method is explained in Section @: We require
A¢(Erlepton) < 3.0 for leptons with pr > 100 GeV. Additionally, third jets with
E7>12 GeV and |n|<2.0 are removed as mentioned previously. Originally, events with
a third jet were only vetoed if the corresponding transverse energy was Er >20 GeV,
but the modeling was suboptimal. These two cuts are motivated by the corresponding
improvements in the event probability modeling as illustrated in Fig. The efficiency
of the lepton cut is above 99% and it affects backgrounds and signal about equally. The
efficiency of the adaptation of the veto for the third jet, setting the threshold at 12 GeV
instead of 20 GeV, is on the order of 60% for the signal (varying as a function of the
assumed Higgs mass, see Table |3)) and 68% for the backgrounds.

33



CDF Run Il Preliminary, L=5.7 o' [[W-ets CDF Run Il Preliminary, L=5.7 o' [[W-iets CDF Run Il Preliminary, L=5.7 fo"  [[W-iets
Al [ENon-w o TAT [ENon-w o TAT [ENon-w
104 F Www+wz| 10°¢ Www+wz| 10°¢ Www+wz|
Wz+jets Wz+jets Wz+jets
100 WTop 10° b WTop 10° b WTop
[HWW16( [HWW16( [HWW16(
L L L
g |=-Data g " =-Data g @ =-Data
T 1 S 1 T
1o hi I g
10 Z 10 * :m 10 :m
fit 1t
1L g 1 * ﬁ 5 1 5
H ] H
-20 -10 0 -50 -40 - -20 -10 0 E -40 -30 -20 -10 0
log(eventprob(Wgj)) log(eventprob(Wgj)) log(eventprob(Wgj))
CDF Run Il Preliminary, L=5.7 fb" [wsjets CDF Run Il Preliminary, L=5.7 fb' [[wsjets CDF Run Il Preliminary, L=5.7 fb”' [[wsjets
Al [ENon-w + AT [ENon-w + AT [ENon-w
104 F Wz 10 Wz 10 Wz
Wz+jets Wz+jets Wzjets
100 L Mo 10° £ 10° Mo
HWW 16 HWW 16 HWW 16
.2 |*-Data .2 , .2 , |+-Data
& 10? T g 10 T g 10 5
> % > % > %
b] I ] ERT] B
10} 10} b+ : 10l :
| Lt Loy ;
-20 -10 0 -50 -40 B =20 -10 0 - -30 -20 -10 0
log(eventprob(Wgg)) log(eventprob(Wgg)) log(eventprob(Wgg))
CDF Run Il Preliminary, L=5.7 fb" _[[IWriets CDF Run Il Preliminary, L=5.7 fb" _[JWriets CDF Run Il Preliminary, L=5.7 fb" _[JWriets
10¢ [AT [ENon-w 10* ATl [MNon-w 10* AT [ENon-w
Wwwswz Wwwswz Wwwswz
Wz+jets N Wz+jets N Wz+jets
10° b W 10° 10
HWW 16 HWW 16 HWW 16
2 *-Data 2 2
& 1 F 5 F 5 O H
> F > 2 > 2
i L ET g S
10 H 04 H 100 g
T g T t g g
2 2 2
1 T g 1 T g 1 g
-50 -40 -30 -20 -10 0 -50 -40 -30 -20 -10 0 -50 -40 -30 -20 -10 0
log(eventprob(WW)) log(eventprob(WW))

Figure 23:

log(eventprob(WW))

The event probability modeling is improved by introducing a lepton cut (lep-
ton pr<100 GeV or A¢(Fr,l) < 3.0 ) and rejecting events with a third jet
with Er>12 GeV and |n|<2.0. In the top row, the logarithm of the event
probability for Wgj is shown, in the second row for Wgg and in the third
WW:; the first column contains neither lepton cut nor the cut on the third
jet, the second column contains only the cut on the second jet and the third
column contains both the cut on the third jet and the lepton cut. With the
additional cuts the modeling overall improves significantly.

Furthermore, we require the dijet mass to be between 65 < M;; < 95 GeV. The cut on
the dijet mass was introduced to suppress more background and improve modeling as
can be seen in Fig.[24] The efficiency of the dijet mass cut, along with the two previously
discussed cuts, is 21% for the backgrounds and about 40% for the signals, again varying

as a function of the assumed Higgs mass.

4.2 Trigger Paths

The events used in the analysis come from different trigger paths of which three trigger
on high pr electrons and muons and a forth triggers on jets and missing transverse
energy. The phi gap trigger has been described in Section

e Central Electron Trigger: The CEM events come from the central electron trig-

ger;

at L1, those events are required to have a calorimetry tower with a transverse
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Figure 24: The cut on the dijet mass at 65 GeV and 95 GeV (illustrated above) improves

the modeling for several variables, e.g. My w (second row), and cuts away
a large part of the background while preserving the important part of the
signal. The cut also removes poorly modeled dijet mass regions.

energy in excess of 8 GeV and FEpaq/Fem < 0.125, i.e. the ratio between hadronic
energy and electromagnetic energy must be smaller than 0.125. At L2, a cluster
is formed of several calorimeter towers, which is required to have Ep >18 GeV. A
shower profile is imposed at level 3. The energy threshold for electrons is raised to
20 GeV, which has only a small effect on the order of a few percent on the turn-on,
which is small enough not to affect the analysis.

Central muon trigger: The CMUP events come from the central muon trigger.
At level one, these events are required to have stubs in both the CMU and the CMP
detectors, corresponding to a muon with pr>6 GeV and a matching track with
pr>4 GeV. The calorimeter cluster at level two must correspond to a minimum
ionizing particle, the pr track threshold is 15 GeV and at level three, requirements
are placed on the distance between a stub and the corresponding track extrapolated

to the muon detectors.

Central Muon Extension Trigger: Events that contain muons in the pseudo-
rapidity range 0.6<|n|<1.0 can be collected by the CMX trigger. The requirements
are in general very similar to those used for the CMUP, however there is no sec-
ond line of drift tubes which effectively means that there is a higher probability
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Figure 25: n — ¢ space coverage by the different subdetector systems

of jets faking muons. The CMX is prescaled, i.e. a given fraction of events is
automatically rejected, so that the DAQ system can handle the data flow.

Er + jets trigger: When one considers the coverage of 1 — ¢ space obtained by
using the CMUP and CMX triggers, one finds large gaps which can be filled by
using an additional trigger which relies on two jets and large Er (referred to as
FEr-+jets trigger). An illustration of the coverage of 1 — ¢ space by the different
triggers is given in Fig. 25] The muon events are selected from this trigger offline.
There are several requirements for events; at level one, events are required to
have Br>15 GeV, where the 7 is calculated based on calorimeter towers with
Er>10 GeV and two or more jets. At level three, the Ep requirement is raised to
35 GeV. In recent data periods the trigger rates grew too large for data acquisition
so that a new requirement that one jet needs to be central was imposed to reduce
the rate. In order for the trigger to be fully efficient at level 2, the following offline
requirements need to be fulfilled:

— The event must contain two jets, each having Ep>25 GeV, and one jet being
central

— The n — ¢ space distance between the two,

R:=\/(¢1— ¢2)2 + (m — 12)?

must be larger than 1.0
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4.3 Offline Event Selection

Events are required to contain one high quality electron or muon; the electron and muon
identification is outlined in CDF note 10124 [17], the CMP category has been discussed
in Section [3.3] The cut on the transverse energy of the jets was adapted to improve
modeling; it is at 30 GeV for the leading jet and 20 GeV for the second jet.
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5 Monte Carlo Modeling

The present analysis employs a Matrix Element technique, as laid out in Section [6] which
uses kinematic parameters to compute the matrix elements. It thus relies on accurate
modeling of background and signal processes. In this chapter, the Monte Carlo samples
used in the modeling are listed in the first section, followed by a section on background
estimates. In a third section, the event yields are presented.The chapter closes with the
modeling validation.

5.1 Monte Carlo Samples

The H — WW events as well as all background processes, except the QCD multi-jet
background, are generated by using event generators. A list of the Monte Carlo samples
used is given in Table Alpgen samples with Pythia parton showering are used to
model the W+jets and Z+jets backgrounds whereas Pythia is used to model the WW
and W Z processes.

The QCD multijet background cannot be modeled using Monte Carlo, as explained in
Section M] and in more detail below in Section Therefore, the non-W background
is modeled using data [27].

5.2 Background Estimate

The estimation of background levels is similar to the procedure used for the pretag sam-
ple in the single top search (see for instance CDF note 9185 [26]).

Assuming that the data sample consists of the backgrounds mentioned previously in
Section [4.1], the Monte Carlo based processes are calculated by using measured or theo-
retical cross sections, the integrated luminosity of our dataset, and Monte Carlo derived
efficiencies () to calculate each normalization. For MC based processes (such as elec-
troweak, single top, and tt) the normalization is given by

In a second step, the non-W QCD fraction is evaluated. As previously mentioned in the
context of backgrounds (Chapter , the QCD background is the least understood and
most poorly predicted. A large uncertainty of 40% is thus assigned to the normalization
of this process. In order to estimate the fraction of our sample stemming from QCD
processes, we make a fit to the £ spectrum. The non-W QCD fraction is then simply
applied to the amount of data in our signal region to obtain the normalization.

Nocp = fgep - N (2)

So far only not all contributions have been taken into consideration, there is still a
remainder stemming from processes that are neither electroweak, QCD nor top. One
thus subtracts the MC-based processes and the non-W QCD from the data to obtain
the remainder which is then considered the W+jets contribution.

NW—&-jets:N'<1_fQCD)_Newk_Ntop (3)
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5.2.1 MC Based Background Estimate

There are numerous contributions from electroweak processes, namely WW, WZ, ZZ,
Z+jets, tt and single top events. The indicated estimates are based on the theoretical
or measured (Z-+jets) cross sections shown in Table [5| the integrated luminosity of our
dataset, trigger efficiency, and an overall selection efficiency derived from Monte Carlo
simulation of each process. The estimates for our sample are given by

Npﬁ%X = Opp—X * Eevent * /dt L (4)

where opp_, x 1s the theoretical or measured cross section, f dt - L is the total integrated
luminosity used in this analysis, and eeypent 18 the selection efficiency which is derived
based on Monte Carlo.

5.2.2 Non-W Background Estimate

Because of their high inclusive cross section, non-W events can arise in spite of the low
combined probability of a simultaneous mismeasurement leading to a large Fr and a
jet “faking” an electron or muon. The exact cross section is unknown since these events
rarely pass event selection criteria so that one would thus have to generate large QCD
samples to obtain a sufficiently large number of events. An additional obstacle is the
fact that the mismeasurements are often caused by instrumental effects which would
make it once again harder in detector simulations. We therefore use data for modeling
the non-W background.

The non-W fraction is estimated by fitting the F7 spectrum in data to a sum of back-
ground Fr shapes. The fit of the F7 distributions is carried out for CEM, CMUP,
CMX, LOOSE A, LOOSE B, and CMP categories; the fit includes the region below the
analysis £7 cut, which is enriched in QCD events.

The fit has one fixed component (from the MC-based processes) and two templates
whose normalizations can float. The two floating templates are a Monte Carlo W+jets
template and a non-W template, which is different depending on the lepton category.
Three different types of samples are used:

e Anti-electrons: The first type comes from the central electron trigger; these events
must fulfill the same kinematic requirements as tight electrons, but must fail at
least two of the five cuts related to shower shapes.

e Jet electrons: These events pass a 20 GeV jet trigger, with one jet resembling
an electron with transverse energy Er >20 GeV and they must have deposited
80-90% of their energy in the electromagnetic calorimeter. Furthermore, the jet
also needs to have at least four tracks, thereby removing events that may have a
real electron.

e Non-isolated muons: The third type of events comes from the central muon trigger
and contain a muon; these events pass all identification requirements, but fail the
isolation requirement.
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The anti-electron sample is used to model the shape of the non-W contribution in the
CEM, CMUP, CMX, CMP, and the extended muon categories. Furthermore, the non-iso
sample is used for the extended categories (but not the CMP).

The fits are shown in Figure 26} they are generally good. The arrow indicates the
Pr cut applied in the analysis, and the focop value gives the percentage of QCD ex-
pected after applying the Er cut. The templates are fitted to the Ep distribution of

data events using a binned likelihood fitter before the 7 cut has been imposed.

CEM JET2: fQCD=5.1%

et + W AniEle 5.11% _+_ [ AntiEle 5.11%
AN [ Wejet 84.74% sl + [0 W+jet 84.74%
i [ WW7.88% [ WW 7.88%
1000 . WZ 0.86% . WZ 0.86%
. 2Z0.01% B 22 0.01%

500

—»— CDF Data

[ ToplJ 0.21%
[ TopDil 0.12%
B STopT 0.24%
[ STopS 0.15%
I Z+iets 1.14%
1 HWW150 0.10%

100
Missing Transverse Energy [GeV]

CMX JET2: fQCD=2.2%

400 B Antile 5.1% B AntiEle 5.11%
» [0 W+jet 84.74% [ W+jet 84.74%
H [ WW 7.88% 40 [ WW 7.88%
. WZ 0.86% N WZ 0.86%
H . 2Z0.01% s 22 0.01%
300 N ToplJ 0.21% N TopLJ 0.21%

200

100

—»— CDF Data

[ TopDil 0.12%
W STopT 0.24%
[ STops 0.15%
[ Z+jets 1.14%
1 HWW150 0.10%

50 100
Missing Transverse Energy [GeV]

LOOSEB JET2: fQCD=1.2%

80 [ j —+— CDF Data j —+ CDF Data
[ AntiEle 5.11% [ AntiEle 5.11%
[ Wejet 84.74% [ Weijet 84.74%
[ WW 7.88% [0 Ww7.88%
W WZ 0.86% 150 [ W WZ 0.86%
. 27001% . 27 001%

60 F | il [ ToplJ 0.21% [ TopLJ 0.21%
[ TopDil 0.12% [ TopDil 0.12%
B STopT 0.24% I STopT 0.24%
[ STops 0.15% [ STopS 0.15%
[ Z+jets 1.14% [ Z+jets 1.14%
[ HWW150 0.10% 100 [ HWW1500.10%
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Once the QCD fraction fgcp is calculated the number of QCD multi-jet events is
simply:
Nocp = fgep - N (5)

where N is the total number of events.

5.2.3 Signal Estimate

The signal samples were generated for 150 < mpg < 200 GeV in 10 GeV increments using
PYTHIA. The expected number of signal events is estimated at each Higgs boson mass
point,

Ngg—>H—>WW = O0gg—H * BR (H — WW) + Eevent * /dt L (6)

where 044, x and BR (H — WW) for each Higgs mass are given in Table 4] and the
other terms were explained in Section

me o(g9 — H) | BR(H - WW)
150 GeV 0.548 0.682
160 GeV 0.439 0.901
170 GeV 0.349 0.965
180 GeV 0.283 0.935
190 GeV 0.231 0.776
200 GeV 0.192 0.735

Table 4: Production cross section and branching ratios at the investigated Higgs mass
points
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Process Monte Sample (LL) Sample Cross section
Carlo (HL)

HWW Pythia ehhtlk  (150), 0.548 £+ 0.027 pb (150 GeV),
ehhtlm (160), 0.439 £+ 0.022 pb (160 GeV),
ehhtlo (170), 0.349 + 0.017 pb (170 GeV),
ehhtlq (180), 0.283 £+ 0.014 pb (180 GeV),
ehhtls  (190), 0.231 £+ 0.012 pb (190 GeV),
ehhtlu (200) 0.192 + 0.010 pb (200 GeV)

(W — ev)+jets | Alpgen  + | ptopw0, wtophb,

Pythia ptopwl, wtopho, From data fit
ptop2w, wtoph?7,
ptop3w, wtoph8,
ptopdw wtoph9

(W — pv)+jets | Alpgen  + | ptopwb, wtophf,

Pythia ptopwb6, wtophg,
ptopTw, wtophh,
ptop8w, wtophi,
ptop9w wtophj

(W — 7v)+jets | Alpgen  + | utopw0, wtophp,

Pythia utoplw, wtophq,
utop2w, wtophr,
utopdw, wtophs,
utopdw wtopht

(Z — ee)+jets | Alpgen  + | ztopp0,

Pythia ztoppl, 787 £ 85 pb
ztop2p,
ztop3p, ztopdp

(Z — pp)-+jets | Alpgen  + | ztoppb,

Pythia ztoppb,
ztop7p,
ztop8p, ztopIp

(Z — 771)+jets | Alpgen  + | ztopt3, ztopt4,

Pythia ztopt2

Non-W Data Anti-electron, From P fit
jet-electron,
non-iso muons

tt Pythia, ttop75, 6.7 £ 0.8 pb
ttop75_ 1fb

Single top Madevent + | stop00, 2.864 pb

Pythia stopm0,
stop20, stop2m

Ww Pythia ihhtla 11.66 + 0.7 pb

wWZzZ Pythia jhhtla 3.46 + 0.3 pb

Z7 Pythia khhtla 1.51 + 0.2 pb

Table 5: Monte Carlo samples used.
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5.3 Event Yields

Table [6] gives an overview of the expected event yields for all processes and the observed
number of events. The lepton categories are divided into four columns in the table; when
calculating the limits, the lepton categories in the first three columns are treated as one
category, whereas LOOSE A and B (in Table[6| the last column) are treated as a second,
separate category. The observed and predicted yields match well since the prediction is

derived from a fit to the data.

CEM CMUP-+CMX CMP LOOSE

HWW150 7.02 £ 0.55 6.6 £0.4 0.62+£0.1 0.36 £+ 0.05
HWW160 | 13.85£1.08 12.21 £0.8 1.14 £0.19 | 0.36 £0.05
HWW170 | 13.45£1.05 11.46 £0.7 1.09£0.18 | 0.46 +0.06
HWW180 10.4 £ 0.81 9.06 £ 0.6 0.87+0.14 | 0.95£0.12
HWW190 6.99 £ 0.55 6.06£04 0.59£0.1 1.24 £0.16
HWW200 5.68 £ 0.44 4.924+0.3 0.484+0.08 | 1.42+0.18
Non-W 341.2 + 147.7 137.6 £66.4 38.5£21.2 | 10.6£24.1
Diboson 581.8 +44.9 508 + 31.6 485+ 7.2 | 1147+ 13.1
top 472+ 3.4 39.5+£2.2 41+04 15.5+1.2
Z+jets 75.1+9.3 239.6 £22.9 32.9+6.2 53.6£7.9
W 59576.3 £147.7 | 4915+66.4 | 331.3+£21.2 | 731+24.1
Data 6679 9890 460 930

Table 6: Expected and observed number of events

5.4 Modeling Validation

Once the background level prediction has been obtained, the next step consists of check-
ing various kinematic distributions for the agreement between Monte Carlo and the
data. Several distributions were checked and are given in Figures[27/to[38] The relative
contributions are taken from Table [) but the sum of the Monte Carlo contribution is
normalized to the data; the plots are thus shape comparisons only.

The eight plots show the distributions in the different categories, and the sum over
them. The PHX category is included in the plots to illustrate the reasoning for its ex-
clusion; it is not included in the sum drawn on the last canvas of each plot. The plotted
variables are rather basic kinematic variables that enter the matrix element calculation;
they include the energy (Fig. 27 and Fig. and n (Fig. [28| and Fig. of the jets,
as well as the lepton’s momentum (Fig. and 7 (Fig. ; furthermore, plots are in-
cluded for the missing transverse energy (Fig. as well as the transverse mass of the
W (Fig. , even though they do not enter the matrix element calculations. Those
plots validate our understanding of the non-W modeling. In the last plots, we check
the kinematics of the dijet system in order to validate the modeling of the correlation
between two jets. The angle between the two jets, A¢p = |¢;, — ¢;,| (Fig. as well
as the ) — ¢-space distance AR = \/(n;, — 1j,)2 + (¢j, — ¢j»)? (Fig., the dijet mass
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mj; = /(Ej, + Ej,)? — (b}, +pj,)? (Fig.[38) and the transverse momentum of the dijet
system (Fig. are analyzed.

In general, the modeling is in very good agreement with the data. The non-W modeling
seems adequate, as the corresponding kinematic variables, such as the transverse mo-
mentum and the transverse energy as well as the transverse mass of the leptonic W, seem
to be well modeled. At the same time, not all variables are optimally modeled. While
the leading jet’s transverse energy is well modeled (Fig. , the second jet’s transverse
energy is not (Fig.[29). The n of both jets is well modeled (Fig. 2§ and Fig. B0)), though
again for the first jet the agreement is better. There is some mismodeling as well in the
dijet system, which manifests itself for instance in the  — ¢-space distance between the

two jets .
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Figure 29: FEr of the lower-Er jet
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Figure 30: n of the lower-Er jet
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Figure 38: Invariant mass of the dijet system.
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Figure 39: Definition of variables for a process with two particles in the initial state and
an n particle final state

6 Matrix Element Method

The matrix element method is based on the evaluation of event probability densities
for signal and background processes which are obtained through the Standard Model
differential cross section calculation. In a second step, a discriminant is defined which
has a different shape for signal and background processes. The discriminant and shapes
vary depending on the considered Higgs mass.

The different steps are explained in this chapter, starting out with the event probabilities
and followed by the transfer function which links observable variables one measures and
the production variables. In the next section, the Event Probability Density, which is
constructed from the different event probabilities, is presented, followed in turn by an
overview of the signal and background processes for which matrix elements are calcu-
lated. The next section takes a closer look at the effectiveness of the EPD. The final
step of the analysis is then the calculation of the limits which is explained in the last
section of this chapter.

6.1 Event Probabilities

The cross section for a process with two particles in the initial state (with momenta
¢1 and ¢ and masses m1 and my) and n particles in the final state (with momenta
Pi1,- -+ ,Pp and masses my,--- ,my) as illustrated in Fig. |39|is

(2m) M ?
do = d®,(q1 + q2;p1, -, Pn) (7)
4\/(Q1 “q2)? — m%m%

where M is the Lorentz invariant matrix element for the interaction and d®, is an
element of n-body phase space given by

n

d®n(q1 + g2;p1, -, Pn) :54(Q1+Q2—2Pi)HWp2E_ (8)
i=1 i=1 v

where F; and p; are the energies and momenta of the particles in the final state. By
normalizing the differential cross-section to the total cross-section,

do
Pevent ~ 7 (9)
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one can define a probability density for the corresponding process. If all four momenta
of the particles in the initial and final state were known, one could use equation @ to
find the event probability. However, several effects need to be considered:

1. The initial state interaction is initiated by partons inside the protons and antipro-
tomns.

2. The final state parton measurements are affected by the experimental resolution
which is non-zero and should not be ignored

3. Furthermore, the neutrinos in the final state are not identified directly

The first complication is remedied by folding the differential cross section over the par-
ton distribution functions, which give the probability density of finding a certain parton
with a given longitudinal momentum fraction 2 at momentum transfer Q? of the colli-
sion. The parton distribution functions (PDFs) are evaluated according to the CTEQ6.1
parametrization [13]. In order to account for the last two complications, one can inte-
grate over the particle momenta that are either unmeasured (e.g. p, of the neutrino)
or not measured well (e.g. due to resolution effects). The integration is carried out as
one would like to sum over all possible particle variables y leading to the observed set
of variables z measured by the detector. The mapping between the possible particle
variables and the measured variables is established with the transfer function W(y, x).

When incorporating these adaptations, one obtains

Prvent(@) = [ doy)dandaof (1) (12)W (3 2) (10)

where do(y) is the differential cross section in terms of the particle variables y and f(y;)
are the PDFs. Furthermore, one neglects masses and transverse momenta of the initial
state partons so that

\/(ql q2)? —mZmz ~2F, E, for ¢} ~0,¢i7~0

When taking all the previously mentioned modifications into account, the event proba-
bility becomes

f(y1) fy2)
|Eq| [Eg,|

Pavent@) = [ 2P W (y, 2)d®sdEq dE, (1)
In the analysis, the event probability densities were calculated for the H — WW signal
as well as for the s-channel and t-channel single top, tt, Wbb, Wce, Wej, mistags (Wgg)
and diboson background processes. The matrix element (|]M|?) for the event proba-
bility density is calculated at leading order by using the HELAS (HELicity Amplitude
Subroutines for Feynman Diagram Evaluations) package; the subroutines are generated
by the MadGraph program. Different subroutines are employed for calculating event
probabilities for the H — WW signal and WW, W Z, single top, Wgg, Wgj, Wee,
Wej, Whb and tt background hypotheses. The transfer function is normalized such that
J W (y,z)dz = 1 which expresses the assumption that a set of partonic variables y will
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always turn into a set of detector variables x. Consequently, integrating over all x will
lead to unity,

> / Pevens @)z = / do (y)dedqrdanf (1) f (y2)W (3, 2) = 1

6.2 Transfer Function

The link between the observable variables x one measures and the production variables
y is established by the transfer function (or “detector response”), which provides the
probability of measuring a set of observables z corresponding to the set of production
variables y. One distinguishes different cases: In the case of well-measured objects, the
transfer function can be taken as a d function so that the measured momenta are assumed
to be the final state momenta. In the other extreme case of unmeasured quantities, the
transfer function is taken as unity as is the case for neutrinos (but not their transverse
momentum as it can be inferred from energy and momentum conservation). When the
detector resolution cannot be ignored, the transfer function is taken as a Gaussian-type
function.

6.3 Event Probability Discriminant

The background processes dominate by orders of magnitude, requiring a discriminant.
The probabilities for all processes are thus combined to form one discriminant to specify
each event; this discriminant has a different shape for background-like events than for
signal-like events. The event probability is used to form an event probability discriminant
(EPD), which is a distribution that separates signal from background and which can be
fit to the data. The choice of the combination of the event probabilities to give the EPD
is arbitrary to a certain degree, but the most intuitive discriminant is the ratio of signal
over signal + background probability,

Py

EPD = ——— .
P5+Pbg

which is closer to zero for more background-like events and closer to unity for signal-like
events. The probability Ps is the probability of the signal process and P, is the sum of
all background processes. The previously introduced P; are not true probabilities as they
are not normalized; the normalization is done by calculating them for each event in large
Monte Carlo samples, finding the maximal P; over all MC events and then normalizing
the original P; to it. In the present analysis, the background event probability is given
by
Pyy = Pww + Pwz + Psingle top + Pwgg + Pwgj + Pwee + Pwes + Pwe;j

so that

Paww

EPD =
PHWW+(PWW+PWZ+Psingletop+Png+Png+Pch+PWbb+PWCj)

One obtains characteristic shapes for background and signal processes as illustrated
in Fig. In order to make the signal shape more different from the background
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shapes, one introduces coefficients for the event probabilities in the definition of the
event probability discriminant:

csPs

EPD = —————
CsPs+Pbg

where

Pbg = CWWPWW +CWZPWZ + Csingle topPsingle top +
CngPng +CquPqu + eweePwee + cwon Py + chjPWcj

The coefficients ¢; change the relative weight of the different contributions and with it
the shape of the EPD; the coefficients have been optimized in this analysis to yield the
best figure of merit with the cuts described in Chapter ] The optimization is carried
out using Monte Carlo models only, no data, and the expected yields of the signal and
backgrounds processes.

6.4 Signal and Background Processes

Matrix Element probabilities are evaluated for the signal process (at all masses) and
a selection of background processes listed on the following pages. The leading order
diagrams used in the matrix element calculation are provided by MADGRAPH [20].
The W-jets contributions are split up into different contributions: W+ two gluons
(Wgg), W + one gluon and one quark (Wgq), W-+two b quarks (WWbb), and W+one
c-quark and one gluon (Weg). Some of the corresponding diagrams are given in Fig.
for Wgg and Fig. [A2]for Wgj.
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Figure 41: Examples of W gg production diagrams
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Figure 42: Examples of Wgq production diagrams
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Figure 43: Distribution of the dijet mass M;; in four EPD bins. As the EPD approaches
unity, the peak near the W mass becomes more clearly visible.

Additional matrix elements include those for single top (s-channel and two t-channels).
For tt, Z+jets, and QCD multi-jet backgrounds, additional assumptions are necessary
and no matrix element calculation is carried out.

6.5 Effectiveness of the Event Probability Discriminant

The effectiveness of the EPD can be seen when plotting the invariant dijet mass, which
should peak at around the W mass for signal-like events. For this test, the dijet mass
cut (described in Section was lifted. The corresponding stack plots for the four
EPD regions (EPD<0.25, 0.25<EPD<0.5, 0.5<EPD<0.75 and 0.75<EPD) are given
in Fig. @3] While the top left plot in Fig. 3| contains the full range, the other three
plots increasingly clearly show a peak in the W mass range. Furthermore, the signal to
background ratio increases as the EPD reaches unity. In the case of my =160 GeV, the
signal to background ratio is on the order of 1:1000 over the full EPD range whereas it is
about 1:60 in the highest EPD region defined as 0.975 <EPD<I1 region (corresponding
to the highest EPD bin in the templates).

63



6.6 The Likelihood Fit

The limits are calculated by fitting the shape of the Event Probability Discriminant
(EPD) in the data to the sum of background and signal shapes. The details of the
fitting procedure are explained in this subsection.

6.6.1 Fitting Procedure

In this analysis, a Bayesian approach to a maximum likelihood fit is chosen. Given a
set of observables x based on which we determine a quantity y, the posterior probability
density function p(y|x) can be determined using Bayes’ theorem:

_ L(zly)m(y)
p(ylz) = Ty () (12)

where L is the likelihood function and 7(y) is the prior probability distribution function
for y. [28]. The fitted limit corresponds to the value at which the probability density

function is maximal. The one ¢ bands are determined by finding the smallest interval
around this value that covers 68% of the total area of the probability density function.

The MCLIMIT package, which relies on Markov chains, is used for the limit calculation.
[29][30].

6.6.1.1 Treatment of Systematic Uncertainties

Systematic normalization and shape uncertainties are incorporated into the likelihood
as nuisance parameters, conforming with a fully Bayesian treatment [25]. The uncer-
tainties are marginalized or integrated over to derive a likelihood that is only a function
of the parameters of interest. In the present analysis, we want to establish a limit on
the H production cross section times the branching ratio of the Higgs boson to decay
to two W in units of the SM, so we parametrize 8 = 0/ /og);. Bayesian measurements
require a prior which represents the experimenter’s belief in the distribution of values of
the outcome before examining the result. In this analysis, a flat prior is used for all non-
negative values of 5. Gaussian priors, which are normalized by their estimated standard
deviations to obtain standard normal distributions, are used for all nuisance parameters.

When integrating over the prior p.d.f. of a nuisance parameter, some region may con-
tribute more to the likelihood than others and if some regions of the p.d.f. lead to
very low likelihoods, they can effectively be excluded. In such a case, the likelihood
fit is constraining the value of a nuisance parameter, and by examining the posterior
p-d.f. of that nuisance parameter one can conclude the regions strongly favored by the fit.

If there are many nuisance parameters, integrating over all of their prior p.d.f. is a
standard approach, but can run into difficulty when a nuisance parameter is strongly
constrained and many integration points fall outside of the region relevant to the fit.
Since that is a concern in our fit, we use a Markov Chain Monte Carlo integration, which
more efficiently finds the regions of nuisance parameter space contributing most to the
likelihood [31]
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6.6.1.2 The Likelihood Function

The definition of the likelihood function starts from the standard likelihood for a Poison
distributed variable. In a simple counting experiment without systematic uncertainties,
and with only one signal process and one background process, the likelihood is simply
given by

L(B) = e (13)
where p is the number of expected events given 8 (with N, background events and N
signal events, u = BNg + Np), N is the number of signal events expected from the
Standard Model prediction, N is the number of background events, n is the number of
observed data events, and  is the fraction of the standard Model expectation as defined
above. When we consider a histogram instead of a simple counting experiment, we can
generalize as we are dealing with a combination of many statistically independent
counting experiments, so we obtain

L) = [] e (14)

ng!
k=1 'k

with pp = BN + Np i, and k being the index of each bin. We can adapt the notation
to reflect the change from one background process to a number of background processes,
SO we write

ny
pr = BNsp + Z Njk (15)
j=1
with j running over background processes only. The first term thus represents the signal
and the second term is the sum over all background processes, with n; being the number
of background processes. If there are several channels, the bin index k can be defined
to include the bins of all histograms.

So far, systematic uncertainties have not been considered. The simplest case to in-
corporate systematic uncertainties involves uncertainties on the background estimate
that are symmetrical; they are treated as nuisance parameters, i.e. numbers whose val-
ues affect the result but are not themselves of interest to the analysis. Each systematic
uncertainty ¢ (up to the total number of systematic uncertainties ngy,) is assigned a
nuisance parameter §;. The +10 change in the normalization of the process j due to
systematic uncertainty 7 is given by ¢;;. Each nuisance parameter is assigned a prior
which reflects the degree of belief of different possible values and is then marginalized,
or integrated, to calculate the reduced likelihood as a function only of the parameter of
interest:

o0 Nsys 1 52 Nbin '[,Lnk
£9) = [ [ do—mean(-5) [T e (16)
—o0 ;g V2 2 !

ne.
k=1 K

and
np

e = BNeg + > NjxS; (17)
j=1
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where S; is a systematic factor given by

Nsys

S; = H(l + 0i€if) (18)
i=1

7

The systematic factor described above takes into account the change in the normalization
or rate of a given process due to a systematic uncertainty. In addition, the contribution
of the systematics may vary with the histogram bin (i.e. the systematic uncertainty
may affect the shape of the histogram). To take this into account, we define xj;;, as the
change in the value of bin k in process j due to uncertainty ¢. The systematic factor is
then bin-dependent, meaning

ny
pk = BNs kS + > NjnSjk (19)
j=1
and
Nsys
Sie =[]+ i) (X + irsjar)- (20)
i=1

The shifts caused by systematic effect can be asymmetrical about the mean of a certain
parameter. In that case, the single Gaussian prior p.d.f. for the nuisance parameter is
replaced by two Gaussians connected by a Heaviside step function at zero. The resulting
distribution is discontinuous, yet its effect on the output is continuous since the effect
of the systematic vanishes at zero. This prior gives equal probability to positive and
negative values of the uncertainty. We can thus split up €;; (and njik) into €j;4 and €j;—
(Kjik+ and Kjip—), so that the systematic factor becomes

Nsys

Sik = [T+ 16il(ejis H(8:) + i H(=0:)) (1 + |6l (jiny H (62) + i H(6:)))- (21)
=1

The §; correlate shape and normalization uncertainties due to the same source.

The full likelihood is thus given by equation where py is defined in equation

P

and the systematic factor is defined in equation [21}
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7 Systematic Uncertainties

Systematic uncertainties can bias the outcome of the analysis, since the matrix element
method relies on the description of data by MC modeling. Their impact manifests itself
in various ways, as they can change the event yield (normalization or rate) as well as
the shape of the discriminant distribution for signal and background; they thus need
to be incorporated into the analysis. Several systematic uncertainties from different
sources are included: (1) background normalizationﬂ (2) signal normalization, (3) jet
energy scale, (4) parton distribution functions, (5) initial state and final state radiation
(ISR/FSR), (6) factorization and renormalization scale (Q?) in Alpgen, and (7) event
selection efficiency and luminosity. These uncertainties are explained further in the
ensuing sections, an overview is presented in Table

Process Source Rate —10 | Rate +10 | Shape?
HWW Normalization -10% 10% no
WWWZ,ZZ Normalization -10% 10% no
W +jets Normalization -20% 20% no
Z-+jets Normalization -15% 15% no
tt and single top | Normalization -12% 12% no
non-W Normalization -40% 40% no
HWW JES % 5% ves
HWwW PDF -2% 2% no
HWW IFSR -6% 6% no
W +jets Q? 0% 0% yes
All MC Event selection efficiency -2% 2% no
All MC Luminosity -6% 6% no

Table 7: Summary of systematic uncertainties. All MC refers to all processes except
non-W and W+jets, whose normalizations are determined by fit to the data.

7.1 Background Normalization

The first uncertainties considered are the uncertainties on the background normalization,
which are taken from the estimates previously described in Section [5] The background
normalization uncertainties reflect the uncertainty on the cross sections in the case of
Z+jets, tt, and single top backgrounds. An overview is given in Table[7l In the fit, the
normalization of the single top and ¢t backgrounds are correlated.

Furthermore, a conservative 40% uncertainty is applied to the non-W background nor-
malization and a 20% uncertainty is assigned to the W+jets normalization, which is
much higher than either the measured or theoretical uncertainty of the cross section.
However, when carrying out the likelihood fit, the W+jets normalization is constrained

“The background normalization uncertainties are considered part of the statistical uncertainty but are
described in detail at this point nonetheless
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to better than 2%; the 20% uncertainty is thus not a real constraint (the W-jets nor-
malization is a free parameter in the fit).

7.2 Signal Normalization

An uncertainty of 10% is used for the signal normalization.

7.3 Jet Energy Scale

In order to evaluate the impact of the uncertainty on the jet energy scale, the analysis
is rerun with the energy scale being scaled by +1o. The effect of the uncertainty is
investigated for the signal templates only, as previous analyses have shown the impact
on the background templates to be minimal. [I7].

The signal acceptance changes by +5%/-7% (for mpy=160 GeV) as a result of the jet
energy uncertainty. The change in signal acceptance depends on the assumed Higgs
mass, but we use the largest number for all Higgs masses. Both the matrix elements
and the EPD are re-calculated and shape uncertainties are assigned both for the signal
process and the W+-jets background. Examples of the change in the templates are given
in Fig. [44] where the top plots illustrate the central shape and the bottom plots show
the ratio of the up-corrected template to the central one (green), and the ratio of the
down-corrected template to the central one (blue). The plotted shapes are the sum over
all considered lepton categories. The shape uncertainties are smoothed internally over
5 bins in the likelihood fit.
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(a) Change in the EPD templates for my=160 GeV (b) Change in the EPD templates for my=180 GeV

Figure 44: Changes in the EPD templates associated with the JES uncertainty for Higgs
masses of (a) my =160 GeV and (b) my =180 GeV, along with ratios of up-
corrected to central template (green) and down-corrected to central template
(blue). The uncertainty on the jet energy scale has a large effect on the shape
of the templates.
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7.4 PDF

A 2% uncertainty is applied to the signal, based on CDF note 9923 [2I]. The PDF
uncertainty for the signal has not been explicitly calculated.

7.5 Initial State Radiation / Final State Radiation

A 6% acceptance uncertainty is applied, based on the change due to initial state radia-
tion/final state radiation. The uncertainty for the signal was not explicitly evaluated.

7.6 Factorization and Renormalization Scale

Another systematic uncertainty that needs to be included is the so-called Q? uncertainty
which is related to the renormalization scale. The ALPGEN event generator, which
is used for W-jets events, uses the renormalization and factorization scale to solve
divergences arising due to gluon splitting and is thus susceptible to the renormalization
scale, since it carries out leading order matrix element calculations. The default choice
is Q* = m?, + > m?%, where my represents the mass of the W boson and Y mr is the
sum over the transverse masses of the final state partons. However, since these values
are not known (and not physically accessible), one assigns an uncertainty. In order to
extract the impact of the uncertainty, the W+jets samples are thus generated once with
the default scale doubled and once halved. The change does not only affect the shape
of the EPD (as illustrated in Fig. but also the shape of several distributions, some
of which are shown in Figure The change in the EPD shape is considered a two o
uncertainty and it is not truncated.

— Central
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©
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(a) Change in templates for my=150 GeV (b) Change in templates for mpg=160 GeV

Figure 45: Change in the W jets EPD template associated with the Q2 uncertainty for
an assumed mass of my =150 GeV (a) and my=160 GeV (b)

7.7 Event Selection Efficiency and Luminosity

An uncertainty of 6% on the luminosity is applied to all processes whose normalization
is determined by theory and Monte Carlo (H — WW WW W Z,Z Z single top, tt, and
Z+jets). Furthermore, a 2% uncertainty is applied due to trigger and offline lepton
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Figure 46: Modeling of various variables with the Q2 scale decreased by a factor of %
(left column), the central choice of Q? (center) and the Q? scale increased by
a factor of two (right column). The top row shows the plots for the transverse
energy of the harder jet, the second row the transverse energy of the second
jet, the third the momentum of the dijet system, and the fourth row gives
the plots for the AR between the two jets.

identification efficiencies.

The effect of the several uncertainties (Q? uncertainty, jet energy scale uncertainty and
W +jets normalization uncertainty) is analyzed in the results, in Section .
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8 Results

The analysis is applied to a data sample corresponding to 5.7fb~! of CDF II data. We
compare the EPD output distribution for Higgs masses of 150, 160, 170, 180, 190 and
200 GeV of our candidate events with the sum of predicted H — WW signal and back-
ground distributions (as shown in Fig. 47| for the case of my =160 GeV).

In order to extract the most probable H — WW signal content in the data, we per-
form the maximum likelihood method described previously in Section We perform
marginalization with all systematic uncertainties included in the likelihood function.
The posterior p.d.f. is obtained using Bayes’ theorem:

B L*(data|pr)m(Baww)
p(Bildata) = J £ (datal By )7 Birww ) dBrww (22)

where L*(data|Bgww) is the reduced likelihood and 7(Bgww) is the prior p.d.f. for
Brww - In this analysis we use a flat prior (in the form of a Heaviside function for the
prior, i.e. 7(Bgww) = H(Bgww) with the Heaviside function H).

To set an upper limit on the H production cross-section, we integrate the posterior
probability to cover 95% [I8]. The expected and observed results are shown in Table
and in Figure [48|

The upper limits at 95% C.L. on the H production cross section times the branch-

ing ratio are between 7.7 and 62.1 times the Standard Model, while the expected limits
estimated in pseudo-experiments are between 12.5 and 41.0 times the Standard Model.
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Figure 47: Comparison of the EPD output for data and the Monte Carlo prediction for
H — WW (with myg =160 GeV) signal and background for the different
categories. Note that the scale is adapted for the LOOSE categories and for
CMP; PHX is shown for completeness only, it is not included in the analysis.
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Figure 48: 95% C.L. upper limits on the H cross section multiplied by the H — WW
branching ratio for Higgs boson masses of 150, 160, 170, 180, 190, and
200 GeV/c?. The plot shows the limit normalized to the predictions from
the Standard Model.
o/SM 150 GeV | 160 GeV | 170 GeV | 180 GeV | 190 GeV | 200 GeV
Expected 29.2 12.5 19.9 29.3 41.0 40.2
Observed 14.9 7.7 16.1 16.9 52.1 62.1

mass points.
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Table 8: Expected and observed upper limit cross section, in SM units, for all Higgs




8.1 Effect of Systematic Uncertainties
8.1.1 Upper Limits without Systematic Uncertainties

In order to evaluate the effect the systematic uncertainties previously described in Sec-
tion [7| have on the expected limits, the following uncertainties were added one by one:

e Uncertainty on the W+jets contribution normalization (“W +jets”)
e Uncertainty on the jet energy scale (“JES”)
e Uncertainty due to factorization /renormalization scale (“Q%”)

The other uncertainties listed in Table [7| remained included. The expected limits, with-
out those three uncertainties, are shown in Table [9

o/SM 150 GeV | 160 GeV | 170 GeV | 180 GeV | 190 GeV | 200 GeV
Expected 19.8 8.6 11.1 15.7 22.8 23.9

Table 9: Expected upper limits without uncertainties on W-jets normalization, jet en-
ergy scale or on the factorization /renormalization scale

8.1.2 Effect of Uncertainty on the W+jets Normalization

When including the uncertainty on the W+jets normalization (while still excluding the
uncertainty on the jet energy scale and the factorization/renormalization scale), one
obtains the expected limits given in Table On average, the expected limits increase
by 14% due to the uncertainty on the W-jets normalization.

o/SM 150 GeV | 160 GeV | 170 GeV | 180 GeV | 190 GeV | 200 GeV
Expected 22.5 9.3 12.8 18.7 27.2 25.6

Table 10: Expected upper limits including the uncertainty on the W-+jets normaliza-
tion, but neither the uncertainty on the jet energy scale nor on the factoriza-
tion/renormalization scale

8.1.3 Effect of Uncertainty on Jet Energy Scale

When not only the uncertainty on the Wjets normalization is included but also the un-
certainty on the jet energy scale (“JES”), one finds the expected limits shown in Table
A comparison of the expected limits listed in Table with those in Table reveals
that the uncertainty on the jet energy scale translates to an increase in the expected
limits by 13%. The combined effect of the uncertainty on the W-jets normalization
and the jet energy scale is on the order of 29%, averaged over all Higgs masses.
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o/SM 150 GeV | 160 GeV | 170 GeV | 180 GeV | 190 GeV | 200 GeV
Expected 24.2 10.2 14.4 21.6 30.8 314

Table 11: Expected upper limits only with uncertainty on W-+jets normalization and the
jet energy scale, but not the uncertainties on the factorization/renormalization
scale

8.1.4 Effect of Uncertainty on Factorization/Renormalization Scale

When including all systematic uncertainties, including the uncertainty on the factoriza-
tion/renormalization scale, we find the expected limits previously given in Table |8, One
can thus conclude that the Q? uncertainty has an impact on the order of 30% on the
limits (averaged over all Higgs masses). Since the effect is so large, the expected limits
for one-sided uncertainties were calculated (i.e. only varying Q? up and in a second
run only varying it down). Overall, the down variation increased the expected limits
more than the up variation, which is true only to a limited degree at higher masses
where the effect of the up variation also becomes sizeable. Furthermore, the ratio of
the up-corrected to the central shape and the ratio of the down-corrected to the central
shape were smoothed for the W+jets templates and the limits were calculated; there
was no significant difference. Additionally, fits were attempted to said ratios (linear and
polynomial) which did not seem to describe the ratio very well. The unfitted and un-
smoothed templates were used in the calculation of the limits (while using the internal
median smoothing algorithm in the MCLIMIT package).

8.1.5 Summary of Effects of Systematic Uncertainties

When we compare the different results side-by-side as in Table adding uncertainties
step-by-step (though it should be noted that the effect is dependent on the order in
which the uncertainties are added), one can see clearly that the largest effect stems
from the factorization/renormalization scale (about 30%), whereas both the uncertainty
on the jet energy scale and the uncertainty on the W+jets normalization have effects
between 13-14%.

o/SM 150 | 160 | 170 | 180 | 190 | 200
No systematic uncertainties | 19.8 | 8.6 | 11.1 | 15.7 | 22.8 | 23.9
“W+jets” only 2251 93 | 128 | 18.7 | 27.2 | 25.6
"W+jets” and "JES” 242 1102 | 144 | 21.6 | 30.8 | 314
"W +jets”, "JES” and Q? 29.2 | 12,51 19.9 | 29.3 | 41.0 | 40.2

Table 12: Summary of expected upper limit cross section, in SM units, for different Higgs
masses (indicated in GeV), with systematic uncertainties added step by step.
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8.2 Effect of the Addition of the Phi Gap Trigger

As previously mentioned in Section [3] the inclusion of the phi gap trigger added several
anticipated Higgs events; an average overall gain on the order of 2.6% compared to the
sum of all lepton categories was found (when compared only to the relevant data periods,
the average gain was 3.1%). To find out what improvement in sensitivity the addition of
the phi gap trigger corresponds to, the limits were calculated for all data periods with
and without the CMP category. While the improvement for my =170 GeV was almost
zero (0.1%), it was sizeable for most other mass points (up to 7.3% for my =190 GeV).
On average, the sensitivity was improved by 3.3%. The improvements in sensitivity for

all mass points are found in Table

o /SM 150 160 170 180 190 200
expected (incl. CMP) | 29.8 | 13.0 | 19.9 | 30.1 | 44.0 | 41.9
expected (excl. CMP) | 29.2 | 12.5 | 19.9 | 29.3 | 41.0 | 40.2
improvement 21% | 3.5% | 0.1% | 2.6% | 7.3% | 4.2%

Table 13: Expected upper limit cross section, in SM units for different Higgs masses
(indicated in GeV) with and without the additional CMP category; The im-
provement in sensitivity is also shown in the third row (calculated using four

significant digits)
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9 Conclusions and Outlook

In this Master thesis, a direct search for the Standard Model Higgs boson production is
presented. The final state of this channel, an identified electron or muon and two jets,
is given by the Higgs boson decaying to two W of which one decays hadronically and
one leptonically to either a muon or an electron (with the corresponding neutrino).

The H — WW channel is the most promising channel in the region of high mass
Higgs searches, i.e. my >135 GeV, at the Tevatron. Since this analysis does not rely on
both W decaying leptonically, the combined branching ratio is significantly larger, which
however also entails much more dominant backgrounds. If a Higgs boson is produced via
gluon fusion (g9 — H), the QCD background is overwhelming, hence the requirement
of a muon or electron from a W in the final state.

The data used in this analysis has been collected between February 2002 and January
2009 by the CDF II detector and corresponds to 5.7 fb~! of data as can be seen in
Fig. Five different triggers of central and forward leptons have been used. Adding
the phi gap trigger lead to an increase in expected Higgs events on the order of 2.6%
overall (for all data periods), or about 10% of the CMUP, translating to an improve-
ment of up to 7.3% in the sensitivity (depending on the Higgs mass) and on average 3.3%.

The selection of events has been done by requiring a high pr lepton, large missing
transverse energy (Er>20 GeV), and two energetic central jets in the final state.

Several other processes have similar or the same signature as the signal process and
thus also need to be considered. Background contributions come from electroweak pro-
cesses, tt, single top production, W+jets, and non-W processes. These processes have
been estimated using a combination of Monte Carlo calculations and independent mea-
surements in control data samples.

Since the number of signal events after the event selection is much smaller than the
uncertainty in the background prediction, a matrix element technique has been used, in
which event probability densities for the signal and background processes are calculated.
In the event probability calculation, several aspects need to be taken into consideration,
such as that the interactions are initiated by partons, the low cross section of the neu-
trino, and the energy resolution of the detector. A mapping, called the transfer function,
between the parton energy (FE,) and the jet energy (E;) is used. Once the event proba-
bilities for all events in the analysis have been calculated, they are combined to create
a powerful discriminator called the Event Probability Discriminant (EPD).

Unfortunately, no evidence for a Higgs boson signal has been observed in an integrated
luminosity of 5.7 fb~! of CDF Run II data. 95% confidence upper limits on the Higgs
production cross section are set. To extract the most probable Higgs content in the data,
the signal and background EPD distributions have been fitted to the CDF data using
a binned likelihood function. The upper limits on the Higgs production cross section
times the branching ratio in units of the Standard Model prediction, of the Higgs boson

77



e 68% of Pseudo-Experiments
95% of Pseudo-Experiments
=——a— CDF Expected
—_—
—_—

CDF Observed
NLO SM Prediction

—_
<
I

95% C.L. Limits on o(pp— H)XBR(H— WW)/SM

-
o

—
T

150 160 170 180 190 200
Higgs Boson Mass [GeV/cZJ

Figure 49: 95% C.L. upper limits on the H cross section multiplied by the H — WW
branching ratio for Higgs boson masses of 150, 160, 170, 180, 190, and
200 GeV/c?. The plot shows the limit normalized to the predictions from
the Standard Model.

to decay to two W bosons are given by o(pp — H) x BR(H — WW)/SM <7.7 to 62.1
for Higgs boson masses between 150 and 200 GeV. The expected sensitivity estimated
in pseudo-experiments is 12.5 to 41.0 at 95% confidence level. This result is summarized
in Tab. [§]and in Fig. 49|

The steps undertaken to include the phi gap trigger are documented separately so that

in the future, additional triggers (such as the n gap trigger) may be added in a similar
fashion as the phi gap trigger to further improve sensitivity.
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A Higgs Field and Gauge Boson & Fermion Masses

Local symmetry implies the existence of massless vector particles, in stark contrast with
experimental finding which have shown that the vector particles are in fact very heavy.
The symmetries can however not be arbitrarily broken (as this would lead to the loss of
renormalizability of the theory), e.g. simply introducing a mass-term is not allowed. Tt is
important to note that, as shown by 't Hooft (1971b) gauge theories are renormalizable
even in the presence of spontaneous symmetry breaking.

The Higgs boson is a Goldstone boson arising from the spontaneous breaking{ﬂ of the
electroweak symmetry.

In the case of Abelian U(1) gauge theory, one starts by considering a complex scalar
field ¢ = %(% +i¢2) (with the real fields ¢1 and ¢9) with a local U(1) transformation

b — (25/ _ ¢€ieo¢(m)

Gauge invariance demands the existence of the covariant derivative D, = 0, + ied,,
where A, is the massless U(1) gauge field with

Ay — A, = A, — ()
with the gauge invariant Lagrangian

L= (0" — ieA")§* (8, + ieA,)d —i2¢" 6 — N ¢)° _,F JF
-V(¢)

and the field tensor
F,, =0,A,—-0,A,
The vacuum is a circle in the ¢1, @2 plane located at
2
912 = (91) + (92)? = — 5 =:0?

and we can expand ¢ about the vacuum as

;5@ T n(x) + i€(x))

where n(x) + i&(x) are the quantum fluctuations about the vacuum. This yields

¢(z) =

1
= ( 9,6)% + ( um)* —v?an? +262U2A A +evA 8“5—7FWF“”+1nteract10n terms

One then finds the following particle spectrum:

e massless scalar field £ (Goldstone boson)

Sspontaneous breaking: the current is conserved, but the vacuum state is not invariant under the
action of the corresponding charges
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e massive scalar field 7 with mass m,, = vV2\v?
e massive U(1) vector field A, with m4 = ev

There is a non-diagonal entry (evA,0"&) present in the expressionlﬂ. The term will bring
about a mixing of A, and £, making the interpretation less clear. One thus parametrizes
the complex field in polar variables (shifting only the modulus field),

—Lv x))ex z@
O(z) = 5 (0 h(e))eapli>

The Goldstone field £ from before is incorporated into A,

)

A, A, =A, - % L£(7)
which leads to the Lagrangian
L= 1(@Lh)2 — \?h? + 1621)21212 — \vh3 — lAh‘l + 162142 h? +ve? A2h — EFWFW
2 2 ’ 4 2 K ’ 4

The gauge has thus been fixed (the unitary gauge) and one finds the following particle
spectrum

e massive scalar field b with m;, = v2\? (unconstrained)

e Goldstone field absorbed in /1“ (giving longitudinal degree of freedom to Au!)

e massive U(1) vector field A, with m; = ev

The number of degrees of freedom remains the same (originally, ¢ and A, each had 2
degrees of freedom, while after spontaneous symmetry breaking one has only one scalar
field and one massive gauge boson, yet the latter has three polarization states yielding
again a total of four degrees of freedom).

A.1 Gauge Boson Masses in SU(2) ® U(1)

To generate masses for the gauge bosons, one starts with the covariant derivative in
SU2)@U(1)
D, =08, —ig37W, —ig'3Y B,

with W = (WF, W, W) (W4 and B* are not mass eigenstates but give us a mass
eigenstate via the Weinberg angle). The Lagrangian of the complex scalar field is

£ = [-iD!¢']! [iDud] — 166 — Aoo]?
with ¢ being a SU(2) doublet. Choose Y = 1, write
s L <¢1 ¥ z‘@) ) (¢+>
V2 \¢3 +igs ¢°

5This is due to the choice of ¢(x)

= %(v + n(z) + i€(x)) which implicitly fixes the gauge of ¢
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where we have again 2 < 0,A > 0,0% = —% and ¢ = %(Hg(x)) which is electrically
neutral. We thus see that the vacuum breaks the SU(2)z, and U(1)y symmetries while
U(1)q is conserved since

Qb= (T3+3Y)p=0 and ¢ =eQ@g=c0
We find the particle spectrum from [Dﬂgb]T [DF ] for ¢ = % (g):

’ ( gW2+4gB, g(W, - zWi)) <0>
2

. 2
LT o= 1
’(—19§Wu - Z9/§YBM)¢‘2 =

1
8|\ g( VV1 +1W2 —gW3 +¢B
1
SV IW,)? + (W2 I+ gV (' Bu— gW)(g'B" — gW?*)

1 1
- (ivg) W+W“ + gUQ(g B, — gVVE)2

1

= myWWh" + om32,2"

so my = svg and mz = $v\/g2 + g’ (where ZH = (W} — ¢'B*)//g? + ¢g’* has been
used).

A.2 Fermion Masses

As an example of fermion masses, one can consider the electron (e has T3 = —%)
Fermion masses are to be obtained in a gauge-invariant fashion (through the Higgs mech-
anism). The same Higgs doublet needs to generate fermion and gauge boson masses.

One starts by including the (SU(2) ® U(1)) gauge invariant term

Lo =G [(ue o), (f;) en+en (6t 8) (f)L] , with (%) -7 (v +(;1<x>>

where G, is the electron Yukawa coupling. We thus have

Ge Ge, ,_ _ _ Me_
L, = ———=v(érer + érer) — —=h(érer + erer,) = —m.e — —eeh 23
\/i(LR ReL) \/i(LR ReL) ” (23)

where m, = \%Gev. While the masses of the fermions are not predicted (they are

free parameters of the Standard Model), one can see from that the coupling of the
electron to the Higgs is proportionate to its mass. The same procedure is also valid for
15 = —% fermions.

To generate mass for the upper member of a quark doublet (75 = +%) one uses

o= —ime = () =5 ("10)
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with Y = —1 which yields (one family formulation)
_ _ ot 7 (a4 0\ (U
L= Gal|(u d), 40 dr+dr (¢ ¢°) d
L
T P A W S
Gy |(u d), o+ up +ap (—¢° ¢7) d
L

= — mgdd— @th — M, UU — @@uh
v v

where we see again that the coupling is proportionate to the mass of the particle.
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