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Chapter 1

Introduction

Experimental particle physicists are akin to explorers of an uncharted territory. The current

understanding of fundamental interactions and particle content can be expressed mathemat-

ically as the Standard Model (SM) of particle physics. This framework has been successful

at describing physics up to the TeV scale. However, several observations have been made

that are not consistent with the SM, which is a strong indication that the SM is not a

fundamental theory of nature.

There are hints about which path should be further explored to go beyond the SM, two of

which serve as the basis for the physics searches detailed in this dissertation. It has been

over 50 years since the discovery that neutrinos can change flavors [2, 3] as they travel,

providing strong evidence that neutrinos have mass, yet we have no experimentally verified

way to explain how the known neutrinos obtain their mass. In addition, the cosmological

evidence for dark matter [4] continues to compound, as well as the phenomenological models

including particle dark matter, yet a viable dark matter candidate has not been observed.

In order to probe for physics beyond the SM, physicists have developed a new microscope in

order to study, in great detail, the production and decay of fundamental particles with the
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aim of discovering some new, exotic type of matter. This dissertation will present the results

of two searches for new physics carried out using one such tool: the ATLAS detector at the

Large Hadron Collider (LHC). These searches will probe for a new family of heavy neutrinos

and Supersymmetry in events with exactly two leptons, which is a challenging final state

where the prediction from the SM will be put to the test. Each of these searches did not

yield a discovery of physics beyond the SM, however constraints for new physics signals in

this particular final state have been placed.

An introduction to the particle content and forces explained within the SM is presented in

Chapter 2, followed by the description of two theoretical hints for physics beyond the SM

motivating the searches detailed in this dissertation in Chapter 3. Chapter 4 will introduce

the Large Hadron Collider and an overview of the ATLAS detector used to carry out these

searches. The physics objects that are reconstructed from the various components of the

ATLAS detector are described in Chapter 5. These objects undergo a multitude of correc-

tions, and one such correction for hadronic jets is described in Chapter 6. This is followed by

the two searches for new physics carried out at ATLAS: the search for new, heavy neutrinos

(Chapter 7) and the search for weakly produced Supersymmetry (Chapter 8). Finally, some

concluding remarks are given in Chapter 9.
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Chapter 2

The Standard Model of Particle

Physics

The Standard Model (SM) of particle physics is a gauge theory based on the symmetry

group SU(3)× SU(2)× U(1). The mathematical framework of the SM is the most general

way to describe fundamental particles and their interactions that is consistent with Special

Relativity [5]. The SU(2)× U(1) group explains electroweak interactions and contains four

generators, which will be the gauge bosons mediating the electromagnetic and weak forces.

The physical bosons are the W+, W−, Z, and γ. SU(3) is known as the “color” group

as the generators associated with this group carry color charge. The eight generators are

known as gluons and are responsible for the strong force. Gravity is the only fundamental

force observed that is omitted in the SM. A major theoretical effort is ongoing in order to

incorporate a quantum field theory of gravity with the other three fundamental forces.

All of the visible matter observed in the universe can be constructed from the fermionic

fields present in the SM, which are known as the quarks and leptons. There are six types of

quarks: up, down, charm, strange, bottom, and top. Each quark is a color triplet and carries
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fractional electric charge. For each flavor there is a left- and right-handed chiral state, which

are the gauge eigenstates of the SU(2) interactions [5]. The left-handed quarks pairs form

a SU(2) doublet, and the right-handed quarks are singlets. The quarks participate in all

interactions present in the SM, however only the left-handed quarks participate in the weak

interactions. Isolated free quarks do not exist in nature. If one tries to pull a quark from a

bound state, it quickly becomes energetically favorable to produce another quark to form a

bound state [5]. This is known as color confinement and is the reason quarks are only found

in a bound state [5]. A group of three quarks is known as a baryon (eg. proton and neutron)

where a group of two quarks is known as a meson (eg. pion or kaon).

The leptons, on the other hand, do not carry color charge and do not participate in strong

interactions. The charged leptons have electric charge ± 1 and are known as the electron,

muon, and tau. Each charged lepton has a corresponding neutral lepton with electric charge

0 and are referred to as neutrinos (νe, νµ, and ντ ). Like the quarks, the leptons also form

left-handed SU(2) doublets and right-handed SU(2) singlets. A charged left-handed lepton

and a neutral left-handed lepton form a SU(2) doublet and interact via the weak interaction,

while the charged right-handed leptons form a SU(2) singlet and only interact via the electro-

magnetic interaction. There are no right-handed neutrinos in the SM. The basic properties

of the leptons can be found in Table 2.2.

Generation Particle Mass [GeV] Electric Charge [e]

1st
u 2.3× 10−3 2/3
d 4.8× 10−3 -1/3

2nd
c 1.3 2/3
s 0.95 -1/3

3rd
t 173.5 2/3
b 4.2 -1/3

Table 2.1: The properties of the quarks found in the SM. For each quark there is also a
corresponding antiparticle with opposite electric charge.

The three interactions described in the SM are attributed to the exchange of a gauge boson,
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Generation Particle Mass [GeV] Electric Charge [e] Stable

1st
e 5.11× 10−4 -1 Yes
νe < 2× 10−9 0 Yes

2nd
µ 0.11 -1 No
νµ < 2× 10−9 0 Yes

3rd
τ 1.78 -1 No
ντ < 2× 10−9 0 Yes

Table 2.2: The properties of the charged and neutral leptons found in the SM. For each
lepton there is also a corresponding antiparticle with opposite flavor quantum numbers, and
opposite charge for the charged leptons.

sometimes referred to as a vector boson. The gluon intermediates the strong interactions

and is responsible for the observed quark bound states. The gluon is a massless particle.

Three gauge bosons (W+, W−, and Z0) are responsible for the weak interactions, and have

rather large masses. The masses are given to these bosons during spontaneous symmetry

breaking caused by the Higgs mechanism [5]. The final force carrier is the photon (γ) and is

responsible for electromagnetic interactions. The photon, like the gluon, is a massless gauge

boson. A summary of the bosons and their properties can be found in Table 2.3.

Force Particle Mass [GeV] Electric Charge [e]

Weak
W± 80.4 ± 1
Z0 91.2 0

Electomagnetic Photon (γ) 0 0
Strong Gluons (g) 0 0

Table 2.3: The properties of the SM gauge bosons that are responsible for intermediating
the interactions between the fermions.

The symmetry in the SM is spontaneously broken by the non-zero vacuum energy of the Uni-

verse, which resulted in massive fundamental particles [5]. Spontaneous symmetry breaking

is explained by the Higgs mechansim, and the physically realized Higgs boson was discovered

in July of 2012 at the LHC [6, 7]. This important discovery is the final observation needed to

complete the SM, and represents tremendous theoretical genius to have postulated correctly

a mechanism to generate all masses within the SM.
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Chapter 3

Beyond the Standard Model

With the discovery of the Higgs boson, the SM is complete. There are, however, both

conceptual and phenomenological problems that are left unanswered. The analyses presented

in this dissertation aim to address the origin of neutrino masses, the hierarchy problem, and

dark matter.

Neutrinos have been observed to mix between flavor states [2, 3], which implies that they are

massive particles. Neutrinos are massless in the SM, given that only left-handed neutrinos are

incorporated and can therefore not gain mass via the Higgs mechanism. A potential solution

is to introduce a new family of neutrinos, which will be further explored in Section 3.1.

In the SM, the Higgs boson mass recieves quantum contributions that act to drive the mass

of the Higgs boson beyond the observed value [5]. In order to achieve the observed light

Higgs boson mass, large cancellations of these quantum corrections are required without

any theoretical motivation. This is known as the hierarchy problem. In addition, there is

cosmological evidence that there exists a new kind of matter known as dark matter. This

new kind of matter as been indirectly observed by studying the rotational curves of galaxies

and finding that the luminous matter only accounts for a small fraction of matter required
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for the galaxy to rotate as observed [4]. If there is some unseen matter that exists, there

should also exist a particle (or particles) that constitute this matter. This conceptual and

phenomenological problem could be solved by introducing a new symmetry, which is the

subject of Section 3.2.

3.1 Heavy Neutrinos

The discovery of neutrino mixing [2, 3] unambiguously establishes that neutrinos are massive

particles, contrary to their original definition within the SM. The mixing between flavor and

mass eigenstates occurs due to a misalignment between the two bases and is described

mathematically by the Pontecorvo-Maki-Nakagaw-Sakata (PMNS) matrix [5]. The addition

of this mixing matrix is analogous to the mixing observed in the quark sector [5], and it has

served as the foundation for neutrino oscillation studies.

While the PMNS matrix provides a framework to study neutrino oscillations and requires

that the particles are massive, it does not describe how these neutrinos obtain their mass.

In addition, the three observed neutrinos are found to be extremely light, (O(eV )), which

extends the fermion mass hierarchy by six orders of magnitude. Some extension of the SM

particle content is required in order to generate masses for the neutrinos.

Generating these masses via the Higgs mechanism requires the addition of a right-handed

neutrino to the SM and very small Yukawa couplings, which then begs the question: why

is this coupling so small? An attractive idea that is associated with many Grand Unified

Theories (GUT) is to introduce a new family of heavy neutrinos in order to explain the

small masses of the observed SM neutrinos. In these frameworks, the observed light neutrino

masses can be explained by the see-saw mechanism [8, 9, 10, 11] which, after diagonalization

of the mass matrix, results in mν ≈ m2
Dirac/MN , where mν represents the mass of a known
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neutrino, mDirac is the Dirac mass term, and MN is the heavier mass of the new neutrino.

As the new neutrino’s mass is increased, the Dirac mass can take on more natural values,

resulting in the observed small neutrino masses (mν).

This dissertation presents a search for hypothetical heavy neutrinos of either Majorana or

Dirac type. If the see-saw mechanism is responsible for the low SM neutrino masses, then

both the light and heavy neutrinos are Majorana particles. Majorana particles are defined

to be their own antiparticles, which implies that all quantum numbers are identical. For

Majorana neutrinos, this implies that they can violate lepton number, which could lead to

interesting collider signature of same-sign pair of leptons in the final state. The Dirac case

is considered as well, however the same-sign lepton channel is not accessible since Dirac

neutrinos preserve lepton number.

3.2 Supersymmetry (SUSY)

A strong indication for physics beyond the SM is embedded in the mass of the Higgs boson.

The SM is an effective theory that is valid up to a certain energy scale, which is typically

denoted as ΛUV and referred to as the ultraviolet cut-off. The cut-off isn’t a physical param-

eter within the theory, but is a mathematical tool to regulate divergent integrals in order

to keep the theory renormalizeable. The mass of the Higgs boson is dependent upon this

cut-off scale as it receives quantum contributions from all particles that couple to the Higgs

field that are either quadratically or logorithmically dependent on ΛUV [12]. For example a

fermion of mass mf will contribute to the Higgs boson mass following,

∆m2
H = −|λf |

2

8π2
Λ2
UV + ... (3.1)
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where mH is the Higgs boson mass and λf is the coupling strength [12]. The exact value of

ΛUV is unknown, however one possibility is that it is near the Planck scale O(1019). At the

Planck scale the quantum effects of gravity can no longer be ignored [13]. If ΛUV is at the

Planck scale, the quantum contributions would have to cancel out precisely to one part in

1030 in order to achieve the observed Higgs boson mass at 125 GeV [13]. The need for this

precise cancellation is known as the hierarchy problem.

One attractive option to deal with the hierarchy problem in a natural way is to exploit a

feature that appears in these quantum contributions. The contributions outlined in Equa-

tion 3.1 are negative for fermions and positive for bosons. It is therefore possible to have

the contributions from fermions cancel those from bosons by requiring a new symmetry re-

lating these two types of particles, thus avoiding fine tuning of the theory parameters. This

new symmetry is known as supersymmetry [12]. If every quark and lepton in the SM is

given two complex scalar partners with λs = |λf |2, then the corrections proportional to ΛUV

that appear in Equation 3.1 will cancel [12]. Fermions were used as an example, however

the same is true for all SM particles coupling to the Higgs field. There are other potential

solutions to the hierarchy problem, for example Technicolor [14], theories containing extra

dimensions [15], and little Higgs models [16, 17], however these are not explored in this

dissertation.

As mentioned, supersymmetry relates fermionic states to bosonic states. A supersymmetric

transformation can be expressed as

Q|Boson >= |Fermion >, Q|Fermion >= |Boson >, (3.2)

where Q denotes the operator that generates the transformation [12]. This transformation

implies that if SUSY is realized in nature, then each SM particle should have a corresponding

supersymmetric particle that has identical quantum numbers except that the spin is different
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by 1/2 unit [12].

The minimal way to augment the SM to account for supersymmetry is known as the Mini-

mal Supersymmetric Standard Model (MSSM), where the existing SU(3) × SU(2) × U(1)

symmetry group is preserved . In the MSSM all of the single particle states are grouped

into supermultiplets, where a supermultiplet is the irreducible representation of the super-

symmetric algebra [12]. These supermultiplets contain both fermion and boson states, and

the supersymmetric partners are referred to as superpartners. The superpartners will be de-

noted by including a tilde (eg. µ gets a superpartner µ̃). The SU(2)-doublet supermultiplet

will contain the left-handed fermions and scalar fermions (called sfermions), and the SU(2)-

singlet supermultiplet will contain the right-handed fermions and sfermions [12]. Similarly,

the SU(3) color gauge group containing the spin-1 gluon will receive a superpartner with

spin-1/2 known as the gluino [12]. The SU(2) × U(1) group containing the spin-1 gauge

bosons gain the spin-1/2 superpartners known as winos and binos [12]. The Higgs sector

is more complex and cannot be simply modified by constructing one supermultiplet as in

the other cases. Two SU(2)-doublets are necessary to give mass to the up- and down-type

squarks, which will have both charged and neutral components collectively known as the

higgsinos [12].

If SUSY were an exact symmetry of nature, all SUSY particles would have the same masses

as their SM counterparts [12]. Since no SUSY particles have been observed, if SUSY exists,

it must be a broken symmetry. There are many ways in which to break the symmetry which

have implications for the phenomenology and sparticle masses, however the details of the

breaking mechanism can be integrated out to yield an effective theory. This approach is

taken in this dissertation.

There are over 105 independent parameters in the MSSM which will control the masses and

production cross sections at the LHC. The number of parameters makes it experimentally

difficult to search for SUSY at the LHC. Therefore, several assumptions are made based on
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phenomenological constraints observed in the SM in order to reduce the parameter space to

19 free parameters [18]. These assumptions are:

1. No new sources of CP-violation

2. Minimal flavor violation

3. Degenerate first and second sfermion generation

The first two are motivated by the results of precision measurements, while the last is a

useful simplification to work around constraints from the flavor sector [18]. The resulting 19

parameter model is known as the phenomenological MSSM (pMSSM).

Performing a search over these reduced 19 parameters is still experimentally challenging.

Well motivated choices need to be made in order to construct manageable models with broad

impact. Out of the 19 parameters in the pMSSM only a subset are relevant to searches for

gauginos and sleptons performed in this dissertation: M1, M2, µ, and the 10 sfermion mass

terms. The first three (M1, M2, and µ) parameters control the composition of the gaugino

mass eigenstates [12]. They also dictate the relative masses of the observable gauginos. The

10 sfermion masses will dictate what sfermions are accessible at the LHC. The specific values

of these parameters are discussed in Section 8.1.

To meet the the constraint of electroweak symmetry breaking in the SM, mixing between

the neutral higgsinos (H̃0
u and H̃0

d) and the neutral gauginos (B̃ and W̃ 0), as well as mixing

between the charged higgsinos (H̃+
u and H̃−d ) and the charged gauginos (W̃+ and W̃−),

does occur [12]. The mass eigenstates are referred to as neutralinos (χ0
1, χ0

2, χ0
3, χ0

4) and

charginos (χ±1 , χ±2 ) [12]. The composition of the mass eigenstates in terms of B̃, W̃ , and

H̃ are determined by the choices for the parameters mentioned previously (and discussed

further in Section 8.1). In the MSSM and the pMSSM, there is no mixing in the 1st and

2nd generation sfermions, but there is in the 3rd. This dissertation does not consider the 3rd
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generation, so a complete explanation of sfermion mixing is not given but can be found in

[12].

A dark matter candidate exists within the pMSSM (and MSSM) where R−parity is con-

served. R−parity represents a new symmetry in which the difference between baryon and

lepton number is conserved and is denoted as,

PR = (−1)3(B−L)+2s, (3.3)

where B and L are the baryon and lepton numbers respectively and s is the spin of the

particle [12]. R−parity is not a prerequisite for an internally consistent theory, however it

is well motivated as it prevents proton decay, which is a process that has yet to be observed

[12]. If R−parity is conserved it would imply that sparticles are produced in pairs and that

the lightest supersymmetric particle (LSP) could be a viable dark matter candidate. In the

analysis that follows in Chapter 8 R−parity conservation is imposed following the pMSSM.

Initially, the dominant production mode for SUSY expected at the LHC was to be strong

production involving squarks and gluinos due to the fact that the LHC is a hadron collider

and the production cross section for these modes are larger as illustrated in Figure 3.1.

However, the bounds on squark and gluino masses from searches performed at ATLAS and

CMS have reached the point (O(TeV)) where the weak production modes have competitive

cross sections. The search presented in this dissertation targets the direct production of

weak gauginos (χ̃±1 χ̃
0
2 and χ̃±1 χ̃

∓
1 ) and sleptons (l̃±l̃∓) in final states containing two leptons

and missing energy.
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s = 8 TeV for a variety of production mechanisms [1].
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Chapter 4

The LHC and the ATLAS Experiment

4.1 LHC

In 1994 the Large Hadron Collider (LHC) was approved and construction began to install

this synchrotron in the 27 km underground tunnel that previously housed the Large Electron

Positron (LEP) collider. This machine would surpass the Tevatron collider in center of mass

energy (
√
s) by a factor of 14, however due to some initial complications the beam energy did

not achieve the desired 14 TeV. The first dataset compiled prior to 2011 consisted of 7 TeV

center of mass beam energy, which was increased to 8 TeV the following year. The center

of mass energy is important as it sets an upper bound on the mass of particles produced at

the collider.

The goal of the LHC is to reveal the physics that goes beyond the SM by giving physicists an

ample dataset of the highest energy particle collisions manufactured in a laboratory setting.

Each experiment has a detector sitting on the ring, as shown in Figure 4.1, which will record

the resulting particles created in each collision. From this data one hopes that a statistically

significant signature of a new particle will be found.
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Figure 4.1: The layout of the LHC with the four main experiments: ATLAS, ALICE, CMS,
and LHCb.

4.2 The ATLAS detector

The ATLAS detector is a general purpose particle detector designed to study a wide range of

particles in a challenging environment. It has a cylindrical geometry, as seen in Figure 4.2, is

symmetric in φ, and has forward-backward symmetry with respect to the point of interaction.

The detector has multiple layers surrounding the beam pipe, which contain numerous systems

targeting specific particle detection.

The inner most layer contains the inner detector which provides momentum and vertex

measurements for particles, followed by the electromagnetic calorimeter which primarily

serve to measure the energy and direction of photons and electrons. The next layer contains

the hadronic calorimeter used for measuring the hadronic activity in the event, which is then

followed by the last layer, the muon spectrometer, which primarily measure the momentum

of muons by recording the amount of deflection caused by the magnetic field. These various

systems work independently to record aspects of a given event, which is then combined to

give a complete picture of the collision. The trigger system utilizes the information recorded

by the various detector modules in order to filter the billions of collisions per second into a
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Figure 4.2: The ATLAS detector with labeling for the various components.

data set that is manageable. These components will be discussed in detail in Section 4.2.1

to 4.2.5.

4.2.1 Magnet System

The purpose of the magnet systems is to provide an intense magnetic field which will bend

the energetic, charged particles. The amount of deflection, or the curvature of the track,

that is recorded will yield a precise measurement of the particles momentum and charge.

The ATLAS superconducting magnet system consists of three basic entities: the central

solenoid, the barrel toroid, and the end-cap toroid. The central solenoid encases the inner

detector and provides a 2 T axial magnetic field with a peak magnetic field of 2.6 T. The

barrel (end-cap) toroid produces a toroidal magnetic field with an average strength of 0.5 T

(1 T). The toroid magnets have a complicated field structure which varies from 0.15 to 2.5

T in the barrel region and 0.2 to 3.5 T in the end-cap region [19].
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Figure 4.3: The ATLAS inner detector system labeling the Pixel detectors, SCT, and TRT.

4.2.2 Inner Detector

The inner detector (ID) must answer the physics demand for high precision measurements

with fine granularity in events with large track density. Three separate detector technologies

are incorporated to meet this demand. These detectors are the pixel detector, the semicon-

ductor tracker (SCT), and the transition radiation tracker (TRT) pictured in Figure 4.3.

The pixel detector is the first element that the particle will interact with. It is designed

to provide high resolution three dimensional measurements close to the interaction point,

which allows for discrimination of promptly decaying particles and long-lived particles. The

system contains three concentric barrels encasing the LHC beam pipe with an average radii

of 4, 10, and 13 cm respectively, and 5 disks on either side of the barrels which yield the

additional angular coverage. The system as a whole contains 140 million detector elements,

which fit compactly in 50 µm in the R-φ direction and 300 µm in z [19].

The SCT encases the pixel detector and is comprised of four barrel and nine end-cap disks

located on both sides of the interaction point. Each silicon detector is 6.36×6.40 cm2. Two
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detectors are bonded together to form a 12.8 cm long strip, and then two strips are glued

together back-to-back to form a single module yielding a three dimensional measurement.

These modules are aligned parallel (perpendicular) to the beam pipe in the barrel (end-cap).

The detector contains 6.2 million readout channels with the ability to distinguish tracks that

are separated by more than 200 µm [19]. This resolution allows one to identify leptons from

converted photons as well as tag b-quarks and τ -leptons.

The final detector sub-system making up the ID is the TRT, which yields an additional 36

measurements per track. The TRT is again divided into two basic components, the barrel

and end-cap, which are composed of 100k and 320k straws respectively that are embedded

in polypropylene fibres. Each straw is 4mm in diameter and filled with a gas mixture of 70%

Xe, 27% CO2 and 3% O2 [19]. In the center of the straw are 31µm tungsten wire anodes

with a thin gold coat. As the particle passes between materials with different dielectric

constants (eg. the polypropylene fibres and the gas mixture), transition radiation is emitted

and then collected by the anodes. The transition radiation photons form a cone around

the charged particle with half opening angle given by the β factor (1/γ). This relativistic

factor is inversely proportional to the mass, and therefore offers a way to distinguish between

particles of varying mass. This is particularly useful in differentiating electrons and pions,

which otherwise have similar detector signatures.

4.2.3 Calorimetry

The ATLAS calorimeter system (Figure 4.4) consists of an electromagnetic (EM) calorime-

ter, providing fine granularity measurements for electrons, photons, and hadronic jets, and

a coarser hadronic calorimeter, providing additional measurements for jets. The calorimeter

coverage extends up to |η| < 4.9. Depth is an important factor to consider for the ATLAS

calorimetry system in order to contain electromagnetic and hadronic showers and to prevent
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Figure 4.4: The ATLAS calorimetry system.

leakage into the muon systems. The typical unit of measure for this length is radiation

length and interaction length. Radiation (interaction) length is defined as by the average

amount of matter traversed by an electron (hadron) that reduces it’s energy by 1/e through

electromagnetic (hadronic) showering. To this end, the minimal thickness of the electromag-

netic calorimeter is 22 (24) radiation lengths in the barrel (end-caps), which is adequate to

provide good energy resolution from electromagnetic showers [19]. The hadronic calorimeter

has approximately 9.7 (10) interaction lengths of active material in the barrel (end-caps),

which will provide good resolution for high energy jets [19].

Liquid Argon EM Calorimeter The EM calorimeter is comprised of two barrel sections

and two end-cap sections. The barrel is split into two separate pieces at z=0 with a gap of

4mm and providing coverage |η| < 1.475 [19]. The end-cap is split into two coaxial wheels,

with the outer wheel covering 1.375 < |η| < 2.5 and the inner wheel covering 2.5 < |η| < 3.2.

The EM calorimeter utilizes an accordion geometry (Figure 4.5) which interleaves lead and

liquid Argon (LAr). The wave pattern introduced by the accordion geometry increases

in amplitude radially, which is done to not only maximize azimuthal coverage but also to
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Figure 4.5: Three layers of the ATLAS electromagnetic calorimeter system highlighting the
accordion geometry

provide excellent resolution, good linearity in the response, and an accurate measurement of

the shower shape.

Hadronic Calorimeter The hadronic calorimeter contains three separate parts and uti-

lizes different detector technologies. The central hadronic calorimeter lies just beyond the

EM calorimeter and is made of interleaved steel and scintillating tiles [19]. The central

calorimeter is divided into the barrel and two extended barrels, covering the range |η| < 1.0

and 0.8 < |η| < 1.7 respectively. In the end-caps, just beyond the EM end-cap calorime-

ter, lies the LAr hadronic end-cap calorimeter. It employs a flat plate design of alternating

copper and LAr scintillator, covering a range of 1.5 < |η| < 3.2 [19]. The last piece of

the hadronic calorimeter system is the forward LAr calorimeter, and is incased in the LAr

hadronic end-cap calorimeter close to the beam pipe. This final piece provides uniform
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calorimetric coverage (3.1 < |η| < 4.9), reducing energy loss in crack regions [19].

4.2.4 Muon Spectrometer

Muons, unlike electrons, do not stop in the calorimeter system, and it is for this reason that a

dedicated outer layer is needed to record charge and directional information, which can then

be used to extract the momentum of the particle. The ATLAS muon spectrometer provides

coverage up to |η| < 2.7 and implements a three station design utilizing various detector

technologies. Measurements for muon momentum rely on the toroid magnets to bend the

muons trajectory giving a measurement in η as it passes through the muon spectrometer,

and primarily is determined from the muon drift tube chambers (MDTs). The MDT barrel

chambers form three concentric shells at 5, 7.5, and 10 m away from the beam axis [19].

Additionally, the end-caps contain large wheels placed perpendicular to the beam. The MDT

chambers consist of three to eight layers of drift tubes, which are filled with a gas mixture

of Ar and CO2 [19]. As the muon passes through the tube, the gas is ionized and the free

electrons are collected by the anode wire placed in the center. An illustration is given in

Figure 4.6.

The forward region of the detector requires different technology given the background radi-

ation levels and the overall counting rate. The cathode strip chambers (CSCs) provide an

η−φ measurement, which when chambers are combined yields a three dimensional measure-

ment. The maximum rate of the CSCs is nearly 10 times that of the MDT [19], and are

designed to be radiation hard. The entire CSC system is made up of two disks with eight

chambers each and provides coverage from 2 < |η| < 2.7.

A complimentary system to the MDT known as the resistive plate chambers (RPCs) provide

the orthogonal φ-coordinate measurement to the MDTs as well as support the muon trigger

system in the range |η| < 1.05. As the name implies, it consists of two resistive, parallel plates
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Figure 4.6: Cross-section of a MDT tube. The image depicts a muon traveling through a
tube and ionizing the gas. The electrons then travel to the anode wire and the electrical
signal is recorded.

with a 4.9 kV/mm electric field maintained between them. The muon traveling between the

plates will ionize the gas, thus producing an electric signal that is readout.

In addition to the RPCs, the thin gap chambers (TGCs) also service the muon trigger system,

providing trigger coverage for the forward region 1.05 < |η| < 2.4. Also, like the RPCs, they

provide the azimuthal coordinate measurement to compliment the MDTs. The chambers are

defined by a gas volume containing a wire plane and two cathodes, which provide the radial

bending coordinate [19]. The cathodes can be segmented into strips to provide additional

measurement in φ [19].

4.2.5 Trigger System

The collision rate at ATLAS happens at such a high frequency that it is impossible to record

all events. Therefore a triggering system has been developed to filter events based on the

characteristics of the objects in a given event.

The ATLAS trigger system consists of three levels: Level 1 (L1), Level 2 (L2), and the event
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filter. The L1 trigger utilizes custom made electronics specific to the experiment, while

the High-Level Trigger (HLT), which consists of the L2 and event filter levels, is primarily

software based [19].

The L1 trigger searches for signatures containing high pT leptons, photons, or jets, as well

as events containing appreciable Emiss
T and flags them for further processing. The maximum

processing rate from the L1 trigger is 75 kHz [19]. The L1 trigger creates regions of interest

(ROI) which is used to seed the L2 trigger [19]. The L2 trigger has access to the full detector

resolution using the objects within this ROI [19]. The L2 trigger checks the properties of

the trigger-objects for quality criteria to insure the events that are recorded contain useful

physics objects. The L2 trigger further reduces the event rate to below 3.5 kHz [19]. The

final stage includes further event reduction by utilizing offline analysis procedures to analyze

the contents of the event to reduce the rate to approximately 200 Hz [19]. At this stage, the

fully reconstructed and calibrated objects are used in order to make the decision of whether

or not to write the events to disk.

The choice of trigger will dictate the amount of data available to an analysis. The amount

of data is expressed as the integrated luminosity,

L =
µnbfr
σinel

, (4.1)

where µ is the average number of interactions per bunch crossing, nb is the number of bunch

crossing per revolution, fr is the frequency of revolutions, and σinel is the proton-proton

inelastic cross section [20, 21]. These parameters are measured using two detectors: LUCID

and ALFA [19]. These will record the total luminosity delivered to the ATLAS detector,

which is then filtered by the trigger system. This luminosity is crucial to know with a high

degree of accuracy in order to perform precision measurements at the LHC.
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Chapter 5

Object Reconstruction

Offline algorithms are needed to reconstruct physics objects (eg. electrons) from detector

hits and energy deposits recorded by the ATLAS detector. The reconstruction algorithms

and approaches for each object are described in Section 5.1 to Section 5.5.

5.1 Electrons

Electron reconstruction begins by selecting calorimeter energy deposits recorded in a 5 × 5

(4 × 4) η − φ region of calorimeter cells in the barrel (end-cap) that are passed to a sliding

window reconstruction algorithm [19]. An electromagnetic cluster is then built around this

seed. The size of this window is optimized to collect a majority of the shower energy while

also preserving energy resolution and reducing the impact of noise, pile-up, and energy

leakage [19].

Additional tracking information is provided by the inner detector in order to start a compli-

mentary reconstruction algorithm. This algorithm takes good quality tracks as a seed and

extrapolates to a calorimeter cluster [19]. This algorithm will rely more on the inner detector
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identification capabilities, and is useful at recovering low pT electrons [19].

Information from both the inner detector and the EM calorimeter are used to identify the

quality of an electron. Selection on shower shapes, track information and information from

the reconstruction algorithms are combined to identify electrons [19]. The identification

requirements are needed in order to separate electrons from jets that have properties similar

to electrons. A set quality criteria have been developed in ascending order of background

rejection power and are known as loose, medium and tight (tight containing the strictest

requirements). These criteria qualitatively describe the requirements on the electron:

• Loose cuts require basic selection on shower shape and loose matching between tracks

and calorimeter cluster [19, 22].

• Medium cuts will include the loose requirements as well as additional selection on

the first layer of the EM calorimeter to further distinguish isolated electrons from non-

isolated electrons and hadrons. Additional requirements on the number of hits in the

ID are required for the track [19, 22].

• Tight cuts will include the medium requirements as well as a tighter matching criteria

between calorimeter clusters and inner detector tracks. Additional requirements on

the number of hits in the inner detector modules and calorimeter energy isolation are

also imposed [19, 22].

5.2 Photons

Photons share the same sliding window algorithm with electrons, which is seeded by calorime-

ter cells [19]. Photons are broken into two categories: converted and unconverted photons.

Converted photons will have one or two associated tracks originating from a vertex that
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is displaced from the primary vertex, whereas unconverted photons will have no associated

tracks in the inner detector. This distinction is useful in separating electron candidates from

photon candidates. A set of quality criteria on shower shape and the presence of tracks has

been optimized to further separate photons from other particles depositing energy in the

calorimeter (eg. neutral pions) [19].

5.3 Muons

Three reconstruction strategies are employed to identify and measure muons with momentum

ranging from approximately 3 GeV to 3 TeV [19]. The first reconstruction method is known

as Standalone and it solely relies on the muon spectrometer over the region |η| < 2.7. The

second utilizes information from both the inner detector and the muon spectrometer over

the range of |η| < 2.5 and is known as Combined. The final strategy is called Segment Tag

and uses the inner detector track information and a single muon spectrometer segment [19].

Standalone muons are reconstructed from muon spectrometer tracks that have been propa-

gated back to the interaction point [19]. The energy of the muon is corrected by estimating

the energy lost in the calorimeter depending on the amount of material traversed. The en-

ergy loss (dE/dX) is taken as the maximum from either the parameterized expected energy

loss or what is measured in the calorimeter [19].

Combined muons are built by matching tracks from the inner detector to those in the muon

spectrometer within the region |η| < 2.5 [19]. The matching is done by taking the inner

detector track TID with the covariance matrix CID and a muon spectrometer track TMS

with the covariance matrix CMS in order to get the combined track:

Tcombined = (C−1
ID + C−1

MS)−1(C−1
IDTID + C−1

MSTMS) (5.1)
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where T is a five component vector given as,

T = (z0, d0, φ, θ, q/p), (5.2)

where z0 and d0 are the impact parameters, φ and θ are spacial coordinates, q is the charge

of the muon, and p is the momentum [23]. Using both sets of information will significantly

improve the momentum resolution for muons with energy below 100 GeV, and act to dis-

criminate between muons and charged pions that punch through the calorimeter [19].

Some muons do not have the required number of segment hits in order to build a muon

spectrometer track. Segment tagged muons are built in this case utilizing the inner detector

tracks and extrapolating to the inner muon stations to associate the track with a muon

spectrometer segment not associated with a track [19]. These typically recover low pT muons

that did not deposit enough energy in the muon spectrometer or muons not reconstructed

due to geometrical acceptance.

5.4 Jets

There are three types of jets used at ATLAS: truth jets, track jets, and calorimeter jets.

Jets are reconstructed using the anti-kT algorithm [24] with two radial distance parameters,

R = 0.4 and R = 0.6. It should be noted that there exists other distance parameters, however

they are used for specific applications while R = 0.4 and R = 0.6 jets are predominantly

used for physics analyses. The input to the algorithm defines the type of jet.

Truth jets are created from stable particles and are only available in simulated events. Track

jets are made from reconstructed inner detector tracks. Calorimeter jets are constructed from

energy deposits in the calorimeter system. Each reconstructed jet has a particular usage,

and this dissertation will focus on calorimeter jets as they are used for physics analyses.
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Calorimeter jets are built from topological clusters (topo-clusters) of energy measured in

the calorimeter [19]. The deposits are scattered in η-φ space and can be thought of as a

two-dimensional matrix, where the matrix entries are the energies in those particular cells.

These cells are then grouped based on their signal to noise ratio to form the energy clusters,

which are measured at electromagnetic (EM) scale. The EM scale implies that the shower

energy has been calibrated assuming that the shower is electromagnetic, and not hadronic

which has a different calorimeter response. This represents the first measurement of the jet

and it’s corresponding EM scale energy, and will be referred to as an EM-jet [25]. Additional

corrections to take into account the non-compensating nature of the ATLAS calorimeter come

in the form of local cluster weighting (LCW) which defines the second type of calorimeter jet,

LCW-jet. The responses for an electromagnetic shower and a hadronic shower are different,

and the LCW method accounts for this. The LCW method will try to classify energy deposits

used to make the jet as coming from electromagnetic or hadronic showers and then correct

each fraction by their respective responses [25]. This is in then combined to form the jet

energy prior to any scale or resolution corrections.

Additional corrections to the jet direction and energy are applied offline after the reconstruc-

tion phase. The goal of these corrections are to take the measured jet energy and correct

back to the original parton energy, as measured by the detector. This is done in various

steps described in detail in Section 6.1.

In physics analyses it is important to distinguish jets originating from the primary vertex

and those from secondary vertices in the event. The numerous amount of vertices in the

event is known as pile up, and is a general feature of crossing bunches of protons during the

collision. In order to do this, a variable known as the jet vertex fraction (JVF) has been

defined as the fraction of tracks in the jet cone originating from the primary vertex to the

total number of tracks. Jets having JVF close to one have a large fraction of are from the

primary vertex. Jets with low JVF are constructed with tracks not originating from the
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primary vertex.

b-tagging Identifying whether or not a particular jet originated as a b-quark can be a

powerful tool in searching for new physics. ATLAS employs several b-tagging algorithms,

three of which have been utilized in this dissertation. Two were used in the search for heavy

neutrinos (Chapter 7), which use the secondary vertex [26] and an impact parameter based

[27] algorithms. The last was used in the search for supersymmetry (Chapter 8) and utilizes

a multivariate approach which combines the results of the previous two algorithms [28].

The choice of the algorithm was made based on the recommendations from the b-tagging

performance group within ATLAS as well as what algorithms were available to the analyzers

at the time the analyses were carried out.

5.5 Missing Transverse Momentum (MET)

Missing transverse momentum (Emiss
T ) is an important variable needed in searches where

non-interacting particles (eg. SM neutrino or LSP in SUSY) are expected to escape the

detector without being measured. The full coverage in φ of the ATLAS detector allows this

measurement to be possible. Missing transverse energy is calculated by taking all of the

recorded objects and imposing energy conservation in the transverse plane. Any imbalance

is assigned as missing energy.

One way to construct Emiss
T is to follow an ordered vector summation of all the reconstructed

and identified objects in the event. This is the preferred method to calculate the missing

energy since all physics objects will be included with their appropriate energy calibrations.

The vector sum of all the objects is then projected onto the transverse plane (perpendicular

to the beam pipe). This vector is then inverted such that it balances the system of objects

used in the event. The order in which each object is included in the Emiss
T calculation is
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electrons, photons, hadronically decaying τ -leptons, jets and muons [19]. This ordering is

important, as it will take into account the overlap between objects. After all reconstructed

and identified objects are included, additional calorimeter cells that survive a series of noise

cuts are also calibrated and included in the Emiss
T calculation. These objects are known as

the “soft terms”, and will be a necessary ingredient for a background prediction method

described in Subsection 8.3.4. It is important to note that the Emiss
T used in the search

for supersymmetry described in this dissertation does not include hadronically decaying

τ -leptons, and instead treats these objects as jets.
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Chapter 6

Jet Calibration

6.1 Jet Calibration Procedure

The ATLAS calibration scheme used for calorimeter jets can be seen in Figure 6.1. There

are four basic steps to obtain calorimeter jets ready for physics analysis.

1. The jets are first treated for the effects of pile-up on the energy measurement. Pile-

up is defined as the contribution to a given event that does not originate from the

primary interaction. Tracks and energy deposits from pile-up can be counted as being

a part of the jet, when in fact it is not. Pile-up is classified as in-time, meaning tracks

and energy deposits originating from other reconstructed primary vertices in the event

(NPV ), or it is out-of-time, which is the contribution from past collisions to the current

event. The corrections due to pile-up are derived using simulated events as a function

of NPV , the average number of interactions (µ, which is representative of out-of-time

pile-up) and in bins of η and pT to account for detector effects and the properties of

the jet [29, 30].
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Figure 6.1: An overview of the ATLAS jet calibration scheme beginning with the calorimeter
jets at EM-scale or LCW-scale and ending with the full jet energy scale calibration (EM+JES
or LCW+JES).

2. The original construction of the jet has the jet oriented such that the direction points

back to the center of the detector. A correction is applied that adjusts the jet such

that it points to the primary vertex [29].

3. The jet energy scale (JES) correction is an overall correction to the jet’s energy based on

the η and pT of the jet [29]. This correction is derived in Monte Carlo for isolated jets by

comparing the jet’s reconstructed energy to that of the truth jet from simulation, where

truth jet represents the calorimeter response to the quark undergoing hadronization

[29]. It is designed to bring the calorimeter jet as close to the truth jet as possible. Jets

beyond this calibration stage are denoted as EM+JES or LCW+JES depending on the

initial energy calibration. The EM scale and LCW scale are described in Section 5.4.

4. A residual correction derived in-situ is applied as the final step. This correction is

derived in a variety of event topologies by comparing the response (R = pjetT /preferenceT )

in data with simulation [29, 31].

6.2 γ + Jet Analysis

This section describes the in-situ calibration of hadronic jets using events with photons and

jets [29, 31]. The method utilizes a simple balancing procedure in order to derive a residual

correction to the jet’s energy. This is the final step in the calibration procedure, as laid out

in Section 6.1 and shown pictorially in Figure 6.1.
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The method is aptly named direct pT balance (sometimes referred to as simply ’direct bal-

ance’), where it exploits the conservation of momentum in the transverse plane. In QCD

hard scatter events a photon can be emitted along with a recoil jet. The pT should be

balanced between the well-measured photon and the jet. In these events a response ratio is

constructed,

R =
pjetT

pγT
(6.1)

whereby one can compare this response in data and simulation for a range of photon pT.

Under the assumption that the differences between the photon energy in data and simulation

is negligible, one can derive a correction factor to be applied to jets in data that is the ratio

of these responses. The aim of this procedure is to correct any residual differences between

simulation, which contains the calibrated parton response in the calorimeter, and data.

The selection criteria outlined in Subsection 6.2.1 insures that the event topology contains

well measured photons and jets that are back-to-back. Subsection 6.2.2 presents the direct

balance results, and Subsection 6.2.3 presents the dominant systematic uncertainty consid-

ered. The final subsection (6.2.4) will review some of the more recent developments that will

be included in the final in-situ results for the dataset recorded in 2012.

6.2.1 Event Selection

The event selection closely follows that described in Ref. [32], with some slight modifications

to account for the changes in data taking conditions. The event selection criteria can be

found in the following detailed list.

1. Events are required to have a primary vertex with at least five associated tracks. The

primary vertex assigned to the hard scattering collision is the one with the highest
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∑
(ptrackT )2, where the scalar sum is taken over all tracks associated to the vertex.

2. There must be at least one reconstructed photon with pT > 25 GeV. The leading

photon is taken as the one from the hard process. This threshold is set by the lowest

trigger available.

3. The leading photon is required to trigger the event, and a single photon trigger is

used with varying pT thresholds depending on the photon pT. The thresholds and

offline triggers are given in Table 6.1. Due to the high production rate for low pT

photons, the triggers with lower pT thresholds are further filtered in data. To account

for these “prescales” in simulated events, the event weight is augmented to include the

appropriate luminosity recorded by that trigger.

4. The photon is required to be ’tight’, which implies that the pattern of energy deposition

in the calorimeter is consistent with the expected showering of a photon.

5. The leading photon must have |η| < 1.37, keeping it in the barrel region of the calorime-

ter, further insuring that it is well measured.

6. It is possible that jets may be misidentified as photons. In order to reduce the effect of

this background, the leading photon is required to be isolated from other calorimeter

activity. The isolation variable (Econe
T ) is computed in a cone of R = 0.4 around the

photon and corrected for pile-up energy inside the isolation cone. This analysis requires

that the leading photon have Econe
T < 3 GeV.

7. Only jets with pT > 12 GeV are considered to reject fake jets from noise bursts in the

calorimeters or from non-collision background.

8. The highest pT jet must be in the region |η| < 0.8.

9. Two requirements are placed to suppress the effects of soft radiation that would affect

the balancing between the photon and leading jet. The first is that the leading photon
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and jet are required to be back-to-back in the φ-coordinate system by requiring |φjet−

φγ| > 2.9 radians. The second requirement is to remove events that have a subleading

jet that is more than 20% of the leading photon pT. The subleading jet is defined as

the next highest pT jet with jet vertex fraction (JVF) larger than 0.5 or less than zero

for events which JVF could not be computed due to the jet being outside the tracking

coverage region.

pT Range [GeV] Trigger
25 < pγT < 45 EF g20 loose
45 < pγT < 65 EF g40 loose
65 < pγT < 85 EF g60 loose
85 < pγT < 105 EF g80 loose
105 < pγT < 125 EF g100 loose

125 < pγT EF g120 loose

Table 6.1: Definitions for the trigger regions. The left column gives the pT of the photon
and the right column gives the corresponding trigger applied.

6.2.2 Energy Measurement

The jet response is measured in bins of photon transverse momentum and then fitted with a

truncated poisson distribution. The poisson is truncated to deal with the lower pT thresholds

outlined in the event selection found in Section 6.2.1.

Distributions for the jet responses for 25 < pγT < 45 GeV and 110 < pγT < 160 GeV can

be found in Figure 6.2 for data and simulation. The mean values from the fits define the

response for that particular bin. This is done for many pγT bins and combined to form

Figure 6.3, which represents the result of fitting each pγT bin for data and simulation and

plotting the mean. The ratio of the fitted responses is the in-situ correction to be applied to

data. Examing Figure 6.3 more closely, one can see that the correction is 1% for pγT > 110

GeV, but increases for pγT < 110 GeV. This is due to the contamination from jets that are

identified as photons, which happens at a much larger rate for lower pT.
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Figure 6.2: Example responses from two specific photon pT bins for data (top) and γ+jet
MC (bottom). The jets used have a cone size of R = 0.4 and are calibrated at the EM+JES
scale. The difference in the width of the responses for the two pT bins is representative of
the energy resolution for the jets. The energy resolution for jets increases as the jets energy
increases.
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Figure 6.3: Average jet response for anti-kT jets with distance parameter at 0.4 (left) and
0.6 (right) for EM+JES (top) and LCW+JES (bottom). The data-to-MC response ratio is
given at the bottom of each figure. Only the statistical uncertainties are shown.
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6.2.3 Systematics

Several sources of systematic uncertainties are associated with the direct balance method.

These uncertainties are associated with the event selection, the calibration of the reference

object, and the properties of the jet being balanced. The uncertainties are propagated

through the response (pjetT /pγT) to the data-to-MC ratio. The next subsections describe the

procedure to measure the dominant systematics.

Soft radiation suppression Two selection criteria outlined in Subsection 6.2.1 are re-

sponsible for reducing the contribution from soft radiation, which can impact the stability of

the data-to-MC response ratio. The first is the cut on the subleading jet’s pT. The nominal

requirement is pjet2T <max(12, 0.2× pγT), and the systematic is evaluated by shifting the cut

value ±0.1. The average change in the response from these shifts is of the order 0.5%.

The second criteria is requirement on ∆φ(jet,photon)> 2.9 radians, which is shifted by ±0.1

to allow for additional soft radiation to contribute to the response. This is again propagated

through to the data-to-MC response ratio, and the contribution is found to be of the order

0.5%.

Similar studies were performed by loosening and tightening the requirements on these two

criteria simultaneously. The results were compatible with the independent shifts.

Contamination Contamination from a jet that fakes a photon is the major source of

uncertainty in the direct balance method. This effect is most noticeable for photons with

pT < 110 GeV, where the data-to-MC ratio rises, which is attributed to the increase in the

response.

To first order, the uncertainty is estimated as (1−P )×(Rdijet−Rγ+jet)/Rγ+jet, where P is the
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purity and Rdijet and Rγ+jet is the response from dijet events and γ+ jet events respectively.

The purity is estimated using a data driven, sideband technique which is described in Refs.

[25, 33]. The purity is about 70% at pγT = 55 GeV and steadily increases to 93% for higher

values of pγT. The difference in the response is estimated from MC, and the relative response

differences are found to be below 5% across the pT range [32]. A conservative, flat 5% is

chosen.

Photon Energy Scale The photon energy is calibrated by extrapolating from the elec-

tron energy calibration, which is done in-situ using Z boson decays to e±e∓ [34]. The

systematic uncertainties are broken into three categories: Z scale uncertainty, pre-sampler

scale uncertainty, and the material uncertainty. These errors are all propagated through to

the data-to-MC ratio and are found to be of the order ±0.5% for all photon pT bins.

Choice of Generator Two generators were made available for this analysis, PYTHIA [35]

and HERWIG [36]. Their intrinsic differences in the modeling of the parton shower, jet frag-

mentation and multiple parton interactions can lead to differences in the pT balance, and

therefore differences on the data-to-MC ratio. PYTHIA is chosen as the nominal generator

and HERWIG is used to assess the systematic. The differences are found to be as large as 1.4%

at low photon pT which becomes negligible at higher values of photon pT.

Out-of-cone Correction Even in events where the photon’s transverse momentum is

equal to that of the truth, particle-level jet originating from the parton, the response for the

reconstructed jet is not unity [32]. This is due to two primary factors:

1. The photon does balance the the entire system of recoiling particles, but it may not

balance the jet since the jet is a subset of that system due to the limited size of the jet

cone.
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Figure 6.4: A schematic representation of the average scalar track pT sum distribution
centered around the jet axis. IC stands for in-cone and OC stands for out-of-cone. The
yellow shaded region represents the contribution from the quark. The pink shaded region
represents that of the underlying event. The area encompassed by the dashed blue line is
what contributes to the jet.

2. There are contributions to the jet that are not associated with the hard scatter, for

example contributions from pile-up and the underlying event. Any discrepancy between

data and simulation for the migration of energy in and out of the jet cone needs to be

taken into account.

A factor relating the pT of the photon to that of the truth jet is estimated by computing the

average scalar track pT sum distribution around the jet axis. This factor is defined as,

k − term =
pIC,ALLT

pIC+OC,ALL
T − pIC+OC,UE

T

(6.2)

where pIC,ALLT is the average pT sum of all the tracks inside the jet cone with radius R,

pIC+OC,ALL
T is the average scalar pT sum of all tracks inside a concentric cone with radius R0 ≥

R, where R0 is the radius at which the average pT sum distribution becomes approximately

constant, and pIC+OC,UE
T is an estimation of the contribution from the underlying event [32].

An illustration of the components can be found in Figure 6.4.

Extracting the necessary quantities needed to calculate the out-of-cone correction is rela-

tively simple. Both pIC,ALLT and pIC+OC,ALL
T are determined directly from the distribution,
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Figure 6.5: The factor measuring the migration of energy out of the jet cone for cone sizes of
0.4 (left) and 0.6 (right) for EM-scale (top) and LCW-scale (bottom). The data-to-MC ratio
is shown in bottom of the figure. The statistical and systematic uncertainties are added in
quadrature and incorporated into the error bars.

numerically integrating out to R0. The final component, pIC+OC,UE
T , is obtained by fitting

the average transverse momentum distribution with the following function,

f(∆R) =
a

∆Rb + c
+ d, (6.3)

where a, b, c, and d are fit parameters that are allowed to float. The ’d’ parameter is a

measure of the underlying event both in-cone and out-of-cone.

The results for the out-of-cone correction are shown for data and simulation in Figure 6.5.

The end goal is to apply this as a correction, however at the time this analysis completed

the difference between data and MC is taken as a systematic error.
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Figure 6.6: The summary of the systematic uncertainties considered for this method for
both EM+JES (top) and LCW+JES (bottom) for cone sizes R = 0.4 (left) and R = 0.6
(right). These figures represent the maximum deviations with respect to the nominal. The
gray shaded region is the total systematic uncertainty taking into account correlations. For
the statistical combination with the Z+jet and multi-jet results, the sign and the statistical
error on the systematic uncertainty is taken into account.

Summary The systematic uncertainties outlined in this section are summarized in Fig-

ure 6.6. The real power of this method is that it reduces the overall jet energy scale uncer-

tainty to a few percent. The results of this analysis are combined with the Z+jet analysis

and the multi-jet analysis [31], which dominate in the low pT regime and extreme pT regime

respectively. This is in part due to contamination at low pT (pγT < 110 GeV), which resulted

in further studies that will be presented in Subsection 6.2.4.
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6.2.4 Future Studies

Several improvements have been made to this analysis since the last distribution for the

Moriond 2013 conference, including an updated treatment of the systematic uncertainties to

take into account the statistical uncertainty on the systematic uncertainty, and an updated

isolation criteria to improve the results at lower photon pT. The first is still in its infancy,

while the second is in place and will be discussed here in some detail.

As seen in Figure 6.3, the lower pT bins are where the data-to-MC ratio suffers the most due

to contamination from dijet events. The purity in this region could be improved by tightening

up the requirements on the photon. This is done by requiring the photon to satisfy a tighter

isolation requirement. Following Figure 6.7 a pT-dependent isolation has been developed,

which is outlined in Table 6.2. Applying this pT-dependent isolation increases the purity

at low pT from 70% to > 80%, which leads to a more stable data-to-MC ratio as seen in

Figure 6.8. This improvement will be folded into the final in-situ result for the 2012 dataset.

pT Range [GeV] Isolation Requirement
25 < pγT < 45 Econe

T < 0.5
45 < pγT < 65 Econe

T < 1.0
65 < pγT < 85 Econe

T < 2.0
85 < pγT Econe

T < 3.0

Table 6.2: Definitions for the isolation regions. The left column gives the pT of the photon
and the right column gives the corresponding isolation requirements.
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Figure 6.7: The normalized distribution for the photon isolation variable for data and the
two simulated samples for the full event selection applied. The tails extending to higher
values in data are indicative of the jet like nature of these mis-identified photons. Placing a
tighter cut on this variable leads to a more pure photon sample.
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Figure 6.8: Average jet response for anti-kT jets with distance parameter at 0.4 (left) and
0.6 (right) for EM+JES (top) and LCW+JES (bottom). These results contain the updated
isolation outlined in Table 6.2. The data-to-MC response ratio is given at the bottom of
each figure. Only the statistical uncertainties are shown.
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Chapter 7

Search for Heavy Neutrinos

7.1 Interpretations

Two independent, but complimentary, approaches are used to search for the possible exis-

tence of a heavy neutrino-like particle. The first is a generic approach using a parameterized

effective Lagrangian [37]. The primary assumption is that the intermediate particle respon-

sible for the production of the hypothetical neutrino is beyond the reach of the LHC beam

energy, however it is assumed to couple to the LHC initial state. The hypothetical neutrino

is assumed to be accessible at the LHC energies and the mass of this particle can be recon-

structed using the final state objects. If an observation were to be made, constraints on the

coefficients used in the parameterized Lagrangian could be used to constrain the properties

of the propagator [37].

The second approach is model specific and involves the introduction of a new chiral symmetry.

The left-right symmetric model [38] proposes the existence of a new, right-handed W (WR)

boson to mediate the new, heavy neutrino production. Both the mass of the new, heavy

neutrino and the WR can be reconstructed in this approach. If an excess of events were to be
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found consistent with the left-right symmetric model, it would indicate that the SM would

only need to be augmented in a minor way by adding an additional SU(2) group to account

for the observed small neutrino masses.

The introduction of the right-handed W boson is the primary difference between the two

approaches used in this dissertation, as it presents an additional observable in the final

state (mWR
). For this reason, even though the approaches share the same final state of

two leptons and two hadronic jets, they utilize different variables to guide the search. The

left-right symmetric model, described in Subsection 7.1.2, will utilize all final state objects

to reconstruct the mass of a proposed new boson, while the effective operator approach,

described in Subsection 7.1.1, will use a subset of the final state objects to reconstruct the

mass of the proposed heavy neutrino. Both approaches probe the possibility that the heavy

neutrino is a Dirac fermion or a Majorana fermion. Majorana fermions are, by definition,

their own anti-particles. If the neutrino were to be a Majorana fermion, the final state would

contain a striking same-sign dilepton signature, for which the SM background is small. If

the neutrino is Dirac, only the opposite-sign dilepton channel is accessible given that Dirac

neutrinos would not be able to violate lepton number and produce a same-sign signature.

7.1.1 Effective Operator Approach

A general approach to studying collider signatures involving a new, heavy neutrino is explored

in the context of a Lagrangian of effective operators (HNEO). The primary assumption made

is that the propagator responsible for the production of the heavy neutrino is beyond the

reach of the LHC beam energy, and can therefore be integrated out of the Lagrangian. This

allows one to parameterize the hypothetical neutrino interactions using effective operators
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Figure 7.1: Feynman diagram for the effective operator approach for heavy neutrino produc-
tion and decay.

Oi to construct a Lagrangian that can be added onto the SM Lagrangian,

L = LSM +
∞∑
n=5

1

Λn−4

∑
i

αiO(n)
i , (7.1)

where Λ is the scale of new physics, n is the mass dimension, α is the coupling strength,

and O is the operator [37]. The production cross section is suppressed by the dimension

of the operator, and therefore for this search the lowest possible dimension is chosen with

the constraint that it couples to the initial state at the LHC. This analysis probes four-

fermion interactions (which have mass dimension n = 6) as shown in Figure 7.1 using one

vector operator (V ) and three scalar operators (s1, s2, and s3), which corresponds to the

processes having large enough cross sections in order for this analysis to be sensitive [37].

The corresponding interactions related to each operator can be seen in Table 7.1. The event

topology is the same for all three operators, but the underlying physics between the operators

varies, which leads to differences in the kinematics of the decay products as well as different

cross sections.

The neutrino produced can either be Dirac or Majorana, which will impact the sign of the

leptons in the final state. If the neutrino is Dirac, the final state will only include opposite-

sign leptons, given that Dirac neutrinos cannot violate lepton number. If it is Majorana,

the decay of the heavy neutrino will lead to equal amounts of same-sign and opposite-sign

48



Operator Interaction
V duNe
s1 QuNL
s2 LNQD
s1 QNLd

Table 7.1: Summary table of the operators considered and their corresponding four-fermion
interactions. The right-handed SU(2) singlets are represented by e, u, and d, while the
left-handed SU(2) doublets are represented by Q and L.

dilepton pairs in the final state. The cross sections for both cases are related to the energy

scale of new physics and the strength of the coupling constant σ ≈ α2/Λ4. In each scenario,

the mass of the heavy neutrino can be reconstructed from one lepton and up to two hadronic

jets. In the absence of observing a heavy neutrino signal, bounds will be set on the coupling

constant and the new physics scale.

7.1.2 Left-Right Symmetric Model

The Left-Right Symmetric Model (LRSM) is a grand unified theory (GUT) inspired extension

of the SM Lagrangian to treat equally the right-handed and left-handed chiral fields. The

gauge symmetry is represented by SU(3)C×SU(2)L×SU(2)R×U(1)B−L, where the inclusion

of the right-handed fields is explicit as well as the introduction of a new conserved quantity,

B − L (the difference between baryon (B) and lepton (L) quantum numbers) [38].

The LRSM includes an attractive mechanism for generating the observed light neutrino

masses by introducing a family of new, heavy right-handed neutrinos, right-handed gauge

bosons, and doubly charged Higgs bosons [39, 40]. This hypothetical boson could be pro-

duced at the LHC through a qq̄ interaction as shown in Figure 7.2. This interaction would

produce a charged lepton and a heavy neutrino, which would then decay to yield a final state

with two leptons and two jets. The final state particles, two leptons and up to two jets, can

be used to reconstruct the mass of the WR. The reconstructed WR mass will be the search
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Figure 7.2: Feynman diagram for Left-Right Symmetric Model production and decay of
right-handed W boson and heavy neutrino in the mixing (left) and no mixing (right) cases.

variable utilized in this analysis. The heavy neutrino mass can also be reconstructed from

one lepton and up to two jets, however this adds further complexity as one has to choose

the appropriate lepton from the dilepton final state.

7.2 Selection

7.2.1 Event Selection

Events selected for this analysis are required to satisfy a set of quality criteria unique to the

data taking period in 2011. Additionally the primary vertex in the event is required to have

at least 5 associated tracks originating from it. If additional vertices are reconstructed, the

one having the highest Σ(ptrackT )2 is chosen.

The events are required to have at least two leptons with pT > 25 GeV to meet the offline

trigger thresholds. In addition, the leptons are required to have associated tracks that are

matched to the primary vertex. There must also be at least one jet with pT > 20 GeV, instead

of two as indicated by the final state for LRSM and HNEO. If the hypothetical neutrino is

light then it will be boosted and the decay products can be close together. If this happens,

the detector cannot resolve two independent jets and puts them together as one. In order
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to reduce the background from Drell-Yan production and mis-identified leptons, events are

required to have dilepton mass larger than 110 GeV for both same-sign and opposite-sign as

well as for all flavor combinations.

Electron Electrons are required to satisfy the “medium” identification criteria [41] with

pT > 25 GeV and |η| < 2.47. The transition region in the electromagnetic calorimeter is

excluded (1.37 < |η| < 1.52) due to the poor electron energy resolution. Electrons are also

required to not share an inner detector track with a reconstructed muon to reduce the effect

of mis-identified electrons. The electrons used in this analysis were required to satisfy a

calorimeter isolation by requiring the topological cluster energy in a cone of R = 0.2 around

the electron to be less than 15% of the electrons transverse energy, which will reduce the

probability that a hadronic jet is identified as an electron.

Muon Muons are required to be identified in the inner detector (ID) and the muon spec-

trometer (MS), and must have at least one hit in the pixel detector, five in the SCT, and

an |η|-dependent hit requirement in the TRT. Only muons with pT > 25 GeV and |η| < 2.4

are considered in this analysis. Requirements on the longitudinal (z0) and transverse (d0)

impact parameters are summarized in Table 7.2, and are used to discriminate prompt muons

and muons from the decays of b-quarks.

The dimuon channel was the most powerful channel used in this search, and for this reason

a detailed study of the muon isolation was performed in order to extract the most sensitivity

from the same-sign region. The track and calorimeter isolation requirements are:

• If pT < 80 GeV, require the sum of the pT of the tracks in a cone of R = 0.3 around

the muon to be less than 1 GeV.

• If there is a jet in the event with ∆R =
√

∆η2 + ∆φ2 < 0.4 require the muon to have
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pT > 80 GeV and (Etcone30/pT- 3)/pT > -0.02 GeV−1, where Etcone30 is the sum of

the calorimeter energy in a cone of R = 0.3 around the muon.

• If there is no jet in the event with ∆R < 0.4, require the calorimeter energy in a cone

of R = 0.3 around the muon to be less than 15% of the muon pT.

These requirements are designed to recover signal acceptance in LRSM where the mass of

the neutrino is close to the mass of the right-handed W boson. In this situation, the heavy

neutrino is boosted which causes the lepton from this decay to be closer to the jets also

produced in the decay, making them less isolated. This modified isolation recovered up to

40% of the dimuon signal events where this issue was present, and enhances the rejection

power of mis-identified prompt muons.

Impact Parameter Requirement
|z0| < 5 mm
|d0| < 0.2 mm
|d0/σd0| < 5

Table 7.2: Details of the muon impact parameter requirements.

Jet The jets used for this analysis are calibrated at the EM+JES scale and are required

to have pT > 20 GeV. The jets used must satisfy |η| < 2.8. Pile-up jets are rejected by

requiring |JVF| > 0.75. Additionally, the closest jet to each electron within ∆R(e, jet) < 0.5

is removed in order to avoid the double counting of physics objects.

7.2.2 Triggers

This analysis employs the use of single lepton triggers, where only one of the two leptons in

the event are required to match to the trigger. During the data taking period used in this

analysis the trigger menu was updated in order to deal with the increased rate of collisions.
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Electrons were required to have an offline pT of at least 20 GeV, satisfy several shower-shape

requirements and match an ID track. For the final 0.5 fb−1 the threshold was increased to

22 GeV. Muons were required to have an offline pT of at least 18 GeV and |η| < 2.4 in order

to match to the trigger. For this analysis, only leptons with pT > 25 GeV are used, and the

typical efficiencies for the electron trigger for offline analysis are 99± 1% and 74% (91%) for

muons in the barrel (end-cap) regions with an uncertainty of about ±1%.

7.3 Standard Model Backgrounds

Several background sources contain events with two leptons and at least one jet. These

processes are estimated from simulation and fully and semi-data driven techniques. Table 7.3

lists the dominant backgrounds in the opposite-sign and same-sign channels and how they

are estimated.

Process Opposite-sign Same-sign
Z+jet MC Validated Charge-flip
Top MC Validated Charge-flip

Diboson Simulation Simulation + Charge-flip
Fake Leptons Matrix Method Matrix Method

Table 7.3: Summary of the four dominant background categories and the technique used to
estimate the contribution to the signal region.

The simulated samples used in this analysis are found in Subsection 7.3.1 and the system-

atic uncertainties associated with the simulated samples can be found in Subsection 7.3.2.

For dominant backgrounds in the opposite-sign channel (tt̄ and Z+jets), dedicated data

control regions are designed to validate the simulated prediction, which is described in Sub-

section 7.3.3. The charge-flip background contributes in the same-sign ee and eµ channel

and cannot be estimated from simulation. The method used to estimate this background

can be found in Subsection 7.3.4. The dominant background in the same-sign channels are
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from fake leptons and are described in Subsection 7.3.5.

7.3.1 Monte Carlo Samples

Fully simulated MC event samples enter into the background estimation as either the central

value used in the analysis or serve as a cross-check against a data-driven estimate. Many

SM processes contribute to dilepton searches and for this reason great care has gone into

choosing which generator and showering software are used for each sample.

Top Processes involving the top quark have numerous ways of contributing to the signal

region. tt̄ production is simulated using MC@NLO [42, 43, 44] with the next-to-leading order

(NLO) parton distribution function (PDF) CTEQ6.6 [45]. Fragmentation and hadronization

is handled by HERWIG [46]. Single top quark production via s- and t-channel processes are

generated with MC@NLO. The associated production of tt̄ with a vector boson (W,Z, or γ) is

simulated with Madgraph [47] interfaced with PYTHIA [35].

V+jet The production of Z/γ∗+jets is generated with ALPGEN [48] with leading order

PDF CTEQ6L1 [45] Production of W+jet, Wbb̄, and Wcc̄ are generated using ALPGEN as

well. These samples are only used for studies involving leptons from non-isolated sources

and are not used to derive a background estimate for the signal region.

Diboson Diboson (WW ,WZ, and ZZ) processes are generated using HERWIG. Diboson

samples involving a photon (Wγ and Zγ) are generated using Madgraph interfaced with

PYTHIA.
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QCD The QCD estimate is taken from a data-driven technique, however comparison with

MC is sometimes necessary to validate the method. Samples containing bb̄ events are gener-

ated with PYTHIA including an event filter to select events with at least one lepton.

7.3.2 Monte Carlo Systematic Uncertainties

The simulated samples have several sources of systematic uncertainty to account for energy

calibration differences between data and simulation as well as uncertainty associated with

lepton identification. The largest uncertainty is from the jet energy scale (2-6%) and resolu-

tion (5-12%), which are applied to each jet and are pT and η dependent [25]. An additional

2-7% is included on top of the JES uncertainty to account for the effects of pile up.

The lepton pT scale and resolution have an associated uncertainty that is dependent on the

lepton kinematics. The scale varies from 0.2-2%, while the resolution is larger at 0.4-10%

[34, 49, 50]. The uncertainty in correctly identifying a lepton is also taken into account and

ranges from 0.2-3.3% [34, 49, 50].

In addition to the uncertainty on the physics objects, there is an uncertainty associated with

the modeling of the simulated physics processes. Theoretical uncertainty on the diboson

cross section ranges from 5-7% [51]. For tt̄, there are six associated uncertainties that are

summed in quadrature:

1. To estimate an uncertainty on the top quark mass, three separate masses are used as

input for the MC simulation: 170, 172.5, and 175 GeV, where 172.5 GeV is used in

the simulation of the nominal sample. The number of events in the signal regions is

then counted for each input mass, and the relative difference with the nominal value

is taken as a systematic uncertainty.

2. The uncertainty on the theoretical cross section and the PDF used [52].
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3. The uncertainty on the choice of MC generator is evaluated by comparing the prediction

from the nominal MC@NLO to that of POWHEG.

4. The uncertainty on the showering algorithm used is estimated by comparing the nom-

inal HERWIG to PYTHIA.

5. An uncertainty associated with the initial state and final state radiation is evaluated

by varying the PDF uncertainty up and down.

6. An uncertainty associated with the statistics on the nominal sample is included.

Each uncertainty is combined in quadrature and the final result is a 15% uncertainty. In

the case of single top production with a W boson, the theoretical uncertainty on the cross

section is estimated to be 10% [52]. For tt̄ production with an associated vector boson(s),

an uncertainty of 50% on the theoretical cross section is included [53].

The signal samples also contain an uncertainty based on the limited knowledge of the PDFs

and αs. The uncertainty is evaluated using a range of current PDF sets, as described in Ref.

[54], and taking the maximum overall uncertainty. The resulting uncertainty was found to

be 9% and 12% for LRSM and HNEO signal samples respectively.

7.3.3 Monte Carlo Validation

The dominant backgrounds in the same-sign channel are from fake leptons, which is extracted

in a fully data driven way and detailed in Subsection 7.3.5. In the opposite-sign channel, the

dominant backgrounds are contributed from Z+jets and tt̄. Two dedicated control regions

are designed to select events from these two processes in data in order to validate the MC

prediction.
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Z+jets The contribution from Z+jets is estimated from MC and corrected by a jet de-

pendent scale factor that is measured in a data control region. The control region requires

that the invariant mass of the lepton pair (both opposite-sign and same-sign are considered)

be in the range of 80-100 GeV. The number of observed Z → `` events is determined by

subtracting the additional SM backgrounds. The ratio between data and MC Z+jets events

is then taken in order to obtain a scale factor (sf) which is defined as,

sf =
Ndata −Nnon−Z

NZ,MC

(7.2)

where Ndata is the observed events in the control region, Nnon−Z is the contribution of non-Z

sources to the control region, and NZ,MC is the contribution from Z+jet MC samples. The

resulting scale factors are parameterized as a function of the number of jets, and can be

found in Table 7.4.

Process 0-jet 1-jet 2-jet 3-jet ≥ 4-jet
Z → ee 1.026 ± 0.003 1.002 ± 0.005 0.954 ± 0.010 0.938 ± 0.019 0.890 ± 0.031
Z → µµ 0.975 ± 0.002 0.930 ± 0.005 0.908 ± 0.009 0.863 ± 0.018 0.906 ± 0.030

Table 7.4: Estimated sf for Z+jets as a function of number of jets estimated by requiring the
invariant mass of the two leptons to be within 80-100 GeV (

∫
L = 2.1 fb−1). The uncertainty

is the statistical error propagated through to the sf.

Top The dominant contribution to the opposite-sign channel is from tt̄ events. A control

region was designed in order to validate this background by requiring at least one b-tagged

jet, Emiss
T > 50 GeV, and mllj(j) < 400 GeV. The first two requirements populate the region

with tt̄ events, while the last requirement is needed in order to remain orthogonal to the

signal region. The non-tt̄ processes contribute < 1%. The agreement between data and SM is

found to be well within the systematic uncertainty, which are dominated by the uncertainty

in correctly identifying a b-tagged jet and the theory uncertainty on the the top quark mass.

The yield and associated sf (where the sf is the same as defined previously, but for tt̄ instead
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of Z+jets) can be found in Table 7.5. No scale factor was applied to MC tt̄ events given the

good agreement found within the uncertainty.

ee ± stat ± syst µµ ± stat ± syst eµ ± stat ± syst ll ± stat ± syst

tt̄ 134.01 ± 1.90 ± 28.22 136.23 ± 1.93 ± 28.46 677.70 ± 4.36 ± 147.56 947.94 ± 5.13 ± 204.20
t,Wt 9.92 ± 0.82 ± 1.87 12.18 ± 0.86 ± 2.31 46.90 ± 1.66 ± 8.90 69.01 ± 2.04 ± 13.08

Z+jets 0.22 ± 0.16 ± 0.03 0.90 ± 0.48 ± 0.17 1.47 ± 0.55 ± 0.27 2.59 ± 0.74 ± 0.47
Diboson 0.37 ± 0.26 ± 0.08 0.54 ± 0.37 ± 0.12 1.43 ± 0.54 ± 0.19 2.34 ± 0.71 ± 0.40
MC fake 0.08 ± 0.08 ± 0.01 0.00 ± 0.00 ± 0.00 0.64 ± 0.46 ± 0.10 0.72 ± 0.47 ± 0.12

SM 144.61 ± 2.09 ± 28.22 149.85 ± 2.20 ± 28.46 728.13 ± 4.75 ± 147.56 1022.59 ± 5.64 ± 204.21
Data 157 ± 12.53 138 ± 11.75 765 ± 27.66 1060 ± 32.56

Data/SM 1.09 ± 0.09 ± 0.21 0.92 ± 0.08 ± 0.17 1.05 ± 0.04 ± 0.21 1.04 ± 0.03 ± 0.21

Table 7.5: Number of events that passed tt̄ control region selection in ee, µµ, eµ and
combined ll channels with ≥ 1 jets (

∫
L = 2.1 fb−1).

7.3.4 Charge-Flip Estimate

Contributions of SM processes to the same-sign ee and eµ channels can occur when an

electron from the Z decay emits a hard, Bremsstrahlung photon. The photon can then

produce an e±e∓ pair, imparting a majority of the energy to an oppositely charged electron

(e±hard → e±softγhard → e±softe
±
softe

∓
hard) yielding a same-sign pair. This effect is not only present

in Z decays, but also other SM processes involving electrons such as WW and tt̄. It is also

not contained to e±e± channel, but contributes to e±µ± as well.

The rate at which this happens is correlated with the amount of material the electron tra-

verses in the detector. Estimates from this background cannot be extracted from simulation

due to differences in the amount of material included in simulation compared with the actual

detector, therefore a partially data-driven approach is used in order to obtain an accurate

estimate.

Method Description The method is built around the probability that an electron will

“flip” charge based on the processes described previously. This probability is parameterized

as a function of the electron η, to account for the amount of material traversed by the
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electron, and pT, to account for kinematic dependencies following the method in Ref. [55].

This pT-η parameterization can be found in Table 7.6, which is derived from simulation.

In order to correct for the differences between data and simulation, an η dependent scale

factor is measured in inclusive bins of electron pT using a Z tag-and-probe method. The

tag-and-probe method is carried out by requiring a same-sign ee event with an invariant

mass between 80 and 100 GeV. Both electrons are required to lie in the same η region as

used in the parameterization, which insures that one electron has flipped charge and allows

for the extraction of the flip probability in data for that given bin. Imposing the requirement

that both electrons are in the same η region leads to large statistical uncertainty, which is

the dominant source of error for this method. The scale factors and error on the scale factors

can be found in Table 7.7.

The probabilities are then used to weight opposite-sign simulated events in order to obtain

the estimated contribution to the same-sign signal region. The process follows the simple

binomial probability equation:

w = p · (1− q) + q · (1− p), (7.3)

where “p” is the probability that the first electron flipped charge, “q” is the probability that

the second electron flipped charge, and w represents the probability that one of the electrons

flipped charge, which is used to weight the events. This is done for each opposite-sign event

from Z + jet, tt̄, and diboson backgrounds in order to obtain the final background estimate

from this process.

Validation The signal region requires that m`` > 110 GeV, therefore a suitable validation

region can be created by reversing this requirement and looking in the ee channel. To further

reduce the contributions from other background sources, a window around the Z boson mass

of 80 < m`` < 100 is constructed. The dominant background in the validation region is from
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[25,45] GeV [45,65] GeV [65, 85] GeV > 85 GeV
[0,0.6] 4.6× 10−4 4.0× 10−4 4.9× 10−4 1.7× 10−3

[0.6,1.0] 8.1× 10−4 9.1× 10−4 2.4× 10−3 4.3× 10−3

[1.0,1.37] 1.6× 10−3 1.6× 10−3 2.8× 10−3 5.0× 10−3

[1.52,2.2] 9.3× 10−3 8.5× 10−3 1.1× 10−2 2.2× 10−2

[2.2,2.5] 2.6× 10−2 3.1× 10−2 4.1× 10−2 5.4× 10−2

Table 7.6: The pT-η parameterization for the probability that a given electron will flip charge.
This probability is derived from simulated Z → e±e∓ events.

|η| [0,0.6] [0.6,1.0] [1.0,1.37] [1.52,2.2] [2.2,2.5]
Scale Factor 1.07 ± 0.2 0.33 ± 0.22 0.83 ± 0.23 0.90 ± 0.04 0.46 ± 0.06

Table 7.7: The η dependent scale factors that are to be applied to the parameterization of
the the probability for an electron to flip charge.

charge-flip leptons originating from a Z boson decay. In order to compare the charge-flip

prediction with what is expected from data, all other SM contributions are subtracted from

the data. The expected yield from charge-flip electrons in data, MC, and from the estimate

utilizing the flip probabilities can be found in Table 7.8. The data and the result of applying

the flip probabilities are in good agreement.

Same-sign Z → ee
Data 2542 ± 63

MC prediction 3615 ± 48.9
Flip probability 2566 ± 4.6

Table 7.8: The yield from charge-flip electrons in data, MC Z events, and the result of
applying the flip probability. The data yields have been adjusted by subtracting off all other
SM contributions to this region. Only the statistical uncertainty is given.

Uncertainty The statistical error associated with the parameterization given in Table 7.6

is propagated through to the event weight used in Equation 7.3. An additional systematic

error is evaluated based on the choice of binning used in the pT-η parameterization. This is

evaluated by shifting the pT and η bins and then reevaluating the probability. Any differences

are propagated through to the event weight. The final uncertainty is attached to the scale
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factor derived by comparing the probabilities in data and simulation, which is quoted in

Table 7.7.

7.3.5 Fake Lepton Background

This section describes a method to estimate the contribution of events with one or two “fake”

leptons to the signal region. There are a number of background sources that can contribute

to a dilepton signature, for example:

• semi-leptonic decay of a b or c jet

• decay in flight of a π± or K meson

• reconstruct a π0 as an electron

• reconstruct a photon as an electron

The dominant processes yielding fake leptons are bb̄, cc̄, tt̄, and W+jets. Simulation fails

to produce a reliable estimate due to the uncertainties on the SM cross-section for bb̄ and

cc̄, as well as the difficulty of modeling the lepton kinematic variables produced in this

class of processes. For this reason, a fully data-driven estimate is employed to extract the

contribution of fake leptons to the signal region.

Method Description The Matrix Method (MM) [56] is used to provide a data-driven

estimate for the number of events with non-prompt leptons. The method relies heavily on

two measured quantities, the real efficiency (r) and the fake rate (f). The real efficiency is

the probability of a real, prompt lepton to pass the tight selection criteria, while the fake rate

is the probability of a fake, non-prompt lepton to pass the tight selection criteria. In this

analysis, signal leptons satisfy the tight criteria, while baseline leptons pass a looser criteria.
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For muons, this means dropping the isolation requirement, and for electrons we loosen the

identification criteria from “medium” to “loose” and we drop the isolation.

When estimating the fake lepton background for two leptons, the MM utilizes a system of

four equations with four unknowns that can be expressed as a matrix. This matrix relates the

number of tight-tight (TT) tight-loose (TL), loose-tight (LT) and loose-loose (LL) leptons

in the event to the number of real-real (RR), real-fake (RF), fake-real (FR), and fake-fake

(FF) leptons in the event.



NTT

NTL

NLT

NLL


=



r1r2 r1f2 f1r2 f1f2

r1(1− r2) r1(1− f2) f1(1− r2) f1(1− f2)

(1− r1)r2 (1− r1)f2 (1− f1)r2 (1− f1)f2

(1− r1)(1− r2) (1− r1)(1− f2) (1− f1)(1− r2) (1− f1)(1− f2)


·



NRR

NRF

NFR

NFF


(7.4)

The matrix in equation 7.4 [56] can then be inverted to take the measured quantities

(NTT , NTL, NLT , NLL) and extract the quantities we want to know (NRF , NFR, NFF ) in order

to arrive at our final fake lepton estimate.

The method will sample from the region populated by at least two loose leptons. From this

region the tight lepton selection criteria can be checked and the left hand side of Equation 7.4

can be filled. If there are more than two loose leptons in the event, all permutations to form

a dilepton event are considered.

The real efficiency and fake rate are derived in dedicated data control regions and utilize

a few different parameterizations. The choice of the kinematic parameterization was based

on observed dependencies of the rates and efficiencies for a given variable. Furthermore, a

distinction between leptons that passed, or didn’t pass the analysis trigger is made in order

to account for differences between the rates and efficiencies of the leptons in our loose sample.

The lepton in the loose sample is not necessarily required to trigger the event.
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Real Efficiency Control Region The real efficiency is measured in a tag-and-probe

control region designed to be dominated by real leptons from Z boson decays following Ref.

[56]. The control region consists of events that pass the baseline event selection described in

Subsection 7.2.1, with the following additional requirements:

• Require exactly two opposite-charge leptons of the same flavor.

• Require at least one tight lepton to be the tag.

• The tight tag lepton triggered the event.

• The additional probe lepton must satisfy the loose criteria.

• Require 86 < m`` < 96 GeV.

The probe lepton is used to measure the efficiency of passing the tight lepton selection

requirements. In the case where both leptons pass the tight selection, the event is used

twice, where each lepton is treated as a probe.

Fake Rate Control Region The fake rate is measured in a single lepton control region,

which has slightly different requirements for electrons and muons in order to combat dif-

fering background contamination. Both require the baseline event selection with a looser

trigger requirement as compared to the signal leptons used in this analysis. The selection

criteria for each control region is outlined in Table 7.9. Even with the judicious steps to

reduce the contamination from electroweak sources, some residual contamination still exists.

Therefore in order to remove the contamination, the MC estimate for Z+jet, W+jet and tt̄

is subtracted.

Parameterization Both the muon and electron real efficiency follows a bin parameteri-

zation as a function of the lepton pT. The real efficiency is quite flat, with small deviations
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Requirement Electron Muon
N loose
` Exactly One
mT < 40 GeV

|∆φ(Emiss
T , jet)| < 0.1 –

|∆φ(Emiss
T , `)| – < 0.5

Njet – At least One

Table 7.9: The definitions for the control region used to measure the fake rate for electrons
and muons. The criteria are developed to reduce the amount of electroweak contamination
in the control region.

at low pT. The electron fake rate is parameterized as a function of pT as well, while the

muon fake rate utilizes a two-dimensional parameterization as a function of HT/pT vs. pT,

where HT is defined as the sum of the transverse momentum of the leptons and the jets. The

choice of this parameterization is motivated by the large variation of the muon fake rate as

a function of this variable as seen in Ref. [55].

Flavor Separation It was found that the fake rate for a muon from a heavy flavor (HF)

jet was significantly different than it was for a light flavor (LF) jet, and for this reason

an additional separation is done for the muon fake rate [55]. An additional requirement

is imposed upon the control region definitions outlined in Table 7.9 to separate these two

processes. In order for the muon to be considered as having originated in a HF jet, the muon

has either an overlapping (∆R(µ, jet) < 0.4) b-tagged jet, or a b-tagged jet sufficiently far

from the muon (∆R(µ, jet) > 2.0). The latter requirement is to pick up bb̄ decays where

one of the jets is lost. In order for the muon to be considered as having originated in a LF

jet, the muon either has no overlapping jet and no jet with ∆R(µ, jet) > 2.0, or it has an

overlapping jet that fails the b-tagging requirements. Unlike in Ref. [55], the separateion

was found to have a negligible impact for electrons.

Fake Rate and Real Efficiency The real efficiency and fake rate are measured in the

control regions described previously and corrected for electroweak contamination as esti-
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mated in MC. The efficiencies and rates for the electrons can be found in Figure 7.3 and

for muons in Figure 7.4. The distinction between whether or not the lepton passed or failed

the trigger is made in the legend. For the HF and LF muon fake rate, this distinction is

not made since the variation was found to be negligible compared to the statistical error of

further dividing this sample.
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Figure 7.3: Electron bin-parameterization for f and r as a function of ET , for passed trigger
and failed trigger. No MC background subtraction was applied, since contamination was
found to be negligible. Similar to muons, when the analysis trigger became tighter, the fake
rate shifted, and we take this into account. Again, the shape for periods B through J (Left)
is comparable to period K (Right), where the largest difference is seen in the low PT region.

Validation Region In order to validate that the matrix method is reproducing the ob-

served fake background, a validation region is constructed to be orthogonal to the signal

region by requiring that the subleading lepton satisfies 15 < psubleadingT < 25 GeV. Only

same-sign region is checked as that is where the fake background is dominant.

Figure 7.5 and Figure 7.6 show the predicted and measured fake background as a function of

m`` and pT respectively. The black markers in this histogram show the observed fake leptons

by taking the full data yield in the validation region and subtracting off the contribution from

prompt leptons. The fake prediction from the matrix method is given in blue, along with

the associated errors propagated through the matrix method, which are shown as hatched

boxes. The yellow bands shown in the ratio plot below each figure illustrates the additional

systematic uncertainty to cover the variations seen in this validation region. A summary of
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Figure 7.4: Muon bin-parameterization as functions of HT/PT vs. PT for f for triggered
muon in the enriched HF sample (top left) and the enriched LF sample(top right), after MC
background subtraction. Real efficiency, r, parameterized as a function of PT for pass and
failed trigger muon. Due to low statistics, the failed triggered f is parameterized against PT
only. From period J onward a new analysis trigger was used which impacted the fake rate,
and had marginal impact on the real efficiency. The shape for periods B through I (bottom
left) are very similar to that of periods J and K (bottom right) however the rates themselves
differ, most notably in the low PT region near trigger threshold.
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the total yield can be found in Table 7.10.
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Figure 7.5: The dilepton invariant mass for ee (top left) µµ (top right) and eµ (bottom)
for events where the leading lepton has pT > 25 GeV and subleading lepton satisfies 15 <
pT < 25 GeV. The hatched boxes show the uncertainties on the real efficiency and fake rate
propagated through the matrix method. The yellow band shows the additional uncertainty
added in order to cover the the variations seen in the ratio plot.

e±e± µ±µ± e±µ±

Fake Predicted 1067.95 ± 63.53 ± 186.74 21.86 ± 1.81 ± 5.93 500.15 ± 21.49 ± 62.48
Data - MC 937 20 459

Data-MC/Fake Predicted 0.88 ± 0.05 ± 0.15 0.91 ± 0.08 ± 0.25 0.92 ± 0.04 ± 0.11

Table 7.10: Predicted fake and observed fake (Data-MC) for each channel in the validation
region for same-sign leptons requiring subleading lepton satisfy 15 < psubleadingT < 25 GeV.

Uncertainty The first source of uncertainty is simply taken from the statistical uncertainty

from the real efficiency and fake rate parameterization. This uncertainty is propagated

through the matrix method by varying the real efficiency and fake rate by the uncertainty

associated with that particular bin, and then recalculating the event weight.
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Figure 7.6: Lepton pT for ee (top left) µµ (top right) and eµ (bottom) for events where the
leading lepton has pT > 25 GeV and subleading lepton satisfies 15 < pT < 25 GeV. The
hatched boxes show the uncertainties on the real efficiency and fake rate propagated through
the matrix method. The yellow band shows the additional uncertainty added in order to
cover the the variations seen in the ratio plot.
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In addition to the nominal statistical error on the estimate, an error associated with the

number of tight and loose leptons in the loose sample is estimated. For a given region, or

a given bin in a histogram, if one of the necessary pairs appearing on the left hand side of

Equation 7.4 is missing an additional statistical error is included by borrowing the necessary

pair from a neighboring bin and including the error associated with that particular event.

The third source of uncertainty is derived from the level of agreement in the validation

region, as shown in Figure 7.5 and Figure 7.6. This is assessed by looking at how well the

data fake (data - MC) is reproduced by the fake prediction from the matrix method. The

error is estimated to be a flat 30%.

The final uncertainty is derived from a closure test on the parameterization itself. The data

is randomly divided into two equal sets. Measurements of the fake rate and real efficiency

are extracted from the first set and are used to predict the fake rate and real efficiency in

the second set. The measured and predicted values are then compared as a function of many

variables, and an uncertainty is extracted based on the level of agreement. For the electron

fake rate the error is found to be 20% if 1 < |η| < 2 and 5% otherwise, while the real efficiency

has a flat 2% uncertainty. For the muon fake rate (real efficiency) the uncertainty is a flat

40% (5%). This uncertainty is then propagated through the matrix method to obtain the

contribution to the final estimate.

7.4 Signal Regions

7.4.1 LRSM Signal Region

The approach for the LRSM is to utilize the two leptons and up to two jets to reconstruct

the hypothetical WR produced in the event, as shown in Figure 7.2. This is done to remove
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Figure 7.7: The distribution for the sum of transverse energy of the two leptons and up to two
leading jets (ST ) for the opposite-sign ee (top-left), µµ (top-right), and eµ (bottom) channels
for events with two leptons and at least one jet and m`` > 110 GeV. The hypothetical signal
distribution for mWR

= 0.6 TeV and mN = 0.3 TeV in the case of maximal mixing is overlaid.

the ambiguity in reconstructing the heavy neutrino, which requires just one lepton from the

dilepton final state.

Two separate signal regions are defined based on the charge of the leptons: same-sign or

opposite-sign. For both regions a minimum reconstructed WR mass of 400 GeV is imposed.

In addition, the opposite-sign region must have the scalar sum of transverse momentum

of the objects used to reconstruct the WR (two leptons and at most two jets) be greater

than 400 GeV. The dominant backgrounds for the opposite-sign region peak for values less

than 400 GeV, while several signal points extend well beyond this region as illustrated in

Figure 7.7.

70



 [GeV]
T

P

0 100 200 300 400 500 600 700 800 900 1000

N
o
rm

a
liz

e
d

0

0.01

0.02

0.03

0.04

0.05

 = 200 GeVNm

Lepton Produced with Neutrino

Lepton Produced in Neutrino Decay

 ThesisATLAS

 [GeV]
T

P

0 100 200 300 400 500 600 700 800 900 1000

N
o
rm

a
liz

e
d

0

0.002

0.004

0.006

0.008

0.01  = 2000 GeVNm

Lepton Produced with Neutrino

Lepton Produced in Neutrino Decay

 ThesisATLAS

Figure 7.8: Lepton pT distributions for mN = 200 GeV (left) and mN = 2000 GeV (right).
This figure illustrates how the neutrino mass influences the final state kinematics.

7.4.2 HNEO Signal Region

In the effective operator approach the search variable is the hypothetical neutrino mass. The

final state includes two leptons and two jets, as illustrated in the Feynman diagram in Fig-

ure 7.1, which presents a problem since one must choose a lepton to use in the reconstruction

of the neutrino mass.

It was found that for lighter N masses, the lepton from the decay of the N was found to

have a softer pT spectrum when compared with the lepton produced with N . This situation

changed as the mass of N increases as seen in Figure 7.8. A set of criteria based on the

angular information and the reconstructed neutrino mass (mN = m`jj) was used to determine

which lepton fit best. It was found that that if the angle between the the leading lepton

and the leading jet was greater than 0.00157 of the reconstructed neutrino mass using the

leading lepton, then the leading lepton was chosen. That is if α(`0, j0) > 0.00157 ·m`0j0j1 ,

then use m`0j0j1 . Otherwise the subleading lepton was used for the reconstructed neutrino

mass (m`1j0j1). This set of criteria was derived by studying the relationship between α(`0, j0)

and m`0j0j1 for the N mass spectrum considered. The net effect is that for mN ≥ Λ/2 (= 1.5

TeV) the leading lepton is chosen, while for mN ≤ 1.5 TeV the subleading lepton is chosen.
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After choosing the lepton for the reconstructed N mass, the events are separated into two

categories based on the lepton charge: same-sign and opposite-sign. No additional selection

is placed on the same-sign region. The opposite-sign region needed further requirements in

order to reduce the background from Z+jet and tt̄ production. A requirement on the scalar

sum of transverse energy from the two leptons and up to two jets (called ST ) was required

to be greater than 400 GeV.

7.5 Results

The number of events expected and observed for each dilepton final state for HNEO signal

region and LRSM signal region can be found in Table 7.11 and Table 7.12 for the opposite-

sign and same-sign channels respectively. In addition, the kinematic variables of interest,

m``j(j) in the case of LRSM and m`j(j) in the case of HNEO, can be found for opposite sign

(same-sign) in Figure 7.9 (Figure 7.10) and Figure 7.11 (Figure 7.12). Good agreement is

found in all channels and signal regions.

Physics Processes e±e∓ µ±µ∓ e±µ∓ Total
Z/γ∗+jets 136.1 ± 12.5 173.2 ± 15.1 0.8 ± 0.8 310 ± 20
Diboson 4.3 ± 1.8 7.3 ± 1.9 5.9 ± 1.6 18 ± 3
Top 103.1 ± 12.3 100.9 ± 12.0 199.4 ± 23.3 403 ± 46
Fake lepton(s) 12.5 ± 8.1 -0.2 ± 0.7 6.1 ± 4.2 18 ± 9
Total Background 256.0 ± 26.2 281.2 ± 27.9 212.3 ± 33.8 750 ± 78
Observed events 248 245 247 740

m``j(j) ≥ 400 GeV
Total Background 254.8 ± 25.8 279.7 ± 27.6 210.9 ± 33.4 745 ± 77
Observed events 246 241 244 731

Table 7.11: Summary of the expected background yields and observed numbers of events
for the OS dilepton channels. The top part of the table shows the numbers obtained for
events with two leptons, ≥ 1 jet, m`` > 110 GeV and ST > 400 GeV. The bottom part of
the table shows the numbers for the final LRSM selection, where an additional requirement
m``j(j) ≥ 400 GeV is imposed. The quoted uncertainties include statistical and systematic
components, excluding the luminosity uncertainty of ±3.7%. The latter is relevant for all
backgrounds except for the fake lepton(s) background, which is measured using data.
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Physics Processes e±e± µ±µ± e±µ± Total
Z/γ∗+jets 26.1 ± 5.6 0.0 +

−
1.6
0 1.2 ± 0.7 27 ± 6

Diboson 12.7 ± 2.3 7.2 ± 1.7 18.8 ± 3.0 39 ± 6
Top 5.8 ± 1.3 0.7 ± 0.3 6.8 ± 1.6 13 ± 3
Fake lepton(s) 93.6 ± 35.7 3.1 ± 1.6 53.8 ± 20.3 151 ± 50
Total Background 138.3 ± 36.5 11.0 +

−
2.9
2.5 80.7 ± 20.8 230 ± 52

Observed events 155 14 99 268
m``j(j) ≥ 400 GeV

Total Background 48.4 ± 16.1 4.4 +
−

2.1
1.3 24.6 ± 7.6 77 ± 21

Observed events 59 8 39 106

Table 7.12: Summary of the expected background yields and observed numbers of events for
the SS dilepton channels. The top part of the table shows the numbers obtained for events
with two leptons, ≥ 1 jet and m`` > 110 GeV. The bottom part of the table shows the
numbers for the final LRSM selection, where an additional requirement m``j(j) ≥ 400 GeV is
imposed. The quoted uncertainties include statistical and systematic components, excluding
the luminosity uncertainty of ±3.7%. The latter is relevant for all backgrounds except for
the fake lepton(s) background, which is measured using data.

Model Independent Limits Overall good agreement is observed in Table 7.11 and Ta-

ble 7.12 between the SM prediction and the observed values in data. These results are used

to set 95% C.L. limits on the visible cross section, σAε, where σ is the cross section for a

new process, A is representative of the acceptance (the fraction of events passing the selec-

tion requirements at particle level), and ε is the detector reconstruction and identification

efficiency. The expected and observed values can be found in Table 7.13.

Channels 〈σAε〉95
obs [fb] 〈σAε〉95

exp [fb]

e±e∓ 28.6 31.0
µ±µ∓ 25.1 36.7
e±µ∓ 50.9 36.4
e±e± 37.6 29.6
µ±µ± 6.1 4.6
e±µ± 25.4 16.2

Table 7.13: Observed (obs) and expected (exp) 95% C.L. upper limits on the visible cross
section, 〈σAε〉95, for each OS and SS dilepton channel after the baseline selection.
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Figure 7.9: Distribution of the invariant mass of two leading leptons and up to two leading
jets (only one is used if no second jet is found) for opposite-sign events with ≥ 1 jets,
m`` > 110 GeV and m``j(j) > 400 GeV. The distribution is shown for the ee (top left),
µµ (top right) and eµ (bottom) channels. The events have an additional requirement of
ST ≥ 400 GeV. The hypothetical signal distribution for mWR

= 1.2 TeV and mN = 0.1 TeV
for the case of maximal mixing is overlaid.
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Figure 7.10: Distribution of the invariant mass of two leading leptons and up to two leading
jets (only one is used if no second jet is found) for same-sign events with ≥ 1 jets, m`` > 110
GeV and m``j(j) > 400 GeV. The distribution is shown for the ee (top left), µµ (top right)
and eµ (bottom) channels. The hypothetical signal distribution for mWR

= 1.2 TeV and
mN = 0.1 TeV for the case of maximal mixing is overlaid.
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Figure 7.11: Distribution of the invariant mass of a leading lepton and up to two leading
jets (only one is used if no second jet is found) for opposite-sign events with ≥ 1 jets and
m`` > 110 GeV. The distribution is shown for the ee (top left), µµ (top right) and eµ
(bottom) channels. The events have an additional requirement of ST ≥ 400 GeV. The
hypothetical signal distribution for mN = 0.3 TeV for the vector operator and Λ/

√
α = 2

TeV is overlaid
.
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Figure 7.12: Distribution of the invariant mass of a leading lepton and up to two leading
jets (only one is used if no second jet is found) for opposite-sign events with ≥ 1 jets and
m`` > 110 GeV. The distribution is shown for the ee (top left), µµ (top right) and eµ
(bottom) channels. The hypothetical signal distribution for mN = 0.3 TeV for the vector
operator and Λ/

√
α = 2 TeV is overlaid

.
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Model Dependent Limits In the absence of a signal, 95% C.L. exclusion limits are set

in the context of HENO and LRSM using the Bayesian approach [57]. In this approach the

systematic uncertainties are treated as nuisance parameters with a truncated Gaussian used

as a prior shape. The parameter of interest (σ× BR) is assumed to be flat.

The 95% C.L. exclusion limits for HNEO are set as a function of neutrino mass (mN) and

the ratio of the scale of new physics (Λ) and the square root of the coupling (
√
α). These

limits for the case of Majorana and Dirac neutrino types can be found in Figure 7.13.

In the case of LRSM, 95% exclusion limits are placed in the two dimensional space of mN

and mWR
. Both cases of Majorana and Dirac neutrino types are considered, and exclusion

limits are given in Figure 7.14.
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Chapter 8

Search for Weakly Produced SUSY

8.1 Interpretations

The search for direct SUSY electroweak production of neutralinos, charginos, and sleptons

with R-parity conservation are addressed in this dissertation. The simplified model approach

is utilized for these searches, which builds upon the assumptions of the pMSSM discussed in

Section 3.2 in order to create general models probing final states with two leptons and missing

energy. The details for the chargino and neutralino search are detailed in Subsection 8.1.1,

while the details for slepton pair production can be found in Subsection 8.1.2. All samples are

generated with HERWIG++ [58] and the signal cross sections are calculated using PROSPINO2.1

[1] at NLO.

8.1.1 Chargino and Neutralino Production

The simplified model approach is to reduce the parameter space of SUSY down to the

relevant particle content that will dictate the kinematics of the final state. This gives particle
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physicists the ability to scan parameters that correspond to physical observables, for example

mass. The parameters include the gaugino masses, the masses of intermediate particles, and

the mass of the LSP [59]. If no new physics signature is found, this framework allows one

to set upper limits on cross-section times the brancing ratio (σ×BR), which allows the limit

result to be applied to other models with similar kinematic features, making this a powerful

search strategy.

All of the gaugino masses and the mixing parameters can be determined from M1, M2 and

µ [12]. An interesting limit exists where |µ| � |M1,M2| � mZ , where mZ is the mass of the

SM Z boson. In this limit, χ̃0
1 is B̃, χ̃0

2 is W̃ 0, and χ̃±1 is W̃± [12]. Additionally, it is assumed

M1 ≈ M2/2, which is indirectly implied when imposing unification of the gauge couplings

[12]. This implies that χ̃±1 and χ̃0
2 are degenerate. The higgsino component is relegated to

the higher mass gaugino terms and does not participate. These simplifying assumptions,

along with the possibility for the gauginos to decay to on-shell left-handed sleptons dictate

the decays of χ̃±1 and χ̃0
2.

In this search, only the lightest gauginos resulting in a dilepton final state need to be consid-

ered: χ̃±1 χ̃
∓
1 , χ̃±1 χ̃

0
2, and χ̃0

2χ̃
0
2. In this analysis χ̃0

2χ̃
0
2 is disregarded due to a lack of sensitivity.

In the case of χ̃±1 χ̃
∓
1 , each chargino decays into either a slepton or a sneutrino with equal

branching fractions. The slepton (sneutrino) then promptly decays to a lepton (neutrino)

and a χ̃0
1, yielding a dilepton final state with missing energy from the neutrinos and χ̃0

1.

The mass range for χ̃±1 (χ̃0
1) scanned in this analysis is 100-600 GeV (0-500 GeV), which

is dictated by the experimental sensitivity. The intermediate sleptons are set such that

ml̃ = mν̃ = (mχ̃0
1

+mχ̃±
1

)/2.

For χ̃±1 χ̃
0
2, the χ̃±1 decays to W±χ̃0

1 and χ̃0
2 decays to Zχ̃0

1. In this scenario the slepton masses

are assumed to be much larger than χ̃±1 and χ̃0
2, suppressing their branching fraction and

favoring the production of SM W and Z boson. Only the cases where W decays hadronically

and Z decays leptonically are considered in this dilepton search. The masses for χ̃±1 and χ̃0
2
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are degenarate and the search is performed in the range 100-500 GeV, while the mass of χ̃0
1

is scanned from 0-450 GeV.

8.1.2 Slepton Pair Production

Direct slepton production is searched for using a similar framework as described in Subsec-

tion 8.1.1 but following the simplifications described in [60]. The mass parameter M1 is kept

at the electroweak scale such that χ̃0
1 is accessible at the LHC, while M2 and µ are set such

that all other neutralinos and charginos are not accessible. All sfermion masses except the

left- and right-handed selectron and smuon masses are assumed too large to be produced

given that this search is for direct production of the light charged sleptons in a dilepton final

state.

In this search, the χ̃0
1 mass can range from 0-200 GeV, while the selectron and smuon masses

are scanned from 100-370 GeV. The lower bounds are influenced by the limits from LEP [61]

and the upper bounds are dictated by the estimated sensitivity. The selectron and smuon

masses are required to satisfy m˜̀≥ mχ̃0
1
+30 GeV in order to insure that the lepton produced

in the decay will be above the energy threshold to be included in this analysis.

8.2 Selection

8.2.1 Event Selection

Events selected for this analysis are required to satisfy a suite of quality criteria to insure

that the data is free from instrumental effects and beam backgrounds. In addition, there

must be one primary vertex with at least 5 tracks originating from it. If additional vertices

are reconstructed, the one having the highest Σ(ptrackT )2 is chosen.
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Within each event, “candidate” electrons, muons, and jets are selected and required to be

non-overlapping, following the criteria outlined in Table 8.1.

∆R Requirement Comment
∆R(e1, e2) < 0.05 Remove the electron with the lowest cluster ET .
∆R(j, e) < 0.2 Remove the jet. A jet can be counted as an electron

in reconstruction and this removes the ambiguity.
∆R(τ, e) < 0.2 The tau is removed.
∆R(τ, µ) < 0.2 The tau is removed.
∆R(j, e) < 0.4 The electron is removed. An electron inside a jet is

not characteristic of our signal samples.
∆R(j, µ) < 0.4 The muon is removed. A muon inside a jet is

not characteristic of our signal samples.
∆R(µ, µ) < 0.01 Both electron and muon are removed as this is not

characteristic of our signal samples.
∆R(µ, µ) < 0.05 Both muons are removed as this is not characteristic

of our signal samples.
∆R(j, signalτ) < 0.2 The jet is removed to eliminate the ambiguity between

the two objects.

Table 8.1: Details of the various overlap requirements. The requirements are applied from
top to bottom in order to remove any duplication of objects from the various reconstruction
algorithms.

Throughout the remainder of this chapter, reference will be made to baseline and signal

objects (eg. baseline electron, signal muon, etc). This analysis selects events with exactly

two baseline light leptons after overlap removal, a distinction that will become relevant when

discussing the background estimation technique for fake leptons. Only leptons with opposite

charge are considered, and the invariant mass of the dilepton system must be greater than

20 GeV to remove any low-mass resonances. The following paragraphs will detail the object

selection and the corresponding baseline and signal criteria.

Electron Baseline electrons are required to pass the “medium” selection criteria [41], which

is based on of the EM calorimeter shower shape, energy leakage in the hadronic calorimeter,

track-cluster matching and track properties. Baseline electrons must also have ET > 10

GeV after applying energy scale and resolution corrections and have |η| < 2.47 to satisfy the
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offline trigger and geometrical acceptance requirements.

Signal electrons must satisfy the “tight” selection criteria [41] along with additional require-

ments on the impact parameters to further insure prompt electrons are chosen. Specifically,

they must have |d0/σd0| < 5 and |z0×sin(θ)| < 0.4 mm, which acts to reduce the contribu-

tions for electrons produced in the decay of long lived particles (eg. semi-leptonic decay of

b quark) that will have a displaced vertex with respect to the primary vertex. In addition,

signal electrons are required to pass both calorimeter and track isolation.

The calorimeter isolation is measured from the topological cluster in a cone of R = 0.3

around the electron and corrected on average for the dependence on pileup. A relative cut at

18% of the electron pT is used. The track isolation is measured by summing the transverse

momentum of tracks with pT > 400 MeV in a cone of R = 0.3 around the electron. A

relative cut at 16% of the electron pT is used. These requirements aid to reduce the effect

of jets being selected as electrons.

Muon Baseline muons are reconstructed by matching a muon spectrometer track to and

ID track. They must satisfy the kinematic requirements of pT > 10 GeV and |η| < 2.4.

Muons must also be reconstructed with sufficient hits in the inner detector in order to be

considered for this analysis.

Signal muons are required to have |d0/σd0| < 3 and |z0×sin(θ)| < 1 mm, which are tighter

than the requirements on the impact parameters for electrons. Muons must also pass a track

isolation requirement, where the sum of the transverse momentum of the tracks with pT > 1

GeV in a cone of R = 0.3 around the muon must be less than 12% of the muon pT. This,

along with the impact parameter requirements, aid to reduce the number of non-prompt

muons contributing to the signal regions.

84



Jet This analysis uses LCW jets with a distance parameter of R = 0.4. Baseline jets are

required to have pT > 20 GeV and |η| < 4.5. A jet is tagged as a b-jet using the multivariate

approach described in [28].

The jets are then divided into three categories of signal jets: central light jets, central b-jets,

and forward jets. The classification is based on pT, η, whether or not the jet is b-tagged, and

the requirement on JVF. The requirements are given in Table 8.2.

Variable Central Light Jets Central b-jets Forward Jets
pT [GeV] > 20 > 20 > 30
|η| < 2.4 < 2.4 [2.4,3.4]

b-tagged no yes not checked
|JVF| > 0 if pT < 50 GeV – –

Table 8.2: Signal jet definitions for central light jets, central b-jets, and forward jets.

Taus Even though taus are not explicitly searched for in this analysis, they are required

to be vetoed in order to remain orthogonal to the 2-lepton search with taus [62] and the

3-lepton [63] analyses. Baseline taus must have pT > 20 GeV, |η| < 2.47, satisfy loose

identification criteria [64], and have either 1 or 3 associated tracks. Signal taus must pass

the medium identification criteria [64].

8.2.2 Triggers

There are two trigger steps: event level and object level. The event level stage requires that

there are two leptons and that they fall into the allowed pT range in order to trigger the

event. At this level the dilepton triggers are required with the offline pT requirement detailed

in Table 8.3.

The leptons are then required to each match the dilepton trigger. The choice is based on

the relative performance of the trigger matching in data and simulation. The trigger regions
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Trigger L1 Seed Offline pT Threshold [GeV]
EF 2e12Tvh loose1 L1 2EM10VH pT(e1) > 14, pT(e2) > 14

EF e24vh medium1 e7 medium1 L1 EM18VH pT(e1) > 25, pT(e2) > 8
EF 2mu13 L1 2MU10 pT(µ1) > 14, pT(µ2) > 14

EF mu18 tight mu8 EFFS L1 MU15 pT(µ1) > 18, pT(µ2) > 8
EF e12Tvh medium1 mu8 L1 EM10VH MU6 pT(e) > 14, pT(µ) > 8

EF mu18 tight e7 medium1 L1 MU15 pT(e) > 8, pT(µ) > 18

Table 8.3: The lowest un-prescaled dilepton trigger list including the event filter trigger, the
level 1 seed, and the pT threshold for the offline leptons.
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Figure 8.1: The trigger regions in lepton pT space for ee (left) µµ (middle) and eµ (right).
The corresponding trigger is outlined in Table 8.4.

are defined in Table 8.4 and are based on the pT of leading and subleading lepton, as shown

in Figure 8.1.

The matching of leptons to trigger objects is only done in data. In simulation, a reweighting

scheme is used whereby the efficiency of the trigger as measured in data is applied to sim-

ulation to weight the events in order to emulate the application of the trigger. The trigger

efficiencies are extracted in events containing a Z boson decay to two leptons using a tag-

and-probe method. For electrons, the efficiencies are parameterized as a function of pT and

η in order to account for variations seen across the electron energy spectrum and the amount

of material it has traversed. For muons, the efficiencies are parameterized as a function of

η and φ to take into account detector effects. The dependence on energy was found to be

negligible compared to the location in the detector. The energy dependence was used to

assess a systematic error.
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ee channel
region A EF 2e12Tvh loose1
region B EF e24vh medium1 e7 medium1
µµ channel
region A EF mu18 tight mu8 EFFS
region B EF mu18 tight mu8 EFFS or EF 2mu13
region C EF mu18 tight mu8 EFFS
region D EF 2mu13
eµ channel
region A EF e12Tvh medium1 mu8
region B EF mu18 tight e7 medium1

Table 8.4: Dilepton triggers utilized in the various regions of lepton pT space. The regions
are chosen based on the performance of the trigger in data and simulation.

8.3 Standard Model Backgrounds

All signal regions are characterized by the presence of two opposite-charge leptons and Emiss
T ,

for which the SM has many contributing processes such as tt̄, single-top, dibosons (WW ,

WZ and ZZ), and Z/γ∗. There are other sources of reconstructed dilepton signatures from

events containing zero or one prompt lepton. For example, W boson produced (W → `ν)

in association with a jet can be reconstructed as a dilepton event if a lepton is produced

in the hadronization process of the quark. These processes involve fake leptons and will be

discussed in detail in Subsection 8.3.5.

Given the complexity of the signal regions and the processes considered, a mixture of meth-

ods are used to estimate the expected number of background events. For the dominant

backgrounds, or where simulation cannot be relied upon, the use of data-driven methods are

employed.

The estimates for SR-mT2 rely on data-driven techniques for the fake leptons (Subsec-

tion 8.3.5), a pure MC estimate for Z/γ∗ production, and the use of simultaneously fitting

for correction factors for WW , tt̄+Wt (collectively called Top), and ZZ +WZ (collectively

called ZV ), which is described in Subsection 8.3.3. Even though WZ is a three lepton pro-
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cess, one lepton could be lost due to detector acceptance and therefore end up contributing

to a two lepton final state.

The only difference for SR-Zjets is that Z/γ∗ is estimated using a data-driven template

method (Subsection 8.3.4) and ZV is estimated from MC. The background sources and the

techniques used are summarized in Table 8.5.

Background Source SR-mT2 SR-Zjets
Fake Leptons Matrix Method Matrix Method

Top Simultaneous Fit Simultaneous Fit
WW Simultaneous Fit Simultaneous Fit
ZV Simultaneous Fit MC
Z/γ∗ MC Template Method

Table 8.5: Summary of the background techniques used to estimate the contributions from
each process in the two signal regions.

8.3.1 Monte Carlo Samples

Each background estimate relies on Monte Carlo simulation for either the central value, as

a cross check against the data-driven estimate, or as input into a data-driven technique. For

this reason, much care has gone into selecting generators and showering software to produce

the most reliable estimate in a variety of control regions.

Top Top-quark pair production is simulated at next-to-leading order (NLO) PDF set CT10

[65] with MC@NLO [42, 43, 44]. Systematic variations are evaluated by comparing the results

of this generator with those of POWHEG [66] plus PYTHIA and ALPGEN [48] plus HERWIG [46].

Single top s-channel production is modeled with MC@NLO using NLO PDF set CT10 for Wt,

while the t-channel process is modeled with ACER [67]. Production of tt̄ with an additional

boson (W or Z) is simulated with the leading-order (LO) generator Madgraph [47] and scaled

to the NLO cross-section [68, 69, 70].
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Diboson and Triboson Diboson samples for this analysis simulated for WW , WZ, and

ZZ with POWHEG using the NLO PDF set CT10, with additional contributions from the gluon-

gluon fusion which is simulated with gg2WW [71] and gg2ZZ [72]. Samples generated with

aMC@NLO [73] are used to assess systematic uncertainties at the generated particle level.

The triboson samples contribute very little to the signal regions due to the low cross-section

and kinematic selection, however they are taken into account. Madgraph is used to simulate

WWW , ZWW , and ZZZ production that result in a dilepton final state.

V+jet Processes involving W or Z produced in association with a jet are simulated using

a combination of ALPGEN and SHERPA [74] using the PDF set CTEQ6L1 [75] and CT10 respec-

tively. The samples involving a Z boson are directly used for the signal region SR-mT2, while

they only serve as a cross-check to the template method for SR-Zjets. The samples involving

a W boson are used as input to the matrix method, as W (→ `ν) + jet constitutes one of

the dominant processes that give fake leptons.

Higgs Higgs decays leading to a dilepton final state are also considered. Gluon and vector

boson fusion production modes are simulated with POWHEG using the PDF set CT10 with a

Higgs mass of 125 GeV. Diboson production involving a Higgs and a W or Z is simulated

using PYTHIA.

QCD Heavy flavor bb̄ and cc̄ are simulated with PYTHIA. These samples contribute very

little to the signal regions, however they are necessary as inputs to the matrix method (8.3.5).
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8.3.2 Monte Carlo Systematic Uncertainties

The dominant uncertainty arising from the simulated samples is attributed to the choice of

generator and the subsequent modeling of difficult kinematic variables used to define the

signal regions. For top events, POWHEG plus JIMMY is the nominal generator and is compared

with MC@NLO in order to assess a systematic uncertainty. In addition, an uncertainty based

on the amount of initial and final state radiation is estimated by comparing AcerMC with

PYTHIA, which is summarized in Table 8.6. POWHEG plus HERWIG is compared with POWHEG

plus PYTHIA for WW events. The uncertainty on ZV is obtained by comparing POWHEG

plus PYTHIA to SHERPA. The generator uncertainties are signal region dependent, and can be

found in Table 8.7.

Process SR-mT2,90 [%] SR-mT2,120 [%] SR-mT2,150 [%] SR-Zjets [%]
Top 8 ± 8 6 ± 13 0 ± 34 12 ± 8

Table 8.6: The uncertainty associated with the amount of initial and final state radiation in
tt̄ for each signal region considered.

Process SR-mT2,90 [%] SR-mT2,120 [%] SR-mT2,150 [%] SR-Zjets [%]
Top 13 ± 19 15 ± 21 14 ± 42 10 ± 17
WW 18 ± 3 34 ± 5 43 ± 8 80 ± 33
ZV 12 ± 5 30 ± 14 17 ± 12 55 ± 21

Table 8.7: The uncertainty associated with the choice of generator for backgrounds estimated
from simulated processes in the signal regions considered in this dissertation.

The dominant experimental systematic uncertainty is attributed to the jet energy scale

[29, 31, 76, 30, 77, 78] and resolution [79]. A pT and η scale factor is used to modify the

energy of the jets in each event, which accounts for uncertainties due to pile up, nearby

jets, and origin corrections. The typical size of the uncertainty for the jets are 0.5%-3.0%

[31]. The resolution systematic uncertainty is calculated by smearing each jet according to a

Gaussian distribution with a mean and width given by a pT-dependent function. The scale of

the resolution uncertainty ranges from 10%-20% [79]. In addition, a systematic uncertainty
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for identifying b-jets is included [80].

The remaining uncertainties are relatively small in comparison. A 2.8% uncertainty is at-

tributed to the luminosity measurement. The energy scale and resolution uncertainty as-

sociated for leptons as well as the identification efficiency [41, 49, 81, 50] amount to a few

percent each, and contribute negligibly in the signal regions. Uncertainty on the missing

energy is estimated by propagating all of the systematic shifts on the energy of the leptons

and jets to the missing energy. In addition, an uncertainty on the resolution and scale of the

energy deposits not assigned to any reconstructed objects is included. Finally, an uncertainty

associated with the limited MC statistics is evaluated for each signal and control region.

These errors are combined taking into account any correlations. The final uncertainties for

each signal region can be found in Table 8.8.

SR-mT2,90 SR-mT2,120 SR-mT2,150 SR-Zjets
Process ee+ µµ [%] eµ [%] ee+ µµ [%] eµ [%] ee+ µµ [%] eµ [%] ee+ µµ [%]
MC statistics 5 7 7 12 10 23 14
Jet 4 1 2 1 5 7 11
Lepton 1 2 1 1 2 8 4
Soft term 3 4 1 1 2 8 5
b-tagging 1 2 < 0 < 0 < 0 < 0 2
Luminosity < 0 < 0 < 0 < 0 < 0 < 0 2
Theory and modeling 11 13 21 31 18 40 42
Total 13 16 24 34 23 47 42

Table 8.8: The final uncertainties in the signal regions from each source of uncertainty on
the simulated background given as a percentage.

8.3.3 MC Validation

The strict signal region requirements on sophisticated search variables requires validation

of the simulated backgrounds. Dedicated control regions for WW , ZV , and Top have been

developed where these individual processes dominate in order to obtain a data driven correc-

tion factor. The control regions are defined to be as close to the signal region as possible but
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also remain orthogonal. The desired number of events from a particular background source

NSR
B (B = WW,Top, ZV ) in the signal region is given by,

NSR
B =

NCR
data −NCR

non−B,MC

NCR
B,MC

×NSR
B,MC , (8.1)

where NCR
B,MC (NCR

non−B,MC) is the number of events from simulation in the control region for

process B (contamination) and NSR
B,MC is the number of simulated events from process B in

the signal region. The “scale factor” is defined as
NCR
data−N

CR
non−B,MC

NCR
B,MC

, which will be unity if the

number of simulated events correctly predicts process B in the control region.

For each control region, the background estimate is computed from simulation for WW , ZV ,

Top, Z+jets, and SM Higgs, while the fake is taken from the data-driven matrix method

described in Section 8.3.5. Then a simultaneous likelihood fit [82] is performed to obtain a

normalization for the process that the control region is targeting. The event yields are treated

with a Poisson probability density function (PDF) and the systematic uncertainties on the

expected yield are included as nuisance parameters that are constrained to be Gaussian with

a width determined by the magnitude of the uncertainty. A set of these PDFs is made for

each process (WW , Top, and ZV for SR-mT2 and Top for SR-Zjets) and is used to construct

a likelihood function by taking the product of the PDFs. The likelihood is then maximized

by adjusting the free parameters and the nuisance parameters. The free parameters are then

used to adjust the background estimate from the source that the control region is targetting.

Validation in SR-mT2 The simultaneous fit for SR-mT2 is performed for WW , ZV , and

Top in the control regions defined in Table 8.9. The WW control region is obtained by

requiring 50 < mT2 < 90 GeV, which is orthogonal to the signal region. The fit is performed

in the e±µ∓ channel only due to the contamination from Z/γ∗+jets found in the e±e∓

and µ±µ∓ channel. The dominant contamination in WW control region is from processes

involving the top quark and is found to be 12%. Contamination from the SUSY processes
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considered is less than 10%. The scale factor is found to be 1.14 ± 0.04, where the error

includes the statistical uncertainties.

The scale factor for tt̄ and Wt production is evaluated in the same control region by requiring

mT2 > 70 GeV and including at least one central b-tagged jet. Only the e±µ∓ channel is

used, and the contamination is found to be around 1% from SM sources, and negligible for

any SUSY signal points considered. The scale factor is found to be consistent with unity at

1.02± 0.02, where the error includes the statistical uncertainties.

The ZV background is estimated from the same flavor channels by requiring the dilepton

mass to be consistent with the Z boson and mT2 > 90 GeV. Contamination from WW is

the largest (4.5%). The contamination from SUSY is found to be less than 5%. The scale

factor is 1.08± 0.10, where the error includes the statistical uncertainties.

Validation in SR-Zjets The simultaneous fit for SR-Zjets is performed for Top only,

while WW and ZV are taken directly from simulation. The contribution from WW is found

to be negligible after requiring the dilepton mass to be consistent with Z boson. A control

region that is dominated by ZV with minimal contamination and close to the signal region

was not found, therefore the central value is taken from simulation with no adjustment.

The background from WZ and ZZ are validated in separate control regions requiring three

and four leptons respectively. Good agreement is found in these control regions, and a

conservative 20% systematic uncertainty is applied to cover the variations seen.

The Top control region requires opposite flavor leptons, reversal of the Z veto, and at least

one central b-tagged jet, thus remaining orthogonal to the signal region. The contamination

from non-Top processes is around 1% or less, and the contamination from SUSY processes

considered in this analysis is found to be less than 1%. The scale factor for Top is 0.99±0.06,

where the error includes the statistical uncertainties.
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Control Region for SR-mT2,90,120,150
Charge Opposite-sign
p`1T >35 GeV
p`2T >20 GeV
m`` >20 GeV

CR-WW
Lepton Flavor eµ

NB20 =0
NL20 =0
NF30 =0
mT2 [50,90] GeV

CR-Top
Lepton Flavor eµ

NB20 ≥1
NL20 =0
NF30 =0
mT2 >70 GeV

CR-ZV
Lepton Flavor ee,µµ

NB20 =0
NL20 =0
NF30 =0
mT2 >90 GeV

Table 8.9: Definition of control regions for jet-veto signal region SR-mT2.

Control Region for SR-Zjets
Charge Opposite-sign

Lepton Flavor Same Flavor
p`1T >35 GeV
p`2T >20 GeV

CR-Top
m`` |m`` −mZ | >10 GeV
NL20 —
NB20 ≥1
NF30 =0
∆R`` [0.3,1.5]

Emiss,rel
T >80 GeV
pT,`` >80 GeV

Table 8.10: Definition of control regions for SR-Zjets.
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8.3.4 Z+jet Template Method

The Z+jet template method is used to estimate the contribution from Z boson production

in association with a jet in the high relative missing energy region. This background falls

off sharply as a function of Emiss,rel
T , as shown in Figure 8.2. The small contribution from

this background source to the signal region cannot be reliably estimated from simulation

due to the lack of statistics in the MC sample and the poor modeling of missing energy in

simulated Z → `` events with hadronic jets, which is why this high statistics data driven

method has been incorporated to this analysis. A data driven approach based on the “jet

smearing” method described in [83, 84] is used to estimate this background.

Origin of Fake Emiss
T The dominant source of missing energy in Z+jet events comes from

mismeasured physics objects and detector effects. Jets are obvious candidates to attribute

the inaccurate momentum measurement given the complexity of the object itself. With a

fixed cone size at R = 0.4, it is possible for tracks associated with the hadronization of the

quark to migrate outside the cone. It is also possible for tracks not associated with the

hadronization process (ie. tracks from pileup) to become a part of the jet. This type of

activity will lead to a momentum imbalance in the event, thus creating Emiss
T where there is

none.

In addition to the contributions from jets, there are soft objects and unclustered calorimeter

energy deposits in the event that are not identified as electrons, muons, photons, or jets

that can contribute to the overall energy of the event, and can create a momentum imbal-

ance leading to fake Emiss
T . These are collectively the “soft terms”, and are the final piece

incorporated into the Emiss
T , as explained in Section 5.5.
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Figure 8.2: The Emiss,rel
T distribution from simulated Z+jet events for ee and µµ for SR-Zjets

selection (Table 8.20) prior to the Emiss,rel
T requirement. The distribution falls off sharply

and is limited by statistics.

Method Overview The method aims to take well measured Z+jet events and smear the

jet and soft term components of the missing energy using templates. This will introduce

momentum imbalance artificially in order to generate fake Emiss
T into these events.

A template for the jet smearing is constructed by looking at the resolution in the measured

response (R),

R =
precoT

ptrueT

, (8.2)

where “reco” is the reconstructed pT, and “true” is the true particle jet pT [84]. The response

is measured in control regions containing two or three jets in simulated events and then

corrected by observations in data. This measurement is done in bins of pT for the jet, as

shown in Figure 8.3 for the entire pT spectrum as well as the projection for a particular bin

in jet pT (40 < pjetT < 60 GeV).

The magnitude of the soft term used in the Emiss
T calculation is smeared and the direction is

left fixed. At the analysis level, the individual components used to calculate the soft term

is not available, therefore an overall adjustment to the collection of objects is made. This

is done by parameterizing the vector sum of the soft objects (Esoftterm
T ) as a function of the
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Figure 8.3: This figure includes the response as a function of pjetT (upper two) and the
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Figure 8.4: The response function for the soft term of the Emiss
T that has been parameterized

as a function of
∑
Esoftterm
T .

scalar sum of the soft objects (
∑
Esoftterm
T ), as illustrated in Figure 8.4. The distributions

in Figure 8.4 are measured in a dilepton control region by requiring |m(``) − m(Z)| < 10

GeV and a veto for the three jet categories outlined in Subsection 8.2.1.

The responses derived in data (MC) are applied to data (MC) events. The same soft term

response is used for both ee and µµ channels given minimal differences observed in the overall

shape.

The application of the jet and soft term smearing is used to rebuild the Emiss
T for a given

event introducing the shifted energy of the objects following Equation 8.3:

Emiss,smeared
x,y = Emiss

x,y −
∑
Jets

px,y +
∑

SmearedJets

px,y + ∆ESoftTerm
x,y (8.3)

Essentially, one takes the originally computed Emiss
T and remove the original jets. Then, the

jets are smeared and reintroduced into the Emiss
T . Additionally, the magnitude of the soft

term is adjusted based on the value for Esoftterm
T chosen from the response function.

Seed Region Events that are to be smeared are selected from the “seed” region. These

events are selected to contain well balanced calorimeter activity so that the smearing func-

tions shown in Figure 8.3 and Figure 8.4 are applicable. Each seed event can be used N
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times, which yields a high statistic sample thus taking care of the initial problem found with

the simulated statistics.

The seed region is chosen in order to be orthogonal to the signal region by reversing the

requirement on Emiss,rel
T , as well as introducing a requirement which will insure well measured

calorimeter activity. A cut on Emiss,significance
T is placed at 1.5 GeV−1, where Emiss,significance

T

is defined as,

Emiss,significance
T =

Emiss
T∑

(Ejet
T + Esoftterm

T )
, (8.4)

where the numerator is the total Emiss
T in the system and the denominator is the

∑
ET for

the jet and soft term [84].

Each signal or validation region where one wants to use the template method will require a

dedicated seed region. For this analysis, there are two regions where the method is needed:

the signal region (SR-Zjets) and a validation region where the prediction can be checked.

These regions and their corresponding seed regions are given in Table 8.11.

Choosing Seed Region The requirement on Emiss,significance
T is what defines the seed

region, and there is no a priori way of choosing where to place the requirement. In order

to decide where this cut should be placed for data, a study of simulated Z+jet events is

carried out to determine which requirement will give the best agreement as a function of the

variable that will define the signal region. For this analysis, Emiss,rel
T is the defining variable,

so the Emiss,significance
T requirement is chosen such that the Emiss,rel

T distribution is adequately

reproduced.

The solid black distributions in Figure 8.5 show the prediction from Z+jet MC for both

signal and validation regions prior to any Emiss,rel
T requirement. The various colored points

on the figures show the result of the smearing procedure after using different Emiss,significance
T
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Region SR-Zjets SR-Zjets Seed Validation Validation Seed
p`1T > [GeV] 35
p`2T > [GeV] 20

charge OS
flavor same flavor

|m`` −mZ | < 10
central light jets >= 2

signal b-jets = 0
signal forward jets = 0

p1
T > [GeV] 45

p2
T > [GeV] 45
pT,ll [GeV] > 80 < 80
|∆R``| [0.3, 1.5] –

m1,2 [GeV] [50, 100] –

Emiss,rel
T [GeV] > 80 < 80 > 40 < 40

Emiss,significance
T [GeV−1/2] – < 1.5 – < 1.5

Table 8.11: The definition of SR-Zjets and the validation region along with the corresponding
seed regions.

cut values in order to define the seed region. The ratio plot illustrates how well the various

seed regions reproduce the expected distribution. From these figures, a cut value of 1.5

on Emiss,significance
T is chosen for both the signal and validation seed regions based on the

agreement observed in the ratio plot. This will now define the seed region that will be used

in data.

Validation Region Results In order to assess how well the template method reproduces

the shape and yield, a validation region is constructed where Z+jet is the dominant back-

ground. This region is defined in Table 8.11. The selection mirrors the signal region, except

that several requirements are dropped to gain statistics, as well as the pT(``) requirement is

reversed to remain orthogonal to the signal region.

A comparison between the template method applied to data and simulated Z+jet events can

be seen in Figure 8.6. The overall shape in the bulk of the distribution is reproduced quite

well by the template method and the tails of the distribution have been extended. Table 8.12
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Figure 8.5: The distributions for Emiss,rel
T for signal region (top) and the validation region

(bottom). The solid black distribution is the MC prediction, and the colored markers are
the prediction from the template applied to MC for various seed region definitions. The
difference between each seed region is the requirement on Emiss,significance

T , which is given in
the legend.
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Figure 8.6: The results in the validation region using Z+jet MC (left) and the template
method applied to data (right) for both ee (top) and µµ (bottom). The errors included are
the statistical from all MC samples considered as well as the statistical and systematic errors
from the template method.

gives the yield for two regions in Emiss,rel
T , and good agreement is observed in both.

Signal Region Results Similar to the validation region results presented previously, the

shape and yield of the template distributions are presented. Figure 8.7 shows the gains

of using the template method by comparing side-by-side the predictions from MC and the

template method. Stability in the bulk of the Emiss,rel
T distribution is achieved, and the tails are

extended. Table 8.13 shows the agreement in two bins of Emiss,rel
T where the good agreement

prior to the signal region cut can be seen.

Systematic Errors There are three sources of systematic uncertainty that are considered.
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40 < Emiss,rel
T < 80 80 < Emiss,rel

T

Process ee (stat) (sys) µµ (stat) (sys) ee+µµ (stat) (sys) ee (stat) (sys) µµ (stat) (sys) ee+µµ (stat) (sys)
Z+jets Template 286.066 2.673 +53.044

−54.884 412.999 3.483 +83.935
−80.317 699.065 4.391 +99.629

−97.502 2.345 0.037 +0.211
−0.609 2.812 0.057 +0.638

−0.526 5.158 0.068 +0.809
−0.857

WZ 3.282 0.471 3.349 0.438 6.631 0.643 1.445 0.307 1.680 0.312 3.125 0.438
ZZ 2.848 0.700 3.539 0.694 6.388 0.986 0.917 0.119 1.202 0.134 2.119 0.179
Top 13.293 3.209 21.429 3.528 34.722 4.769 8.182 2.202 6.112 2.164 14.294 3.088
WW 2.127 0.331 2.304 0.280 4.431 0.434 1.268 0.275 1.504 0.230 2.772 0.359

Total SM 307.62 4.27 +53.04
−54.88 443.62 5.03 +83.93

−80.32 751.24 6.60 +99.63
−97.50 14.16 2.24 +0.21

−0.61 13.31 2.20 +0.64
−0.53 27.47 3.14 +0.81

−0.86

Observed 308 471 779 10 21 31

Table 8.12: Data and SM comparison for validation region in two bins of Emiss,rel
T . The

first is 40 < Emiss,rel
T < 80 GeV and second is Emiss,rel

T > 80 GeV. These two met bins are
split at 80 GeV to mimic the signal region. Overall good agreement is observed. The region
Emiss,rel

T < 40 is not shown given that this is the normalization region and agrees by definition.
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Figure 8.7: The results in the signal region prior to the Emiss,rel
T requirement using Z+jet MC

(left) and the template method applied to data (right) for both ee (top) and µµ (bottom).
The errors included are the statistical from all MC samples considered as well as the statistical
and systematic errors from the template method. The data in the signal region has been
blinded.
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40 < Emiss,rel
T < 80 80 < Emiss,rel

T

Process ee (stat) (sys) µµ (stat) (sys) ee+µµ (stat) (sys) ee (stat) (sys) µµ (stat) (sys) ee+µµ (stat) (sys)
Z+jets Template 22.164 0.963 +3.598

−4.420 27.969 1.087 +6.038
−5.330 50.133 1.452 +7.037

−6.929 0.152 0.007 +0.005
−0.022 0.161 0.018 +0.010

−0.056 0.313 0.019 +0.013
−0.060

WZ 0.511 0.199 0.462 0.149 0.973 0.249 0.296 0.131 0.174 0.088 0.470 0.158
ZZ 1.014 0.496 0.860 0.331 1.874 0.596 0.255 0.062 0.219 0.059 0.474 0.086
Top 1.828 0.987 0.012 0.009 1.839 0.987 0.022 0.013 0.011 0.008 0.034 0.016
WW 0.146 0.091 0.104 0.050 0.250 0.104 0.000 0.000 0.045 0.031 0.045 0.031

Total SM 25.66 1.48 +3.60
−4.42 29.41 1.15 +6.04

−5.33 55.07 1.87 +7.04
−6.93 0.72 0.15 +0.01

−0.02 0.61 0.11 +0.01
−0.06 1.34 0.18 +0.01

−0.06

Observed 22 27 49 0 1 1

Table 8.13: Data and SM comparison for SR-Zjets in two bins of Emiss,rel
T . The first is prior

to the signal region requirement (Emiss,rel
T > 80 GeV) and second is in the signal region.

The data have been blinded for the SR. Overall good agreement is observed. The region
Emiss,rel

T < 40 is not shown given that this is the normalization region and agrees by definition.

1. Statistical Uncertainty of seed events

Given that a seed event is used an infinite amount of times, the statistical error for

that event is correlated among bins. This is taken into account by assuming that one

has Ni seed events in the i-th bin of a variable x that have been smeared M times,

which can be represented as

Ni =
1

M

∑
j

nij (8.5)

where the j-th bin is representative of the smeared distribution. The error on the j-th

bin is given as

∆Nj(x) =

√
M ×

∑
i

n2
ij∑
j nij

. (8.6)

The relative statistical error from the seed events is sufficiently small to be ignored given

that for one seed event, an infinite number of pseudo-data events can be generated.

For this analysis, each seed event is used 10k times.

2. Systematic uncertainty from tail fluctuations

The uncertainty associated to fluctuations in the tails of the jet resolution function is

determined from a fitted response function for the jet. In order to take into account
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Figure 8.8: The relative systematic uncertainty as a function of the met significance variation
from the nominal value of 1.5 GeV1/2.

tail fluctuations, which have the largest impact at high Emiss
T , systematic shifts on these

fitted responses are propagated through to the missing energy distributions.

3. Emiss,significance
T cut choice

It was found that varying the cut on missing energy significance can alter the overall

prediction of the method. The variations are attributed to introducing biases in the

Emiss
T distribution for the seed events. Cutting too tight on Emiss,significance

T will restrict

the initial Emiss
T distribution to lower values and therefore makes it difficult to fill in

the high Emiss
T tails. Cutting too loose on Emiss,significance

T will allow contamination

from other processes, as well as contamination from mismeasured Z+jet events. A

systematic uncertainty is assessed by varying the cut on Emiss,significance
T from the

nominal 1.5 GeV1/2 by ±0.2 GeV1/2. This follows from a study of the impact on the

signal region by varying the cut threshold and computing the relative error, as seen

in Figure 8.8. It is determined that a shift of 0.2 GeV1/2 yields sufficient uncertainty

while not biasing the uncertainty with a requirement that is too tight.

8.3.5 Fake Lepton Background

The Matrix Method (MM) used in this analysis follows from that described in Subsec-

tion 7.3.5 with several updates to address the needs for this analysis. The procedure utilizes
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the system of equations expressed as a matrix given in Equation 7.4, but the new approach

includes an updated method for deriving the real efficiency and fake rates which populate

the matrix elements.

In addition to the updates on the derivation of the efficiencies and rates, the definitions of

“tight” and “loose” leptons are also modified to fit the lepton selection for this analysis. Sig-

nal leptons satisfy the tight criteria, while baseline leptons pass a looser criteria. For muons,

this means dropping the isolation requirement, and for electrons we loosen the identification

criteria from tight++ to medium++ and we drop the isolation. For both electron and muon,

|dPV
0 /σdPV

0
| and |zPV

0 × sin(θ)| are also not applied.

Unlike the implementation of this method in Subsection 7.3.5, this analysis requires exactly

two baseline leptons. This implies that there will never be a case of having more than two

loose leptons in the event, so cycling through the tight-loose permutations is not necessary.

Weighted Average Fake Rate and Real Efficiency This method utilizes the weighted

average fake rate and real efficiency as inputs to the matrix method described previously.

This is a sophisticated procedure where one tries to take into account the difference in the fake

rate from various sources (eg. tt̄ vs. W+jet) and the type of process producing fake leptons,

for example fake leptons from converted photon as compared with those originating from

the semi-leptonic decay of a b-quark. Each signal region will receive a unique fake rate and

real efficiency which represents the combination of the previously mentioned factors. This

detailed information about the sources and the fake type are extracted from simulation. For

a lepton flavor ` and region X the fake rate is expressed as,

f `X =
∑
i,P

(sf i ×Ri
P × f i), (8.7)
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where the summation over i denotes the type of fake (jet fake or conversion) and P denotes

the process contributing fake leptons (eg. tt̄). The individual inputs into Equation 8.7 are:

• sf i is the scale factor for the type of fake i which accounts for differences between data

and simulation as measured in dedicated control regions.

• Ri
P represents is the fraction of fake type i for process P . This quantity will give the

relative percentage to weight the rate from a specific process in a specific region.

• f i is the probability for a lepton originating from process i to pass the tight selec-

tion criteria. This rate is measured in MC for each process utilizing the generator

information and is parameterized as a function of pT.

These factors all are combined to construct a fake rate for electrons and muons separately for

each region where the prediction is needed, which is motivated by the fact that the fake rates

for different processes can be quite different, as seen in Figure 8.9. One caveat is that the

contribution from muon conversions is negligible and ignored. This results in the summation

over i being dropped in Equation 8.7.

The real efficiency is handled in the same way as the fake rate, with the modification to

Equation 8.7 to remove the summation over i,

r`X =
∑
P

(sf i ×RP × r). (8.8)

The sf , RP , and r hold the same meaning as they did for Equation 8.7, except in the case

of the real efficiency r is substituted for f .

Monte Carlo Rates and Efficiencies The fake rates and real efficiencies are derived in

MC by requiring exactly two baseline leptons and requiring Emiss
T > 20 GeV. Each lepton is

then put into three categories:
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1. Real Lepton: Real leptons are leptons from the decay of W , Z, or from the leptonic

decay of a τ lepton. All leptons from sparticle decays are also classified as real.

2. Jet Fake: These are either jets that have been mis-identified as leptons or leptons

from non-isolated sources, such as the semi-leptonic decay of b-quark.

3. Conversion Fake: These are leptons that are produced form converted photons.

After sorting into each category, the fake rate or real efficiency is constructed by checking

whether or not the baseline lepton satisfies the signal lepton requirements,

r(pT), f(pT) =
N(pT)signal

N(pT)baseline
. (8.9)

This is measured for each process that contributes real and fake leptons to the dilepton

channel. The MC fake rates (real efficiencies) can be found in Figure 8.9 (Figure 8.10),

which represent the inputs into Equation 8.7 (Equation 8.8).

Scale Factors The purpose of the scale factor is to correct the rates and efficiencies ex-

tracted from simulation for what is observed in data. This is a necessary step given that

these rates will be applied to data in order to extract the final estimate. The scale factors

are measured in dedicated control regions for real leptons, jet fakes, and conversions, which

will then be applied to the appropriate rate or efficiency.

The real control region utilizes a Z boson tag-and-probe and requires:

1. Exactly two baseline leptons of the same flavor

2. At least one lepton must be a signal lepton (tag)

3. |m(``)−m(Z)| < 10 GeV
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Figure 8.9: The MC fake rates for electron (top) and muon (bottom). The muon conversion
rate is estimated to have negligible contributions to the signal regions and is therefore ignored.
The figure contains many processes, which are listed in the legend.
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Figure 8.10: The MC real efficiency for electron (left) and muon (right). The figure contains
many processes, which are listed in the legend.
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The scale factors were found to be consistent with one, however the measured values were

applied. The results can be found in Table 8.14.

The jet fake control region is a bb̄ tag-and-probe region which requires:

1. Exactly two baseline leptons prior to overlap requirement outlined in Subsection 8.2.1.

2. The tag muon is required to be within ∆R < 0.4 of a b-tagged jet.

3. There can be only one tag muon and only one b-tagged jet in the event.

4. The probe lepton cannot overlap with any jet.

5. Tag muon must have pT > 20 GeV

6. The transverse mass (MT ) of the probe lepton and Emiss
T must be less than 40 GeV.

7. Veto events where the probe is a muon and the dimuon mass is within 10 GeV of the

Z boson mass.

8. m(``) > 20 GeV when the probe is a muon.

Even with the tight selection, significant electroweak contamination was found in this region.

Two methods were employed to remove this contamination. The first was a simple MC

subtraction, where one takes the data and removes the MC contributions from tt̄, V+jet,

and diboson. What is left is considered to be from bb̄ and cc̄.

The second procedure involves an iterative subtraction in order to correct the rate measured

in data for electroweak contamination. In addition to the bb̄ tag-and-probe region defined

previously, an additional region is constructed with identical selection except for the require-

ment on MT is loosened to 100 GeV in order to allow more contamination into the region.

The first region will be referenced as the “low” region, while the looser region (MT < 100
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GeV) will be referred to as the “high” region. The fake rate for iteration i is estimated in

the low region as

f i =
Ndata−low
S − ciSNMC−low

S

Ndata−low
B − ciBNMC−low

B

, (8.10)

where NB is the number of baseline leptons and NS is the number of signal leptons. The

coefficients are scale factors for the MC to adjust the expected number of events in the low

region for signal and baseline leptons using a one lepton matrix method with the low MT

fake rate to estimate the number of fake leptons N(fake)iS,B. The scale factors are defined

as

ciS,B =
Ndata−high
S,B −N(fake)iS,B

NMC−high
S,B

. (8.11)

It was found that the stability for f in Equation 8.10 was reached after 10 iterations, which

was then used for this analysis.

The MC subtraction and the iterative subtraction results were found to be consistent in the

region where the scale factor was extracted. The iterative result was used since it was less

susceptible to statistical fluctuations. The results can be found in Table 8.14.

The final scale factor needed is for the electron conversion fake rate. This is measured in a

Z → µµ+ γ control region defined by the following requirements:

1. Exactly two opposite-sign signal muons and one baseline electron.

2. Require |m(µµe)−m(Z)| < 10 GeV.

3. Require m(µµ) > 20 GeV.

4. Veto events with b-tagged jets.

5. Require Emiss
T < 50 GeV.
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Figure 8.11: The weighted average real efficiency for electrons (left) and muons (right)
constructed following Equation 8.8.

6. Transverse mass of the electron and Emiss
T must be less than 40 GeV.

The contamination from WZ production was found to be negligible and was not subtracted

from the data. The scale factor can be found in Table 8.14.

Scale Factor e µ
Real 1.00 1.00

Jet Fake 0.71 0.88
Conversion 1.23 –

Table 8.14: The scale factors for the real efficiency, the jet fake rate and the conversion fake
rate for electrons and muons as measured in the dedicated control regions.

Final Fake Rates and Efficiencies Due to the stringent requirements on mT2 and

Emiss,rel
T for SR-mT2 and SR-Zjets there were not sufficient statistics in order to extract

the region percentages (RP in Equation 8.7, 8.8) therefore these requirements were loosened

to allow fake and real leptons to populate the regions. A result of loosening this requirement

is that the same fake rate and real efficiency are used for SR-mT2 with mT2 cuts at 90, 120,

and 150. The weighted average real efficiencies can be found in Figure 8.11 and the weighted

average fake rate can be found in Figure 8.12.
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Figure 8.12: The weighted average fake rate for electrons (left) and muons (right) constructed
following Equation 8.7.

Validation Region In order to assess how the fake background prediction is performing,

and to assess any issues, a validation region is constructed where the background form fake

leptons is dominant. The requirements for the region can be found in Table 8.15. The

dilepton requirement for the ee channel is to reduce the background from the so called

“charge-flip” electrons, described in Subsection 7.3.4. Therefore a window around the Z

boson mass is rejected in order to have a region more enriched in fake leptons. An additional

dilepton requirement is in place for µµ channel in order to remain orthogonal to another

search.

Selection ee µµ eµ
m(``) |m(``)−m(Z)| > 10 GeV Reject 90 < m(``) < 120 GeV –

Lepton Charge same-sign

Emiss,rel
T > 40 GeV

Table 8.15: The fake validation region requirements for ee, µµ, and eµ channels.

Overall good agreement is observed in the fake validation region. The numerical yield can

be found in Table 8.16. The matrix method prediction also reproduces several kinematic

variables, as can be seen in Figures 8.13 to Figures 8.16.
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Process ee (stat) (sys) µµ (stat) (sys) eµ (stat) (sys)

Z+X 233.35 8.10 −− 198.95 2.92 −− 296.88 3.52 −−
Top 56.59 0.84 −− 6.69 0.23 −− 68.41 0.79 −−
WW 25.79 0.36 −− 16.09 0.36 −− 42.06 0.46 −−
Fake 668.94 9.86 +226.07

−187.54 570.22 15.00 +72.54
−71.33 1419.45 18.45 +306.92

−255.46

Total SM 984.66 12.79 +226.07
−187.54 791.96 15.29 +72.54

−71.33 1826.80 18.81 +306.92
−255.46

Observed 969 31.13 −− 922 30.36 −− 1995 44.67 −−

Table 8.16: The SM prediction and the observed events for fake validation region defined
in Table 8.15. The MC samples have only the statistical error, while the fake prediction has
statistical and the systematic.
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Figure 8.13: The leading (top) and subleading (bottom) lepton PT for the ee, µµ, and
eµ channels in the validation region. The errors shown are the statistical from both MC
and the matrix method prediction, as well as the systematic errors from the matrix method
prediction.

Uncertainties Several sources of systematic uncertainty are considered on the method.

All uncertainties are attached to the real efficiencies and fake rates and then propogated

through the matrix method to the final prediction. The final uncertainy for the fake rate

(real efficiency) is summarized in Table 8.17 (Table 8.18). The details for each uncertainty

follow.
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Figure 8.14: The invariant mass of the dd-lepton pair for the ee, µµ, and eµ channels in the
validation region. The errors shown in the ratio are only statistical. The errors shown are
the statistical from both MC and the matrix method prediction, as well as the systematic
errors from the matrix method prediction.
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Figure 8.15: The Emiss
T energy distribution for TT ee, µµ, and eµ channels in the validation

region. The errors shown in the ratio are only statistical. The errors shown are the statistical
from both MC and the matrix method prediction, as well as the systematic errors from the
matrix method prediction.
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Figure 8.16: The Emiss,rel
T energy distribution for the ee, µµ, and eµ channels in the validation

region. The errors shown in the ratio are only statistical. The errors shown are the statistical
from both MC and the matrix method prediction, as well as the systematic errors from the
matrix method prediction.
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The first uncertainty applies only to electrons, and it is the dependence on |η|. It was

found that the fake rates and real efficiencies have some small η dependence. Using a

parameterization of pT and η was attempted, however when the MC samples were further

split up large statistical fluctuations became a problem in the fake rate. For this reason,

an η parameterizaiton was not used. To assess the uncertainty the pT averaged fake rate is

compared to the rate in two bins of |η|. The first bin (|η| < 1.47) has a downward fluctuation

of 25%, while the second bin (|η| > 1.47) has an upward fluctuation of 30%.

The second source of uncertainty also only applies to electrons. The jet fake rate is composed

of both light and heavy flavor jets which can have different fake rates. Measuring these two

is trivial in MC, however a suitable control region in data to derive the necessary scale factor

was not obtainable on the time scale of this analysis. Therefore these two rates are combined

in MC, and a systematic error is assessed based on the differences observed between light

flavor (LF) jet fake rate and heavy flavor (HF) jet fake rate. This was not an issue for muons,

since the relative amount of HF dominates in the weighted average. The uncertainty is ± 5

%.

The next uncertainty is related to the scale factor. The scale factor is extracted by comparing

the data and MC rates in the control region as a function of pT. The ratio is fit with

a constant. The maximum deviations with respect to this fitted value is assessed as a

systematic. The final uncertainty has maximum of ± 20% (± 5%) for electrons (muons).

The fourth uncertainty is associated with the percentage used in the weighted average fake

rate (the RP in Equation 8.7). This is evaluated in each individual signal region and control

region used in this analysis for each sample, and then propagated to the final fake rate used.

The maximum deviation of 5% and 10% is found for electrons and muons respectively.

The final uncertainty is the statistical uncertainty on the final fake rate and real efficiency.

This is propagated to the matrix method prediction in the same fashion as the other uncer-
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tainties discussed.

Systematic Electron [%] Muon [%]
η Dependence [-25,30] Within Stat Error
HF/LP ± 5 N/A
Scale Factor ± 20 ± 5
Region Error ± 5 ± 10
Statistical (Maximum) ± 14 ± 14

Table 8.17: Summary table of the various sources of systematic error and their ranges for
the applied fake rate. The maximum shifts are quoted, however in some signal regions the
errors can be lower. The errors in brackets implies this is taken from a distribution and those
quoted with a shift up or down are flat.

Systematic Electron [%] Muon [%]
η Dependence ± 2 < 1
Scale Factor < 1 < 1
Statistical < 1 < 1

Table 8.18: Summary table of the various sources of systematic error and their ranges for
the applied real efficiency.

8.4 Signal Regions

8.4.1 SR-mT2

A powerful discriminating variable has been developed [85, 86, 87, 88] in order to separate

SM processes from SUSY called the “Stransverse Mass” (mT2). mT2 is built from the re-

constructed lepton momentum and the missing transverse momentum. mT2 is defined as,

mT2 =
min

qT
[max(mT (p`1T ,qT ),mT (p`2T ,p

miss
T − qT ))], (8.12)
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Figure 8.17: mT2 distribution for tt̄+Wt, WW, and two simplified model grid points for
slepton pair production and chargino pair production normalized to 20.3 fb−1. The two SM
backgrounds shown have a characteristic cutoff near the W mass. The two SUSY points
extend well beyond the W mass.

where p`1T and p`2T are the transverse momentum of the two leptons in the event and qT is

the transverse vector that minimizes the following expression:

mT (pT ,qT ) =
√

2(pT qT − pT · qT ). (8.13)

The benefit of this variable is that it can take on values between 0 and the mass of the parent

particle that produced the invisible particle. This presents an upper bound for events con-

taining SM processes such as tt̄ and WW , in which two on-shell W bosons decay leptonicaly

and the missing momentum is given by the neutrinos. For this case, mT2 can take on values

between 0 and the mass of the W , however due to reconstruction effects and the width of the

W boson mass there are small tails in the mT2 distribution for these processes, as shown in

Figure 8.17. The signal points will have tails extending well beyond the W boson mass given

that the parent particle is much heavier, thus providing a useful discriminant to separate

SM processes from signal like processes.

SR-mT2 has three distinct regions based on the mT2 threshold of 90, 120, and 150 GeV. Each

region has the common event quality criteria and object selection outlined in Subsection 8.2.1,

with the additional requirements on dilepton mass and jets given in Table 8.19. This selection
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Figure 8.18: Feynman diagrams for chargino pair production with intermediate sleptons
(left) and direct slepton production (right).

criteria has been optimized to target the processes in Figure 8.18. The three increasing

requirements on mT2 are useful for targeting increased slepton or chargino masses. The

regions are overlapping and cannot be statistically combined to achieve the final result,

therefore the region with the best exclusion power defines the signal region for that particular

grid point. The future analysis will explore the possibility of doing a shape analysis as a

function of mT2. Due to time constraints, this could not be done for this analysis.

Signal Region SR-mT2

charge OS
flavor ee,eµ,µµ

|m(``)−m(Z)| > 10 GeV
central light jets = 0

central b-tagged jets = 0
forward jets = 0

mT2 > 90, 120, 150 GeV

Table 8.19: Signal region requirements for SR-mT2. Event quality and object selection
criteria are implicitly satisfied.
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8.4.2 SR-Zjets

For the first time at ATLAS, a search for pair production of χ̃0
2χ̃
±
1 where χ̃0

2 decays to an

on-shell Z boson and χ̃±1 decays to an on-shell W boson has been carried out. The final

state includes two same-flavor, opposite-charge leptons and two hadronic jets, as shown in

Figure 8.19. Due to the different final state objects, as compared with Figure 8.18, a separate

signal region has been developed.

The events are required to satisfy the selection outlined in Subsection 8.2.1, with the ad-

ditional requirement that two same-flavor, opposite-charge leptons compatible with the Z

boson mass be present, as well as two hadronic jets compatible with the W boson mass.

After selecting events containing a Z, the dominant background becomes Z+jets and tt̄.

Several other criteria have been developed by collaborators working on this analysis to fur-

ther suppress these backgrounds. The full selection for SR-Zjets can be found in Table 8.20.

Requiring m(j0, j1) to be consistent with the W boson mass is a charachteristic of the signal,

but also reduces the amount of tt̄ in the signal region. The requirements on p``T , ∆R(`, `),

and Emiss,rel
T are all used to suppress background from Z+jets events.
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Signal Region SR-Zjets
charge OS
flavor same-flavor

|m(``)−m(Z)| < 10
central light jets ≥ 2

central b-tagged jets = 0
forward jets = 0

pjet1T > 45 GeV

pjet2T > 45 GeV

Emiss,rel
T > 80 GeV
pT(``) > 80 GeV

∆R(`, `) [0.3, 1.5]
m(jet1,jet2) [50, 100] GeV

Table 8.20: Signal region requirements for SR-Zjets. Event quality and object selection
criteria are implicitly satisfied.

8.5 Results

No excess above SM prediction is observed in SR-mT2,90,120,150 or in SR-Zjets, as indi-

cated in Table 8.21 and Table 8.22. A comparison between SM prediction and data for key

kinematic variables can be found in Figure 8.20 for SR-mT2 and Figure 8.21 for SR-Zjets.

SR-mT2,90 SR-mT2,120 SR-mT2,150
Process ee µµ eµ ee µµ eµ ee µµ eµ
tt̄+Wt 0.90+0.99

−0.90 2.14± 1.21 5.53± 1.88 0.33+0.36
−0.33 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00

WW 9.22± 1.94 12.83± 2.57 16.18± 3.22 1.53± 0.65 1.96± 0.72 3.29± 1.19 0.40± 0.32 0.57± 0.29 0.90± 0.46
ZX 0.00± 0.00 0.00+0.01

−0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00
ZV 6.01± 1.15 6.84± 1.23 0.76± 0.22 2.18± 0.76 2.76± 0.92 0.15± 0.08 0.89± 0.23 1.26± 0.31 0.03± 0.02
Higgs 0.11± 0.04 0.08± 0.05 0.19± 0.05 0.04± 0.03 0.05± 0.02 0.10± 0.04 0.01± 0.01 0.01± 0.01 0.04± 0.03
Fake 0.08+0.25

−0.08 0.00+0.01
−0.00 0.59± 0.55 0.01+0.10

−0.01 0.00+0.34
−0.00 0.01+0.09

−0.01 0.06+0.12
−0.06 0.00+0.35

−0.00 0.00± 0.37

Total SM 16.31± 2.50 21.89± 3.22 23.26± 3.72 4.10± 1.05 4.77± 1.17 3.55± 1.20 1.36± 0.40 1.84± 0.43 0.96± 0.46
Observed 13 20 21 3 2 5 2 1 2

Table 8.21: Predicted and observed events in SR-mT2,90,120,150 for ee, µµ, and eµ events
in 20.3 fb−1 of data. The errors shown are the statistical plus systematic uncertainties.
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SR-Zjets
Process ee µµ
tt̄+Wt 0.02± 0.02 0.01± 0.01
WW 0.00± 0.00 0.07+0.09

−0.07

ZX 0.15± 0.04 0.16± 0.04
ZV 0.56± 0.36 0.41± 0.30
Higgs 0.00± 0.00 0.00± 0.00
Fake 0.00+0.12

−0.00 0.00+0.09
−0.00

Total SM 0.74± 0.37 0.65± 0.32
Observed 0 1

Table 8.22: Predicted and observed events in SR-Zjets for ee and µµ events in 20.3 fb−1 of
data. The errors shown are the statistical plus systematic uncertainties.
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figure. All systematic and statistical uncertainties are included on the background estimate.
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Figure 8.21: The Emiss,rel
T distribution for SR-Zjets prior to the Emiss,rel

T requirement for ee
(left) and µµ (right). The distribution from two signal points can be found in the figure. All
systematic and statistical uncertainties are included on the background estimate.

8.5.1 Limits

Given the good agreement observed between the SM prediction and the observed data in all

signal regions, upper limits on beyond the SM cross-section in each signal region and for the

simplified model grids considered. The search carried out in this dissertation is a counting

experiment in the signal regions and no shape information is used to set limits.

Limits are calculated in the modified frequentist CLS approach [89]. The frequentist ap-

proach constructs a likelihood function that is dependent on the signal strength µ and the

nuisance parameters θ [90]. In order to test µ a ratio of the profiled likelihoods is taken,

λ(µ) =
L(µ,

ˆ̂
θ)

L(µ̂, θ̂)
, (8.14)

where θ̂ and µ̂ represent the most probable values for the parameters and
ˆ̂
θ denotes the value

of θ that maximizes the likelihood [90].

The likelihood ratio ranges from 0-1, with λ ≈ 1 representing good agreement between data

and prediction. It is convenient to express the test statistic as a logarithm of the ratio of
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likelihoods,

tµ = −2ln(λ(µ)), (8.15)

since higher values of tµ will imply good compatibility of data with SM prediction [90].

In order to quantify the level of disagreement, the p-value is computed utilizing this test

statistic,

pµ =

∫ inf

tµ,obs

f(tµ|µ)dtµ, (8.16)

where tµ is the observed value from data and f(tµ|µ) is the probability distribution function

(pdf) of the test statistic under the assumption of a given signal strength µ [90]. The p-value

can then be computed in the signal+background and background only hypothesis by using

toy experiments to obtain the CLS value,

CLS =
ps+b

1− pb
(8.17)

[90]. In the case of the simplified model limits if the CLS value is less than 0.05, then the

signal point is excluded at 95% confidence level.

Model dependent exclusion limits are set in the context of χ±1 χ
∓
1 production with intermedi-

ate sleptons, ˜̀± ˜̀∓ production, and χ0
2χ
±
1 with intermediate W and Z bosons. In the case of

SR-mT2, the various signal regions are nested and are therefore not mutually exclusive. In

this scenario, the best expected limit defines which signal region will be chosen.

Chargino pair production with intermediate sleptons The 95% CL exclusion limits

for direct chargino pair production for the simplified model can be found in Figure 8.22. The

exclusion limit for allowed χ̃±1 has been extended by over 100 GeV in the case of massless χ̃0
1
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Figure 8.22: The 95% CL exclusion limit for χ̃±1 χ̃
∓
1 pair production in the simplified model

with sleptons and sneutrinos. The solid red line represents the observed exclusion limit.
The dashed red lines surrounding this represent the ±1σ uncertainty obtained when shifting
the cross-section up and down by ±1σ to account for the theoretical uncertainty. The
grey dashed line represents the expected exclusion limit, and the yellow band around this
is representative of the ±1σ result when all uncertainties, except the signal cross-section
uncertainty, are included.

when compared with the 7 TeV result.

Slepton pair production In the case of direct slepton pair production, limits are set for

a variety of scenarios. The combined selectron and smuon exclusion limits can be found in

Figure 8.23 for right-handed, left-handed, and the combined right-handed and left-handed

scenario. The individual slepton cases for selectron (smuon) and be seen in Figure 8.24

(Figure 8.25). These results cannot be directly compared to the previous ATLAS slepton

limits in [91] which used a flavor-blind signal region and searched for a single slepton flavor

with both right-handed and left-handed contributions.
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Figure 8.23: The 95% CL exclusion limit for ˜̀±
L

˜̀∓
L (top-left), ˜̀±

R
˜̀∓
R (top-right) and ˜̀± ˜̀∓ (bot-

tom) pair production in the simplified model. The solid red line represents the observed
exclusion limit. The dashed red lines surrounding this represent the ±1σ uncertainty ob-
tained when shifting the cross-section up and down by ±1σ to account for the theoretical
uncertainty. The grey dashed line represents the expected exclusion limit, and the yellow
band around this is representative of the ±1σ result when all uncertainties, except the signal
cross-section uncertainty, are included.
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Figure 8.24: The 95% CL exclusion limit for ẽ±L ẽ
∓
L (top-left), ẽ±Rẽ

∓
R (top-right) and ẽ±ẽ∓

(bottom) pair production in the simplified model. The solid red line represents the observed
exclusion limit. The dashed red lines surrounding this represent the ±1σ uncertainty ob-
tained when shifting the cross-section up and down by ±1σ to account for the theoretical
uncertainty. The grey dashed line represents the expected exclusion limit, and the yellow
band around this is representative of the ±1σ result when all uncertainties, except the signal
cross-section uncertainty, are included.
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Figure 8.25: The 95% CL exclusion limit for µ̃±L µ̃
∓
L (top-left), µ̃±Rµ̃

∓
R (top-right) and µ̃±µ̃∓

(bottom) pair production in the simplified model. The solid red line represents the observed
exclusion limit. The dashed red lines surrounding this represent the ±1σ uncertainty ob-
tained when shifting the cross-section up and down by ±1σ to account for the theoretical
uncertainty. The grey dashed line represents the expected exclusion limit, and the yellow
band around this is representative of the ±1σ result when all uncertainties, except the signal
cross-section uncertainty, are included.

128



χ̃±1 χ̃
0
2 production The exclusion limit for the simplified model targeting χ̃±1 χ̃

0
2 production

with an on shell W and Z boson is shown in Figure 8.26. The mass range from 175 to 368

is excluded at 95% CL for degenerate χ̃±1 and χ̃0
2 in the case of a massless χ̃0

1. These results

represent the first search ever performed in this complicated channel.
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Figure 8.26: The 95% CL exclusion limit for χ̃±1 χ̃
0
2 pair production with in the simplified

model with intermediate W and Z. The solid red line represents the observed exclusion
limit. The dashed red lines surrounding this represent the ±1σ uncertainty obtained when
shifting the cross-section up and down by ±1σ to account for the theoretical uncertainty.
The grey dashed line represents the expected exclusion limit, and the yellow band around
this is representative of the ±1σ result when all uncertainties, except the signal cross-section
uncertainty, are included.

Model Independent Limits Model independent upper limits are set on the visible cross-

section σvis = σ ·A · ε, where A and ε are the analysis acceptance and efficiency, respectively.

Each limit is calculated using the CLS prescription described previously at 95% confidence

level. Unlike the model dependent limits, there is no signal hypothesis in this case. The

background prediction is compared directly with the observed data to obtain an upper bound

on the allowed cross-section for some new physics process contributing to the signal region

but still remaining consitent with the observation. The results for each signal region are

summarized in Table 8.23.
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Signal channel 〈εσ〉95
obs[fb] S95

obs S95
exp CLB p(s = 0)

SRmT2,90 ee+ µµ 0.56 11.3 14.5+6.2
−4.3 0.24 0.50

SR-mT2,90 eµ 0.51 10.4 11.6+5.2
−3.4 0.38 0.50

SR-mT2,120 ee+ µµ 0.23 4.7 7.3+3.6
−2.2 0.13 0.50

SR-mT2,120 eµ 0.35 7.2 6.5+3.0
−1.8 0.59 0.36

SR-mT2,150 ee+ µµ 0.24 4.8 5.0+2.7
−1.7 0.47 0.50

SR-mT2,150 eµ 0.24 4.8 3.5+2.2
−1.3 0.74 0.19

SR-Zjets ee+ µµ

Table 8.23: Left to right: 95% CL upper limits on the visible cross section (〈εσ〉95
obs) and

on the number of signal events (S95
obs ). The third column (S95

exp) shows the 95% CL upper
limit on the number of signal events, given the expected number (and ±1σ excursions on
the expectation) of background events. The last two columns indicate the CLB value, i.e.
the confidence level observed for the background-only hypothesis, and the discovery p-value
(p(s = 0)), which is a statement of how consistent the observed events are with the SM
prediction in the absence of a new physics signal.
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Chapter 9

Conclusions

A search for new physics signals using final states with exactly two leptons in order to

explain the observed neutrino masses and find a particle dark matter candidate have been

presented. The observed events in all signal regions were found to be consistent with the

standard model, which resulted in stringent bounds on theoretical models for heavy neutrino,

direct gaugino, and direct slepton production.

In addition to the searches for new physics, an analysis to calibrate the energy of hadronic

jets has been presented. This analysis utilized a novel technique that exploited the most

coveted law of physics: energy conservation. The results of this analysis have been used to

provide excellent agreement for the calibrated jet energy between data and MC, as well as

reduce the overall uncertainty on this measurement. All physics analyses using jets have

gained from this work.

The ATLAS community continues to mark dead-ends on our map, and the theory community

has responded to the null results by presenting new directions to be explored. It is only a

matter of time and dedication from the analyzers before physicists are able to find the right

path for physics beyond the Standard Model.
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