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Abstract

Abstract

The Chips (CHerenkov detectors In mine PitS) detector was a large-scale water

Cherenkov (wc) long baseline neutrino detector located in northern Minnesota. It

was located 7 mrad off-axis, 712 km downstream from the Numi neutrino source at

Fermi National Accelerator Laboratory and with a fiducial detector mass of 5.9 kt.

Chips was a research and development project aiming to demonstrate a reduction

in the cost of construction of a wc neutrino detector to $200k-$300k per kt. Chips

was constructed and deployed in 2019. The design, construction and deployment

procedure of Chips are discussed.

Chips utilised photomultiplier tubes and pre-existing readout electronics for

instrumentation. A new low-cost set of readout electronics and its associated daq

system was developed as a successor to the existing Chips electronics. Its design is

presented here.

A muon neutrino beam from an accelerator directed through the Earth produces

a continuous flux of muons along the beamline due to the neutrino interactions

with the rock. A technique is proposed to monitor the energy profile of such a

neutrino beam by measuring the neutrino flux through the Earth using a small

portable detector with a magnetic deflector. The study shows that as the off-axis

angle changes, information about the kaon content of the parent hadron beam can

be inferred using existing detector technologies.
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Impact Statement

Impact Statement

As high energy physics continues to advance and increase in scale, scope and com-

plexity, the difficulties associated with subatomic particle physics - such as resources,

time and financial backing - arise. Research also slows and becomes less accessible.

The Chips experiment has demonstrated that neutrino detectors could be con-

structed at a lower cost and in a shorter timescale than is the case with existing

experiments.

In addition, the obvious impact of this work, on top of the potential to further

our understanding of neutrino physics, is to increase the repeatability of experiments

involving neutrinos. It would usually be feasible to construct only one or two exper-

iments using cutting-edge detectors, but by using the Chips methodology, several

experiments could be constructed and used together. This would lead to repeatabil-

ity and more precise measurements and therefore make the scientific method more

robust.

Outside of academia, the work presented is relevant as a contribution to the foun-

dation of knowledge about neutrino physics. In the long term, this may contribute

to advances in technology as well as advances in science that add to the benefit and

well-being of humanity. The way in which the research has been conducted also

demonstrates that research can be performed in a socially and financially responsi-

ble way. This frees resources for other projects and demonstrates that high-quality,

cutting-edge physics can be conducted for relatively small sums.

Finally, the techniques proposed for monitoring neutrino beams and utilising

neutrino interactions in the Earth increases the usefulness of existing neutrino beam-

lines. The uncertainties in the composition of the neutrino beam could be reduced by

using the rock muon flux to gather additional data about the beam. This improves

the quality of existing research by reducing uncertainties. Also, every neutrino pro-

duced has an associated cost - not just in money but in environmental impact and

human labour. Improving the value of each neutrino already produced and recording

interactions that would otherwise be wasted improves the value of existing neutrino

beams. This also applies to the Chips experiment as a whole.
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1. Introduction

Chapter 1

Introduction

In 1956, Chien-Shiung Wu tested the parity conservation of the weak interaction

[1]. A β-decaying source of 60Co was used to create electrons and electron antineu-

trinos. As β decay is mediated only by the weak interaction, β-decay is suitable for

testing parity violation of the weak interaction in isolation. The spins in the 60Co

atoms were aligned using a strong magnetic field and intense cooling to maintain

the strongly polarised state. 60Co decays into 60Ni and emits an electron and an

electron antineutrino (shown in Equation 1.1).

60Co → 60Ni + e+ ν̄e (1.1)

60Co has a spin of 5 and 60Ni has a spin of 4, and the electron and electron antineu-

trino have spins of 1/2; thus spin is conserved.

Wu observed that electrons were emitted preferentially in the direction opposite

to their spin (negative helicity or left-handed) and, by conservation of momentum,

the antineutrinos must have been emitted preferentially in the direction of their spin

(positive helicity or right-handed).

The spin vectors and magnetic field vector are axial and do not change direction

under a parity transformation. However, the momentum vector of the resultant elec-

tron does change direction under a parity transformation and therefore so does the

overall helicity. If both left-handed and right-handed neutrinos existed, the neutrino

would not prefer a particular direction with respect to the original spin vector and

the electrons would have been been emitted isotropically. If neutrinos had a single

handedness, the neutrino would prefer a single direction with respect to the original

spin vector and an anisotropic electron distribution would be observed. This would

be in violation of parity symmetry. Wu’s experiment provided the first evidence

of parity violation in the weak interaction and that neutrinos are right-handed and

antineutrinos are left-handed. This result was corroborated by Goldhaber in 1957

[2] by measuring only neutrinos with left-handed helicity.

In summary, it can be inferred from experiments that the weak interaction only

produces left-handed neutrinos and right-handed antineutrinos.
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In 1968, the Homestake experiment observed a deficit of electron neutrinos from

the Sun [3]. This won Raymond Davis Jr. the 2002 Nobel Prize in Physics for the

first direct observation of neutrinos produced by the sun [4]. This turned out to

provide the first experimental evidence of neutrino flavour oscillation - a process

that can only occur if neutrinos have mass. Follow up experiments investigated the

phenomenon and in 2015 the Nobel Prize in Physics [5] was awarded to Arthur B.

McDonald of the Sudbury Neutrino Observatory [6] and to Takaaki Kajita of the

Super-Kamiokande Neutrino Detection Experiment [7] for the discovery of neutrino

oscillations.

In the Standard Model, the Yukawa coupling and the Higgs mechanism may be

used to generate the masses of fermions [8] [9] [10]. The mass term in the Dirac

Lagrangian can be expressed as the sum of the chiral states [10], shown in Equation

[11] 1.2.

−mψ̄ψ = −mē
[

1

2

(

1 − γ5
)

+
1

2

(

1 − γ5
)

]

e

= −mē
[

1

2

(

1 − γ5
)

eL +
1

2

(

1 − γ5
)

eR

]

= −m (ēReL + ēLeR)

(1.2)

where L and R represent left-handed and right-handed components respectively.

This requires that either neutrinos are left-handed and no mass is generated through

this process or there are right-handed neutrinos and neutrinos may gain mass. This

mechanism would be the ‘traditional’ method of neutrinos acquiring mass as it is

the same mechanism used for the other fermions.

As no right-handed neutrinos have been observed and other methods of gener-

ating neutrino mass have not been experimentally verified (such as, amongst other

theories, Majorana neutrinos and the Seesaw mechanism [12] [13]), research is ongo-

ing with a heavy emphasis on measuring the neutrino mass differences and oscillation

parameters using long baseline neutrino experiments such as the Minos and Nova

experiments [14] [15].

An overview of this thesis and my specific contributions are as follows. Chips is a

small collaboration and accordingly each collaborator does a larger, more generalised

proportion of the work than is usual in particle physics.

• Chapters 2 and 3 motivate the theory and experimental techniques for long

baseline neutrino experiments and the Chips experiment.

• Chapter 4 details the design, construction and deployment process of the

Chips detector. I was personally involved with many aspects of the design

and almost every facet of the construction and deployment process. This the-

sis details my contribution to the construction process. I also operated and

monitored the Madison section of the detector before its decommissioning. I
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1. Introduction

then contributed to the effort to recover the detector.

• Chapter 5 details the development of electronics and daq systems for future

detectors. I designed, manufactured and tested the electronics and played a

leading role in the overall direction of the project. Also, I was involved in most

aspects of the software architecture, testing process and calibration.

• Chapter 6 describes a technique for monitoring the profile of a neutrino beam

by measuring the muon flux in rock. Significant portions of the simulation were

written by me with Chips collaborators completing the rest. The sensitivity

study conducted using the code is my original work.

• Chapter 7 summarises and reflects upon the research presented in this thesis.

Overall, the three distinct components of my contribution represent three differ-

ent stages in the life cycle of experimental particle physics:

1. Studies to see if effects are visible using a specific detector technique – a vital

prerequisite before experiments can be conceived and developed. A physics

phenomenon may cause an effect which may or may not be detectable; stud-

ies need to ascertain if an effect can be observed and measured and if any

conclusions could be drawn from such measurements.

2. Designing and testing instrumentation at a small scale and preparing daq

systems. This has to be done before experiments can be performed at full-

scale.

3. Designing, constructing and deploying (and decommissioning) large-scale de-

tectors.
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2. Neutrino Oscillations

Chapter 2

Neutrino Oscillations

2.1 Neutrino Mixing

Neutrinos interact according to the weak interaction under their three flavour eigen-

states |να〉, α = e, µ, τ . However, neutrinos can also be defined in terms of three

mass eigenstates |νi〉, i = 1, 2, 3. However, there is not a direct one-to-one mapping

between flavour and mass eigenstates. Instead, the flavour and mass eigenstates are

linear combinations of each other:

|να〉 =
3
∑

i=1

U∗

αi |νi〉 (2.1)

|νi〉 =
3
∑

α=e,µ,τ

Uαi |να〉 (2.2)

where the coefficients U are elements in the unitary mixing matrix.

The conditions:

〈νi|νj〉 = δij (2.3)

〈να|νβ〉 = δαβ (2.4)

are enforced. If one set of neutrino basis states is required to be orthonormal and

the coefficients of the matrix U are required to be unitary, then as a consequence

the second set of neutrino basis states is also orthonormal.

Neutrinos, despite being observed in terms of the flavour eigenstates, propagate

as a combination of the mass eigenstates. This means that the specific combination

of mass eigenstates evolves as a neutrino travels and therefore the probability of

measuring a given flavour of neutrino also changes with time or distance.

The neutrino mass eigenstates evolve in time according to the Time Dependent

Schrödinger Equation with energy eigenvalues. Hence the time evolution of the

flavour eigenstates can be expressed in terms of evolving mass eigenstates.

|νi(t)〉 = e−iEit |νi〉 (2.5)
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2. Neutrino Oscillations

|να(t)〉 =
3
∑

i=1

U∗

αie
−iEit |νi〉 (2.6)

Combining 2.6 and 2.2 gives the time evolution of flavour states in terms of the

initial flavour eigenstate.

|να(t)〉 =
3
∑

α=e,µ,τ

(

3
∑

i=1

U∗

αie
−iEitUβi

)

|νβ〉 (2.7)

In natural units, using the relativistic limit and the binomial approximation, the

energy of a given mass eigenstate is given by

Ei = Eν +
m2

i

2Eν

(2.8)

and the difference between two mass eigenstates becomes

Ei − Ej ≈ ∆m2
ij

2Eν

(2.9)

where

∆m2
ij = m2

i −m2
j (2.10)

is the mass-squared difference between two mass eigenstates.

Finally, in natural units, as neutrinos are travelling at almost the speed of light,

the time a neutrino is travelling t can be approximated to the distance travelled L

(the baseline). Therefore a transition probability can be constructed:

Pνα→νβ
= |〈νβ|να(t)〉|2 =

3
∑

i,j=1

U∗

αiUβiUαjU
∗

βje
−i

∆m2
ij

L

2Eν (2.11)

This presents the probability of a neutrino oscillating between measurable flavour

states in terms of two variables: the neutrino energy and the distance travelled. Fur-

thermore, the oscillation probability depends on a number of fundamental constants:

the neutrino mass eigenstate values and the parameters of the mixing matrix. This

means neutrino oscillation experiments can be used to measure the mixing parame-

ters and probe the neutrino masses [16]. Note, however, that oscillation experiments

are sensitive to the difference of the mass eigenstates squared and not the absolute

values. To directly measure neutrino masses other experimental techniques are re-

quired [17]. Although this formalism is described in terms of three mass eigenstates

and three flavour eigenstates, neutrino mixing can be generalised for an arbitrary

number of neutrinos.
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2.1. Neutrino Mixing

2.1.1 Two Flavour Vacuum Oscillations

It is simpler to express neutrino oscillations if there are only two flavours and there

is no medium for the neutrinos to interact with as they propagate. The orthonormal

unitary mixing matrix (U) is represented as a rotation with mixing parameter θ and

the difference in mass between the two mass eigenstates is given by ∆m2.

U =





Ue1 Ue2

Uµ1 Uµ2



 (2.12)





|νe〉
|νµ〉



 =





cos(θ) sin(θ)

− sin(θ) cos(θ)









|ν1〉
|ν2〉



 (2.13)

The transition probability between the two flavour states is:

P (νµ → νe) =
1

2
sin2(2θ)

[

1 − cos

(

∆m2L

2E

)]

= sin2(2θ) sin2

(

∆m2L

4E

)

(2.14)

in natural units. In units of km for the baseline L, units of eV for the mass-squared

difference ∆m2 and units of GeV for the neutrino energy E, the transition probability

[18] becomes

P (νµ → νe) = sin2(2θ) sin2

(

1.27
∆m2L

4E

)

(2.15)

which is suitable for estimating muon-electron neutrino oscillations in neutrino

beams.

2.1.2 The Matter Effect and Three Flavour Oscillations

For the full treatment of three-flavour neutrino oscillations, the flavour and mass

eigenstates are related by:











|νe〉
|νµ〉
|ντ 〉











=











Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3





















|ν1〉
|ν2〉
|ν3〉











(2.16)

where the 3 × 3 mixing matrix is the Pontecorvo-Maki-Nakagama-Sakata (pmns)

matrix [19] [20]. The pmns matrix can be expressed in terms of three mixing angles

θ12, θ23, θ13 and a complex charge-parity (cp) violating phase δ (Equation 2.17).

This assumes neutrinos are Dirac particles. If Neutrinos are Majorana particles,

two more phases are required [21].

Upmns =











c12 s12 0

−s12 c12 0

0 0 1





















1 0 0

0 c23 s23

0 −s23 c23





















c13 0 s13e
−iδ

0 1 0

−s13e
iδ 0 c13











(2.17)
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Z0

να να

e−e−

(a) nc

W−

νe e−

νee−

(b) cc

Figure 2.1: Neutrinos scattering in matter. All neutrinos can undergo nc scatter-
ing. Only electron neutrinos can undergo coherent forward scattering in electronic
matter.

The pmns matrix can be represented as:

Upmns =











c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13











(2.18)

where sij = sin(θij) and cij = cos(θij).

So far, neutrino oscillations have been presented as neutrino flavour mixing as a

neutrino travels without interacting with a medium. In reality, neutrinos can interact

with a medium: for example, rock in a beamline experiment. Since matter contains

electrons, electron neutrinos have an additional interaction channel compared with

muon or tau neutrinos. Neutrinos of all flavours can undergo neutral current (nc)

coherent forward scattering (shown in Figure 2.1a) whereas only electron neutrinos

can undergo charge current (cc) coherent forward scattering (shown in Figure 2.1b).

The nc interaction affects all neutrinos in the same way whereas the cc νe inter-

action affects only electron neutrinos. Electron neutrinos and electron antineutrinos

are also affected differently as the universe is biased towards containing matter.

This can enhance an experiment’s sensitivity to the cp δCP violating phase in the

pmns matrix. The matter effect can be treated as a perturbation in the Hamiltonian

modifying the effective mass of the neutrino as it propagates. This is known as the

matter effect or alternatively the Mikheyev-Smirnov-Wolfenstein (msw) effect [22]

[23].

The matter effect and the full three-flavour treatment of neutrino oscillations

can be combined to give a robust set of oscillation probability equations. Particu-

larly useful is the P (νµ −→ νe) oscillation probability (Equation 2.19) for beamline

neutrino experiments as the neutrino beams are muon neutrinos which are directed

through the Earth. P (νµ −→ νe) is sensitive to δCP as the electron neutrinos experi-
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2.1. Neutrino Mixing

ence the matter effect.

P (νµ −→ νe) = sin2(θ23) sin2(2θ13)
sin2(∆(1 − A)

(1 − A)2)

+αJ̃ cos(∆ ± δCP )
sin(∆A)

A

sin(∆(1 − A))

1 − A

+α2 cos2(θ23) sin2(2θ12)
sin2(∆A)

a2

(2.19)

Where A =
2
√

2GFNeE

∆m2
31

, J̃ = cos(θ13) sin(2θ13) sin(2θ12) sin(2θ23), ∆ =
∆m2

31
L

4E
and

α =
∆m2

21

∆m2
32

. GF is the Fermi coupling constant and Ne is the electron density in

matter. The ± symbol represents the neutrino (+) and antineutrino (-) [24].

This equation, in the absence of unexpected extra neutrino flavours, describes

accurately neutrino oscillations through matter.

Long baseline neutrino experiments such as Chips specialise in measuring θ23

and δCP .
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3. Neutrino Interactions

Chapter 3

Neutrino Interactions

3.1 The Weak Interaction

In the standard model, neutrinos only undergo the weak interaction (and gravita-

tion). The weak interaction is mediated by the W± bosons (80.379 ± 0.012 GeV)

and the Z0 boson mass (91.1876 ± 0.0021 GeV) [25]. The high masses of the W±

and Z0 reduce the strength of the weak force due to a 1/Mboson dependency; hence

the name ‘weak force’ [26] [11].

Z0 mediates neutral current (nc) events - where an uncharged Z0 is exchanged

- for example, neutrino scattering. Therefore, no charged particles can be produced

making the nc interactions difficult to observe. W± bosons mediate charged current

(cc) events. For example with beta decay, where a W− boson is exchanged and an

electron with its complementary electron antineutrino is produced, the electron can

be easily observed in detectors. Examples of nc and cc interactions can be seen in

Figure 3.1.

Neutrino interactions in matter vary depending on whether a cc or nc inter-

action is taking place and the energy of the incoming neutrino. As the neutrino

energy increases, different categories of interaction can take place. The energy re-

Z0

νe νe

e−e−

(a) nc

W−

νµ µ−

ud

(b) cc

Figure 3.1: Examples of nc and cc neutrino interactions. The nc interaction:
the exchange of Z0 during neutrino-electron scattering. The cc interaction: a νµ

interacts with a neutron in a nucleus exchanging a W− to give a µ and a proton.
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3.1. The Weak Interaction

gion of Chips is 1 GeV to 10 GeV where there are five main categories of interaction

[27] which are given below.

3.1.1 Neutral Current Elastic Scattering

Beginning at the lowest energies, under 1 GeV, nc elastic scattering (es) involves

the scattering of a neutrino off a nucleon. Mediated by the Z boson, no charged

lepton is produced so no information about the neutrino’s flavour can be discerned

[28].

3.1.2 Charged Current Quasi-Elastic Scattering

Also dominating at the 1 GeV level is cc quasi-elastic scattering (qe). A neutrino

scatters off a neutron to give a lepton and proton. (For an antineutrino scattering

off a proton, a neutron and antilepton are produced.) The need to create the mass

of the lepton causes this type of interaction to be known as a quasielastic interaction

[29] [30].

3.1.3 Resonant Pion Production

After the qes region, resonant pion production (rpp) dominates in the 1 GeV -

2 GeV region. In rpp, the neutrino interacts with a nucleon to form a resonant

excited state such as a delta resonance which then de-excites and produces a pion

[29].

3.1.4 Deep Inelastic Scattering

Deep inelastic scattering (dis) dominates interactions for neutrinos over 3 GeV in

energy. The neutrino has enough energy to probe inside a nucleon into the individual

quarks. A quark is ejected from the nucleus which initiates a hadronic shower that

can be detected.

3.1.5 Coherent Pion Scattering

Coherent pion scattering (cps, also known as coherent forward scattering, cfs)

dominates low-momentum transfer interactions. A neutrino scatters off a nucleus

and produces a pion in the forward direction. Very little momentum is transferred

to the nucleon [31] [32].

3.1.6 Meson exchange current

When investigating the interactions of neutrinos with a nucleus, it is incorrect to as-

sume that all nucleons are moving independently from each other. Standard models
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W−

π0

νµ µ−

p n

p p

Figure 3.2: An example of mec where a muon neutrino interacts with a proton in a
nucleus to produce a muon and neutron. The two protons are correlated through the
exchange of a π0 leading to both resultant nucleons being ejected from the nucleus.

assume that all nucleons are independent but experimental data shows that this is

not the case and nucleons may act in a correlated fashion - there may be a nucleus

substructure. This advanced behaviour may be handled through more sophisticated

modelling. A common model used is meson exchange current (mec). In mec, pairs

of nucleons may be correlated - the two nucleons exchange a virtual meson (hence

the name), a π0 for example. A neutrino interacts with one of the nucleons through

the exchange of a W boson, which gives rise to the complimentary lepton. In the

process, both nucleons are ejected from the nucleus: two particles are ejected leaving

two holes, which gives this process the alternative name 2p2h). An example of this

process can be seen in Figure 3.2. [33] [34] [35].

3.2 Measuring Neutrinos

Nc neutrino interactions do not produce a charged particle that leaves evidence

of the neutrino’s flavour. So, for neutrino oscillation experiments, cc interactions

are used to detect neutrinos and infer the flavour. One technique used in neutrino

oscillation experiments is measuring Cherenkov light.

3.2.1 Cherenkov Light

When a charged particle travels through a dielectric medium, the molecules become

polarised - electrons are induced into an excited state. After the charged particle

has passed, the medium de-excites which causes the emission of photons. The light

is emitted isotropically. If the charged particle is travelling faster than the speed

of light through the medium, the light constructively interferes to give a pattern in

the shape of a cone expanding in the direction the particles travel (shown in Figure

3.3). This is analogous to the bow wave of a ship moving fast through water.

32



3.2. Measuring Neutrinos

θc

Figure 3.3: A charged particle (denoted by the red line) travelling through a medium
faster than the speed of light through the medium. The black circles show the
expanding spheres of light that are emitted as the charged particle passes. The
spheres expand and interfere to form the characteristic cone of Cherenkov light.
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θc

βct

ct
n

Figure 3.4: Construction showing the distances a charged particle and its Cherenkov
light can travel; this gives the Cherenkov angle.

The shape of the cone is parameterised by the angle θ which is dependent on the

refractive index of the medium n and the speed of the charged particle v.

Defining

β =
v

c
(3.1)

the particle’s velocity can be written as

v = βc (3.2)

The speed of light through a medium is given by

cmedium =
cvacuum

n
(3.3)

Therefore, the following construction can be created using the distance the par-

ticle travels and the distance the emitted light travels as time progresses (shown in

Figure 3.4).

cos(θ) =
1

nβ
(3.4)

This gives rise to a characteristic ‘ring’ shape that can be projected onto a flat

surface along the length of the cone. Reconstructing the image of the ring allows the

direction of the charged particle to be reconstructed. The total number of photons

and their wavelengths are related to the velocity of the particle.

The number of photons emitted per unit distance travelled x and per unit wave-

length λ is given by [25]

d2N

dλdx
=

2παz2

λ2

(

1 − 1

1 − β2n2(λ)

)

, (3.5)

which in terms of the Cherenkov angle is

d2N

dλdx
=

2παz2

λ2
sin2(θc), (3.6)
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PHOTOCATHODE

FACEPLATE
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ELECTRON MULTIPLIER
(DYNODES)
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LAST DYNODE STEM PIN

VACUUM
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SECONDARY
ELECTRON
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Figure 3.5: The internal structure of a pmt showing the photocathode, the chain of
dynodes and the readout anode [36].

where α is the fine structure constant and ze is the charge of the particle. The inter-

action medium for Chips was water, a common medium for Cherenkov detectors.

Water has a refractive index of 1.33 which gives the Cherenkov angle as 41.2°.

3.2.2 Photomultiplier Tubes

Chips uses pmts to measure Cherenkov light produced by neutrino interactions.

Pmts are analogue instruments that produce an electrical signal when exposed

to light. They are sensitive to single photons. Pmts consist of a photocathode - a

negatively charged material which liberates an electron when struck by a photon -

and a series of dynodes. When an electron is released, the electron is accelerated

towards the first dynode and upon impact releases more electrons. These electrons

are accelerated at the second dynode. This pattern continues causing an avalanche

of electrons which eventually reaches the anode. Measuring the current of electrons

at the anode indicates the arrival time and the number of photons that struck the

photocathode. A diagram of the operation of a pmt can be seen in Figure 3.5.

An example of a pmt detailing the dynode staging can be see in Figure 3.6.

Typically, pmts are sensitive to light of approximately 400 nm to 700 nm in wave-

length. This translates into approximately 210 photons/cm in a water Cherenkov

detector, using Equation 3.6.

3.3 Neutrino Production

It has been shown that the neutrino oscillation probability is dependent on the

neutrino baseline L/E. Furthermore, as neutrinos have a very small interaction cross

section, an intense flux of neutrinos is required to observe a significant number of

interactions. Therefore it is useful, when trying to measure the neutrino oscillation
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3. Neutrino Interactions

Figure 3.6: The internal dynode structure of a pmt. The first dynode is at the
front covered by a copper mesh and the chain of dynodes can be seen behind in an
alternating ladder arrangement.

parameters, to have a very high neutrino flux and a baseline and energy which

are tuned to maximise the expected neutrino oscillation probabilities. A neutrino

beam provides a guaranteed source of neutrinos (with a high neutrino flux) that is

potentially tuneable for oscillation experiments.

3.3.1 Neutrino Beams

All neutrino beams generate neutrinos using the same principles. Different neutrino

beams have different optimisations and uncertainties but the basic concept remains

the same [37] [38]. The Neutrinos at the Main Injector (Numi) beam is the most

powerful neutrino beam in the world [39]. The Numi beam acts as the beam source

for the Chips detector. Located at Fermilab, Illinos, the beam is aimed north-west

through the Earth such that the beam emerges at the Soudan Mine in northern

Minnesota.

The Numi beam consists of a 120 GeV proton source which is fired at a graphite

target to create a source of pions and kaons. The protons are delivered in ‘spills’

- bunches of protons 10µ s wide delivered at 1.33 s intervals. Each spill delivers

approximately 1013 protons-on-target (pots).

Neutrinos cannot be directly focused but their parent hadrons can be focused

to form a narrower cone of neutrinos. The charged pions and kaons are focused

by a pair of electromagnetic horns. Changing the polarity of the focusing horns

will either focus positive particles and de-focus negative particles (known as forward

horn current) or focus negative particles and de-focus positive particles (known

as reverse horn current). This allows a beam of neutrinos or antineutrinos to be

toggled. Particles which are not parallel to the magnetic field axis receive a smaller

Lorentz boost which leads to lower energies off the beam axis.

The pions and kaons travel through a 675 m decay pipe where they decay into
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muon neutrinos (shown in Equations 3.7 and 3.8 for a neutrino beam).

π+ → µ+ + νµ (3.7)

K+ → µ+ + νµ (3.8)

The branching ratio of a pion decaying into a muon and a muon neutrino is 99.99%

and the branching ratio of a kaon decaying directly into a muon and a muon neutrino

is 63.56%. The next two dominant kaon decays are

K+ → π0 + e+ + νe (3.9)

K+ → π0 + µ+ + νµ (3.10)

with branching ratios of 5.07% and 3.35% respectively [25]. These are sources of

an intrinsic electron-neutrino component of the beam. The muons produced in

the decay pipe may decay into electrons and electron neutrinos which contribute

to an unavoidable electron neutrino contamination in the beam. The difference in

probability between Equation 3.7 and Equation 3.8 is because kaons have additional

decay channels available. The mass of a kaon is large enough that kaons can decay

into pions (the lightest mesons) on top of the direct decay into a muon and neutrino

with no other particles. The production of positrons is heavily suppressed in the

cases shown in Equations 3.7 and 3.8 compared with the case of Equation 3.10

because the former are two-body decays whereas the latter is a three-body decay;

there is more phase space available for the electrons to have a lower momentum

to avoid suppression by helicity in the three-body decay as the extra pion carries

momentum. The three-body decay also results in a wider variety of neutrino energies

as the pion also carries momentum from the parent kaon [10].

At the end of the decay pipe there are hadron absorbers to catch any un-decayed

particles and muons; the neutrinos pass through into the Earth’s rock. The muons

are absorbed and the neutrino beam is complete. A diagram of the Numi beam can

be seen in Figure 3.7.

The Numi beam has had several different configurations so the precise specifi-

cations of the beam have evolved over time and different detectors receive different

flux spectra.

When in ‘low energy’ forward horn current configuration at the Minos near

detector, the Numi beam is 92.8% νµ, 5.8% ν̄µ and 1.3% νe & ν̄e. The νµ contribution

was produced though 87% π+ decay and 13% K+ decay. K0 and µ decay contribute

negligible fractions to νµ but are significant in the production of νe) [40]. There is

an approximate 10% uncertainty on the ratio of π+/K+ [41].

For the off-axis experiment, Nova, the Numi beam energy was increased to

‘medium energy’ levels. The energy peak in the Minos near detector increased from
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Figure 3.7: A representative diagram of the Numi beam facility. Protons from the
main injector strike a graphite target. The resulting pions and kaons are focused
and decay to give muons and muon neutrinos. The muons are absorbed and the
neutrinos continue towards particle physics experiments [39].

3 GeV to 7 GeV [42]. This energy was chosen because the Nova far detector, which

is located 14.6 mrad off-axis and 810 km away from the proton target [43], receives

neutrino energies at 2 GeV, close to 1.6 GeV - the oscillation maxima energy for the

baseline [44] [45]. The energy spectra of the Numi beam for different energy levels

can be seen in Figure 3.8. In medium energy forward horn current configuration,

the Numi beam consists of 96.9% νµ, 1.9% ν̄µ and 1.2% νe & ν̄e at the Minos near

detector [14].

Off-axis, the neutrino beam energy spectrum narrows as the angle from the axis

increases. This allows a specific energy region to be selected close to the oscillation

maximum and also reduces the high energy neutrino backgrounds, chiefly nc feed-

down. Off-axis, the relative number of neutrinos at higher energies produced from

kaons increases. An example of an off-axis neutrino experiment is Nova; the near

detector neutrino energy spectrum can be seen in Figure 3.9. Like Nova, Chips

was an experiment in the path of the Numi beam but while Nova was 14.6 mrad

off-axis, Chips was 7 mrad so the off-axis principle applied to both. The full off-axis

effect can be seen in Appendix A [46].

A contributing source of neutrino flux uncertainty is the fraction of kaons in the

parent hadron beam. Rather than attempting to distinguish between the type of

hadron (pion or kaon) that is produced in the target and then recording them dur-

ing beam operations (this is impossible to do), neutrino experiments use data from

other external experiments to model the beam and target response. Proton beams

are used to bombard targets and detect the hadrons produced and π+ and K+ so

that the interaction cross sections can be measured [47] [48]. Both Nova and Mi-

nos use neutrino flux data from their respective near detectors in conjunction with

hadron measurements from dedicated experiments to tune Monte-Carlo simulations

to model the Numi beam. However, this technique introduces uncertainties due to

the energy range of the hadron measurements not spanning the entire energy range

of the Numi beam and variations in the graphite target geometry. Furthermore,

even less is known about the hadron yields in reverse horn current configuration.
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Figure 3.8: The flux of neutrinos at the Minos near detector [42]. The solid line
corresponds to a low energy neutrino beam, the dashed line corresponds to a medium
energy neutrino beam and the dotted line corresponds to a high energy neutrino
beam.
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Figure 3.9: A simulation of the Nova neutrino energy spectrum due to kaons and
pions. The off-axis effect causes the peak energy peak to be lower but narrowed.

Because the fraction of neutrinos produced by kaons increases as the off-axis

angle increases and energy increases, the uncertainty in the kaon content of the

beam becomes increasingly important. In practical terms, there are two reasons why.

Firstly, because the kaon component contributes νe events even at oscillation energy

levels [49] which need to be modelled and accounted for. Secondly, high energy

nc events will feed-down to lower energies and masquerade as signal events when

they are in fact background events [50] [51] – nc scattering is difficult to distinguish

from electron neutrino events causing electromagnetic showers [52]. Although this

effect is reduced by a narrower neutrino energy spectrum, it is still important to

understand.

Initially, in the Nova experiment, the total hadron uncertainty was 21%, which

contributed to a 6% uncertainty in the neutrino energy [53] - although this has been

improved over time. In the Minos experiment, the simulated spectrum of near

detector cc νµ events can be seen in Figure 3.10 which shows that the number of

kaons is not significant and becomes dominant at energies over 26 GeV. Figure 3.11

shows the ratio of pions and kaons in Fluka simulations (which was used in Minos)

[54] [55] and experimental observations from Na49 [56] and Mipp [57]. Figure

3.11 show that the uncertainties in the observations of the K+/π+ and K−/π−

ratios are much larger than the uncertainties of just the pion only ratio π−/π+.

(The kaon only ratio, K−/K+, also has large observational uncertainties.) These
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Figure 3.10: A simulated spectrum of νµ cc events in the Minos near detector
which shows the large number of neutrinos produced by kaon parents. Figure from
[58].

measurements are used to inform and refine the tuning of the simulation. Therefore,

large uncertainties in the measurements cascade into inaccuracies of the simulations.

Overall these figures show that the number of kaons significantly contribute to the

neutrinos produced and the uncertainty in the number of kaons is also significant.

Furthermore, the branching ratio shown in Equation 3.9 combined with the fact that

π0 can decay into (unfocused) electron and muon neutrinos means that the kaon

composition of the hadron beam impacts the muon neutrino purity of the neutrino

beam.
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Figure 3.11: The ratios of pions and kaons across the range of longitudinal momenta
with different transverse momenta cuts. The larger error bars for plots with kaon
ratios can be seen. Figure from [58] [59]. To experimentally measure the pion-kaon
production ratio, a secondary proton beam was fired at test targets and the hadrons
produced were counted and identified using a number of instruments in the Mipp
detector system (including time projection chambers and Cherenkov detectors) [57]
[60].
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4. The Chips Detector

Chapter 4

The Chips Detector

Due to the unlikeliness of neutrino interactions, neutrino detectors are traditionally

very large and therefore expensive. Due to cosmic ray background, these detectors

are often in locations very deep underground which are expensive to create and

difficult to access. Hyper-Kamiokande is projected to cost over $600m for a 258 kt

detector ($2.3m kt−1) [61] [62] and the Deep Underground Neutrino Experiment

(Dune) is projected to cost over $3bn (including the neutrino beam facilities) for

a 70 kt module ($43m kt−1). Of this, over $2bn will be used for excavating un-

derground caverns and constructing buildings [63]. The Chips experiment was a

prototype research and development project focusing on lowering the cost and bar-

riers of entry in neutrino detector construction both through careful placement and

design of the detector to ease construction and optimising the instrumentation for

cost efficiency.

4.1 Experiment Overview

Chips was a prototype long baseline neutrino experiment consisting of a large water

Cherenkov detector in a mine pit in Northern Minnesota, 712 km away from the

Numi beam at Fermilab near Chicago (shown in Figure 4.1). The goal of Chips

was to measure νe appearance and νµ disappearance to demonstrate the observance

of neutrino oscillations within a budget of about $200k kt−1.

The detector design comprised a volume of purified water wrapped in a water-

proof and light-tight plastic liner with 1860 pmts (in phase one) lining the walls

facing inwards arranged in detector planes. Neutrinos interacting with the water

within the detector would produce Cherenkov light in the darkened environment

which could then be observed by the pmts. The instrumentation was mounted to

steel frames which formed a cylinder which was then wrapped in light-tight plastic.

The detector was to be placed at the bottom of a flooded open-pit iron mine. The

detector used as many standardised off-the-shelf components and readily available

building materials as possible. It was designed in such a way that non-specialists
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Figure 4.1: Map showing the Numi beam source at Fermilab and the mine pit where
Chips was located in Hoyt Lakes, Minnesota [64].
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Figure 4.2: A rendering of the Chips detector showing the overall structure: two
steel end caps supporting detector planes with buoyancy in the top cap. The detector
stretched out to be a long cylinder and the complete detector was wrapped in liner.
Here detector planes on the walls of the cylinder are shown which was a future
upgrade path for Chips and not installed for the initial deployment. Image courtesy
of Thomas Dodwell.

(including students) could perform the majority of the construction tasks safely. As

a consequence, there was a significant saving in construction costs in comparison

with those of other neutrino detectors. An overview of the detector can be seen in

Figure 4.2

Overall, this concept provided three main advantages:

• Free overburden: the detector did not need to be buried underground so no

expensive mining was needed to be performed or rocks placed on top. The de-

tector was submerged in approximately 60 m of water - compared with 2700 m

water-equivalent overburden for the Super-Kamiokande detector [65]. A de-

tector 24 m in diameter and 24 m tall with no overburden results in a cosmic

ray rate of approximately 80 kHz. The same detector resting at the bottom
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of a 60 m lake gives a cosmic ray rate of approximately 20 kHz representing a

factor of four decrease due to the overburden [66].

• Ease of construction: the detector could be built in its final form above ground

and deployed to its underwater location in one piece (see Section 4.6). This

saved design and construction time as all the work could be performed in

facilities at ground level and the detector did not need to fit in a disassembled

form into a mine shaft elevator.

• Commonly-available building and easily-found materials as well as off-the-

shelf components were cheaper and easier to procure than bespoke electronics

and unusual materials. This also made it faster to complete a detector from

conception to deployment.

The detector was assembled from April to October 2019 when it was then de-

ployed. The detector was decommissioned in July 2020 due to external factors

relating to the Covid-19 pandemic. The instrumentation is in the process of being

reused.

4.2 The PolyMet Mine

Chips was based within the PolyMet mine site, in a disused and flooded iron mine,

now used as a buffer pit for managing water levels across the site. Previously the iron

was extracted from the ground using open pit mining. This became unprofitable in

the late 20th century and the mine fell into disuse in the early 2000s. The mine site

holds the second largest copper reserve in the world, as well as substantial nickel

and rare earth metal reserves that are more valuable in the present day than they

were when the mine was decommissioned. Consequently, the mine site is being

recommissioned and the infrastructure refurbished for fresh mining.

The PolyMet site was uniquely useful to Chips for several reasons. Firstly,

the Wentworth 2W (w2w) abandoned flooded mine pit provided a suitably deep

location (60 m) for the detector. Secondly, the existing infrastructure that was being

maintained for future mining operations provided access by road and rail despite the

remoteness of the location and also gave access to heavy machinery and industry for

construction. Finally, the location of the mine site itself was important. The site

was within accessible distance to the Minos and Nova sites for accessing equipment

and tools. The site was also in the path of the Numi beam as it re-emerged from

the Earth (shown in Figure 4.3). It was for these reasons that the w2w was selected

as the location of the Chips detector.

During the lifecycle of Chips, the w2w mine pit was deliberately flooded by the

mining company. The ph level and balance of chemicals in the water of the mine

pits were tightly regulated for environmental reasons. As rain water ran into the
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Figure 4.3: A map of the Numi beam exiting the Earth’s surface showing the po-
sitions of Chips, Nova and Minos. The z-axis shows the expected number of
neutrino events per year per kiloton of water assuming no neutrino oscillations.
Contours of constant L/E are shown. Image taken from [67].

mine pits through different sections of the mine site, the ph and chemical balance of

the water changed. Water was pumped between the different mine pits to maintain

safe levels and pH. In autumn, water was pumped into the Chips pit and then

pumped out over winter into other pits. Therefore, the water level of w2w changed

seasonally and it was possible to use this to advantage. A map of the PolyMet site

including the w2w mine pit and the construction area can be see in Figure 4.4. The

Construction area at the w2w pit can be seen in Figure 4.5.

4.3 Detector Frame

The Chips detector was cylindrical in shape (25 m in diameter and extendable to

12 m tall). The two circular ends of the cylinder were made up of two lattice frames

of stainless steel, which were known as the end caps. The lattice construction was

for a high strength-to-weight ratio and the stainless steel was to resist corrosion in

the water so that rust did not inhibit the water’s clarity. Pieces of the frame’s main

structure can be seen in Figure 4.6. Rather than manufacturing perfect 25 m circles,

the end caps were approximated as two icosikaioctagons (28-sided regular polygons)

and consisted of a main frame which gave each end cap its rigidity, strength and

physical shape. Steel beams, known as stringers, were mounted facing the interior

of the cylinder in rows to which the instrumentation was attached (shown in Figure
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Figure 4.4: The PolyMet mine site. Chips was built beside the mine pit on a flat
construction with additional assembly done in the PolyMet building. The detector
was then deployed underwater in the mine pit [27].

4.7). Overall each end cap weighed 14 t and used approximately 3600 bolts.

The frame was designed to be prefabricated in a factory off-site and shipped to

the mine pit. Each piece was designed to be movable and assembled with a single

telescopic forklift rather than an industrial crane or multiple pieces of machinery; the

stringers were movable by either a single person or two people depending on the size

of the stringers. This meant that, other than a forklift operator, the frame could be

assembled by a team with as few as three people; it also meant that only two workers

at any time needed specialist training (forklift driver and forklift spotter/director).

The main structural pieces were of gusset plate construction with bolts and slotted

bolt holes which are visible in Figure 4.6. The stringers were bolted to brackets

attached to the frame, an example of which can be seen in Figure 4.8.

Since cylinders have two parallel circular caps, the Chips frame end caps were

constructed on top of each other. The bottom cap was built on the ground with

legs that had feet made from tyres (also visible in Figure 4.6). The bottom cap had

stainless steel pegs pointing upwards; on top of the pegs, stilts made of steel tubing

were mounted and the top cap was built on top of the tubing. The top cap sat

on pins which were inserted into the stilts which could be removed during detector

deployment. The stilts could then be removed from the detector once it was in the

water. The legs were only necessary during construction because, once deployed, the

bottom cap sank and the top cap floated and the caps no longer needed to be rigidly
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Figure 4.5: The Wentworth 2W mine pit. The body of water in the foreground
shows the mine pit itself and the Chips construction site which was the slipway
leading into the water. The slipway was built on the road where the excavators
would have driven in and out of the pit when the mine was still operational. The
detector can be seen partially constructed along with the building site apparatus.
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Figure 4.6: Pieces of the bottom end cap. The gusset plates used to join pieces are
visible as are the tyres which the frame sits on. The hollow lattice style design saves
weight as less steel is required than for a solid detector.
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Figure 4.7: Rows of stringers bolted to the main support structure. Detector planes
would be attached on top of the stringers.

Figure 4.8: A mounting bracket welded to the main frame to which a stringer was
bolted.
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Figure 4.9: The completed frame. The pillars supporting the top cap are clearly
visible.

attached - once that happened the detector could be extended longer than the steel

tubing length. The completed frame can be seen in Figure 4.9. 28 Cables made

from Dyneema connected the top and bottom cap together. When the bottom cap

hung from the top cap, the length of the cables determined the maximum difference

in height between the two caps and therefore the length of the detector. Dyneema

was selected due to its low creep (the extension of a rope when subject to long-term

loads).

4.4 Liner

The Chips detector needed sealing for two reasons. Firstly, the detector needed to

be light-tight so the only light detected was Cherenkov light. Secondly, pure water

inside the detector had to be separated from the dirty water outside the detector

for clarity. In addition, during the deployment procedure, the liner acted as a hull

for the detector which displaced enough water for the heavy detector to float like a

boat.

The liner was made from flexible fibreglass reinforced plastic. It was strong and

light-tight, usually used as roofing material for flat roofs. Special welding equipment

was used to fuse different pieces of liner using heat, the results of which can be seen

in Figure 4.10. Although the plastic liner was strong, great care was taken to protect

it during the construction phase of the experiment. Sharp metal on the detector

was covered with round plastic to ensure that the liner was not pierced, and wooden

boards were put over the floor liner on the ground to protect it from hazards such

as falling tools, sharp ladders or personnel walking on it.

The liner was delivered in 3 m wide rolls but the detector was 25 m wide and
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Figure 4.10: Two pieces of liner fused together (unfinished). Hot air is blown in
the gap between the two pieces until the melting point is reached. The two pieces
of liner are clamped together. The joints were not individually tested due to the
circumstances of construction. However, prior testing showed they were expected to
be light-tight if properly performed.
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Figure 4.11: The detector completely wrapped in liner. Additional liner was folded
around the base below the water line so that the detector could stretch to be 12 m
tall.

12 m tall so the liner was assembled in the style of kirigami. Strips of liner were cut

and welded together into two large circles. One was placed under the detector to

form the bottom of the detector; the detector’s rubber feet were on the outside of

the liner and bolted through to steel plates on the inside of the detector. Expanding

rubber washers were used to seal the bolt holes in the liner from light and water

ingress. The second circle of liner was hoisted onto the top of the detector with the

fork lift to form the top. 12.5 m strips of liner were welded vertically to form the

walls and the vertical strips were welded to each of the end cap circles to seal the

detector. As the detector was not 12.5 m tall until its final deployment the liner was

stored (like a rolled down sock) around the base of the detector.

4.5 Buoyancy and Floating Dock

The design of the detector was guided by three axioms:

1. The bottom cap would sink in water.

2. The top cap would float in water.

3. The total detector would sink in water once it had been filled with water.

The bottom and top caps were made of steel and minimal buoyancy was intro-

duced by the hollow detector planes so that both caps would sink. The bottom

cap was left without additional buoyancy whereas the top cap required additional

buoyancy so that it would float. 12 inch pvc piping was used for flotation in the
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Figure 4.12: The 12 inch pvc buoyancy pipes mounted in the top cap to provide
flotation.

top cap. The pipe was sealed at both ends with pvc end caps which were glued

onto the ends. The top cap, in water, weighed 11.6 tonnes, which needed offsetting.

Pvc pipes equating to 14 tonnes of buoyancy were installed in the detector and can

be seen in 4.12. The buoyancy and weight budget can be seen in Table 4.1.

The detector needed to sink but it needed to sink in a controlled manner. Since

overall the detector was heavier than water, the sinking could not be controlled

without some external intervention. A floating dock with winches was used to lower

the detector to the lake bed.

The floating dock consisted of a ring of floats that were welded to a circular

frame which surrounded the detector. One quarter of this can be seen in Figure

4.13. The floating dock provided 17.6 tonnes of buoyancy when the floats became

fully submerged. This offset the entire weight of the detector when in the water.

The floating dock had 12 winches attached to it which ran steel cables down to the

detector. The cables were attached to pulleys bolted to the outside of the detector

through the liner. A winch can be seen in Figure 4.14. They were designed to lower

the detector to the bottom of the lake and raise it back up for upgrades and recovery.

The floating dock was custom-fabricated using steel tubing welded together and

standard pontoon dock floats bolted to the bottom. Winches were added through

the centre so the load was in the middle of the floats. The dock was designed to

support the detector when it was static and in the centre of the floating dock.
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Buoyancy Budget
Object Weight (air) [kg] Weight (water) [kg]

Frame caps 26750 23272
Stilts 960 835
pvc flotation 4236 -14700
Liner 2000 0
Electronics boxes 200 200
Detector planes 3880 0
Floating dock 1000 -13500
Complete top cap 21591 -2229
Complete bottom cap 16435 11636
Combined caps 38026 9407
Total system 39026 -4093

Table 4.1: The buoyancy budget for Chips. The top and bottom halves were not
the same. The top half had a steel frame, the steel stilts, the pvc flotation, half of
the liner, a set of detector planes and the electronics boxes. The bottom cap had
a steel frame, half of the liner and a different set of detector planes. The detector
planes were assumed to contribute no flotation or dead weight to the final system.
This was because the raw materials were approximately neutrally buoyant but the
planes contained air so had the potential to provide buoyancy. However, it was
unknown how many planes would leak so no buoyancy was assumed. It would be
easier to add ballast to the final detector compared with adding additional flotation.
The table shows that the total detector would sink to the bottom of the lake with
the top cap floating above the bottom and that, with the addition of a floating dock,
the detector would not sink.

Figure 4.13: Two one-quarter segments of the floating dock. Three winches spaced
between six floats were mounted on top.
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Figure 4.14: One of the winches used in Chips mounted onto the floating dock. The
12 winches could lift a total of 19 tonnes of dry mass.

4.6 Deployment Procedure

To recap, the Chips detector was designed to be built on dry land and transferred

to the water. This required a special procedure due to the size and weight of the

detector. The mine pit was flooded with water. The water level level changed

seasonally because the mining company transferred water between mine pits in a

predictable manner. The detector was built at the bottom of a slipway that was

above the water level in the summer months but below the water level during the

autumn months. The detector was completely encapsulated by the waterproof liner.

Despite the weight, if the detector was sealed, the liner displaced enough water with

the result that the detector floated. If the liner was filled with water, the detector

would sink. The bottom cap of the detector acted as dead weight while the top cap

floated and the liner was required to maintain net buoyancy.

The sequence of the procedure was as follows

1. The detector would be built on dry land and sealed; when the water level

rose the detector would be flooded so that it would remain in place until

deployment.

2. The water would be drained from the detector using electric pumps so that it

would float at the appropriate moment.

3. The detector would be towed by a boat to its deployment location (shown in

Figure 4.15).

4. The umbilical pipe containing the power and data connections would be con-

nected to the passthrough plate. The two high-density polyethylene (hdpe)
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Figure 4.15: The detector being towed from the construction site to the deeper
water.

pipes for circulating the water would be connected so that water could be

added and removed from the detector using electric pumps.

5. The detector would be filled slowly with water. This would cause the bottom

cap to sink and keep sinking as more water was added. This would stretch

out the detector to its full length as the liner expanded as more water would

be added. The top cap would keep floating on the surface until the detector

had reached its maximum height.

6. When the detector was full of water, the detectors would be held by the floating

dock which would begin to lower down the detector slowly.

7. The detector would be lowered to the bottom and disconnected from the float-

ing dock. The weight of the bottom cap would keep the detector in place; the

buoyancy of the top cap would keep the top cap floating above the bottom

cap to give the detector its height. Overall the detector would remain sunken.

At this point, the detector would be fully deployed.

4.7 Structure Summary

The steel frame, the liner, water and the flotation all worked together to give the

detector its final structural form. The end caps gave the cylinder its rigid round

cross-sectional shape and acted as a mounting platform for detector planes. The

length of the detector came from a combination of the liner, water and Dyneema

ropes. The liner was manufactured as a cylinder and when it was filled with water

it expanded and this stretched the detector to its final length. The Dyneema ropes
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stopped the bottom and top caps expanding too far apart in order to avoid damaging

the liner. Since the detector was filled with water and the detector itself was under

water, the water on the outside of the detector supported the water on the inside

of the detector. This meant the frame only needed to bear its own weight and the

weight of the instrumentation. The water surrounding the detector bore the weight

of the water within. Therefore, the detector needed no more than to be strong

enough to hold itself together rather than being a load-bearing structure to support

the weight of the water contained within.

4.8 Water Purity

To maintain water clarity inside the detector, the water would have to be filtered.

A water filtration plant was housed in a hut on the shore of the pit (known as the

water hut). The hut housed ten pairs of 10µm and 0.5µm filters in parallel (shown

in Figure 4.16) and the water was to be pumped into the hut from the detector,

through the filters, then back out to the detector. The input and output pipes into

the hut can be seen in Figure 4.17. During nominal operation, the water system

would have formed a closed loop so the water could be reused. To fill the detector

for the first time during deployment, the water would be pumped into the detector

from the lake. The system was designed to pump up to half a million litres per day;

this was achieved during testing. Additionally, attenuation lengths of 133 m were

achieved [68], an order of magnitude larger than the 25 m diameter of the detector.

To get the clean water to and from the detector, hdpe pipe was used. Two

lengths of hdpe pipe were prepared by butt welding segments together until each

was over a kilometer. The butt welding equipment can be seen in Figure 4.18 and

the two completed pipes can be seen in 4.19. Hdpe was chosen as a compromise

between its price, its strength and its availability and had the advantage that, unlike

a flexible hose, it could resist the partial vacuum produced by the pump unlike a

flexible hose.

To get the water into the detector, a metal bulkhead plate was installed onto

the edge of bottom cap (shown in Figure 4.20) which could be used to attach pipes

and cables while maintaining the integrity of the liner. The two hdpe pipes were

attached to the plate using flanges. The plate was also used for the pipe containing

the main power supply and optical fibre for the detector’s main control box.

In winter, when the temperature dropped below freezing, the water at the bottom

of the lake remained warmer than water higher up in the lake. As long as the pump

remained turned on then the warm water from the bottom would circulate through

the system and stop ice forming. If the pumps had stopped then the water would

have stopped moving and then frozen which would render the system irrecoverable.

This technique was tested over previous winters during prototyping.
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Figure 4.16: The interior of the water hut showing the filters. Image courtesy of
Thomas Dodwell.

Figure 4.17: The exterior of the water hut showing the passthrough between the
black hdpe pipe and the inside of the hut.
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Figure 4.18: The equipment used to butt weld two sections of hdpe pipe together.
The ends of the two pipes were shaved down to be smooth and flush with each other.
A heated plate was placed in between until the ends had melted. The two sections
of pipes were pressed together and the melted sections were fused together. The
process was precisely controlled for standardised joints.
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Figure 4.19: The completed inflow and outflow water pipes for the detector. The
short pipe on the surface is the water intake for filling the detector during deploy-
ment.
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Figure 4.20: The plate where the flanges on the end of the hdpe pipe were bolted
onto the detector. The liner was clamped between the plate and the flanges to
maintain light and water proofing. This is a standard technique to make waterproof
and light-tight seals.

4.9 Detector Planes

The detector was filled with pmts pointing inwards. The pmts required a high

voltage power supply; they also required a system for digitising and logging their

outputs as well as a trigger system. This meant that electronics were needed in the

detector. The pmts were arranged into flat planes with an electronics container at

the centre. The requirement of a detector plane was to provide a mounting system

for the pmts and a safe waterproof area for the electronics.

There were two kinds of detector planes in Chips, named after the locations at

which they were created:

1. Nikhef planes: which were based on Km3net electronics [69] modified for the

Chips geometry.

2. Madison planes: which were designed by Chips at the University of Wisconsin-

Madison in conjunction with the IceCube experiment [70].

Both kinds of plane placed value for money and ease of manufacture as key

design priorities. Also, both had two aspects of their design in common: pvc pipe

construction and Cat 5 cabling.

The planes were made using standard off-the-shelf schedule 40 2.5" pvc piping,

the same kind used in home plumbing. Pvc pipe is inexpensive and easy to work
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with because it conforms to existing fixtures and fittings. Standard tee fittings were

used to attach pmt housings to the plane. The pvc was assembled by using standard

pvc primer (acetone) and pvc cement. When done properly this made perfectly

fused waterproof pvc joints. Each plane had an electronics container which was

linked to the pmts via Cat 5 cables. Cat 5 cables are standardised networking

cables so they are cheap, easy to acquire and easy to work with. The combination of

the pvc piping and the Cat 5 cables made the planes very simple and cost-effective.

During assembly, before any pmts or electronics were installed, the planes were

pressure-tested by sealing all openings in the plane and filling the plane with air at a

positive pressure. The planes were then submerged in water and inspected for leaks

at the pvc joints by looking for bubbles. Any leaking joints were repaired with pvc

primer and cement.

The Madison planes had the Cat 5 cables pre-threaded before any joints were

glued making cabling fast and easy but the gluing more difficult. The Nikhef planes

were glued and then cabled which made the gluing fast but the cabling much more

challenging. All the plane assembly, cabling and pressure testing was done by mem-

bers of a non-specialist workforce with no technical training.

In total 62 planes were placed into the detector, 56 Nikhef planes spread out

between the top and bottom caps and 6 Madison planes in just the bottom cap.

Approximately 60 more Nikhef planes and 24 more Madison planes were prepared

for a detector upgrade which would have increased the pmt coverage in the detector.

4.9.1 Nikhef Planes

The Nikhef planes consisted of 30 XP82B20FNB pmts mounted inside plastic

housings. The pmts were angled to point into the neutrino beam. (The angle

increases the apparent surface area of the light collectors in the direction that the

Cherenkov cones form). The pmt model was selected due to its optimal price per

unit area of photocathode.

Each pmt had an electronics base attached. This provided the high voltage

power source and amplified the small pmt signal. The high voltage was generated

using a Cockcroft-Walton voltage multiplier [71] which is driven by the Coco custom

application-specific integrated circuit asic [72]. A second custom asic, Promis,

amplified the readout signal, compared the signal with a threshold voltage and

converted it into a digital signal whose amplitude was proportional to the time over

threshold. Finally, Promis converted the digital signal into a low-voltage differential

signal lvds signal for long-range transmission and sent it to the electronics container

for data acquisition and storage. The high voltage value and threshold voltage could

be changed by the upstream controller.

The Cockcroft-Walton generated a high voltage that was negative with respect to

the Earth. This meant the pmt had an anode at earth and the photocathode was at
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Figure 4.21: A fully disassembled Nikhef pmt showing from left to right: the pmt
insert, the pmt itself with its high-voltage base attached, the waterproof cover
complete with its O-ring and then the plastic reflector for light.

Figure 4.22: The assembled pmt with its plastic reflector attached ready to be glued
onto a plane.

a very large potential difference with respect to ground and potentially to the water

around the pmt face. This would have introduced noise into the pmt measurements.

Therefore, a cover was needed over the face of the pmt to insulate it from the water.

Each pmt was covered with a waterproof cover made from transparent acrylic to

protect it from the water. The acrylic was bonded to the pmt’s glass with optical

gel to maximise the light transmission between the different mediums: the glue

matched the refractive indices of glass and acrylic and removed the layer of air in

between. A disassembled and fully assembled pmt can be seen in Figures 4.21 and

4.22 respectively.

At the centre of the plane, the pvc was attached to an aluminium electronics

container which housed the Km3net electronics. The electronics consisted of two

Calamari boards, descendants of the Km3net Octopus board [73], which aggregated
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Figure 4.23: The Nikhef electronics which sat inside the electronics container: the
green PCB is the clb and the protruding red board is a Calamari board. An sfp
port connects the clb to the White Rabbit network. The 8P8C connectors are for
the pmts. There is a total of 30 connectors on the front and rear Calamari boards.

the pmt output signals. The Calamari boards were attached to a Central Logic

Board (clb) [73] which measured the time-over-threshold (tot) of the pmt signals

from the Promis asic as well as providing a control signal to the Cockcroft-Walton

driver. The clb also handled communication with the upstream (daq) computers

over a White Rabbit network [74] [75] [76]. White Rabbit Networks synchronise

clocks precisely using an Ethernet-based connection for data transfer. The White

Rabbit network allowed the clb to receive very precise clock and time signals which

were used to timestamp the tot hits accurately (under 2 ns accuracy correspond-

ing to approximately 0.6 m of light travel distance [72]). Finally, an LED flasher

was attached to the plane which gave both a variable brightness and a variable fre-

quency light pulse, synchronised with the precise White Rabbit clock to calibrate

the detector. The Nikhef plane electronics can be seen in Figure 4.23.

The clb was powered by a field-programmable gate array (fpga) which ran the

White Rabbit Precision Time Protocol Core [77] and two LatticeMico32 (lm32) soft

cores [78]. One lm32 core controlled the White Rabbit and the other controlled the

functionality of the plane. The clb was connected to a 12 V power supply and to an

upstream network using a small form-factor pluggable transceiver (sfp) with a fibre

optic cable. A small 240 V to 12 V power supply was glued to the clb and power was

provided over 240 V. These power and data connectors left the electronics container

through a waterproof bulkhead known as a water block.

To waterproof the planes, every joint of the pvc was sealed with pvc cement

and every pmt cover had two waterproof gaskets secured with bolts. The power and

data links leaving the electronics container went through a water block. The water

block consisted of a piece of pvc glued to the output of the electronics container for

power and data passthrough; a small fibre and brass rod passthrough was installed
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Figure 4.24: A Nikhef plane installed inside the detector. The pmts were angled
forwards into the beam and the aluminium electronics container can be seen in the
middle. The pvc hose exiting the electronics container was for connecting the plane
to cable manifolds which lead to fanout containers.

into the pvc; and then potting compound was poured in to make a complete seal.

The plane was then complete and ready to be installed into the detector.

A completed Nikhef plane in the detector can be seen in Figure 4.24.

4.9.2 Pmt Potting

The Nikhef pmts required a cover between the photocathode and the water sur-

rounding the tube. Ideally, as much light as possible would be transmitted through

the cover and onto the face of the pmt for maximum collection efficiency. If there

was a gap between the cover and the photocathode, light could be reflected or re-

fracted and lost, thus reducing the efficiency. To mitigate this, a potting compound

was placed between the face of the pmt and the acrylic cover that bridged the gap

of the refractive indices to improve light transmission. A potted Nikhef pmt can be

seen in Figure 4.25

A special procedure was required to pot the pmts in their covers with the com-

pound. The potting compound came in two parts: a resin and a hardener. The

two compounds were mixed together to make a gel and the ratio of the two parts

determined the hardness of the gel. Great care had to be taken to completely mix

the two halves. Imperfections greatly modified the final properties of the material,

such as it never hardening or becoming runny at cold temperatures. The potting

compound had to be degassed so bubbles did not form in front of the face of the

pmt. To do this a vacuum was drawn to remove any air before potting. A special
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Figure 4.25: A potted Nikhef pmt. The presence of the optical gel between the
plastic and the glass reduced the reflectivity between the two layers.
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Figure 4.26: The jig for pmt potting. Alternating layers of pmts and covers were
stacked and the tubes were held straight during the curing process.

jig, shown in Figure 4.26, was used to pot the pmts in a repeatable fashion to the

desired standard using 15 mL of potting fluid per pmt.

The primary purpose of the potting jig was to hold the pmts at a minimum

separation from the cover without actually touching the cover. This was to minimise

the amount of potting compound required while pmts were being glued. The jig’s

secondary purpose was to hold the pmts straight while the potting compound dried.

The potting jig held a rack of the waterproof covers pointing downwards; 30ml

of potting compound was put inside. A second rack was then filled with the pmts

and placed on top, also facing downwards. The pmts were pushed all the way to

the bottom of the covers, so the glass face was touching the plastic; the natural

buoyancy of the pmts raised the tubes by a small amount (∼ 0.5 mm) before the

potting compound hardened. The role of the jig was then to hold the pmts both

gently enough to allow this process to happen and also strongly enough so that they

were straight and not disturbed by activity in the surroundings. Completed pmts

can be seen in Figure 4.27.

In total, approximately 3500 pmts were potted in batches of 155. Each batch

took approximately 2.5 hours to complete and then was left overnight to cure.
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Figure 4.27: A row of pmts after the potting process showing the consistency of the
transparent finish that can be achieved by potting the tubes.

4.9.3 Madison Planes

Each Madison plane consisted of 16 pmts also mounted in plastic housings. Custom

electronics were designed in conjunction with the Wisconsin IceCube Particle Astro-

physics Center (Wipac) [70]. Hamamatsu R6091 pmts with a custom Cockcroft-

Walton high voltage generating base were used. The R6091 pmts were surplus from

the Nemo-3 experiment decommissioning. On top of the high voltage base there

was another custom printed circuit board (pcb) containing a microcontroller which

controlled the pmt. This was known as the Microdaq. This setup is shown in Figure

4.28. The purpose of the Madison planes was to lower the cost and complexity of

the planes compared with the Nikef design. The Madison planes were simpler and

cheaper both in terms of the techniques used for their construction and also in terms

of the electronics used in them.

The Cockcroft-Walton used a pulse-width-modulated (pwm [79]) signal to mod-

ulate a 3.3 V supply to generate a low voltage alternating current. The alternating

current was used in a resonance circuit to step up the voltage before going into the

Cockcroft-Walton to generate the full high voltage.

Unlike the Nikhef planes, the Madison planes used a positive high voltage with

respect to the Earth. This meant that the anode was at a large positive voltage

and the photocathode was at earth and therefore there was no potential difference

between the face of the tube and the water in the detector. As long as there was

no water leaking into the plane, the face of the pmt could be directly exposed
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Figure 4.28: A Madison pmt showing the Cockcroft-Walton base attached to the
end of the tube and the Microdaq on top of that.
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Figure 4.29: The photocathode of a Madison pmt exposed to the environment. The
tube was glued into the white insert with black resin that created a waterproof
barrier.

to the water and there was no need for an insulating cover over the face of the

tube. This represented a major design simplification as fewer custom-made parts

were required to construct a Madison plane. The tubes could simply be glued into

their inserts with the photocathode pointing outwards rather than a custom fitted

transparent acrylic cover with gaskets. This can be seen in Figure 4.29. Fewer parts

and assembly steps made the final preparation and assembly faster.

The Cockcroft-Walton base also had a preamplifier on board. The base was

soldered directly to the pins of the photomultiplier tube so the readout signal passed

to the Cockcroft-Walton base first. The preamplifier amplified and shaped the signal

and passed it onwards to the Microdaq.

The Microdaq was a small data logger and controller based around the stm32

microcontroller platform [80]. The Microdaq handled the powering, triggering and

data acquisition of the pmt. It acted as a semi-autonomous smart device: an

upstream daq computer issued commands to the Microdaq describing the pmt itself

(the gain and voltage levels), triggering and high voltage levels. Upon command,

the Microdaq then gathered data and sent them back to the daq computer. A serial

link over lvds was used to communicate between the two.

The Microdaq had an analogue-to-digital-converter (adc) which integrated the

charge of the pmt hit. The Microdaq also had a discriminator circuit which mea-

sured the time of the hit over a threshold voltage (the tot). The Microdaq had

a 180 MHz core speed, which gave a clock cycle time period of 5.5 ns. A time res-
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olution of 5.5 ns would be extremely poor for an experiment that measured light

propagation (corresponding to approximately 1.65 m of light travel distance) using

expensive high-speed components or fpgas and would not have been in keeping

with the Chips ethos. One of the major improvements the Microdaq provided was

its low-cost method of improving the time resolution. Each clock cycle, the Micro-

daq produced a pulse which was fed through 8 time capturing registers that had a

propagation delay of approximately 0.5 ns. When a hit was recorded, the registers

were sampled and the number of registers that the leading edge had passed through

was counted. This gave nanosecond timing precision using a standard low-speed

microcontroller and cheap shift register and no high speed electronics were required.

This system was used to timestamp adc hits and measure the time over threshold.

The discriminator threshold voltage could be adjusted by the Microdaq to include

or disallow pmt hits.

Additionally, as well as recording data, the Microdaq had a pwm output which

was used to drive an H-Bridge [79] to switch an on-board power supply to generate

a 3.3 VAC current. This current was then used to drive the resonator circuit on

the Cockcroft-Walton base to generate the high voltage for a pmt. The Microdaq

then had an auxiliary adc which measured an attenuated form of the high voltage

so the tube voltage could be measured. Changing the frequency of the pwm signal

changed the voltage on the tube.

The Microdaqs required a reference clock so that timestamps were comparable

to each other and reflected the true time. A 10 MHz reference clock was provided

using lvds and the Microdaq used this to synchronise its core clock speed. An

inter-range instrumentation group code B (irig-b) signal was also provided over

lvds. The irig-b signal marked the moment a second ticked over and encoded the

data and time of the current second. These two signals were used to synchronise

the clocks on the Microdaqs.

The Microdaq used a standard 8P8C connector (commonly referred to as an

RJ45) with 8 conductors. Three differential pairs were used for the 10 MHz irig-b

and serial data links and the final conductors were used for power and ground. The

use of a standard connector reduced the cost of manufacturing the Microdaq.

The Microdaq firmware was written in the C programming language, and used

the Hardware Abstraction Layer (HAL) standard library provided for the stm32 to

access the features of the microcontroller.

The stm32 microcontroller is a low speed, low power, high reliability and high

value-for-money device. The supporting components on the Microdaq were all stan-

dard off-the-shelf low-end electronics. No dense ball-grid-array packages were used

so the printed circuit board manufacturing process did not need to be optimised

for fine-pitched components and the number of layers could be kept to four layers.

Overall this meant the cost of components and manufacturing was low due to the
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Figure 4.30: The Badgerboard. The Cat 5 input cable enters at the bottom left and
the BeagleBone Green sits at the top left. The Cat 5 cables to the Microdaq leave
on the right hand side of the board.

simplicity and standardised requirements.

A fanout board, known as the Badgerboard, (shown in Figure 4.30) sat in the

centre of the plane to manage the 16 pmts in the place of a clb. The Badgerboard

received power (24 V) and ground, a 10 MHz clock signal, an irig-b time-of-day sig-

nal and an Ethernet connection. All of these arrived in a single cat 5 cable through

an 8P8C connector from the upstream system. The 10 MHz and irig-b signals were

multiplexed 16 times and forwarded to the Microdaqs. The Ethernet was connected

to a BeagleBone Green [81] single-board-computer. The BeagleBone had four serial

universal asynchronous receiver-transmitter (uart) ports which were multiplexed

four times each. The 16 serial links were distributed to the 16 Microdaqs. The

BeagleBone used the Debian operating system so could run standard software ap-

plications rather than a hardwired fpga data acquisition system. The BeagleBone

hosted two sets of daqsoftware: a set of Python scripts that were for hardware tests

and simple single-tube control, and then a software suite called Fieldhub which was

intended to efficiently control an entire plane and was written in C.

The Badgerboard had sensors for temperature, humidity, orientation and accel-

eration which were queried by the BeagleBone and saved for logging. It also had a

port for plugging in a nanobeacon (an LED flasher for calibration). The nanobea-

con had variable brightness by changing the voltage and a variable flash frequency.

However, the flashing frequency was derived from a pwm signal generated by Beagle-

Bone which had a floating clock rather than a clock synchronised to the Chips-wide

White Rabbit clock. The result of this was that the times at which light pulses

occurred could not be considered a true time reference.

Like the Nikhef planes, the Madison planes were made of rungs of pvc with pvc

pmt inserts glued directly in. An electronics container was attached to the centre

of the plane containing the Badgerboard board. Unlike in the Nikhef planes, the

container was made from a pvc cylinder. This meant that the electronics container

could be glued on quickly and reliably rather than being fixed by a system of gaskets
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Figure 4.31: A rendering of a Madison plane. The pmts are mounted onto rungs of
pvc pipe. The large cylinder in the centre of the plane is the electronics container.
15 pmts were mounted despite the electronics supporting 16. The 16th channel was
used as a spare if problems arose during the assembly of the plane.

and bolts. This method also reduced the total number of parts. A completed

Madison plane can be seen in Figure 4.31 and the electronics container in Figure

4.32.

4.10 Electronics Fanout

The detector planes required a set of supporting electronics: the Madison and Nikhef

planes were connected to fanouts which linked many planes to a single device. The

fanouts were then connected to a central control box that was in turn connected to a

hut on the shore of the mine pit. The shore hut housed the central daq computers,

the Global Positioning System (gps), antennas and the main internet connection.

4.10.1 Nikhef Fanout

The Nikhef planes required two pieces of infrastructure to function: a power supply

and a White Rabbit network to provide the data connection and timing information.

To manage the 64 Nikhef planes in the detector, five fanout devices were used.

These were waterproof canisters (shown in Figure 4.33) which contained a White

Rabbit network switch and a set of power relays. A single power and network

connection went into the canister and up to 18 power and network connections

left via a manifold. The manifolds were made from pvc hose and used standard

plumbing fixtures. The power cables and fibre optics were threaded through the

hose. The Relays were networked so they could be controlled by the up-stream daq
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Figure 4.32: The electronics container for a Madison plane. The entire container
was made from glued pvc which could then be glued to the rest of the plane. The
Cat 5 cables between the electronics and the Microdaqs can be seen leaving the
container.

Figure 4.33: A fanout container, the same kind of aluminium pressure cylinder used
for the electronics containers on the Nikhef planes.

computer via the main detector control box: the reason for this was to be able to

turn planes on or off in the event of a hardware problem or leak. The interior of the

fanout devices can be seen in shown in Figure 4.34.

4.10.2 Madison Fanout

The Madison planes also required a fanout device inside the detector which needed

extra functionality compared with the Nikhef fanout system. The Madison planes

did not have the White Rabbit network built directly into them; they used standard

Ethernet, but they did require a 10 MHz and irig-b signal which could be generated

by a White Rabbit enabled device. The fanout needed to provide the 10 MHz and

irig-b timing signals (an extra feature not required by the Nikhef system). The

fanout also needed to provide power, power switching as well as Ethernet to the

76



4.10. Electronics Fanout

Figure 4.34: The inside of five Nikhef fanout containers. The relays and power
converters are visible. The White Rabbit switches sit under the relays attached to
the aluminium block which acts as a heatsink.

planes.

Power was supplied to the fanout container at 240 V as it had to travel a long

distance. Power converters converted 240 V to 24 V for powering the devices inside

the fanout container as well as sending it to the planes (which were a short distance

away).

The network toplogy of the Madison fanout was as follows:

• A White Rabbit network (from the main Chips network) arrived into the

fanout container.

• A fibre connected the network to a White Rabbit Light End Node (len) [82].

• The White Rabbit len generated 10 MHz and irig-b signals.

• The White Rabbit len spawned an Ethernet connection which was fed into a

small router and network switch which gave each plane an Ethernet connec-

tion.

• The 10 MHz, irig-b and Ethernet connections were fed into a custom fanout

board.

A custom fanout board, known as the Danout board (shown in Figure 4.35), was

developed to accommodate the needs of the Madison planes. The Danout hosted a
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Figure 4.35: A Danout board complete with its BeagleBone Green.

BeagleBone Green which operated a set of Inter-Integrated Circuit (i2c) controlled

power switches; these enabled power to selectively flow to the planes. The Danout

board also had inputs for the 16 Ethernet connections and the 10 MHz and irig-b

signals. The Danout duplicated the 10 MHz and irig-b signals 16 times, converted

them to lvds signals for long-range transmission and then superimposed them onto

the 24 V and ground rails which were used for sending power to the planes. This

provided the timing signals to 16 planes while only using one White Rabbit enabled

device. The 16 Ethernet connections (for the planes) were fed into the Danout

board; there, the power and timing signals were arranged so they could be fed back

out into 8P8C connectors with the Ethernet to go to the detector planes over a

single Cat 5 cable.

The White Rabbit len was a commercially available device and cheaper than

an 18-port White Rabbit switch. A networking router and switch were used in the

fanout container and high value-for-money standard cables and connectors were used

between the planes and fanout rather than separate fibres and power cables. The

result was that the design was simple and the components used were inexpensive.

Like the Nikhef fanout, the Madison fanout was housed in an aluminium water-

proof canister inside the detector and was connected to the main detector control

box.

4.10.3 Main Control Box

Inside the detector, there was a central control box which managed the main network

connection into the detector and the power distribution.

78



4.10. Electronics Fanout

Figure 4.36: The interior of the main control box.

A large armoured multi-mode fibre was fed from the shore, through the water,

into the detector and into the control box. Inside the control-box a demultiplexer

split the different wavelengths into different fibres and passed them out of the control

box to the fanout boxes. An additional component channel of the main fibre was fed

into a media converter inside the control box; this gave a copper Ethernet connection

which was used to operate a set of relays. The relays were controlled over the network

and switched the power to the fanout boxes. The main fibre and control box could

have been the largest single point of failure in the Chips detector so great care

was taken to make it as water resistant as possible. Every input and output was

filled with a potting compound to prevent water ingress and the container itself was

pressure-tested after it was sealed. The contents of the control box can be seen in

Figure 4.36 and the control box installed inside the detector can be seen in Figure

4.37.
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4. The Chips Detector

(a) A rendering of the main control
box. The silver cylinder is the water-
proof pressure vessel and the white ring
of pvc tubing contains the waterproof
passthroughs for cables and fibres. The
fixtures at the top attach the control box
to the detector.

(b) The exterior of the main control box
installed inside the detector. The pvc
fitting attached to the aluminium con-
tainer contains resin for preventing any
leaks in the manifolds entering the con-
tainer.

Figure 4.37: The main control box.
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4.10.4 Shore Electronics Hut

The final piece of physical infrastructure needed to run the detector was the elec-

tronics hut on the shore of the lake. The hut contained the daq computers which

controlled the detector and received the data to process and store. The hut also con-

tained a gps antenna which was plugged into a White Rabbit Grandmaster switch

which acted as the definitive detector reference clock. The White Rabbit Grand-

master switch linked all the detector White Rabbit switches onto the same network

as the main daq computer. This connected everything in the Chips system into

one network with a single reference clock source.

The hut also housed the connection to the wider internet. This linked the de-

tector to Fermilab for access to Fermilab computing and data storage as well as the

beam spill server for triggering the detector.

Finally, the hut was connected directly to the power grid and had a 240 V power

supply. This was passed through to the detector.

These data and power connections were inside an umbilical made from pvc hose

which ran from the inside of the hut to the detector.

The complete topology of the power and data connections from the hut into the

detector can be seen in Figure 4.38. Additionally, the data connection between the

shore hut and Fermilab can also be seen.

4.11 Timing System

The Chips timing and trigger system is beyond the scope of this work. For further

reading, see reference [83]. The description detailed below is a brief summary for

the sake of a complete description of the Chips detector.

The Numi beam releases neutrinos in periodic beam spills. If a detector is

continuously taking data then it wastes computing time and storage space. Also, if

data are only recorded in the brief time window when beam neutrinos are anticipated

to be present, some background events are automatically rejected without the need

to identify them in analysis. It is therefore advantageous to implement a trigger

system to warn the detector when neutrinos will arrive. A trigger system would

have to warn the detector of the arrival time of a beam spill before the spill arrives.

By extension of this concept, the detector and accelerator clocks would need to be

very precisely synchronised otherwise the neutrino arrival window would be missed.

The Numi beam has a system of signals which are linked to different stages of

the Numi beam cycle [84]. The idea of the Chips trigger system is to use a precursor

signal to the neutrinos being emitted and transmit its timestamp over the internet

to the Chips detector. The time the signal can then be used to activate the detector

moments before the neutrinos arrive. Note: using the internet means that the time

between transmitting and receiving the signal is non-deterministic as the pathway
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Figure 4.38: The network and power distribution systems of Chips. Here pom
stands for Planar Optical Modules - the detector planes. Image from [27].
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4.12. The Conclusion of the Chips Experiment

Figure 4.39: A Nova tdu [85].

through the internet is not fixed. This is why it is necessary to transmit a timestamp

rather than a pulse.

Fermilab and Nova have a pre-existing time distribution system [85]. A number

of accelerator signals are generated representing different states of the Numi beam.

The signals are decoded and timestamped for the Nova experiment by the master

Time Distribution Unit (tdu) (shown in Figure 4.39) which is synchronised to Co-

ordinated Universal Time by gps. The tdu then distributes the coordinated Nova

time and accelerator events to slave tdus.

Chips has a prototype Nova tdu to act as a grandmaster clock at the ac-

celerator. The accelerator signals are timestamped, decoded and sent through the

internal Fermilab Ethernet network to Chips. The computer has software (the spill

forwarder) which forwards the beam spills through the internet to a daq computer

at the detector which has a spill receiver linked to the detector control software.

The network topology is shown in Figure 4.40. The spill forwarding and receiving

software is built using standardised networking components rather than proprietary

software and the signals are then distributed over the internet rather than over pur-

pose built infrastructure. The detector itself and detector-computer clocks were time

synchronised using the White Rabbit network which was locked to a gps disciplined

oscillator.

The trigger signals were transmitted to the detector and decoded. The timing

information was then used to schedule a trigger window for the detector. The detec-

tor lay dormant when no neutrinos were anticipated to arrive and was reactivated

at the start the trigger window.

4.12 The Conclusion of the Chips Experiment

The detector was deployed in October 2019. The interior of the completed detector

can be seen in Figures 4.42 - 4.45. During the deployment procedure, the liner

sustained damage on sharp rocks which caused a hole to form and water to ingress.

This meant that as the detector was being towed, the floating dock was taking the

load of the detector whilst still in motion despite being designed for a central load.

Consequently, the floating dock was unable to hold the load without deforming and

was bent inwards towards the detector. The detector was still successfully deployed.

The light leak caused was not repaired as winter was imminent and the intention
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Figure 4.40: The network topology of the Chips time distribution system [83]. The
Nova tdu transmits timestamped signals to the Chips spill forwarder which then
traverses the Fermilab Firewall and internet to the Chips site. The chipsshore03
computer decodes the timing signals.

was to return in spring the following year when the lake thawed.

The Covid-19 pandemic halted repair efforts as no personnel could access the

site and the Numi beam shutdown was extended [86]. In September 2020, the

detector was removed from the water as there was no timeline to resume activities

and the pandemic had not resolved. An example of a hitmap for a cosmic ray event

can be seen in Figure 4.41 which demonstrated that the detector was operational

after deployment.

The detector was salvaged in such a way that the instrumentation could be

reused for further projects and the mine site was returned to its original state.

The detector was constructed, built and deployed using commonly-available

building materials, affordable technologies and with a workforce that, on the whole,

was non-specialist. The total cost was under e4m and, despite not observing neu-

trinos, the detector demonstrated light could be observed in a large-scale water

Cherenkov detector. Overall, despite not fulfilling its full original purpose of record-

ing neutrinos from the Numi beam, the detector still demonstrated most of its

original goals of designing, constructing and deploying a low cost neutrino detector.

A detector was built and was operational: this alone was a major success of the

Chips project.
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Figure 4.41: A Chips hitmap showing what is likely to be a cosmic ray muon event.
A cosmic ray would be expected to form a ring, which can be seen in this pattern
of pixels. Each pixel corresponds to a photomultiplier tube in the detector and the
boxes show the position of each plane. The damage sustained to the detector during
deployment gave little time to assess the efficiency of the detector. This event is
assumed to be a cosmic ray as it is unlikely to be noise because each plane had been
tested before installation to ensure low noise. At the time of this event, the Numi
beam was not running. Image courtesy of Stefano Germani.

Figure 4.42: The exterior of the detector after completion. The liner can be seen
supporting the detector and the floating dock forms a perimeter around the detector.
The two boats tow and steer the detector during deployment. The scale of the
detector is visible.
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Figure 4.43: A panorama inside the detector. The detector planes and the manifolds
which connect the planes can be seen.

Figure 4.44: The interior of the detector: the rows of Nikhef pmts angled to point
into the neutrino beam can be seen at the back with the Madison planes in front.
The top cap buoyancy can be seen above.
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Figure 4.45: The detector from the front during the final liner sealing process so the
detector was and waterproof.
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Chapter 5

Future Detector Electronics’

Development

As described in Section 4.9, there were two pmt readout systems used in Chips:

the Nikhef and the Madison systems. Although both systems fulfilled their purpose,

they both have limitations.

The Nikhef system utilised high speed, high precision electronics which meant

it was expensive and harder to manufacture. For example, the clb used a 12-layer

pcb with tightly controlled impedance that had a high cost of manufacture and long

lead times. The cost per board was over an order of magnitude more expensive than

the competing Madison electronics. Furthermore, although the fpga performed

excellently, the firmware development was slow and required unique skills rather

than common programming talent. The clb and Calamari boards were however

standalone, providing they had a White Rabbit network. In short, the Nikhef system

was highly performant but also expensive and exotic.

The Madison system utilised low cost electronic components and standard pcb

manufacturing technology making it cheaper to manufacture but suffered a different

set of problems. The Madison system required a custom fanout board as well as

an external White Rabbit enabled device to operate, so each Microdaq required an

electronics container that had a custom board, a custom fanout board upstream, and

an additional external White Rabbit enabled device. This meant that the system

was cumbersome and difficult to set up and test. To set up a single Microdaq three

sets of electronics were required. Once the fanout and White Rabbit Network were

set up this scaled well but the initial setup cost was high and time-consuming.

The Madison electronics utilised on board BeagleBone computers which meant

that each plane could act as a standalone computer if required which was convenient.

However, the BeagleBones were slow, single cored, low on memory and had a diffi-

cult connection. The BeagleBone was also difficult to support with software as more

modern systems are now more popular. The Nikhef planes had a soft microproces-

sor (lm32) implemented on-board but this just controlled the plane functionality
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and did not act as a fully fledged data acquisition computer. Therefore an up-

stream computer was required. Ideally a future system would be able to operate as

a standalone device with an on-board computer and be able to fall back to remote

operation for more flexibility. Also, the computer would be a well supported plat-

form to utilise existing codebases and designed for embedded use (as well as being

sufficiently powerful for its intended use).

A new electronics system would have been useful for the Chips detector to bal-

ance development costs with performance and ease of use, rather than having either

only the one or only the other. An upgrade to the Madison electronics was proposed

to improve functionality and reduce the infrastructure requirements – bringing the

functionality closer to the Nikhef electronics but with a simplified back end – but

for a lower cost than the Nikhef electronics.

5.1 Detailed Description of the Badgerboard

All signals into the Badgerboard are in the form of lvds for reliable long range

communication. There are two differential pairs. Two pairs for Ethernet (10/100)

and a pair each for irig-b and 10 MHz which completes the 8 conductors in a Cat 5

cable. However, two conductors are needed for the power supply: power and ground.

Consequently, the irig-b is superimposed upon the power and ground signals so just

two conductors carry the reference voltages and the reference time. The signals were

split and filtered to make smooth 24 V and ground references and the differential

irig-b signal was separated from the higher voltage with capacitors and then re-

offset to correct lvds levels before being fed into a receiver. The corrected irig-b

lvds signal and the 10 MHz lvds signal were fed into an lvds receiver to give the

final form of the timing signals.

The Microdaqs used a 24 V power supply as the high voltage is suitable for

providing power over long distances. The BeagleBone required a 5 V power supply

and the electronic components on the Badgerboard used 3.3 V. The power supply

into Badgerboard was at 24 V so that it could be split two ways: once to remain at

24 V for the Microdaqs and once to a 5 V switch mode power supply to generate the

5 V supply for the BeagleBone, which required the most current in the entire system

(up to 1 A). The 5 V supply was then tapped and fed into a linear low-dropout

regulator to generate a smooth 3.3 V to power the components on the Badgerboard

itself. However, many of the logical devices on the Badgerboard were powered by

the external 3.3 V supply and had a virtually instantaneous boot-up time and could

pull lines in the Badgerboard high or low. The BeagleBone had a number of pins

connected to the Badgerboard for usage after startup. However, the BeagleBone

has a ‘slow’ startup time (on the order of a few hundred milliseconds) and if pins

on the BeagleBone were not what the bootloader expected then the boot process
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could be interrupted and the BeagleBone would freeze. Therefore, a delay circuit

was added to the 3.3 V power supply so that it would only be enabled after a delay

long enough for the BeagleBone to finish its initial boot process.

To power each Microdaq, a power switch was used to toggle the 24 V supply to

each Microdaq on and off. Each switch used a signal line high or low to determine

if the power was on or off respectively. The signal was provided by a i2c general-

purpose input/output gpio extender which was a logical device controlled by the

BeagleBone’s i2c. The i2c gpio extender allowed 16 outputs to be toggled on or

off (using just two pins on the BeagleBone for i2c rather than 16 pins, one for each

channel). Once the power was enabled on a channel, it was considered ‘active’ and

the signal used to toggle the switch was used as an indicator that the channel had

been activated. The signal was known as the power-enable signal.

The irig-b and 10 MHz signals were fanned out 16 times each and fed into lvds

transmitters. The transmitters were enabled by the power-enable signal if the

Microdaq had power. If a Microdaq was active then the lvds transmitter was also

activated so the irig-b and 10 MHz were transmitted to the Microdaq over the cat

5 cable.

The Badgerboard received Ethernet through the 8P8C connector. The Beagle-

Bone needed to receive the Ethernet signal that was already within the Badgerboard.

However, the BeagleBone could only receive Ethernet over another 8P8C connector.

To solve this, once the Ethernet had been split from the timing and power signals,

it was immediately fed into an 8P8C connector as a standard Ethernet output and

then a small cable in the shape of the letter U (U-turn) was used to immediately

plug into the BeagleBone (shown in Figure 5.2). Although this worked, it was seen

as an area for future improvement.

The BeagleBone used on the Badgerboard is shown in Figure 5.1. It had 96 gen-

eral purpose input output (gpio) pins (female), some of which had special functions

on top of the gpio functionality including:

• i2c — used to control power switches and environment sensors.

• pwm — used to control the nanobeacon.

• uart — used to communicate with Microdaqs.

The Badgerboard had 96 pins (male) mounted to it so the BeagleBone could be

directly attached (also shown in Figure 5.2). The BeagleBone was powered over the

pins and the only cable required was the U-turn Ethernet cable. The BeagleBone

required a micro-SD card for storage and a copy of Debian Linux (7.1 Wheezy) was

stored on it. Requiring an SD card was considered a limitation as SD cards are not

designed for continuous access and in this use case acted as a single point of failure.

Henceforth, all functionality of the BeagleBone came through these pin headers.
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Figure 5.1: Top view of a BeagleBone Green showing the 96 i/o pins.

Figure 5.2: A BeagleBone Green mounted onto a Badgerboard using the two 48-pin
connectors. The u-turn cable is shown in the top left. Here, a longer cable was used
and coiled up.

The Microdaqs used half-duplex communication: the Microdaq and BeagleBone

took turns transmitting and receiving over the same differential pair rather than

doing both simultaneously. This was done over uart. The BeagleBone only had four

uarts and usually uart communication is in full-duplex mode so two problems had

to be solved: communicating with 16 Microdaqs over four communication channels

and doing it in a way that half-duplex communication could be coordinated. The

four uarts from the BeagleBone were shared between four Microdaqs each. To

support each uart bank, five signals are used:

1. A data transmit (tx) line.

2. A data receive (rx) line for the uart communication.

3. A transmit-enable line which determined the mode for half-duplex commu-

nication.

4. Two selection signals which encoded a two bit number (0,1,2,3) to determine

which one of the four Microdaqs in a uart bank was being used.

The tx and rx lines went into a four-way switch where the two selection lines

toggled which of the four outputs were used. Each output then went to an lvds
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transceiver. These could not transmit and receive at the same time. The default

mode was to receive data, but toggling the transmit-enable to the activated po-

sition changed the transceiver to the transmit mode. The Microdaq did not proac-

tively communicate with the BeagleBone, but only replied to messages when probed.

Therefore, this method of half-duplex communication worked as the Badgerboard

only needed to listen to one specific channel immediately after transmitting a mes-

sage to that same channel. The receive and transmit modes could be rapidly toggled

as could the channel in question. This setup was replicated four times on the Bad-

gerboard to give the 16 channels. To control the transmit-enable pins while simul-

taneously using the uart, custom Linux Kernel drivers (provided by the Wipac)

for RS485 had to be installed which were cumbersome to support and complicated

the software development for the BeagleBone. While effective, this was also seen as

an opportunity for future improvement

The STM32 microcontroller on the Microdaq used firmware that was flashed

onto the memory remotely. Once the firmware was stored on the Microdaq and the

Microdaq was powered, a special command to begin firmware execution was trans-

mitted to the Microdaq which indicated to it that it should load the firmware and

start running. The process to flash the memory and start the application followed a

unique process required by the manufacturer which required full duplex communica-

tion. Full duplex uart communication over lvds would require a minimum of four

conductors and only two were allocated for communication; so temporarily, during

Microdaq initialisation, two more were used. The Microdaq used the 10 MHz signal

as its reference clock so the 10 MHz signal could not be interrupted, and the power

and ground signals could not be used. As a result, only the irig-b conductors could

be used as the temporary communication lines. If the Microdaq had no irig-b sig-

nal, the Microdaq did not know the true time of day, but this was irrelevant during

the boot up process.

During the startup process the irig-b differential pair was commandeered by the

uart. A switch was inserted before the input of the lvds transceiver which received

the irig-b signal and the uart tx signal. A final signal called program-enable

(to indicate when the Microdaq was being reprogrammed) was used to toggle be-

tween the two modes. Under normal operation, the Microdaq was program-disabled

and irig-b was transmitted on one differential pair and half duplex communication

through another differential pair. When the Microdaq was being reprogrammed and

the application being initialised after powerup, the Microdaq was put into program-

enable mode. The regular communication differential pair was forced into receive

mode continuously (with the transmit-enable pin held low) and the irig-b differ-

ential pair was forced into the uart tx mode continuously with the program-enable

pin. The Microdaq was then reprogrammed and the full duplex handshake was per-

formed. Once the Microdaq indicated that the process had been successful and the
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on-board application had started, the half duplex communication was restored along

with the irig-b timing signal. This was an unavoidable process due to the number

of conductors physically available in a Cat-5 cable. The Microdaq had been devel-

oped with this procedure integral to its functionality so any future devices designed

to control Microdaqs needed to be capable of this procedure.

Since the Badgerboard was designed to be deployed remotely without human

supervision, environmental sensors were used to monitor the surroundings. The sen-

sors measured pressure, temperature, humidity, orientation and acceleration. These

sensors were controlled using the Beaglebone’s i2c bus and the BeagleBone recorded

and processed the data.

Finally, the Badgerboard was designed to support the operation of a nanobeacon

which was external to the Badgerboard. The nanobeacon required power (which

determined its brightness), a trigger signal (which determined its frequency) and

ground. A three pin connector was used to connect the nanobeacon to the Badger-

board on the end of a wire. The trigger signal was provided by the BeagleBone’s

built-in pwm generator. The power signal was provided by a step-up boost converter

which used the Badgerboard’s 3.3 V and generated a voltage up to 36 V. The boost

converter was controlled using i2c and allowed arbitrary voltages to be selected. A

power switch between the boost converter’s output and the board’s connector was

used to activate the nanobeacon after the pwm and voltage had been set. The power

switch was controlled using a gpio pin on the BeagleBone. The pwm signal was ref-

erenced using the BeagleBone’s internal clock rather than the 10 MHz synchronised

clock. Therefore nanobeacons could not be synchronised with each other.

5.2 Badgerboard Replacement

The first part of this chapter described the Madison electronics. The following

sections of this chapter describe a new set of electronics which I designed for a new

detector readout system which is being deployed in several remote locations around

the world.

A successor to the Badgerboard was designed which merged features of Badger-

board with the clb & Calamari boards known simply as the Fanout board. The

Fanout board used two commercial system-on-modules: a Raspberry Pi Compute

Module 4 (rpcm4) [87] and a White Rabbit len oem edition.

The White Rabbit len oem (wr-len oem) (shown in Figure 5.3) was a White

Rabbit enabled device designed to be embedded in products produced by third

parties rather than the manufacturers of the White Rabbit wr-len oem themselves.

It had two sfp cages which were White Rabbit enabled. These provided gigabit

networking over fibre. The network could both enter and exit the wr-len oem

in which case the wr-len oem acted as a transparent network device and simply

93



5. Future Detector Electronics’ Development

Figure 5.3: wr-len oem edition for embedded use.

extracted the timing information while cascading the fibre optic network. The wr-

len oem’s on board clock synchronised with the White Rabbit Grandmaster clock

and generated a 10 MHz and irig-b signal. The wr-len oem also had an additional

feature: it could spawn an auxiliary Ethernet connection which was forwarded to

the upstream network.

Other than the sfps, the wr-len oem had a single connector which carried

power, the timing signals, the auxiliary Ethernet and an auxiliary uart for control-

ling the wr-len oem itself. This meant that the wr-len oem could be mounted

onto a carrier board and a White Rabbit network connected to the len. Then the

precise 10 MHz, irig-b and Ethernet signals could be used for functionality on the

carrier board itself. A final advantage of the White Rabbit len was that it sup-

ported several network topologies. The len had a small routing table built in and

two sfp ports rather than one. Up to five lens could be daisy-chained together

which removed the need for a full-sized 18-port White Rabbit Switch in small net-

works and could save cost and complexity. Alternatively, White Rabbit lens could

be daisy-chained with a White Rabbit Switch to increase the number of available

ports. The daisy-chaining could even be disregarded entirely as another option.

Overall this gave greater flexibility by supporting a variety of network typologies

and reduced the startup cost as no White Rabbit Switch acting as grandmaster was

needed in small networks.

The Raspberry Pi is a family of single-board computers optimised for a high

performance to value ratio. For embedded use, the Raspberry Pi company produce

a compute module (version 4) with more streamlined functionality. The rpcm4

used is shown in Figure 5.4. The rpcm4 had a low power quad-core 64-bit 1.5 GHz

ARM based processor and the model used had 2 GB of on-board random-access

memory (ram) (up to 8 GB was supported). The rpcm4 had many built-in inter-

faces including (but not limited to): Ethernet, pcie, Universal Serial Bus (usb) 2.0,
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(a) rpcm4 front (b) rpcm4 rear

Figure 5.4: The front and rear of the rpcm4. The two 100-pin connectors can be
seen at the top and bottom of the rear side of the board to connect the module to
a carrier board.

uart,i2c and gpio pins. Two 100-pin connectors (shown in Figure 5.4b) were used

to connect the rpcm4 onto a carrier board. The rpcm4 supported a number of

operating systems including Raspberry Pi OS (a Debian based Linux distribution).

The rpcm4 was selected as it had a number of key advantages over the Beagle-

Bone:

1. As the rpcm4 was designed for embedded applications, the only physical

connectors were the two 100-pin board to board connectors which were ideal

for this application. The BeagleBone had pin-headers which were not designed

to act as a BeagleBone carrier and the Ethernet used a separate physical

connector necessitating the small U-turn Ethernet cable.

2. The Raspberry Pi was more performant for the cost. The BeagleBone had

a 1 GHz 32-bit single-core processor and 0.5 GB of ram whilst rpcm4 had a

1.5 GHz 64-bit quad-core processor and 0.5 GB despite costing approximately

the same price (approximately $35).

3. The Raspberry Pi is a young platform with an active community of developers

for both hardware and software so is more readily available. This makes

development faster and cheaper as existing resources can be more readily used.

The combination of the wr-len oem and the rpcm4 meant that the White

Rabbit delivered a precise time and clock onto the carrier board. The Ethernet

spawned by the wr-len oem, which was still connected to the main White Rabbit

network despite not delivering the precision timing, could then be bridged to the

rpcm4. The fact that both devices used board-to-board mezzanine connectors

meant this could be done using just the circuit traces on the carrier board rather

than small U-turn cables. This solution delivered both the timing and networking

elegantly.
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A drawback of the White Rabbit len - Raspberry Pi system was that due to

the network being delivered over fibre, a separate copper power cable was required.

This was considered a worthwhile trade off for the faster networking speeds while

maintaining White Rabbit timing. If the White Rabbit was integrated onto the

fanout rather than in an upstream system, any timing delays to the fanout would

already be accounted for automatically by the White Rabbit network.

To improve upon the uart system used by the BeagleBone to control the Mi-

crodaqs, the system was redesigned for the new Fanout. Rather than using four

uarts, the new system used the built-in usb 2.0 interface which was comparatively

high speed (480 Mbit s−1 [88] compared with the BeagleBone’s uarts which were

up to 3.6 Mbit s−1 [89]. The usb bus was connected to a 7-port usb hub and each of

the 7 usb channels was then attached to a usb to quad-uart bridge. This gave a

total of 28 uart channels. Because the usb bus was so much faster than uart and

the usb-to-uart bridges had in-built i/o buffers, from the Raspberry Pi’s point

of view, there were 28 discrete uarts that could be accessed simultaneously rather

than by sequential sampling. In reality sampling was occurring but at speeds so fast

that the buffers bridged any communication gaps. Therefore 28 full speed uarts

were achieved through a simple 1 × 7 × 4 multiplication rather than a complicated

system of multiplexing. Furthermore, the number of channels went up from 16 to

28.

A further advantage of the usb-to-uart bridges was that they were designed

with the expectation of advanced configuration, including transceiver control and

support for both half and full-duplex communication. The bridges could be config-

ured to control the transmit-enable pin built into the bridge itself. The bridge

could control an lvds transceiver while it was in use. This allowed half duplex com-

munication without custom Linux Kernel drivers to control the transceiver itself;

instead controlling the transceiver was managed by changing the mode of the uart

bridge and the data flow control was managed in hardware. From the point of view

of the Raspberry Pi, it was just a standard uart with no unusual functionality;

this greatly simplified software development for Microdaq control. Like the Badger-

board, each uart was routed into an lvds transceiver, but unlike the Badgerboard,

the transmit and receive modes were toggled by the uart bridge. The differential

uart signals were then routed to the output connectors.

Since the uart bridges came in quartets, all other aspects of controlling Mi-

crodaq channels were also done in quartets so the supporting electronics could be

grouped into fours. Like the Badgerboard, 8P8C connectors (for Cat 5 cables) were

used for the outputs to the Microdaqs, and blocks of four connectors were used. The

10 MHz and irig-b signals were each fanned out 7 times and routed to each block

of connectors where they were fanned out another four times each towards lvds

transceivers.
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The implementation of full-duplex communication for reprogramming and ini-

tialising Microdaqs was recreated using the same method as the Badgerboard. The

usb-to-uart bridge was used for both the tx and rx communication lines; how-

ever the tx lines were redirected through the irig-b differential pair which was

perpetually in transmit mode. The rx lines were routed through the standard com-

munication channel.

Therefore, during the startup process the irig-b differential pair was comman-

deered by the uart. A switch was inserted before the input of the lvds transceiver

which received the irig-b signal and the uart tx signal. A final signal called

program-enable (to indicate when the Microdaq was being reprogrammed) was

used to toggle between the two modes. Under normal operation, the Microdaq was

program-disabled and irig-b was being transmitted on one differential pair along

with half duplex communication through another. When the Microdaq was being

reprogrammed and the application was being initialised after powerup, the Micro-

daq was put into program-enable mode where the irig-b differential pair was forced

into the uart tx mode continuously. Unlike the Badgerboard, the regular commu-

nication differential pair was still controlled by the usb-to-uart bridge rather than

forced into a fixed mode with a gpio pin. The Microdaq was then reprogrammed

and the full duplex handshake was performed. Once the Microdaq indicated that

the process had been successful and the on-board application had started, the half

duplex communication was restored along with the irig-b timing signal.

As with the Badgerboard, a power switch was used to switch the 24 V supply

to each Microdaq. The signal used to turn on and off each channel’s power switch

was used as an indicator to show if a channel was turned to the on or off state (the

power-enable signal).

Since every channel required a program-enable signal and a power-enable sig-

nal and there were 28 channels, 56 signals were needed in total. The Raspberry Pi

only had 28 gpio pins. The Microdaq channels were controlled in blocks of four

and therefore seven sets of 8 gpio signals would be required. Rather than using the

Raspberry Pi’s gpio signal pins, seven i2c gpio extenders were used which had eight

i2c controlled gpio pins. Therefore each block of four Microdaqs had four program-

enable pins and four power-enable pins. Every single pin was controlled by the

i2c bus.

The fanout system broadly consisted of a set of central electronics including the

Raspberry Pi, the White Rabbit len and the power system, and then a set of 7

groups of the circuits for managing four Microdaq channels. To ease prototyping,

the fanout was split into two kinds of circuit board that were connected together

with board-to-board mezzanine connectors. This was to enable the electronics to

be advanced to the prototyping and testing phase faster and the designs could be

merged into a single larger pcb at a later date. The two kinds of board were known
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Figure 5.5: The prototype of the new fanout system. The motherboard is carrying
7 daughterboards with ports for four Microdaqs each.

(a) Prototype daughterboard. (b) Prototype motherboard.

as the motherboard and the daughterboard.

The motherboard had the power supply, the Raspberry Pi, the White Rabbit

len, the usb hub and the initial 1 × 7 timing fanout. The daughterboards had

the usb quad-uart bridge, the i2c gpio expanders, the power switches, the 1 × 4

timing fanout and the lvds transceivers. The motherboard supported seven daugh-

terboards. A rendering of the completed system can be seen in Figure 5.5. A

prototype motherboard and prototype daughterboards can be seen in Figures 5.6a

and 5.6b respectively.

The motherboard had sensors that measured the same environmental parameters

as the Badgerboard. The sensors were the MS8607-02BA01 to measure pressure,

temperature and humidity (chosen for its high resolution over the entire room tem-

perature range and a humidity range exceeding 60% relative humidity.) and the

MXC4005XC to measure orientation and acceleration. The motherboard added

auxiliary usb uart ports for both the Raspberry Pi and the White Rabbit len.

The ports exposed the serial consoles of both of the devices so that in the event
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Figure 5.7: A manufactured and assembled fanout.

of a network outage, local debugging could be performed which was not possible

using the Badgerboard. Furthermore, a number of led indicator lights indicating

the statuses of the devices and the network were added for status information.

The new fanout had no nanobeacon circuitry built in but to allow for a nanobea-

con (with precise timing, unlike the Badgerboard), a connector was added that dis-

tributed the 10 MHz and irig-b signals, 24 V power and ground reference, and the

Raspberry Pi’s i2c bus using a long range i2c extender so it could be transmitted

over a long cable. This allowed an expansion board to be plugged in to power and

trigger a nanobeacon using the standardised Chips time.

The system was manufactured and tested using Microdaqs. An assembled fanout

can be seen in Figure 5.7. The circuit diagrams can be seen in Appendix B.

5.3 Software Delivery and Data Storage

While using the Madison system of electronics in Chips, the challenges of vital

software maintenance arose on the BeagleBones as there was no system for auto-

matic software updates and synchronisation. Furthermore, the data gathered were

forwarded to the daq storage but if the connection was lost then the data were

also lost because the storage available locally was insufficient for the data gath-

ered. The hardware updates presented an opportunity to improve the convenience

of synchronising the software and storing the data.

The rpcm4 supported booting from local emmc storage as well as booting over

the network (with an adjustable boot order). The rpcm4 was configured to boot
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from the network with the local storage as a secondary fallback option. If the

network was available and a boot server was visible then the operating system was

automatically retrieved and booted. If no network was available then an emergency

local operating system was booted. All rpcm4s used the same boot server so they all

received the same operating system and only one system needed to be maintained.

To prepare the operating system used on the rpcm4, a system of scripts was

used to provision an operating system for the boot server to distribute. The scripts

simulated a rpcm4 using qemu [90], virtually installed the latest version of the

Raspberry Pi OS, automatically compiled the latest version of the daq software

for the rpcm4 and then created an image of this new operating system from the

simulation. The boot server was then updated to use the latest operating system

and the rpcm4s deployed automatically retrieved the latest version. The data was

not tagged with the daq software version used during operations; however, the

option exists to tag data in the future and will be used as the software matures and

development slows. In summary, scripts built a fresh version of the operating system

using the latest daq software and the rpcm4s automatically received an up-to-date

version without the need to manually update any individual device.

The filesystem on each rpcm4 was upgraded in such a way that a storage server

was used rather than a local filesystem. When the operating system booted, the

remote filesystem was fetched and mounted locally (using nfs - Network File System

[91]). The fileserver had access to all of the filesystems of all of the rpcm4s so they

were automatically backed up and by design the latest files from the rpcm4s were

sent to the central storage system. In the event of network loss, the rpcm4s could

fall back to temporary local storage.

To access the remote operating system server and the remote filesystem server,

the devices were added to a virtual private network of devices (vpn). As the hard-

ware was all attached to a White Rabbit network, the router managing the White

Rabbit network could act as the vpn gateway and therefore anything added to the

White Rabbit network was automatically already part of the virtual Chips network

(but this was not a requirement, just a convenience). Fanout Devices could be added

to the virtual Chips network individually. The virtual network had the result that

all of the devices on the network acted as one collective unit even if they were not

physically connected or even in the same physical location. The management servers

could be in a remote central location while the data-acquisition nodes could be at a

number of remote locations (for example underground). Adding a new fanout board

to the system was as simple as adding it to the vpn, powering it on and assigning it a

name in the configuration file. The software and filesystem were then automatically

loaded onto the rcm4.

Nodes on the vpn did not have to be physically connected using Chips infras-

tructure; they could be connected over the internet. As long as disjointed portions
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of the network both receive a reference White Rabbit time that is synchronised,

then the system acted as if it was a contiguous local network rather than a set of

disjointed nodes.

From the point of view of any central control software, the rpcm4s were all on

the same local network and in the same physical location as the daq. A disjointed

set of fanouts appeared to be one homogeneous detector regardless of location or

physical connectivity.

A test system has been constructed with boot and filesystem servers at University

College London (UCL). An assembled prototype fanout board is located at UCL. A

second fanout had been configured at Czech Technical University (ctu) in Prague,

Czech Republic. A third fanout is in the process of being commissioned in Qui

Nhon, Vietnam. Each node use Microdaqs and pmts reused from Chips and the

performance of the hardware and software system is being assessed over time.

5.4 Summary of Fanout Development

Using the lessons learned from Chips, a new fanout board has been developed. The

fanout can act as a standalone device with no supporting infrastructure or part of an

ensemble with coordinated timing, filesystems and software. White Rabbit timing is

provided directly to the fanout and the on-board computing has been upgraded from

a BeagleBone Green to a Raspberry Pi Compute Module 4. The number of channels

has been upgraded from 16 to 28. The hardware is being evaluated at University

College London and at Czech Technical University and further development and

time synchronisation between the two locations is currently being carried out.
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Chapter 6

Neutrinos & Muons in Rock

Neutrino beams produce a very large flux of neutrinos which pass through the Earth.

As the neutrinos travel through the rock under the Earth’s surface, they may interact

- muon neutrino cc interactions produce muons. The probability of an interaction

is dependent on the density of rock. The muons themselves then interact with the

rock, the probability of which is also proportional to the density of the rock. Along

the path of the neutrino beam there therefore also exists a muon flux.

In existing detectors, muons produced in the Earth may be recorded at the beam-

facing end of the detector and have to be filtered out as an unwanted background.

However, as the rock muons are an intrinsic and unavoidable product of a neutrino

beam travelling through the Earth they may be harnessed and the rock used as ‘free’

extra detector mass.

Only instrumentation is needed to record and measure the rock muons - the

Earth is already in place. This means that wherever there is rock there is a potential

detector. As previously discussed in Section 3.3.1, there is a significant uncertainty

in the fraction of neutrinos produced by kaons (larger than the uncertainty due

to pions) in the Numi beam. This is important because at off-axis angles, the

energy of the neutrinos becomes increasingly directly dependent on the mass of the

parent hadron (as explained in Appendix A). At off-axis angles, the high energy

tail of the neutrino energy distribution becomes dominated by neutrinos produced

by kaons rather than pions. Consequently, it is important to investigate techniques

for estimating or measuring the kaon content of neutrino beams - this is shown in

Figure 6.1.

A possible use for muons in rock would be to monitor a neutrino beam across a

wide range of off-axis angles - multiple detectors at different off-axis locations or a

locally mobile detector could be used. As discussed in Section 3.3.1 (and Appendix

A), the energy spectrum of the neutrinos varies as the off-axis angle changes, the

form of which is related to the hadron composition of the beam used to create

the neutrinos. Understanding the composition of the hadron beam is important

for reproducing the neutrino beam in simulations (see Figure 3.11). A potential
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(a) Hadron flux uncertainties on νµ produc-
tion.

(b) Hadron flux uncertainties on νe produc-
tion.

Figure 6.1: The hadron flux uncertainties on neutrino production in the Nova
experiment. pC → πX represents proton-carbon interactions yielding pions and
pC → KX represents proton-carbon interactions yielding kaons [92]. For muon
neutrinos, the pion production uncertainty dominates but the kaon production un-
certainty does increase as the energy increases. For electron neutrinos, initially the
pion production uncertainty dominates. However, at approximately 3.5 GeV, the
kaon production uncertainty overtakes the pion production uncertainty and con-
tinues to rise. This means that at higher energies, the uncertainty in the number
of electron neutrinos produced becomes increasingly dominated by the kaon pro-
duction uncertainty. For experiments that measure muon neutrino disappearance
and electron neutrino appearance, the uncertainty in kaon production is important.
Figure from [93].

solution would be to count neutrinos as the off-axis angle changes and use the flux

to infer information about the number of pions and kaons in the hadron beam. The

advantage of using rock muons would be that only the instrumentation would be

needed at each off-axis angle rather than an entire detector medium. Or, the same

instrumentation could be moved along a rock face.

Another possible use for rock muons is as a receiver for neutrino communica-

tion. Neutrinos have been considered for communications that could travel over

long distances [94] and through objects that would block traditional communication

methods, but this is not feasible with current methods of producing neutrinos [95].

Neutrino communication is limited by the low probability of a neutrino interaction

occurring and the infrastructure needed to produce a high power neutrino beam.

Furthermore, the large detectors used for detecting neutrinos cannot be moved [96].

Rock muons are a potential candidate for a neutrino communications’ detector as

the rock (or water) acts as a large detector medium, is available in many land (and

sea) locations as an existing resource and the flux of rock muons follows any muon-

neutrino beam. An example potential use case is stealthy communication between

a submarine and its home base separated by a large deep ocean. The issue of the

neutrino source, however, remains.
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6.1 Muons in Rock

Once a muon neutrino interacts via a cc interaction, the charged muon will travel

through the rock for a limited distance. The distance the muon travels depends on

the density of the rock and the energy of the muon. The stopping power S is the

energy the muon loses per unit distance travelled and is given by

S =
−dE
dx

(6.1)

where E is the energy of the muon and x is the travel distance. The stopping

distance of the muon R (the range) is given by

R =
E

−dE
dx

=
E

S
(6.2)

Conventionally, the quantity mass stopping power is used to characterise a material

rather than simply the stopping power. The mass stopping power P is defined as

P =
S

ρ
(6.3)

where ρ is the density of the material. Therefore, overall, the stopping distance d of

a muon in a material is given by

d = ρ
Eµ

P(Eµ)
(6.4)

It is therefore clear that the distance a muon travels once it has been created is

dependent on its energy and the density of the rock. High energy muons travel

further and are therefore more likely to travel far enough to intersect with any

detectors. Low energy muons, although they may be more likely to occur, do not

travel as far and so their abundance is offset by the reduced probability that they will

travel far in rock. This is illustrated in Figure 6.2. Furthermore, the probability of a

neutrino interacting and creating a muon is dependent on the neutrino cross section

which is dependent on the neutrino’s energy. So, there is a double dependency

on energy for the number of muons at a given energy. Therefore it is important

to weight any muons created for the energy of the neutrino because of the travel

distance and the neutrino cross section.

6.2 Detector Concept

A simple detector concept is proposed as a tool for studying rock muon fluxes in

simulations. The imaginary detector design is shown in Figures 6.2 and 6.3.

The detector consists of two thin tracking plates (for example, amongst other
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Figure 6.2: A cartoon of neutrinos interacting through a solid medium (rock). The
neutrinos interact to create muons. The high energy muons travel far in the rock
whereas the low energy muons only travel short distances. The more energy a muon
has, the more likely it is to travel far enough to intersect with the detector plane.
There is therefore a high-energy bias when counting the muons in the detector
compared with the energy distribution of the muons or the original neutrinos.

technologies, scintillator strips and resistive plate chambers) that detect when a

muon passes through and the direction the muon is travelling. The first detector

plate is exposed to the rock and there is empty space between the first and second

plate. Between the two plates there is a narrow region of magnetic field perpendic-

ular to the plates (provided by, for example, a Helmholtz coil).

The first detector plate measures the direction the muon enters the detector;

the magnetic field deflects the muon as it travels; and the second plate measures

the position-after-deflection and new direction vector of the muon. The sign of the

muon’s charge can be inferred from the deflection direction and the muon’s energy

can be inferred from the deflection magnitude.

6.3 Simulation Overview

A simulation was written to investigate utilising the rock muons and the concept

detector to assist in profiling neutrino beams; in particular, to investigate the kaon-

parent contribution in the muon flux off axis and at higher energies.

To simulate this, a source of parent hadrons and their corresponding neutrinos

was needed. The neutrinos were required to be propagated through the Earth and

muons created. The muons then had to be propagated into the first detector plane

and deflected by the magnetic field. The position of the muon at the second detector

plane then needed to be calculated. The final muon deflections and directions could

then be investigated with respect to the original neutrino beam and original parent
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Figure 6.3: A diagram of the detector concept. The muons travel through the rock
and then enter a detector plane which measures the direction of travel. The muon is
influenced by a narrow region of magnetic field perpendicular to the detector plane
which bends the path of the muon. As the muon leaves the magnetic field region,
it continues travelling tangentially until it reaches the second detector plane which
measures the direction of travel upon exiting the detector. Between the two detector
fields, there is empty space for the muon to travel through.
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hadrons.

The simulation was conducted for detectors at multiple locations in a single

neutrino beam and only considered muon neutrinos and muons.

6.4 Generating & Propagating Neutrinos

To generate the neutrinos, G4numi, a Geant4 [97] [98] [99] based simulation for the

Numi beam, was used to generate neutrino flux spectra in the form of Dk2nu files

[100]. Dk2nu are Root [101] files containing information on a neutrino beamline

simulation in a predetermined format. The files contained:

• A parent hadron, specifying the type, a momentum vector and a decay vertex.

Also, an importance weighting for the hadron.

• A neutrino produced by the parent hadron which specified the neutrino’s en-

ergy and momentum vector and a weighting for a given detector location.

In order to generate a Dk2nu file, the entire production chain of grandparent

protons, parent hadrons of pions and kaons. Then, the production of the neutrino

and complementary lepton, needed to be simulated (by G4numi). A 120 GeV Gaus-

sian provided the source for the protons fired at the target [102]. The parent hadrons

were produced by interacting the grandparent protons in a graphite target to create

parent hadrons. To represent as much of the spectrum of parent hadrons as possible,

the least likely decays were over-simulated and the most likely were under-simulated.

Each decay was assigned an importance weighting known as Nimpwt. Nimpwt weights

each decay so that they are correctly distributed but allows the least likely decays

to still be included. This would be an alternative to having to generate impossibly

large numbers of decays so the least likely relevant processes occur in statistically

significant quantities. The hadrons were then decayed and used to generate a list

of neutrinos, neutrino properties and detector location weightings. The detector

location weighting corresponds to the likelihood of a neutrino being forced through

the detector at a given location [103].

For detectors that move to arbitrary locations, the problem arose that the entire

Numi beam simulation would have to be repeated for every single possible loca-

tion and the entire beam regenerated to obtain each location’s neutrino weightings.

This was not feasible. Instead, one set of Dk2nu geometry was created which

contained the correct (weighted) parent hadron distributions and the hadrons were

then manually decayed. The neutrinos that were produced were then considered the

definitive product the neutrino beam and the detector was moved around. A check

was performed to determine if a neutrino intersected the detector. This allowed the

detector to be mobile without regenerating a new neutrino beam but also introduced

the random possibility that neutrinos could miss the detector entirely.
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Figure 6.4: The energy spectrum of the parent hadrons of the neutrino beam ap-
proximating the Numi beam in low energy configuration. Pions are more abundant
than kaons.

Because neutrinos could miss the detectors, to increase the number of neutrinos

actually arriving at a detector, the hadrons were reused with fresh random neutrinos

generated. This again reduced wastage while maintaining the correct shape of the

neutrino distribution.

A crosscheck was performed to confirm that manually creating neutrinos through

parent hadron decay yielded the same results as the pre-produced neutrinos in the

Dk2nu file. Detectors were created to match the sizes (1 m radius circles) and loca-

tions (1036 m downbeam on axis, the position of the Minos near detector) provided

in the Dk2nu file, and the neutrinos through each detector region were recorded.

The hadron spectrum due to the proton beam is shown in Figure 6.4. The neutrino

spectrum generated from the hadron decay is shown in Figure 6.5. The effect of

the hadron weighting Nimpwt and detector location weighting wgt on the prepro-

vided Dk2nu and the custom-made crosscheck detector are shown in Figure 6.6.

The hadron weighting affected both the Dk2nu detector and the crosscheck detec-

tor.The detector location weighting was only required for the Dk2nu detector as the

random generation of neutrinos correctly matched the weighted Dk2nu distribution

in the custom-generated detector.
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Figure 6.5: The energy spectrum of muon neutrinos intersecting a 1 m radius circle
1036 m downbeam on-axis.

6.5 Generating Muons

After being generated, the neutrinos’ paths were traced downbeam. The neutrinos

may have interacted at any point in their path of travel. After interacting, the

muon produced will have a definite momentum vector - the direction of travel. The

simulation needed to take into account the position at which the neutrino interaction

occurred and the direction and energy of the muon after the interaction took place

- i.e. did the muon reach a detector or not? Ideally, each neutrino would have been

generated and then individually propagated, checking at every point along the path

if an interaction occurred; and, once the muon had been created, propagating the

muon and checking if it reached a detector. This would have been computationally

expensive. To simplify this problem, an important approximation was made. Any

detectors that were simulated must be close to the neutrino beam source such that

virtually no neutrinos had already interacted and been lost. The neutrino flux

through the region containing detectors is the same as the neutrino flux at the

beam source.

The rock was assumed to be of uniform density. If this assumption was not made,

a detailed finite element analysis would have to be performed to check the probability

of a neutrino interacting at every point along its path. Assuming constant density

means a simple neutrino survival probability can be calculated and muon fluxes can
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Figure 6.6: The cumulative effect of different weightings on the neutrino flux. The
Dk2nu neutrinos are initially different due to the reverse ray-tracing of the Dk2nu
detector neutrinos. Adding in the hadron weighting Nimpwt affects both the Dk2nu
detector and the custom crosscheck detector. Adding the neutrino location weighting
to both changes the Dk2nu spectrum but not the crosscheck spectrum. This because
the crosscheck detector already correctly randomly distributes the neutrinos so the
dashed green and dashed blue lines directly overlap. The Dk2nu detector with
both hadron and location weightings agrees with the crosscheck detector with just
the hadron weighting. The location weighting of the crosscheck detectors was fixed
at 1 so each event recorded represented a single real event.
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Figure 6.7: The probability of a neutrino interacting via a charged current interac-
tion per metre of travel through rock and iron (per 1020 pots).

then be inferred. Although limiting, the uniform rock density allowed the creation

of a simple and performant simulation and a more realistic representation of the

Earth’s rock is an area for future improvements.

Once the source of neutrinos had been generated, muons needed to be produced.

The energy of every neutrino was randomly thrown to give a muon’s energy. In

the energy range of 1 GeV to 120 GeV covered by the Numi beam, the energy a

muon loses per unit of travel is approximately linear [25]. The mass stopping power,

the density of the rock and the energy of the muon could then be used to create a

stopping distance for a muon of a particular energy. This was the effective length of

the detector for the muon. The cross section of the neutrino was calculated for the

rock medium and converted into units of m−1 (see Figure 6.7), the probability of a

neutrino interacting per metre of travel in rock. The effective length of the detector

and the neutrino cross section then gave an interaction probability for a muon of a

specific energy in rock.

However, the flux of muons through the detector plane was biased. A muon may

have been created within the effective detector volume but it may not necessarily

have travelled far enough to intercept the instrumentation. Low energy muons have

a shorter effective path so although they may have been created (more often) inside

the detector volume, they will not have travelled as far and therefore will not have

reached the instrumentation as often.
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Figure 6.8: The muon energy spectrum for both the Dk2nu and crosscheck detector.

The muons needed to be weighted by their path length through the rock (as

a function of energy) so that the short path of low energy muons and the longer

path of higher energy muons are correctly represented in the detector muon energy

distributions. The path length of the muons was the detector’s effective length so

that was used as the weighting factor.

Fluctuations in the energy loss of the muons due to random energy losses in

the rock before the muons arrive at the detector were ignored and presumed to be

small compared with the total energy of the muons. This could be improved in

future simulations and would make the low energy tail of the muon distribution

more accurate.

The weighted energy spectrum of the muons passing through the detector is

shown in Figure 6.8 and a comparison with and without the muon path weighting is

shown in Figure 6.9. The muon path length weighting shows that, when the travel

distance of the muon is taken into account, low energy muons are less frequent due

to the reduced probability of the muons intersecting the detector.

The effective length of the detector is derived from the density of the medium

(rock) and combined with the cross sectional area of the detector face to give a

detector with an effective mass. This figure represents how large the detector is

despite the fact that the medium is provided by the Earth at no cost to expand.

The effective mass is shown in Figure 6.10 and shows that the effective mass of the

detector expands arbitrarily as the energy of the muons increases because of the
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Figure 6.9: The effect of the muon’s travel distance on the muon energy spectrum.
The low energy muons are less likely to travel far enough to reach the detector so
are weighted downwards in the spectrum.
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Figure 6.10: The effective mass of the detector. High energy particles can travel
further through the existing rock which gives the detector a larger effective mass
without altering the experimental setup.

mass of the Earth in front of the first detector plane.

Once the muons were generated with specific energies, their directions were ran-

domly chosen using a Gaussian with a mean of zero and a width of 0.28 rad. This

value was motivated by Figure 6.11 which shows that 1σ of muons fall within 0.28

radians of each neutrino’s direction. All of the neutrinos were assumed to be going

directly forwards at this stage.

6.6 Detector Deflection

The muons were created in the rock in front of the detector. Rather than fully

modelling the path into the detector instrumentation and then the path between the

two detector planes, an approximation was made. An angular cut was performed

such that the muon’s momentum had to be at least 99% in the forward direction

and at most 1% in the transverse direction - approximately 13% of muons survived

this cut. This means that for the muons produced in the rock in front of the

detector and that survived the cut, the majority of the muons’ momentum vector is

perpendicular to the detector plane itself. For a physical application, as an example,

this cut could be performed by alternating scintillator strips at each detector plane

checking coarsely the direction of the muon. The second approximation made was
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6.6. Detector Deflection

Figure 6.11: The fraction of muons where the angle between the muon’s direction
vector and the parent neutrino’s direction vector is less that θ.

that the muons that entered the detector would survive long enough to leave the

detector.

To deflect the muons, a magnetic field was used. The magnetic field was perpen-

dicular to the detector plane and the incoming muons. The magnetic field formed

a uniform region that was distance s1 wide; the remaining space between the two

plates not taken up by the magnetic field was s2 wide. (The total distance s = s1+s2

is the total separation between the two detector planes.) The experimental setup

can be seen in Figure 6.3. Since the magnetic field region was narrow and the muons

were travelling perpendicular to the field lines, the magnetic field provided a rapid

‘kick’ to deflect the muons rather than a long continuous region to curve the muons

which would be hard to maintain at a uniform magnetic field strength. As the muons

left the region of the magnetic field, the muons travelled tangentially through the

detector until they reached the second detector plane. The deflection can also be

seen in Figure 6.3. The deflection in the region of width s1 due to the magnetic field

was d1 and the deflection due to the tangential trajectory after the magnetic field

in the region of width s2 was d2.

The velocity v of the muon is given by

v =
c

√

(

mc
p

)2

+ 1

(6.5)
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6. Neutrinos & Muons in Rock

where m is the mass of the muon, p is the magnitude of the muon’s momentum and

c is the speed of light. The radius of curvature r of the muon’s path as it travels is

given by

r =
mv

qB
(6.6)

where q is the charge of a muon and B is the magnetic field strength. The equation

for the total deflection d is shown in Equations 6.9, 6.7 and 6.8.

d1 = r ±
√

r2 − s2
1. (6.7)

d2 = s2 tan
[

arcsin
(

s1

r

)]

(6.8)

The ± sign in Equation 6.7 refers to the two possible intersection point of the muon

crossing s1. A muon could travel forwards while being deflected and intersect s1

to yield a displacement. But, if the region of the magnetic field continued, the

muon’s path could continue to be bent and then the muon could circle backwards

and intersect s1 again. These are the positive and negative solutions of the quadratic

equation. The negative solution was used as the muon was not returning. Therefore,

the total muon deflection is given by:

d = d1 + d2 = r −
√

r2 − s2
1 + s2 tan

[

arcsin
(

s1

r

)]

(6.9)

The detectors had a magnetic field region 0.2 m wide with a field strength of

0.8 T was used. The detector planes were 1 m apart. The deflection due to the

magnetic field in the Dk2nu and crosscheck detectors is shown in Figure 6.12.

These parameters were chosen as a compromise with bending the path of the muons

with the most probable momenta across as much of the detector as possible and

trying to contain as much of the low energy portion of muons within the detector

volume. The fastest a muon can travel is the speed of light c and by Equation 6.6

there therefore exists a maximum radius by which a muon can be deflected. The

largest radius corresponds to the straightest path a muon can travel and therefore

a minimum deflection. This effect is visible as the solid cutoff where no muon is

deflected below a certain distance. (Most muons are travelling very close to the

speed of light and a direction cut has already been performed so the muons are

biased towards having a velocity close to c.) The deflection as a function of the

muon’s energy for just the Dk2nu detector is shown in Figure 6.13 to illustrate the

form of the curve. This figure also shows that there is a minimum possible deflection

due to the muons being unable to exceed the speed of light.

Overall the results of the Dk2nu detector and crosscheck detector show that the

neutrinos manually produced followed the correct distribution and the implemen-

tation was successful (without needing a detector location weighting). This allows

the detectors to be mobile and the simulation of a number of detectors around a
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6.6. Detector Deflection

Figure 6.12: The deflection of muons due to the magnetic field. The solid line at
approximately 0.45 m is due to the muons being unable to exceed the speed of light.
In total there are 7261 Dk2nu entries but due to the weighting the entries are spread
across the entire energy range. There are 373375 crosscheck entries.The method used
to generate neutrinos for the crosscheck detectors changed the weighting system.
The distribution of the hits is not spread out evenly across the entire energy range.
This is visible in at the high-deflection region of the plot where statistical fluctuations
become significant. This is an inherent flaw in the method used to generate the
neutrinos for detectors that can be moved.
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6. Neutrinos & Muons in Rock

Figure 6.13: The form of the muon energy vs deflection curve. The horizontal line
at approximately 0.45 m is due to the fastest muons approaching but being unable
to exceed the speed of light. Muons that have a velocity that causes them to be
deflected almost 90◦ would have a deflection approaching ∞ in the second region
with no magnetic field. The detector has been restricted to 2 m.
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6.6. Detector Deflection

neutrino beam to continue.

The question then remained, how large should the two detector planes be to

intersect the muons? The larger the area of the detector planes, the more muons

would intersect the detector and the less time required to gather a statistically

significant sample of muons. To make a detector with as large a surface area as

possible would be an engineering feasibility challenge, not a problem of physics.

The detector plane separation however is related to the physics. The muons are not

necessarily created going precisely forwards; so muons that strike the first detector

plane could then leave the detector volume before arriving at the second. Figure

6.11 shows the cumulative fraction of muons produced by neutrinos with an angle

between the neutrino and muon of less than θ. This shows that over 99% of muons

are produced with an angle less than 0.8 rad. If a detector was 4 m wide, muons

produced at the centre would have 2 m in each axis to travel before leaving the

detector volume. If the detector planes were 1 m apart this would give an angle of

2 rad which would contain over 99% of the muons. Therefore this condition was

used to constrain the detector dimensions.

Eight detectors of the form shown in Figure 6.3 were simulated which were 1 km

downbeam and square in shape with 4 m edges. Each detector consisted of two

parallel planes with 1 m of space between them. A 1.5 T magnetic field occupied the

first 0.2 m of space between the two planes with the field direction perpendicular

to the direction of the incoming muons. The detectors were arranged from 15 mrad

off-axis to 50 mrad off-axis in 5 mrad increments (15 m to 50 m off-axis in 5 m steps).

The neutrino flux spectra through each detector are shown in Figure 6.14. The

spectra show that as the off-axis angle increases, the neutrino peak energy reduces

but also narrows (see Appendix A for the off-axis effect). The spectra also show

that as the off-axis angle increases, the high energy tail becomes more and more

dominated by the kaon component of the beam.

The muon energy spectra can be seen in Figure 6.15 which shows that, following

on from the neutrino off-axis effect, the muon energy peak lowers and narrows as

the off-axis angle increases.

The effective mass of each detector can be seen in Figure 6.16. The result shows

the contribution to the largest effective detector sizes arises due to muons from kaons

and also becomes more significant at larger off-axis angles. This effect is due to the

kaons dominating the high energies at the off-axis positions.

The deflection for the muons in each detector can be seen in Figure 6.17 and the

deflection normalised by the total number of events can be seen in Figure 6.18.

Initially, at smaller off-axis angles (starting at 15 mrad), as the deflection in-

creases the number of muons derived from kaons declines faster than the number

of muons derived from pions. As the off-axis angle increases, the decline rate of

the kaon-produced-muon curve decreases (up to 50 mrad) (the number of muons
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6. Neutrinos & Muons in Rock

(a) Detector 0, 15 mrad off-axis. (b) Detector 1, 20 mrad off-axis.

(c) Detector 3, 25 mrad off-axis. (d) Detector 4, 30 mrad off-axis.

(e) Detector 5, 35 mrad off-axis. (f) Detector 6, 40 mrad off-axis.

(g) Detector 7, 45 mrad off-axis. (h) Detector 8, 50 mrad off-axis.

Figure 6.14: Neutrino flux energy spectra through each detector.
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6.6. Detector Deflection

(a) Detector 0, 15 mrad off-axis. (b) Detector 1, 20 mrad off-axis.

(c) Detector 3, 25 mrad off-axis. (d) Detector 4, 30 mrad off-axis.

(e) Detector 5, 35 mrad off-axis. (f) Detector 6, 40 mrad off-axis.

(g) Detector 7, 45 mrad off-axis. (h) Detector 8, 50 mrad off-axis.

Figure 6.15: Muon flux energy spectra through each detector. Here, the muons have
lost no energy in the rock. The counting correction which applies the distance a
muon of a given energy can actually travel through rock is included.
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6. Neutrinos & Muons in Rock

(a) Detector 0, 15 mrad off-axis. (b) Detector 1, 20 mrad off-axis.

(c) Detector 3, 25 mrad off-axis. (d) Detector 4, 30 mrad off-axis.

(e) Detector 5, 35 mrad off-axis. (f) Detector 6, 40 mrad off-axis.

(g) Detector 7, 45 mrad off-axis. (h) Detector 8, 50 mrad off-axis.

Figure 6.16: The effective mass of each detector.
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6.6. Detector Deflection

(a) Detector 0, 15 mrad off-axis. (b) Detector 1, 20 mrad off-axis.

(c) Detector 3, 25 mrad off-axis. (d) Detector 4, 30 mrad off-axis.

(e) Detector 5, 35 mrad off-axis. (f) Detector 6, 40 mrad off-axis.

(g) Detector 7, 45 mrad off-axis. (h) Detector 8, 50 mrad off-axis.

Figure 6.17: The deflection of each muon through each detector.
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6. Neutrinos & Muons in Rock

(a) Detector 0, 15 mrad off-axis. (b) Detector 1, 20 mrad off-axis.

(c) Detector 3, 25 mrad off-axis. (d) Detector 4, 30 mrad off-axis.

(e) Detector 5, 35 mrad off-axis. (f) Detector 6, 40 mrad off-axis.

(g) Detector 7, 45 mrad off-axis. (h) Detector 8, 50 mrad off-axis.

Figure 6.18: The deflection of each muon through each detector, normalised by the
total number of muons.
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6.6. Detector Deflection

Muon Count
Detector Angle

[mrad]
#Muons
(total)

#Muons
(π)

Muons
(K)

Muon ratio
(K/π)

0 15 96217 26573 69643 2.6
1 20 45486 10741 34744 3.2
2 25 25357 5444 19913 3.7
3 30 15218 3218 11999 3.7
4 35 9597 1819 7777 4.3
5 40 6631 1263 5368 4.3
6 45 4879 969 3909 4.0
7 50 3461 708 2753 3.9

Table 6.1: The total number of muons, the number of muons from pion ancestors and
the number of muons from kaon ancestors at each detector location. The number of
muons is per 1020 pots (equivalent to approximately 150 days worth of Numi beam
operation).

is more sustained, the magnitude of the gradients smaller) and the decline rate

of the pion-produced-muon curve increases (the number of muons decreases faster,

the magnitude of the gradient is larger). The effect of this is that the number of

muons derived from kaons is more sustained as the deflection increases compared

with muons derived from pions (and the effect is more pronounced as the off-axis

angle increases). Additionally, the point at which the fraction of kaon-produced-

muons and pion-produced-muons is equal increases in deflection position, although

this effect is very small, a 2 bin (4 cm) change over the entire 30 mrad angle range.

The number of pions and kaons could be inferred by fitting two superimposed

curves to the total muon deflection for each detector location. The form of the

curves would be dependent on the original fractions of pions and kaons and the off-

axis angle. By fitting for a range of angles, the kaon content could be estimated and

used to tune Monte-Carlo simulations to more accurately model neutrino beams.

The number of muons that were deflected through the detector at each off-axis

location for 1020 pots can be seen in table 6.1. The table shows that between

the smallest and largest off-axis angles (15 mrad to 50 mrad), the number of muons

decreases by approximately a factor of 30 from tens-of-thousands to just thousands

which is a change enough to be measurable. Also, the ratio of pions to kaons changes

by a factor of 1.5 over such angle changes.

Overall, the simulation shows that resolving the differences in the pion and kaon

content of the hadron ancestors of a neutrino beam at different off-axis angles could

be achieved using magnetic field strengths that exist at current technology levels.
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7. Summary & Conclusions

Chapter 7

Summary & Conclusions

This thesis presented the design and construction of the Chips detector. The goal of

the project was to demonstrate that a neutrino detector could be built by a team of

scientists themselves rather than by a dedicated team of engineers and construction

workers. Also, the goal was to demonstrate that the cost of the detector could

be substantially cheaper than the cost of existing detectors. Despite engineering

challenges, the detector was successfully constructed by a team of physicists and

students. The detector was deployed, although time and circumstances did not allow

a full campaign of light-sealing and commissioning. Unfortunately, the detector had

to be extracted and salvaged before full commissioning could take place due to the

complications arising during the deployment process exacerbated by the Covid-

19 pandemic. However, the initial goals of the project (stated above) were achieved

and much was learned for improvements in the design of low-cost neutrino detectors.

The extended goals of the project – to actually perform a measurement using the

detector (for example, θ23) – were not met and cannot be readdressed in the future

as the project has concluded.

The Chips experiment was not designed to surpass the current level of precision

measurements. However, the Chips experiment demonstrated the ability to deploy

large detectors cheaply in a beamline that could have made a measurement of θ23

and δCP . The obvious impact of this work is to show that experiments in the

future could be very large or have multiple detectors without being prohibitively

costly. Future experiments could then be used for precision measurements. Overall,

the field of particle physics could be advanced faster by utilising the example set

by Chips, even though Chips itself did not directly produce any frontier-pushing

measurements.

The construction of the Chips detector revealed that although the readout and

daq electronics functioned as intended, there were cumbersome infrastructure re-

quirements. A new set of electronics was designed to connect to the Microdaqs

mounted onto the pmts to manage the power, data and clock distribution and re-

place the cumbersone infrastructure of the detector. The new pmt readout and daq
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systems presented here were designed and assembled using lessons learned and were

successfully implemented. A modular decentralised readout system is being tested.

Further development is ongoing to investigate using the daq and readout electronics

to detect cosmic ray air showers. The electronics themselves continue to be tested in

a lab setting at three disconnected locations around the world: the UK, the Czech

Republic and Vietnam.

A technique for the analysis of muon fluxes in rocks to measure the kaon content

of a neutrino beam has been investigated. The technique proposed using the off-axis

effect and magnetic deflection to infer the number of parent pions and kaons in a

neutrino beam. The study verified that the high-energy tail of the muon and of the

neutrino distributions becomes more closely related to the mass of parent hadron as

the off-axis angle increased rather than the energy of the hadron itself. Furthermore,

the study showed that the deflection could be induced and observed at a scale that

current detector technologies already exist at and in numbers large enough to count.

The pre-existing rock of the Earth could be used as a detector medium making the

monitoring of existing and future neutrino beams more attainable. The simulation

assumed that the density of rock in the Earth was uniform and that the muons do

not lose energy in the rock between the point they are produced and the point they

enter the detector. These simplifications were made to extract the core physics of the

problem but are areas that need to be improved and accounted for in future work.

Also, the study did not perform a fit to estimate the kaon content of the neutrino

beam used in the simulation – this was because of time constraints. Further work

is required to ascertain if the kaon content could actually be inferred and at what

precision level. If the kaon content could be inferred by measuring rock muon fluxes

at different off-axis angles, then this technique could be used to monitor future

neutrino beams.
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A. Off-axis Neutrino Beams

Appendix A

Off-axis Neutrino Beams

For this section the speed of light, c, is taken to be 1 and the mass of the neutrino

is approximated to 0.

Neutrino beams produce a broad spectrum of neutrinos. Due to kinematic effects

of hadron decay, then moving off axis, the neutrino beam energy spectrum narrows

and the peak drops in energy. This is known as the off-axis effect, the derivation of

which is below.

A π+ decays into a µ+ and a νµ (shown in Figure A.1). In the rest frame of the

pion, the 4-momenta are:

pπ+ = (Eπ+ ,~0) (A.1)

pµ+ = (Eµ+ , ~Pµ+) (A.2)

pνµ
= (Eνµ

, ~Pν
µ+

) (A.3)

and therefore:

p2
π+ = m2

π+ (A.4)

p2
µ+ = m2

µ+ (A.5)

p2
νµ

= 0 (A.6)

pπ+pνµ
= Eπ+Eνµ

(A.7)

Using the identity

pµ+ = pπ+ − pνµ
(A.8)

π+µ+
ν

Figure A.1: A pion decay from the pion rest frame. The muon and neutrino have
equal and opposite momenta.
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β
β sin(θ)

β cos(θ)

ν

θ
boost direction

Figure A.2: Diagram showing the component of the neutrino’s velocity which re-
ceives a Lorentz boost.

gives the momentum of the muon as

p2
µ+ = p2

π+ + p2
νµ

− 2p2
π+p2

νµ
(A.9)

which is equivalent to

m2
µ+ = m2

π+ − 2Eπ+Eν
µ+

(A.10)

This gives, in the rest frame of the pion, the energy of the neutrino

ERest
ν

µ+
=
m2

π+ −m2
µ+

2Eπ+

=
m2

π+ −m2
µ+

2mπ+

= 29.6 MeV (A.11)

To boost the energy of the neutrino into the lab frame, the following equation is

used

ERest
ν

µ+
= γELab[1 − β] (A.12)

which gives the energy as

ELab
ν

µ+
=

ERest
ν

µ+

γ(1 − β)
=

m2
π+ −m2

µ+

2mπ+γ(1 − β)
(A.13)

(A.14)

This assumes the neutrino is emitted in the same direction as the Lorentz boost.

In reality, the neutrino can be emitted at an angle. The component of the neutrino’s

velocity in the direction of the Lorentz boost is given by the cosine of the emission

angle θ. This is shown in Figure A.2. This has the effect of mapping β to β cos(θ).

ELab
ν

µ+
=

m2
π+ −m2

µ+

2mπ+γ[1 − β cos(θ)]
(A.15)

To convert the energy of the neutrino in the lab frame into a convenient form
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A. Off-axis Neutrino Beams

the following identities are used

E = γm (A.16)

(A.17)

P = γβm (A.18)

which combine to give

β =
P

E
(A.19)

The angular Lorentz boost γ[1 − β cos(θ)] becomes 1

m
π+

[Eπ+ − P cos(θ)] which

gives the neutrino energy in the lab frame as

ELab
ν

µ+
=

m2
π+ −m2

µ+

2[Eπ+ − Pπ+ cos(θ)]
(A.20)

and using the mass-energy-momentum equivalence this becomes

ELab
ν

µ+
=

m2
π+ −m2

µ+

2[Eπ+ −
√

E2
π+ −m2

π+ cos(θ)]
(A.21)

This equation shows the relationship between the energy of the neutrino, the

energy of the pion and the off-axis angle. As θ increases, the energy decreases as

will the neutrino flux. However, the width of the neutrino spectrum also decreases

as it is less strongly dependent on the energy of the pion. This can be seen in Figure

A.3. By reducing the widths of the tails of the neutrino distribution, the number of

background events can be reduced. By using an off-axis detector, the beam can be

tuned so that a very narrow peak at the oscillation maxima exists at the detector’s

position.

Furthermore, since the energy of the neutrino depends directly on the mass of the

parent hadron and then more weakly on the energy of the parent hadron, changing

the parent hadron type and therefore its mass more directly changes the neutrino

energy when significantly off axis. This means that off-axis, kaons rather than pions

contribute more to the long high energy tail of the neutrino energy distribution.
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Figure A.3: Simulated energy spectra of charged current events at a far detector
location 735 km from Fermilab at various off-axis angles for the Numi beam at the
medium-energy setting [104]. A similar set of spectra with separate pion and kaon
contributions at different off-axis angles can be seen in figure 6.14.
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B. New Fanout Circuit Diagrams

Appendix B

New Fanout Circuit Diagrams
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